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• Communication, Networks, and Information Theory
• Computer Engineering
• Signal, Image, Speech and Information Processing
• Circuits and Systems
• Bioengineering

LNEE publishes authored monographs and contributed volumes which present
cutting edge research information as well as new perspectives on classical fields,
while maintaining Springer’s high standards of academic excellence. Also con-
sidered for publication are lecture materials, proceedings, and other related
materials of exceptionally high quality and interest. The subject matter should be
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Preface

The 8th International Conference on Robotic, Vision, Signal Processing & Power
Applications (RoViSP2013) was held in Penang Malaysia from 10 to 12 November
2013. This conference hosted an electronic paper submission process for areas that
include:

• Robotics, Control, Mechatronics, and Automation
• Vision, Image, and Signal Processing
• Artificial Intelligence and Computer Applications
• Electronic Design and Applications
• Telecommunication Systems and Applications
• Power System and Industrial Applications

RoViSP2013 is the latest conference held by the School of Electrical and
Electronic Engineering, Universiti Sains Malaysia (USM) following its series of
successful conferences. Almost 200 papers from around the world have been
submitted; of these 60 papers were accepted for oral presentation. This proceeding
gives a picture of the latest scientific and practical activities carried out in the field
of Robotic, Vision, Signal Processing, and Power Applications.

The editors acknowledge the time and effort of all reviewers and technical
committee members in ensuring high quality technical papers for RoViSP2013.
The committee would also like to express our gratitude to Springer and the
Institution of Engineers Malaysia (IEM) for their technical supports.

Harsa Amylia Mat Sakim
Mohd Tafir Mustaffa
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Chapter 1
Adaptive Discrete Sliding Mode
Control for a Non-minimum Phase
Electro-Hydraulic Actuator System

Rozaimi Ghazali, Yahaya Md Sam, Mohd Fua’ad Rahmat
and Zulfatman Has

Abstract This paper presents an adaptive robust control technique based on
discrete sliding mode control (DSMC) for an electro-hydraulic actuator (EHA)
system. A new adaptive control strategy with the enhancement of DSMC with two-
degree-of-freedom (2-DOF) structure is proposed. The control scheme that will
render uncertain system and time-varying in EHA system’s parameters can be
obtained by the integration of recursive system identification technique. A com-
prehensive performance evaluation with quantitative measures and validation of
the tracking performance is presented. In the experimental studies, Optimal Linear
Quadratic Regulator (LQR) and Proportional-Integral-Derivative (PID) are
implemented to be compared with the proposed robust controller. The results
showed that robust system performance is achieved with DSMC for various system
conditions while capable to reduce the control effort and gives better tracking
performance as compared to the conventional LQR and PID controllers.
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1.1 Introduction

There are many unique elements and advantages of EHA system over rival
actuators such as pneumatic and electrical motor in the market these days. The
main advantages of fluid power, which is led to its prominent feature, is the good
ratio between forces delivered by the actuator over the weight and its size.
However, it is difficult to establish or identify an accurate dynamic models where
the EHA system inherently have many uncertainties. Non-linear flow and pressure
characteristics, backlash in control valve, actuator friction, variations in the trap-
ped fluid volume due to piston motion and fluid compressibility are major sources
of non-linearity in the actuation system. These difficulties have motivated the
researchers and academia to conduct further investigations on the actuator per-
formance before the implementation of various potential applications in the
industries. To solve those engineering issues, several research works focusing on
control strategies of EHA system have been carried out.

It is necessary to design the appropriate controller that will be realized in real-
time and gives satisfactory performance during the trajectory tracking control.
Therefore, discrete-time control scheme should be considered in this study.
Moreover, in order to reduce the control effort by the robust controller, adaptive
mechanism must be integrated in the control strategy. This adaptive robust control
scheme will assist the controller to adapt with any changes in the system’s
parameters while reducing the control effort in achieving the high tracking per-
formance. Thus, the scheme will compromise the control energy and tracking
accuracy.

1.2 Control Strategies of EHA System

A number of control strategies have been proposed to overcome the non-linearities
problem in EHA system. Over the years, there has been widespread interest in
SMC or known as variable structure control (VSC). EHA system positioning
problem had been extended with a flexible load in [1]. In the attempt to assess the
robustness of the SMC strategy, two cases had been carried out in the simulation
and experimental studies by varying the load and spring stiffness. The results
showed that the robust control is capable to cope with the changes occurred during
the tracking control. Cho and Edge [2] dealt with unknown non-linear frictions and
model error using discrete-time SMC to ensure the good position tracking was
achieved and its robustness was guaranteed. Tracking error was found to be
reduced significantly when the adaptive scheme was used as a control strategy.

In a rather different scope of work, [3] tackled the problem of position control
in the presence of friction non-linearities using VSC approach. Due to variation in
manufacturing tolerances and material properties, identification process has to be
conducted to optimize the capability of the proposed controller although it will be
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time consuming. From the simulation and experimental results in [4], the VSC
with integral action is not only a theoretical rule with good simulation results but
also a practical controller with good experimental performances using CPLD
chips. A continuous control action designed in SMC to make a boundary layer
attractive was proposed in [5] using varying boundary layer. The varying boundary
layer with SMC in that works has reduced the chattering in the control output
while increasing the accuracy and robustness to various set points during the
position control. In a similar scope of work, [6] proposed an adaptive SMC for
EHA system since previous adaptive control methods always assumed that the
original control volumes are certain and known, which can guarantee that all
system unknown parameters occur linearly. [7] introduced the combination of H1
control and SMC with Block Control (BC) technique to force an EHA system
which is driven by a servo valve to track a chaotic reference trajectory.

Recent works published in [8] introduced a variable structure filter (VSF) as a
state estimator combined with SMC in discrete-time. The integration of VSF and
SMC is referred as a sliding mode controller and filter (SMCF) capable to handle
general uncertainties including mismatched uncertainties problems that usually
occur as conservative SMC scheme. In [9], two second order sliding mode
observers with finite time convergence are developed in the simulation study for a
PUMA560 robot manipulators. In more recent works, [10] further analysed the
effect of uncertain friction and considered the bounded region of the non-linear
friction in pump-controlled EHA system. The sliding surface in the SMC scheme
is determined using linear matrix inequality technique. Even though the tracking
performance gives high precision tracking, there still exists a small error due to
time delay during the transient response. In trajectory tracking control under the
influence of uncertainties, non-linearities and disturbances, it is known that, the
controller should be highly robust and adaptable to any changes in the system’s
parameters. In the literature, it shows that SMC has a great potential dealing with
those problems existed in EHA system. However, most of the works are conducted
in simulation environment and the algorithm is mostly developed in continuous-
time. Therefore, SMC implementation in discrete-time is necessary to be studied.
Recently, [11] also discussed in details concerning the state-of-the-art of com-
puter-controlled in SMC research study.

1.3 Modelling of EHA System

In practical, the insight obtained is always used to reduce and simplify the model
where possible. In this phase, linearisation plays an important role, as it provides
much insight in the dynamics characteristics of the system. Then, experimental
validation as a crucial procedure can be conducted by analysing and comparing
between the developed linear model and the actual model [12].

A mathematical model of EHA system in Fig. 1.1 can be developed by
neglecting the non-linearities such as internal or external leakage and dynamics of
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the valve as reported in [13]. The equation relates the input signal u (either voltage
or current), servo valve gain Kt and the spool valve position xt is given by

xt ¼ Ktu ð1:1Þ

Thus, the dynamics of the EHA system for the total oil flow QL are derived from a
Taylor series linearisation by

QL ¼ Kqxt � KcPL ð1:2Þ

where Kq is the flow-gain coefficient and Kc is the flow-pressure coefficient.
Defining the load pressure, PL as the pressure across the actuator piston, its

derivative is given by the total oil load flow QL through the actuator divided by the
fluid capacitance as given by

_PL ¼
4be

Vt
ðQL � CtpPL � Ap _yÞ ð1:3Þ

where be is the effective bulk modulus, Vt is the total compressed oil volume, Ctp is
the total leakage coefficient, Ap is the surface area of the piston and y is the
position of the piston. The force of the actuator Fa that generates from a total mass
Mt attached to the end of the piston can be determined as

Fa ¼ ApPL ¼ Mt y
::

ð1:4Þ

Substituting (1.2) and (1.3) into the derivative of (1.4) and taking a Laplace
transform that yields

YðsÞ
UðsÞ ¼

Kax2
a

sðs2 þ 2faxasþ x2
aÞ

ð1:5Þ

where Ka ¼
KqKv

Ap
; xa ¼ Ap

ffiffiffiffiffiffiffiffiffiffi

4be

VtMt

s

and fa ¼

ffiffiffiffiffiffiffiffiffi

4beMt

Vt

q

ðKc þ CtpÞ
2Ap

.

Open loop transfer function of the EHA system in (1.5) relates between the control
signal from the computer as a controller and position of the hydraulic actuator.

xv QL

Actuator  
Displacement, yControl Signal, u

Return Pressure, PrSupply Pressure, Ps

Servo
Amplifier Gain 

Servo
valve

Hydraulic 
Actuator

Kv

Fig. 1.1 Block diagram of EHA system
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The corresponding discrete-time model follows by transforming the continuous-time
model in (1.5) with zero-order-hold is expressed as

GðzÞ ¼ yðkÞ
uðkÞ ¼

b1z2 þ b2zþ b3

z3 þ a1z2 þ a2zþ a3
ð1:6Þ

The discrete-time transfer function in (1.6) can be represented in state-space
control canonical form as

xðk þ 1Þ ¼ UxðkÞ þ CuðkÞ ð1:7Þ

yðkÞ ¼ WxðkÞ ð1:8Þ

where U ¼
�a1 �a2 �a3

1 0 0
0 1 0

2

4

3

5C ¼ 1 0 0½ �T and W ¼ b1 b2 b3½ �.

The nominal state space model of EHA system in (1.7) also can be represented
using third-order linear model incorporating uncertainties and disturbances as

xðk þ 1Þ ¼ ðU� DUÞxðkÞ þ ðC� DCÞuðkÞ þ Pf ðkÞ ð1:9Þ

where f(k) consist of uncertain non-linearities such as external disturbances, non-
linear friction and internal leakage. U and C are the nominal system parameters.
The bounded uncertainties DU, DC and Pf(k) are the uncertainties exist from the
unmodelled dynamics. The third-order of the EHA system can be rearranged as

xðk þ 1Þ ¼ UxðkÞ þ CuðkÞ þ LðkÞ ð1:10Þ

where the lumped uncertainty is defined by

LðkÞ ¼ �DU� DCþ Pf ðkÞ ð1:11Þ

The state space model of EHA system in (1.10) will be used throughout this study
and assumption of lumped uncertainty in (1.11) will be considered during the
controller design.

1.4 2-DOF Adaptive Robust Tracking Control

The problem of controlling uncertain dynamical systems that are subjected to
external disturbances is an important issue and has attracted the control engi-
neering practitioners. One of the established approaches to solve these problems is
by using the variable structure control (VSC) strategy called sliding mode control
(SMC). Rapid further study on sliding mode in discrete-time confirmed that the
discretisation of CSMC may cause instability and the implementation is quite
complicated. Moreover, direct implementation of CSMC for discrete-time system
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will result several issues such as the finite amplitude oscillations persist in the
system dynamics that caused an error magnitude of the order of the sampling
period. Therefore, it is more appropriate to design the SMC based on a discrete-
time and controller synthesis in discrete-time framework is necessary. Supposed
that the uncertain and disturbed plant can be modelled as

xðk þ 1Þ ¼ ðUþ DUÞxðkÞ þ CuðkÞ þ EdðkÞ ð1:12Þ

where DU is the uncertainties and d(k) is the disturbances. Designing a control law
with the sliding surface using reaching law method gives

usmcðkÞ ¼ � ðCsmcCÞ�1½CsmcUxðkÞ
� ð1� qTsÞCsmcxðkÞ þ gTssignðSÞ
þ CsmcDUxðkÞ þ CsmcEdðtÞ�

ð1:13Þ

This control law is not implementable because the DU and f(k) are generally
unknown. However, the assumption can be made where the upper and lower
bounds of CsmcDUx kð Þ þ CsmcEd tð Þ are known as

�LdTs\CsmcDUxðkÞ þ CsmcEdðtÞ\LdTs ð1:14Þ

where Ld is the lumped uncertainties and disturbances boundary in the systems.
Thus, the control law can be modified as

usmcðkÞ ¼ � ðCsmcCÞ�1½CsmcU� ð1� qTsÞCsmc�xðkÞ
� ðCsmcCÞ�1½gTssignðSÞ þ LdTssignðSÞ�

ð1:15Þ

The control law in (1.15) only guarantees that S(k)[S(k ? 1) - S(k)] \ 0 which is
not sufficient for a quasi-sliding mode. It is pointed out in [14] that the control law
only guarantees for a discrete sliding mode if

LdTs\�
gTs

2ð1� qTsÞ
ð1:16Þ

Therefore, the resulting control law in DSMC can be obtained as

usmcðkÞ ¼ �KsmcxðkÞ � KswsignðSÞ ð1:17Þ

where Ksmc = (CsmcC)-1[CsmcU – (1 - qTs)Csmc], Ksw = (CsmcC)-1qswTs and
qsw = g ? Ld.

The potential of recursive identification as been discussed briefly in [15]
emphasized that many industrial control applications, such as adaptive control,
adaptive prediction and adaptive filtering required the information of the system to
be available recursively while the system is in operation. Therefore, system
identification with on-line estimation technique is always performed as an adaptive
mechanism which augmented with the robust controller. The potential of recursive
identification such recursive least square (RLS) technique also has attracted
researchers in various applications [16].
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Even though there are a number of publications using DSMC with parameter
estimation algorithm as an adaptive mechanism such as Kalman filter [17], RLS
[18, 19], weight least square estimator [20], MRAC [21] and gradient-descent
method [22], most of the works were conducted in simulation environments and
not much work has been studied with the 2-DOF structure. Several paper studies
that work on adaptive schemes with DSMC to study the effect of time delay has
been initiated by [17]. In the literature, it is reported that most of the tracking
control system is typically necessary in minimising gain and phase error from the
output to the desired trajectory [23, 24]. One of the most successful feed-forward
controller designs is the zero phase error tracking controller (ZPETC), which has
wide application in advanced manufacturing equipment particularly for non-
minimum phase discrete-time system.

Due to the dependent on parameters of the feed-forward and DSMC controller
to the plant parameters as illustrated in Fig. 1.2, adaptive strategy is meaningful.
Adaptive schemes can be applied for non-minimum phase models. Even though
the controller to be designed is robust to the uncertainties and disturbances, the
adaptive scheme may reduce the control effort of the robust controller. Generally,
high control gain is needed to ensure the robustness of the controller and this
usually will make the control effort range is large to be robust towards non-linear
uncertainties and disturbances. By introducing adaptive scheme, the controller is
able to be self tuning according to the nominal point or current operating range of
the systems. Furthermore, by augmenting with the RLS with varying forgetting
factor and covariance resetting technique, the robust controller with feed-forward
scheme is recursively updated and improved.

1.5 Results and Discussion

An EHA system workbench with instrumented experimental system as in Fig. 1.3
has been developed in the laboratory for experimental evaluation and verification.
The workbench is consists of hydraulic actuator, servo valve with amplifier,

Fig. 1.2 Adaptive DSMC with feed-forward controller design
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measuring devices and a digital processor with interfacing system. For the tracking
performance analysis, a more practical approaches which are mean positioning
accuracy (MPA), absolute positioning accuracy (APA), weight positioning accu-
racy (WPA) and robustness index (RI) will be carried out as presented in [25] and
[26].

The non-recursive estimation process based on the grey box approach is per-
formed in [27] for the linear model of third order system. The discrete-time of
EHA model can be represented as

GðzÞ ¼ �0:03093z2 þ 0:3836z� 0:2738
z3 � 1:8870z2 þ 1:0560z� 0:1695

ð1:18Þ

For the case of fast sampling time which caused non-minimum phase in the
identified EHA system model, ZPETC with DSMC is employed experimentally.
All the parameters of the controllers which have been determined in the simulation
study are implemented directly where the parameters of DSMC are computed
based on the theoretical and fulfil the necessary condition. A number of trajectories
were designed to show the effectiveness of the proposed controller in tracking
control of the EHA system. In this paper, the chaotic trajectory design will be
presented for DSMC and adaptive DSMC control performances. For an appro-
priate comparison, the dominant poles location as given by LQR controller is used
in the determination of the DSMC parameters. The closed loop characteristics can
be achieved by setting the desired reference model with xn = 157.5113,
f = 0.707 and Tp = 0.0038. From the closed loop poles, reaching law parameters
are determined as q = 300, q = 147.0254 and the switching gain can be obtained
as

Csmc ¼ 1 �1:0082 0:3284½ � ð1:19Þ

which fulfill the reachability condition.

Fig. 1.3 Experimental
workbench
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In the experimental exercises, the quantitative measures for the robustness test
under supply pressure variations are evaluated. It showed that the LQR and PID
have demonstrated significant results in the APA evaluation as compared to the
DSMC. In the evaluation of RI value, the DSMC showed better in maintaining the
performance even though the WPA of these controllers look identical. PID con-
troller performance as proven in the simulation studies is the worst comparing to
others. As in theoretical aspect, the robustness of DSMC still can be increased by
tuning the switching gain to a suitable value. Nevertheless, a high controller
performance has been produced by the DSMC in the tracking of chaotic trajectory
which subjected to uncertainties and disturbances. The value of MPA, APA, WPA
and RI are tabulated in Table 1.1.

The effectiveness of the adaptive DSMC strategy was also investigated due to
the pressure supply variations which caused changes in the plant parameters. In the
adaptive control strategy, the experimental results as in Fig. 1.4 showed that the
improvement in tracking performance is insignificant in achieving it precisely.
However, the control efforts and tracking error of the adaptive scheme is slightly
improved as compared to DSMC. It can be seen that the actuator was compelled to

Table 1.1 MPA, APA, WPA and RI for chaotic trajectory

Control technique PID LQR DSMC

MPA (NOM) 1.8071 1.2543 1.0192
MPA (VAR) 2.5167 1.8528 1.1240
APA (NOM) 10.8658 10.3420 9.7428
APA (VAR) 12.9075 12.0537 9.8043
WPA (NOM) 3.3516 3.2536 3.1816
WPA (VAR) 3.7817 3.5278 3.2167
RI 0.3927 0.4772 0.1028
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Fig. 1.4 Adaptive tracking performance with ZPETC for chaotic trajectory
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be produced by the adaptive DSMC scheme slightly higher than its counterpart.
Thus, more power is needed by the scheme to accomplish the task. The adaptive
DSMC scheme is more effective in reducing the control efforts. In general, the
adaptive DSMC method gives better performance as compared to the DSMC.
Notice that the control signals as it is fluctuating during the first 10 s. Figure 1.5
summarised the performance of each parameter estimator in terms of the MPA,
APA and WPA of the tracking performance while the values are tabulated in
Table 1.2.

1.6 Conclusion

A new adaptive control technique based on the DSMC with feed-forward approach
that render non-minimum phase problem in the EHA system is successfully
developed with only input and output measurements. With the 2-DOF structure,
the conventional method of designing controller through a heuristic method can be
avoided and hence making the design process easier. By using the reaching law
approach, it is shown that the adaptive DSMC assured that the uncertainties and
disturbances are ultimately bounded stable during the sliding mode. As a con-
clusion, it is shown that the proposed adaptive DSMC improvement the perfor-
mance of the EHA system with the ability to keep the actuator stable and robust
even on the different operating condition. It also been shown through these works
that the proposed new controller is capable of improving the performance of the
position tracking control while reducing the phase lag problem.
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Fig. 1.5 Quantitative
measure with ZPETC for
chaotic trajectory under
adaptive scheme

Table 1.2 MPA, APA and
WPA under adaptive scheme

Control technique DSMC Adaptive DSMC

MPA 1.2311 1.0227
APA 10.4709 9.8234
WPA 3.7492 3.7418
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Chapter 2
Musculoskeletal Robotics Modeling
and Simulation

Ahmad Zaki bin Hj Shukor, Fariz bin Ali@Ibrahim, Muhammad
Fahmi bin Miskon, Mohd Shakir bin Md Saat and Mohd Khairi bin
Mohamed Nor

Abstract This paper presents the kinematics and dynamics of a musculoskeletal
model inspired by humans/animals where the bones (links) are actuated by
muscles (linear actuators). Starting from a single-link musculoskeletal structure,
the kinematics were addressed to link the joint and muscle variables. From the
kinematic constraints, dynamics of the structure were also presented. Later the 3D
model of a two-link structure was constructed in ROCOS software to simulate the
effect of gravity and environment (floor). In the simulations, the constraints were
correctly defined as snapshots show the bones and muscle are intact before and
after contact with environment.

Keywords Biarticular � Monoarticular � Musculoskeletal � Closed-chain �
Redundant

2.1 Introduction

Conventional robotic designs utilize joint actuation using rotational actuators,
geared or other transmission mechanism to achieve angular motion that moves
arm-like structures [1, 2]. These designs have shown vast applications in industrial
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robotic arms used in manufacturing such as in spray painting and assembly for
cars, as well as mobile/legged robotics in various fields, such as space exploration
[3] and concrete pipe inspection [4]. In recent times, robotic structures have also
been inspired by the musculoskeletal arrangements of humans/animals. In short,
the muscles actuate the motion of the bones/skeleton by extending or contracting,
causing joint movement of the arms/legs. Another interesting property of
musculoskeletal robotics is the redundant actuation of the muscles which results in
improved shape and magnitude of the force ellipsoid of the end effector, for
example musculoskeletal biarticular actuation as compared to monoarticular
actuation [5].

In terms of muscle actuation, researchers venture into the use of different
actuators for implementation. For the four-legged robot HyQ [6], pneumatic
cylinders were used in their leg design for flexion motion. Biwi, the wire driven
robot arm [7] uses six motors to pull/extend six cables to represent the six muscles
from shoulder to elbow. Infinity norm approach was used to distribute forces from
the end effector to the six muscles (motors). Another design uses rotational motors
with planetary gears to represent redundant actuation of the muscles on the joints
[8] and utilize biarticular muscle torque.

2.2 Kinematics of a Musculoskeletal Structure

The musculoskeletal structure in this paper refers to the representation of a muscle
with a linear extension/contraction. Consider a single link planar musculoskeletal
robotic structure as shown in Fig. 2.1.

The single link (bone) structure is composed of a muscle, rotational joint, and
bones. The motion desired is on the bones connected to h1, but derived from the
extension/contraction of muscle. The angle between the base and muscle, h2 also
changes with h1. However focus is on h1 because it is the position where most
joint actuators are placed in conventional robotics. The kinematics linking rota-
tional angle h1 and muscle length l1 can be derived from trigonometry (2.1).

l1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ða1 þ a2Þ2 þ ða3 sin h1Þ2
q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ða1 þ a3 cos h1Þ2 þ ða3 sin h1Þ2
q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2
1 þ 2a1a3 cos h1 þ a2

3

q

ð2:1Þ

The kinematics is essential to determine the angle from the muscle length and
vice versa. This means that a linear actuator equipped with a linear position
encoder representing the muscle does not require a joint position encoder to
measure the joint angle. A further differentiation of the length with respect to joint
angle would result in the Jacobian linking the muscle and joint velocities.
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2.3 Dynamics of a Musculoskeletal Structure

A generalized equations of motion of an open-link robotic mechanism can be
defined as in (2.2) where s is the generalized force/torque vector, M is the mass
matrix, C is the Centrifugal/Coriolis term and G is the gravity term which could be
obtained by any dynamic modeling technique (i.e. Lagrange–Euler, Newton–
Euler).

s ¼ MðhÞ€hþ Cðh; _hÞ€hþ GðhÞ ð2:2Þ

The structure in Fig. 2.1 is not an open-link robot, because there exist a closed-
kinematic loop/chain between the muscle and the bone. Thus for a closed-link
structure, its dynamics are governed by (2.3) and (2.4):

sþ JT
c k ¼ MðhÞ€hþ Cðh; _hÞ€hþ GðhÞ ð2:3Þ

Jc
€hþ _Jc

_h ¼ 0 ð2:4Þ

Jc is the Jacobian of the constraint equation (closed kinematics) while k is the
Lagrange multiplier. The term JT

c k represents the constraint (internal) forces of
the muscle loop. As an example, the constraint equations of Fig. 2.1 are depicted
as K1 and K2 as shown.

a1 þ a3 cos h1 � l1 cos h2 ¼ K1 ¼ 0 ð2:5Þ

a3 sin h1 � l1 sin h2 ¼ K2 ¼ 0 ð2:6Þ

By differentiating the constraint equations with respect to the motion variables
of the structure (h1, h2 and l1), the following constraint Jacobian (Jc) can be
obtained.

Fig. 2.1 Musculoskeletal
single link structure
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¼ �a3 sin h1 l1 sinðh2Þ � cos h2

a3 cos h1 �l1 cosðh2Þ � sin h2

� �

ð2:7Þ

The dynamics of the structure stated in (2.3) and (2.4) can also be constructed in
matrix form as shown in (2.8).

M �JT
c

�Jc 0

� �

€h
k

� �

¼ s� C _h
_Jc

_h

� �

ð2:8Þ

From the equations of motion of closed-kinematics musculoskeletal structure
shown in (2.8), the movement of the structure can be simulated/visualized. Note
that the Lagrange multiplier k also changes with time, along with the generalized
accelerations. For simulation of closed-kinematic structure with environmental
effects (i.e. floor), the term JTFe can be added to (2.3). The term represents the
reaction forces of the structure when in contact with the floor.

2.4 Simulation

From the single-link structure shown, two other structures were considered for
simulation. This is shown in Fig. 2.2. The simulation software used is the Robot
Control Software (ROCOS) developed by Yasutaka Fujimoto at Yokohama
National University [9]. Note that the increase in the number of linear actuators
incurs redundancy in the biarticular two-link structure. Kinematic equations
derived for the biarticular muscle using trigonometry (l3) shows that the shoulder
(h1) and elbow joint angles (h2) are both present in the muscle equation (2.9).

l3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2
31 þ a2

32 þ a2
1 þ 2a31a1 cos h1 þ 2a32a1 cos h2 þ 2al31al32 cosðh1 þ h2Þ

q

ð2:9Þ

Some of the initial conditions that need to be pre-defined are the link parameters
such as mass and length. Other important parameters include the connection length
and angles between the muscles and the links (bones). These muscle lengths and
joint angles at initial condition must be correctly defined using the muscle-joint
kinematics.

Both structures were simulated with the effect of gravity and without any
control to demonstrate it falling with gravity (Fig. 2.3). In these conditions, the
structure (links and muscle) falls to the floor while the base is static. This shows
that the closed-link pre-defined initial conditions (lengths and angles) were set
correctly.
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2.5 Discussion

At first, the musculoskeletal structure proposed was explained in terms of its
kinematic properties. The muscle kinematics relate muscle length and joint angles
for motion. Then, the closed-kinematic structure incur a different dynamics

Fig. 2.2 a Monoarticular two-link structure. b Biarticular two-link structure. c Rocos model of
(a) and d Rocos model of (b)

Fig. 2.3 Monoarticular (a–c) and biarticular (d–f) structure falling with gravity
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representation due to the muscles forming a closed loop within the structure
inducing constraint equations and Jacobian. In the simulations, two structures were
modeled, one structure with monoarticular (single-joint actuation) muscles and
one structure with biarticular (two-joint actuation) muscle. The simulation tests
show the success in modeling in ROCOS software because the structures fall with
gravity to the floor. The intention of the simulations is to verify the correct defi-
nitions of constraints in both monoarticular and biarticular structure and not to
compare performance results between the two. Thus the results in this paper are
only the snapshots of the models with gravity and environmental effects.

2.6 Conclusion

A new musculoskeletal robotic structure incurs new kinematic and dynamic
properties. To model the structure, kinematic relations induces constraints that
must be included in the dynamics. A correct definition of kinematic properties
would result in successful motion in dynamics simulation software. The success in
modeling in software would induce further work which includes application of
muscle position and force control on the musculoskeletal structure to explore the
advantages of redundant actuation.
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Chapter 3
Analysis of Finger Movement for Robotic
Hand (MAPRoh-1) by Using Motion
Capture and Flexible Bend Sensor

M. Hazwan Ali, Khairunizam Wan, Y. C. Seah, Nazrul H. Adnan
and Juliana A. Abu Bakar

Abstract Since the beginning of twentieth century, human–computer interaction
(HCI) and humanoid robot has been the trend of advance countries to show their
achievement in the technology. Thus, it is rituals for others develop countries to
tail their footstep. By means of self-construct robotic hand based on human hand
behaviors, an experiment was conducted to investigate the characteristic of robotic
finger movements. The purpose of this paper is to analyze the correlation between
angle produced by motion capture system (MOCAP) and voltage produced by the
flexible bend sensor attached to the robotic hand. At the end of the project, the
relationship regarding both angle and voltage will be clarified by using regression
method and the preliminary result indicates that voltage and angle variation is
possibly linear to each other based on correlation of coefficient outcome.

Keywords MOCAP � Flexible bend sensor � Robotic hand
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3.1 Introduction

According to Richard Harper et al., HCI is a term used to refer to an understanding
and designing of differences relationship between people and computer [1]. This
relationship could occur at various features such as command line, menus, natural
language, direct manipulation, and form fill [2]. Through direct manipulation,
gesture of human body that contains meaningful information [3] will be interpreted
through pointing device/graphical display [2]. Robotic hand is an example of
relationship between human and computer where robotic hand allows a direct
mapping from a human movement to robot. Robotic hand is an autonomous robot
which control by auto, semi or manual command to move according to operator
input. This characteristic of robotic hand produces a varied possibility in industry
and academic purpose.

This research paper organized as subsequent; Sect. 3.2 encompasses literature
review of the related research and approach toward robotic hand data acquisition.
Section 3.3 presents the methodologies of applied procedures. Section 3.4 is
divided into 2 sections, first section states about experiment setup where second
section demonstrations the results of experiments. Finally Sect. 3.5 expresses the
conclusions over current research.

3.2 Literature Review

The development of robotic hand in this research is based on construct dataglove
known as GloveMAP. GloveMAP on the contrary is input device construct using
strain gauge sensor to measure finger flexion [4] used to direct mapping from a
human movement to robotic hand. GloveMAP has accomplished numerous suc-
cessions such as virtual interaction [5] and PCA-based finger movement and
grasping classification development [6]. GloveMAP is constructed based on human
hand characteristics and presents voltage rate as output data. Angle contradictory
to GloveMAP required MOCAP for angle analysis.

Robotic hand branded as MAPRoh-1 is another enhancement to the project
understanding HCI. MAPRoh-1 is designed to reproduce human hand motions on
finger movements. Robotic hand isn’t new in HCI whereby the technology already
develop by collaboration of University of Southern California and University of
Novi-Sad patented as The Belgrade/USC hand used to mimic human hand func-
tionality [7] where the control architecture are based on the principle of non-
numerical or reflex control to drive the hand [8, 9]. University of Utah also has
developed robot hand registered as The Utah/MIT hand equipped with end effector
for function as a general purpose research tool [10].

MOCAP by Qualisys Track Manager Software (QTM) [11] otherwise present
an alternative approach in angle analysis. Notable usage of MOCAP is in the study
of skeletal parameter by Kirk et al. [12]. Jonathan Maycock et al. [13] also
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manipulates MOCAP and dataglove on robust tracking of human hand postures for
the robot teaching. While on International Joint Conference 2006, Oh et al. [14]
display a promising research in low cost MOCAP for PC-based immersive Virtual
Environment (PIVE) system.

3.3 Methodology

3.3.1 Robotic Hand (MAPRoh-1)

MAPRoh-1 is a UniMAP Robot Hand Version 1, which is developed at Advanced
Intelligent Computing and Sustainability Research Laboratory. The robotic hand is
built based on understanding of human finger bending joints where Metacarpo-
phalangeal (MP), Proximal Interphalangeal (PIP) and Distal Interphalangeal (DIP).
Since PIP and DIP joint mostly affecting each other, PIP and DIP joint is built
mechanically coupled and driven by one actuator. DC motor is selected as actuator
to drive finger movements connected with steel string. While DC motor with steel
string capable to initiate robotic finger bending, additional force is needed in order
to return robotic finger into straight position. Therefore, a spring is attached to
each finger joint where it will maintain the straightness of robotic finger as shown
in Fig. 3.1. Material for robotic hand design is also vital as it will effect on the
increasing of product weight hence affecting on motor torque and power usage
requirement. Aluminum is chosen for this project as it is light weight, stainless,
cheaper and easier to form the shape of robotic hand.

3.3.2 Flexible Bend Sensor

Flexible bend sensor is a variation form of variable resistance where resistance of
the sensor intensified with the increasing distance between each of carbon resis-
tivity element inside thin strip flex sensor. Voltage outputs of flexible bend sensor
can be calculated by referring to (3.1), where Vout is output voltage, Rsensor is
resistance of flexible bend sensor, R is resistance of voltage divider, Vin is input
voltage from power supply, RF is resistance of feedback resistor, R is the resistance
of inverting resistor and gain is oobtained by referring to (3.2).

Vout ¼
Rsensor

Rsensor þ R

� �

� Vin � Gain ð3:1Þ

Gain ¼ 1þ RF

R
ð3:2Þ
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3.3.3 Regression Analysis

Regression Analysis is widely used in mathematical model to predict dependent
variable y on dependent variable x. Regression Analysis coefficients calculation
allowing the quantitative analysis of significant data. Regression analysis suitable
in forecast purpose of interpolates and extrapolates as well as indicating associ-
ation between variable. First degree of polynomial regression, linear polynomial is
selected to display relationship between angles and voltage variable. Linear
polynomial equation can be obtained by referring to (3.3) where y represents as
robotic hand angle and x represents as robotic hand voltage for index finger.

y ¼ mxþ c ð3:3Þ

3.4 Experiments

3.4.1 Experiment Setup

An experiment was conducted in MOCAP environment with 4 passive markers
placed into robotic hand index finger segment while the finger is straightened.
Upper portion of MAPRoh-1 was attached with flexible bend sensor to provide
voltage analysis for the robotic finger as shown in Fig. 3.2. In the experiments,
both MOCAP and Flexible bend sensor data acquisition start at the same time
(Fig. 3.3).

3.4.2 Experiment Results

Figure 3.4 shows the angle and voltage signal in-phase while the index finger of
the robotic hand moves started from the full bend position to the straighten
position. From the graph, although voltage range variation smaller contrast to

Fig. 3.1 Framework of
MAPRoh-1
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angle range variation, the angle and voltage signal achieve synchronization with
each other where the angle and voltage raise time increment interval and the fall
time decrement interval correspond to each other. To further investigate the rise
time and fall time characteristics, a scatter plot of angle versus voltage was con-
structed. Slopes graft was analyzed using linear regression methods to find the
correlation of coefficient for interpolate motion. Correlation coefficient (R2)
indicating linearity relationship between the correlation coordinate points of x-axis
to coordinate points of y-axis. R2 ranges from 0.85 to 1 suggests solid correlation
or relationship between both variables. Correlation of coefficient concerning var-
iable angle to voltage for Fig. 3.5a was 0.9901 for the rise time signal where
correlation of coefficient concerning variable angle to voltage for Fig. 3.5b was
0.9034 acclaimed that the angle was direct correlation with the voltage. Due to R2

value for the rise time signal closes to 1 when comparing to the fall time signal, it
was selected to represent the robotic hand index finger behavior for a universal
formula to calculate the relation between them. For universal formula construction,
in order to determine data was in normal range or abnormal range, the null-
hypothesis (H0) was set as normal range, where hypothesis (H1) was set as
abnormal range. By using mathematic calculation, the P value was 0.0126* which
was more than the significance level (a) 0.01. From the calculation, the null-
hypothesis (H0) was acceptable and rejects the hypothesis (H1). Data that provided
were in range of normal behavior. Thus, creating the universal formula for robotic
hand index finger by referring to (3.4) whereas y represents angle and x represents
voltage.

y ¼ �71xþ 254 ð3:4Þ

Marker

Fig. 3.2 Robotic hand in
MOCAP environment

Finger

Fig. 3.3 Finger’s angle
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3.5 Conclusions

As a conclusion, the research works are based on motion acquisition analysis for
robotic finger MAPRoh-1. The MOCAP system is used to measure bending angle
where flexible bend sensor provides voltage of robotic hand index finger. The
analysis is executed to correlate the output angle and voltage using linear
regression method. Preliminary experiment verifies that angle variable is directed
with voltage variable thus construction of solitary equation that can be used to

Fig. 3.4 Angle and voltage
graft for MAPRoh-1
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represent robotic hand index finger motion is accomplished. Furthermore, slopes
study of angle in contrast to voltage signal show that bending and straighten
movement have similarity characteristic.

References

1. Harper R et al (2008) Being human: human–computer interaction in the year 2020. Microsoft
Research Ltd, p 43

2. Bechhofer S (2010) Human computer interaction. Lecture note, University of Manchester,
pp 13–16

3. Billinghurst M (2011) Gesture based interaction. Lecture note, Chapter 14, p 1
4. Adnan NH, Wan K (2012) Accurate measurement of the force sensor for intermediate and

proximal phalanges of index finger. Int J Comput Appl 45(15):59–65
5. Adnan NH et al (2012) Measurement of the flexible bending force of the index and middle

fingers for virtual interaction. International symposium on robotics and intelligent sensors
2012 (IRIS 2012). Procedia Eng 41:388–394

6. Adnan NH et al (2013) PCA-based finger movement and grasping classification using data
glove ‘‘glove map’’, 3rd edn. Int J Innovative Technol Explor Eng (IJITEE) 2:66–71

7. Bekey GA, Tomovic GR, Zeljkovic I (1990) Control architecture for the belgrade/USC hand.
In: Venkataraman ST, Iberall T (eds) Dextrous robot hands. Springer, New York, pp 136–149

8. Tomovic R (1983) Control of assistive systems by external reflex arcs. In: Proceedings IFAC
conference on bioengineering control systems, pp 555–562

9. Bekey GA, Tomovic R (1986) Robot control by reflex actions. In: Proceedings 1986 IEEE
international conference on robotics and automation, San Francisco, pp 240–247

10. Jacobsen SC, Iversen EK, Knutti DF, Johnson RT, Biggers KB (1986) Design of the Utah/
M.I.T. Dextrous hand. In: Proceeding IEEE international conference on robotics and
automation, pp 1520–1532

11. Qualisys Software Information. http://www.qualisys.com/products/ Software/qtm/
12. Kirk AG, O’Brien JF, Forsyth DA (2005) Skeletal parameter estimation from optical motion

capture data. In: IEEE Computer Society conference on computer vision and pattern
recognition (CVPR 2005), vol 2

13. Maycock J, Steffen J, Ritter H (2011) Robust dataglove mapping for recording human hand
postures. In: Proceedings of 4th international conference (ICIRA 2011), Part II, Germany,
pp 34–45

14. Oh YI, Jo K-H, Lee J (2006) Low cost motion capture system for PC-based immersive virtual
environment (PIVE) system. In: International joint conference 2006 (SICE-ICASE), Korea,
pp 3527–3530

3 Analysis of Finger Movement for Robotic Hand 29

http://www.qualisys.com/products/


Chapter 4
Corrosion Detection Using LabVIEW
for Robotic Inspection of Boiler Headers

Nadiah Amalina Zulkifli, Khairul Salleh Mohamed Sahari,
Adzly Anuar and Mohd Azwan Aziz

Abstract Boiler header is the backbone of piping system inside thermal power
plant which is used to tie multiple steam mains to one boiler. It is important to
check the header for any signs of defects. This paper presents an image based
approach to detect cracks and corrosions inside a boiler header using LabVIEW
software. After an image of the boiler header inner wall is captured, thresholding
technique is applied to manage background variation of the acquired image. Then,
the boundaries of the corroded area are identified by using edge detection algo-
rithm. The last step is to apply particle analysis for parameters measurement.
Experiments are carried out on a 360� view of a cross-section of a boiler header for
inspecting the surface defects of the boiler headers. The result from the experiment
shows a reasonable success rate of correctly identifying corrosion inside the
header.

Keywords Boiler headers � Visual inspection � Image processing � Corrosion �
LabVIEW

4.1 Introduction

This paper documents the work done in corrosion detection using LabVIEW for
robotic inspection of boiler headers. The aim of image processing is to detect signs
of potential defects such as corrosion inside the boiler header which could lead to
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failure of the boiler header’s operation. Boiler header is the backbone of piping
system inside thermal power plant in which work to tie multiple steam mains to
one boiler, or multiple boilers to one or more steam mains. Recently, many
problems occur in boiler headers which are caused by aging, corrosion, cracks, and
mechanical damages from the third parties [1]. Therefore, boiler header inspection
is necessary to check for signs of defects especially corrosion, before it fails. A
robotic device has been developed for inspection of boiler header to remove labor
intensive and to act in unreachable environment. In order to detect corrosion, the
robot is equipped with camera to acquire the image of internal surface of the boiler
headers. Then, image processing algorithm to detect the corrosion is developed
using LabVIEW platform.

4.2 Background

Corrosion is the breaking down or destruction of material, especially a metal
through oxidation or chemical reactions [2]. Corrosion is one of the leading causes
of failures in boiler header and can cause huge damage to property and environ-
ment. This is due to the exposure of the internal wall of boiler header with
surroundings which contains water and other contaminants such as oxygen, carbon
dioxide or chloride. Image on the left side in Fig. 4.1 shows the surface of boiler
header in normal condition when no operation is performed. The smooth surface
indicates that the boiler header is clear from being oxidize, compared to the image
on the right side in which the surface of boiler header is already exposed to the
chemical reactions with environment.

4.3 Image Processing

Image processing algorithm is done by using Laboratory Virtual Instrument
Engineering Workbench (LabVIEW), which is a graphical programming language
that used icons instead of text based programming approach to create applications
[3]. Image Acquisition (IMAQ) Vision is one of the development modules in
LabVIEW which is used for image processing and contains more than 400 func-
tions for displaying and building imaging systems [4]. LabVIEW is chosen in this
experiment because it is suitable to be used for acquiring, processing and
displaying data [5]. Furthermore, code use in LabVIEW is much easier to debug
than the other language programming software such as MATLAB. The block
diagram used in the LabVIEW as shown in Fig. 4.2, makes the programming easy
to understand due to the simple construction of the graphical user interface.

IMAQ Vision is divided into three categories which are Vision Utilities, Image
Processing, and Machine Vision [6]. We give more attention to image processing
in this report for better inspection. Basically, image processing refers to the
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manipulation of a digitized image in order to enhance its quality [7]. Image pro-
cessing allows us to analyze, filter and process image according to the information
that we need. Following is the important image processing operations use in this
report.

4.3.1 Image Acquisition

Image acquisition involves retrieving an image from a source whether real-time
image or non real-time image [8]. In this project, the image is acquired by loading
the images from a disk captured by the robot that equipped with a camera.

Fig. 4.1 Inner surface of boiler header [source Tenaga Nasional Berhad Reseacrh (TNBR) 2011]

Fig. 4.2 Block diagram of the algorithm using LabVIEW
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4.3.2 Thresholding

Thresholding is basically the first step in any image segmentation approach, where
the objects can be separated from the background by adjusting the size and
tolerance of the filter limits. The intensity values that above a threshold value
correspond to foreground and all the remaining pixels correspond to the back-
ground [9]. A thresholding image is defined as:

g x; yð Þ ¼ 1 if f ðx; yÞ[ T
0 if f x; yð Þ� T

�

ð4:1Þ

Firstly, an image in grayscale or color image is converted to a binary image.
The initial estimation is set for threshold (T) value to see the effects on the image
processing. Then, the value is adjusted until the required result is obtained. After
several experiments have been done, the threshold limit value is set to be 100 in
order to get a better outcome. The corrosion area is relatively bright compared with
the rest of the image. Hence, a method called ‘‘Look For (Bright Objects)’’ is used
to detect the image represented by pixels with values greater than the value
computed by the threshold limit value. However, the thresholding can be expected
to be successful in controlled environments where the surrounding lighting is
important for a better image processing. The lighting either from the camera or
from the surrounding plays an important role in thresholding method.

4.3.3 Edge Detection

Edge detection is used in this project to extract the contours in gray-level values.
Important features like corners, lines and curves can be extracted by using edge
detection in order to get the boundaries of the corroded area.

4.3.4 Particle Analysis

Particle analysis is performed to find statistical information such as area, pixel
value, location and presence of particles [10]. In this process, IMAQ Particle
Analysis returns the number of particles detected in a binary image and commonly
measurement parameters including the particle area and bounding rectangle can be
reported.
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4.4 Experimental Results

The binary image of the processing image is analyzed to find the possible defects.
The defects inspection is achieved using thresholding method where the bright
object expected as corrosion is separated from the background. Besides, the
unwanted particles are likely dusts in the boiler header are discarded because of
their small size. For each component, the pixel values on the bright objects are
calculated based on its image RGB values. There are several challenges in ana-
lyzing these boiler header images. The main obstacle in the image processing is the
algorithm hard to inspect the defects due to lighting factor comes from the camera

Fig. 4.3 Actual image inside boiler header for experiment 1

Fig. 4.4 Actual image inside boiler header for experiment 2

4 Corrosion Detection Using LabVIEW for Robotic Inspection of Boiler Headers 35



and environment. Figures 4.3 and 4.4 show the actual images of boiler header
which predicted to have corrosions.

The image processing has been executed to detect the defects relevant to the
corrosion. The results are shown as in Figs. 4.5 and 4.6. The corroded areas are
successfully detected and highlighted by bounding rectangles with their pixel
values. The segmentation results are said to be successful when a comparison has
been done manually with the original images. A threshold value can be chosen by
several of experiments for a number of samples images and then tested more
widely over a wider class of images. In this experiment, the threshold value is
limited to 100, which also allows small size defects to be discarded, are likely dust
on the boiler header surface.

Fig. 4.5 Identification of corrosion in boiler header for experiment 1

Fig. 4.6 Identification of corrosion in boiler header for experiment 2
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The results of the experimental testing showed that out of twenty images given
by TNBR, twelve images which have the possibility of corrosion are successfully
detected. It is found that the other images are having a little bit of difficulty in
image processing due to high brightness. Further improvement for this image
processing will be enhancing the light intensity to obtain a better result.

4.5 Conclusion

Boiler headers are one of the important medium in power plant to carry steams
which may be threaten by corrosion that leads to formation of crack if the corroded
part is not being given attention. Thus, an image processing algorithm is developed
using LabVIEW to inspect the corrosion inside the boiler header. The image
loaded is being processed with several operations to extract the object from the
background. Thresholding approach is then used to identify the corrosion, but it is
difficult to identify the corrosion due to the severity of lighting in which effects the
quality of image. The corroded areas are extracted and further analyzed to compute
the pixel value of the defects. The bounding rectangle is used to mark the possible
corrosion areas that occur in the boiler header. The experiment result shows
reasonable success. Further research is needed to improve the image processing
technique for precise detection of corrosion identification.

Acknowledgments Authors thank Tenaga Nasional Berhad Research (TNBR) for providing
funding for this research project.
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Chapter 5
Kinematic Analysis of Walking
with Scottish Rite Orthosis

Mahboubeh Keyvanara, Marzieh Mojaddarasil,
Mohammad Jafar Sadigh and Mohammad Taghi Karimi

Abstract Leg Calve Perthes Disease (LCPD) is a condition in which the blood
supply of the femoral head is closed and as a result the bone temporarily dies.
Depending on the severity of the disease this leads to irritability of the hip bone
and finally the head of the femur is deformed. Various types of methods have been
used to treat LCPD which are divided into operative and non operative methods;
where in the non-operative method different orthosis are prescribed (Karimi et al.
in Evaluation of the gait of subjects with avascular necrosis of hip joint: a study of
long term orthotic use. Submitted to: Physiotherapy Research International, [1]).
These orthosis are designed base on the idea of reducing the stress applied on the
bone. To facilitate study of effect of different orthosis and their design parameters
on the force applied to the bone; we tried to develop a mathematical model of such
patients during walking. To this end a kinematic analysis is given here. The model
is then verified by numerical simulation and comparison of the results with those
obtained from experiments done by a Gait Analyzing System that uses QTM
software to capture motions and Visual 3D software to derive the tests’ data.

Keywords Perthes disease � Forward kinematics � Inverse kinematics � Biped
motion � Three dimensional model
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5.1 Introduction

LCPD is an illness where the blood supply on the hip joint doesn’t meet the
needs of the bone and therefore it is said that the bone turns black and tem-
porarily dies. Although original description of Perthes disease returns to nearly
100 years ago, the treatment remains controversial and there is a lack of
agreement regarding the best treatment protocol for the patients. This disease
happens in children with ages between 5 and 12 years old and its incidence
varies between 0.45 for black and 10.8 per 100,000 for white children [2, 3].
Problems such as decreasing hip joint range of motion, alternation in growth of
femoral bone and pain during walking are associated with Perthes disease [4, 5].
Furthermore there are a few studies regarding the gait performance of the sub-
jects with Perthes disease [6, 7]. One of the main concerns in the treatment of
this illness is reducing the forces tolerated by the patients in their hip joints. The
treatment prescribed in the non- operative field, is using different orthosis; the
most famous one called Scottish Rite (see Fig. 5.1). It is claimed that this
orthosis reduces the forces on the hip joint by giving an extra abduction to each
leg. In other words when the legs of a patient are abducted enough, the femoral
head of the hip bone is placed so correctly inside the accetabulum, that the force
tolerated on the hip joint is reduced. However recent results [1, 8] have shown
that the result of this treatment may not be as good as expected. In order to have
a better understanding of how this orthosis affects the hip joint, and to be able to
study effect of parameters of orthosis on applied force to the hip joint, we may
use a mathematical model to study that. Such model must provide equations of
motion governing motion of a biped walking under the constraint of the orthosis.
Then we need to develop both forward kinematics needed for calculations of
velocity and acceleration, and inverse kinematics, needed for path planning. To
this end we first tried to propose a model which with minimum degrees-
of-freedom gives us the closest results to the real walking of a man who uses the
Scottish rite orthosis.

The main objective of this paper is to present and validate model and the
kinematic equations of motion for the system. The result of this effort is then used
in a dynamic model to evaluate applied forces during walking. This model gives us
the chance to try different parameters on a person’s walking without the need of
having anybody try those particular circumstances.

There are five parts in this paper. After this introduction we first concentrate
on presenting the ideal model by working on the essential degrees-of-freedom,
which is discussed in Sect. 5.2. In the third section, we go through the inverse
kinematic problem. And Sect. 5.4 is the model’s verification which is done by
comparing the results of the forward kinematics with those derived from the
measurements of walking man. The last part of the paper is the conclusions.
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5.2 Direct Kinematics

The design of a humanoid model is naturally inspired by the functional motions of
the human body, where the complex nature of the human structure cannot be
exactly reproduced in modeling. Therefore, in modeling the lower limb and
the pelvis, the number of the mobility in the human body should be limited to the
essentials.

The anthropomorphic model presented in this article is a seven linked one with
an overall of 18 degrees-of-freedom (DOF). A foot, a shank and a thigh on each
leg which make the lower limb, plus a T-shaped link considered as the pelvis, all
together making up the total seven links. Six DOFs is considered for the pelvis
movements which consists of three degrees for its linear and three other for its
rotational displacements; all six defined with respect to the inertial frame. The hip
articulation has three revolute degrees of mobility, one DOF is defined for the knee
joint, and for each ankle we have considered two DOF.

In Figs. 5.2, 5.3 and 5.4 the model and its DOFs have been pictured in the three
main planes of motion.

Having defined the generalized coordinates of the system we should find
position, velocity and acceleration of the mass centre of each link, needed for
direct dynamics, and also position of each joint, needed for model verification. To
this end, we use basic homogeneous transformations [9]. For instance we may find
position of joint 1 using the following formula:

H0
1 ¼ transx;q1

� transy;q2
� transz;q3

� rotz;q4
� rotx;q5

� roty;q6
ð5:1Þ

In which ‘‘trans’’ and ‘‘rot’’ stand for translational and rotational transformation
matrix as defined in [9].

Fig. 5.1 Scottish rite
orthosis
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5.3 Inverse Kinematics

Inverse kinematic solution is an essential part of path planning which itself is
needed in the procedure of evaluating forces applied to the hip joints due to change
of parameters of the orthosis. Such solution should provide algebraic equations
which give generalized coordinates of functions of position of markers. In this
particular problem the values of q1, q2, and q3 can be easily calculated as the mean
value of corresponding values for left and right hip.

Fig. 5.2 The model in the
transversal plane

Fig. 5.3 The model in the
frontal plane
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Considering the effect of the constraint applied by the brace, the gate of motion
for patients who use the brace is three dimensional and has considerable portion of
out-of-sagittal plane motion. Investigation of the experimental data shows that q6

is small enough to ignore coupling effect of that with the other angles describing
the upper body motion (-3� \ q6 \ 8�).

An assumption which helps to solve inverse kinematics is that two links of
shank and thigh remain in a plane. Considering the above mentioned assumptions;
we may calculate joint angles which result in the values presented in Table 5.1
(point A, B and C can be seen in Figs. 5.3 and 5.4) q13, q14, … and q18 which are
related to right leg can similarly be calculated.

5.4 Model Verification

In order to verify the developed model, we arranged an experiment with a gait
analysis system, where the kinematic variables of the movements of a walking
patient of a height 1.29 m who is using the Scottish Rite brace and compare this
data with those obtained by the model. The gait analysis system is one composed
of a motion capture system, Qualysis, and two software, Qualysis Track Manager
(QTM) and Visual 3D, which make it possible to record the motion and produce a
three-dimensional analysis of the movements of a polyarticulated system such as
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Fig. 5.4 The model in the
sagittal plane
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the human body. The subject, whose data is being received from the system, has to
be covered in certain points on the body with markers of special kind that can be
recognized by the cameras of the system.

For the model verification to be done in correct conditions, working on a certain
test we first collect the data of position of markers. Then the inverse kinematics is
solved by QTM to obtain time history of joints angles. These joint angles are then

Table 5.1 Inverse kinematic result

DoF Equivalent angle

q1 (XLeft hip ? XRight hip)/2

q2 (YLeft hip ? YRight hip)/2

q3 (ZLeft hip ? ZRight hip)/2

q4 270� + tan�1 XLeft hip�XRight hip

YLeft hip�YRight hip

� �

q5 tan�1 XA�XB
ZA�ZB

� �

q6 tan�1 ZLeft hip�ZRight hip

YLeft hip�YRight hip

� �

q7 90� - q5 - cLeft Leg, c ¼ tan�1 cos h xknee�xhip

yknee�yhip

� �

q8 90� - hLeft Leg, h ¼ tan�1 Zhip� Zankle

Yankle� Yhip

q9 tan�1 XLeft hip�XRight hip

YLeft hip�YRight hip

� �

þ tan�1 XMetatarsus�XLeft hip

YMetatarsus�YLeft hip

� �

q10 -aLeft Leg, a ¼ cos�1 r2� L2
shank� L2

thigh

2 � Lshank � Lthigh

� �

, r2 ¼ ðxhip � xankleÞ2 þ yhip� yankle

cos h

� �2

q11 hLeft Leg � 90
�

q12 bþ tan�1 Xmetatarsus� XC

Zmetatarsus� ZC

� �

,

b ¼ tan�1 xhip� xankle

yhip� yankle
cos h

� �

� tan�1 Lthigh � sin a
Lthighþ Lthigh � cos a

� �

Fig. 5.5 X and Y displacements of right hip
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used in forward kinematics model to calculate the position of markers. Agreement
of results verifies model in two ways: first, the selected DOF, for modeling is
sufficient to our purpose, and the second it proves correctness of mathematical
modeling. The following figures show the comparison of these two set of data for
the hip and the heel of the right leg (Figs. 5.5 and 5.6).

As it is noticed from the above figures, either the two diagrams are totally fitted
or at some points they have little differences, which is a good support for model’s
validity.

5.5 Conclusion

Leg Calve Perthes Disease is an illness that happens in children of aged between 5
and 12. A common treatment of this illness is to use the so called Scottish Rite
brace to reduce the force applied to the hip joint.

To establish a mathematical model for walking of a patient with this orthosis,
we first proposed a seven-link model with 18 DOFs capable of resembling all
motions of such patient during walking. The mathematical model of forward and
inverse kinematic of the system are then developed the resulting model is verified
by test result for the same subject.
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Chapter 6
Color and Thermal Image Fusion
for Augmented Reality in Rescue Robotics

Ludek Zalud, Petra Kocmanova, Frantisek Burian and Tomas Jilek

Abstract At the beginning of this article, the authors address the main problems
of todays remotely-operated reconnaissance robots. The reconnaissance robots
Orpheus-AC, Orpheus-AC2 and Orpheus-Explorer, made in the Department of
Control and Instrumentation (DCI), are then shortly described. Since all the
described robotic systems use visual telepresence as the main control technique,
visual information from the robots surroundings is essential for the operator. For
this reason, the authors make a fusion of data from a Charge-Coupled Device
(CCD) color camera, and a thermovision camera to provide the operator with data
in all visibility conditions, such as complete darkness, fog, smoke, etc.

Keywords Robot � User interface � Telepresence � Augmented reality

6.1 Introduction

The reconnaissance of dangerous areas is one of the most challenging tasks for
todays robotics. According to many indications, e.g. from the Robocup Rescue
League community where the DCI team is involved [1, 2], it seems that nowadays
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the development of practical and usable reconnaissance robots [3] is aimed at the
following tasks:

• A larger number of robots controlled by one operator.
• Easy and intuitive human-to-robot interface.
• For many kinds of reconnaissance missions it would be highly beneficial if the

user interface would somehow emphasize alive people.

The authors propose a possible solution of the abovementioned problems
through an advanced user interface program called CASSANDRA and show its
application on Orpheus reconnaissance robots. Three different robots: Orpheus-
AC, Orpheus-AC2 and Orpheus-Explorer, completely built in our laboratory, are
roughly described in the Sect. 6.2, providing an example of remotely controlled
robotic systems possibly controlled by CASSANDRA, while the described data-
fusion is nowadays present on Orpheus-Explorer.

6.2 Orpheus Robots

Orpheus robots have been developed at Department od Control and Instrumentation
(DCI) since 2003. The first version was called simply Orpheus, and our team was
quite successful in Robocup Rescue 2003 world competition in Padova, Italy—we
won the competition (see [2]). In 2003–2006 we improved/rebuilt the robot to the
version Orpheus-X2 (see [4]). In 2006 we were asked to make a military version of
the robot. The prototype was finished in 2007 and named Orpheus-AC (Army and
Chemical) [5]. In 2009 we started development of second generation, based on
Orpheus-A2 platform. We decided to make two basic modifications—Orpheus-AC2
for chemical and nuclear contamination measurements and Orpheus-Explorer for
more general reconnaissance missions and victim search (Fig. 6.1).

The hereinafter described fusion is done on Orpheus-Explorer robot, which is
equipped with novel sensory head containing wide-FOV (Field of View) overview
camera AXIS 1114 with 2.3 mm lens, wide FOV thermal camera NEC C100C
with 8 mm lens, and high-resolution reconnaissance camera AXIS Q1755 with
‘‘night vision’’ IR mode, see Fig. 6.2.

6.3 Visible Spectrum and Thermovision Data Fusion

The goal of the research described in this subsection is to improve the user interface
to be a system that: makes robot control possible virtually in all visibility conditions
[6, 7, 8, 9], such as fog, smoke or darkness; displays the most appropriate data or
fused data in a convenient and intuitive way, visually emphasizes living victims,
permits the use of the same data for digital map building and self-localization. This
is done through data-fusion from CCD color camera and thermal imager [10, 11].
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The basic problem of this data fusion is that the goal is to mix the data from the
visible spectrum sensed by a color CCD camera and LWIR (long wave infrared)
spectrum measured by the thermovision imager to the visible spectrum shown on a
display [12, 13]. Since the spectrum to be displayed is evidently wider than the one
we have at our disposal, it seems this task may not be done without some kind of
compression of the color data.

We will use HSV color model to describe the colors. If we express a CCD
camera image in the HSV mode [14] and make histograms of it, we clearly see that
the distribution of S and V is not balanced and there are few (if any) pixels with
S = 1 and V = 1. This is a result of the restrictions of CCD and their data
processing.

From this we can conclude that if we add pixels with colors that have an
arbitrary H parameter and S = 1 and V = 1, they will thus clearly be perceptible
by the operator. In other words, it could be said we are adding a rainbow of colors
to the ordinary image, which while perhaps uncommon (or even present) in an
image, may well be used to emphasize parts of the image.

Regarding the previous text, the whole procedure of data mixing described as
follows:

• The image from a thermovision camera is digitalized, if it is not already digital.
• The temperatures that are not near human body temperatures are filtered off.

Fig. 6.1 Orpheus robots (from left): Orpheus-AC prototype, Orpheus-AC, Orpheus-AC2,
Orpheus-Explorer

Fig. 6.2 Orpheus-Explorer
sensory head
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• The pixels that are to be displayed are recalculated—H corresponds to
frequency, S = 1 and V = 1.

• This thermovision image is rendered (e.g. alpha-blended) over the CCD camera
image.

So we can write the color transformation:

H0 ¼ H

60
¼ 6� ð1� RTHÞ ð6:1Þ

HA ¼ H0 � H0b c ð6:2aÞ

HB ¼ 1� HA ð6:2bÞ

ðR;G;BÞ ¼

ð1;HA; 0Þ if H0b c ¼ 0
ðHB; 1; 0Þ if H0b c ¼ 1
ð0; 1;HAÞ if H0b c ¼ 2
ð0;HB; 1Þ if H0b c ¼ 3
ðHA; 0; 1Þ if H0b c ¼ 4
ð1; 0;HBÞ if H0b c ¼ 5
ð0; 0; 0Þ otherwise

8

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

:

ð6:3Þ

Now, we have to remove the pixels that do not correspond to the temperatures,
we are interested in 6.4.

ðR;G;BÞ � ð0:30; 0:59; 0:11Þ\K; ð6:4Þ

where K ia a constant that corresponds to a temperature. In our case we do not
have so called ‘‘calibrated’’ thermal camera, but we have made our own calibration
using Peltier, and K corresponds approximately to human body temperature, while
the parameter is user selectable, even during mission.

The CCD camera and thermovision camera images spatial correspondence
scaling is yet to be mentioned and still to be done. This results from the fact that
the field-of-view of the cameras is different, they have different positions, they are
not aligned to be perfectly parallel, and each of the sensors has a different
resolution.

6.3.1 CCD and Thermocamera Alignment

In the Fig. 6.3, the problem of CCD camera and thermovision camera misalign-
ment is defined, with all the important features.

All the important parameters of the two-camera-system are summarised in the
Table 6.1. For these calculations and experiments we use AXIS M1114 CCD
network camera with Computar 2.3 mm DC lens, and NEC C100C thermal camera
OEM module with 8 mm lens inserted in Orpheus-Explorer.
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In the Table 6.1 the chip diameter D, focal length S, and chip resolution R are
known from specification of cameras. The chip sizes Lx and Ly were calculated
from camera specifications by simple formula 6.5.

Lx ¼
Rx � D
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R2
x þ R2

y

q ; Ly ¼
Ry � D
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R2
x þ R2

y

q ð6:5Þ

Next columns in the table, the field of view (H for the vertical axis, and U for
the horizontal axis) of the cameras can be calculated using Eq. 6.6. The Lx and Ly

parameters in these equations contain appropriate dimensions of image sensor
chip, solved previously.

tan
U
2

� �

¼ Lx

2 � S ; tan
H
2

� �

¼ Ly

2 � S ð6:6Þ

Suppose that the camera system with optics is linear. In this case, we can draw
Fig. 6.4. The observed point P placed at position (Px, Py, Pz) is projected on the
sensor chip with distance P0y from the center axis of projection.

We can now solve the problem of projection by using simple formula, revealed
in the Eq. 6.7. If we continue with the transformation, we can write the result of
Eq. 6.7 in the pixel coordinate system (as Hy) in Eq. 6.8

Fig. 6.3 Cameras position,
resolution and chip size—
parameter definition

Table 6.1 Parameters of both sensor chips

Resolution Chip size FOV

D [mm] S [mm] Rx [px] Ry [px] Lx [mm] Ly [mm] U [�] H [�]

Thermo 9.32 8.0 320 240 7.46 5.60 50.0 37.5
CCD 6.35 2.3 1280 800 5.38 3.36 98.9 72.3
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P0x ¼ S � Px

Pz
; P0y ¼ S � Py

Pz
ð6:7Þ

Hx ¼ Rx
1
2
� P0x

Lx

� �

; Hy ¼ Ry
1
2
�

P0y
Ly

� �

ð6:8Þ

After combining Eqs. 6.7 and 6.8, we can write final projection transformation
between original axis system (with center in the focal spot of the camera optics)
and camera pixel system (with top-left center zero) in vector Eq. 6.9.

H ¼ 0:5 � R� Rx � S � Px

Lx � Pz
;
Ry � S � Py

Ly � Pz

� �

ð6:9Þ

PTH ¼ P� DTH ; PCCD ¼ P� DCCD ð6:10Þ

In the next step, we have two cameras, and we can parametrise their alignment
in fixture as D, by distance of focus point to the center of the fixture in all axes
parallell with camera’s axes. The D ¼ Dx;Dy;Dz

� �

can be assumed in Eq. 6.9 to
apply this shifts. The pixel transforms will be the same as in Eq. 6.11.

The final equation of transformation of point P to pixel index H is shown in
Eq. 6.11.

H ¼ 0:5 � R� Rx � S � ðPx � DxÞ
Lx � ðPzDzÞ

;
Ry � S � ðPy � DyÞ

Ly � ðPz � DzÞ

� �

ð6:11Þ

Let’s assume that we can control the calibration process, and we can trim the
offset of focus points of cameras in z axis to zero (Dz ! 0). The Eq. 6.11 will be
slightly optimized to resulting Eq. 6.12b. The A vector is constant, and contains
only parameters of the sensor. The value of A is shown in Eq. 6.16.

H ¼ 0:5 � R� Rx � S � ðPx � DxÞ
Lx � Pz

;
Ry � S � ðPy � DyÞ

Ly � Pz

� �

ð6:12aÞ

H ¼ 0:5 � R� 1
Pz

AxPx;AyPy

� �

þ 1
Pz

AxDx;AyDy

� �

ð6:12bÞ

Fig. 6.4 To calibration of
two cameras
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A ¼ Rx � S
Lx

;
Ry � S

Ly

� �

ð6:13Þ

Now we will assume that we are like to display both informations in one
display. This can be seen on Fig. 6.5. Let the screen resolution of the monitor is
Rx;SCR; Ry;SCR, and assume that every pixel is rectangular. We can map the camera
signal with bigger field of view onto screen, like as stretched. The image of camera
view will be placed at point (0, 0) and if the assumption, that Rx;SCR; Ry;SCR is
made, it will be stretched with coefficient KCCD shown on Eq. 6.14a.

KCCD ¼
Rx;SCR

Rx;CCD
ð6:14aÞ

KTH ¼
Rx;SCR

Rx;CCD
� UTH

UCCD
ð6:14bÞ

After that, the thermometer signal will be mixed with CCD data in the same
way, but the stretching coefficient will be slightly more complicated, and is solved
in Eq. 6.14b.

The offset of thermocamera signal in the screen space can be explained
mathematically from 6.15a and 6.15b.

Nx ¼
1
Pz
� Rx;SCR

Rx;CCD
� 1
UCCD

� Ax;CCD � Dx;CCD � UCCD � Ax;TH � Dx;TH � UTH

� �

ð6:15aÞ

Ny ¼
1
Pz
� Rx;SCR

Rx;CCD
� 1
UCCD

� Ay;CCD � Dy;CCD � UCCD � Ay;TH � Dy;TH � UTH

� �

ð6:15bÞ

For clarity, the Eqs. 6.15a and 6.15b can be simplified to form 6.16, where Q is
constant.

Fig. 6.5 Aligning thermo
picture inside CCD picture
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N ¼ 1
Pz

Qx;Qy

� �

¼ 1
Pz

Q ð6:16Þ

The example of the described technique can be seen on Figs. 6.6 and 6.7. These
figures are screenshots from Cassandra. The whole thermovision layer (i.e. RGB-
to-HSV conversion, temperature filtration) is done by pixel-shaders in .NET, so the
calculations are done on graphical card [15, 16].

To conclude this subsection, we can say there is almost a philosophical question
how to display the frequencies of electromagnetic spectra that humans cannot see.
The problem is much more complex in our case, where the image made by these
imperceptible colors is mixed with the one we know (visible spectra). The tech-
nique described heretofore takes advantage of the imperfection of CCD imagers
and commonly used displays together with the ability of our brain to adjust to
something that does not represent reality perfectly, and to more clearly distinguish
something uncommon.

Fig. 6.6 CCD image (left), corresponding thermo-image placed over it (right)

Fig. 6.7 Visible spectrum
and thermovision data fusion
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6.4 Conclusions

The CCD camera and thermovision camera data-fusion has been commonly used
on Orpheus-Explorer, and was demonstrated e.g. on IDET 2011 world exhibition.
Although the user experience is very good, our team already works on more
sophisticated method that includes CCD camera stereovision pair, thermal imager
pair and TOF camera.

Acknowledgments This work was supported by the project CEITEC—Central European
Institute of Technology (CZ.1.05/1.1.00/02.0068) from European Regional Development Fund.

References

1. Jacoff A, Weiss B, Messina E (2003) Evolution of a performance metric for urban search and
rescue robots. In: Performance metrics for intelligent systems workshop, Aug 2003.
Gaithersburg, MD

2. Zalud L (2004) Rescue robot league—1st place award winner. In: RoboCup 2003: robot
soccer world cup VII. Springer, Germany. ISBN 3-540-22443-2

3. Wise E (1999) Applied robotics. Prompt Publications, USA. ISBN 0-7906-1184-8
4. Zalud L (2001) Universal autonomous and telepresence mobile robot navigation. In: 32nd

international symposium on robotics. ISR 2001, pp 1010–1015, Seoul, Korea
5. Zalud L (2005) ORPHEUS reconniaissance teleoperated robotic system, In: 16th IFAC world

congress, pp 1–6, Prague, Czech Republic
6. Martin CM, Moravec HP (1996) Robot evidence grids. The Robotics Institute Carnegie

Melon University, Pittsburgh, 15213
7. Mullet K, Sano D (1995) Designing visual interfaces communication oriented techniques.

Sun Microsystems Inc, USA. ISBN 0-13-303389-9
8. Oyama E, Tsunemoto N, Tachi S, Inoue S (1993) Experimental study on remote

manipulation using virtual reality. Presence 2(2):112–124
9. Sheridan TB (1992) Telerobotics, automation, and human supervisory control. MIT Press,

Cambridge
10. Ayache N (1991) Artificial vision for mobile robots stereo vision and multisensory perception

(translation). The MIT Press, Cambridge. ISBN 0-262-01124-7
11. Gonzalez G, Woods RE (2002) Digital image processing, 2nd edn. Prentice Hall, Englewood

Cliffs. ISBN 0-201-18075-8
12. Everett HR (1995) Sensors for mobile robots, theory and applications. AK Peters Ltd, USA.

ISBN 1-56881-048-2
13. FlirSystems (2007) Retrieved Mar 12 2007. from http://www.flirthermography.com
14. Wyszecki G, Stiles WS (2000) Color science concepts and methods, quantitative data and

formulae. Wiley-Interscience, New York. ISBN 0-471-02106-7
15. LaMothe A (2003) Tricks of the 3D game programming gurus advanced 3D graphics and

rasterization. SAMS Publishing, USA. ISBN 0-672-31835-0
16. Luna DF (2003) Introduction to 3D game programming with DirectX 9.0. Wordware

Publishing Inc, USA. ISBN 1-55622-913-5

6 Color and Thermal Image Fusion for Augmented Reality in Rescue Robotics 55

http://www.flirthermography.com


Chapter 7
Horizontal Distance Identification
Algorithm for Sit to Stand Joint
Angle Determination for Various Chair
Height Using NAO Robot

Mohd Bazli Bahar, Muhammad Fahmi Miskon,
Norazhar Abu Bakar, Ahmad Zaki Shukor and Fariz Ali

Abstract This paper presents the development of an autonomous Sit To Stand
(STS) motion using NAO robot. NAO robot hip limitation will emulate the lim-
itation faced by people having STS problem. To perform the motion, three main
steps have been developed (1) horizontal distance identification, (2) joint angle
determination, and (3) stability control. This step was developed based on Alex-
ander STS technique. Results show that NAO robot is able to achieve halfway
stand up from chair height between 9.6 and 12.7 cm automatically. The robot’s
best performance is at 12.7 cm height with swinging time of 0.52 s in experiment
and 0.2914 in simulation. The developed system will contribute to the develop-
ment of exoskeleton, rehabilitation and evolution of humanoid robot. This system
also enhances NAO’s ability for medical study on STS motion or as tools in
searching for the best chair design.

Keywords Aautonomous � STS � NAO � Alexander technique � Hip limitation
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7.1 Introduction

The study of sit to stand motion (STS) gives high impact to the robotics field
particularly in rehabilitation [1], exoskeleton [2] as well as humanoid robots. In
humanoid robotics, the STS study has not been given much emphasis until recently
[3]. Only four groups studying STS using humanoid were identified; Mistry et al.
[3], Qi et al. [4], and Pchelkin et al. [5]. Sugisaka [6], in his study on STS control
system used different humanoid robot equipped with artificial muscles.

However, no study has been conducted with regards to STS while considering
the hip bend limitation and a system that can identify and estimate the joint
position when facing a multi chair height. For this reason, this project is proposed
to design and develop an algorithm and methods using NAO humanoid robot that
mimics ‘biological system’ in limbs actuation and body posture. Limitation of the
robot will represent the limitation to bend waist faced by people with STS
problems.

The algorithm will contribute in development of exoskeleton, rehabilitation and
evolution of humanoid robot. This system also enhances NAO’s ability for medical
study on STS motion or in searching for the best chair design. The applications of
the study includes experimental tool for medical STS studies on rehabilitation,
exoskeleton development, and diagnostic study that will help 26.5 % of the total
Malaysian population [7] that suffers from obesity. The study will also benefit in
the advancement of humanoid robot motion to increase the capability for long term
energy usage and human interaction application for example in security field and
domestic robotics.

7.2 System Overview

The motion is divided into three phase which are (1) initial position identification,
(2) centre of mass (CoM) transfer technique, and (3) standing motion. In initial
position identification, the normal position of each joint has to be set. The normal
position of each joint is 90� to each other as shown in Fig. 7.1. The robot hip
limitation was taken into account at CoM transfer technique phase. This is because
the CoM must be inside the stability region before the Stabilization Strategy phase
takes place.

This paper presents a new method by theoretically identifying the initial position
of xi, i.e. the distance of head-arm-torso (HAT) CoM to a predefined stability
region. This paper also presents a method to shift HAT CoM autonomously to
predefined stability region. The stability region was defined by Jining and col-
leagues as the area between the tiptoe and heel [8]. However, in this paper the
region was set to 0.03 m back from the ankle joint (xmin) to the tiptoe. xmin becomes
the reference point for xnew where xnew was the length between CoM and xmin. HAT
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CoM was set at the centre of the robot body as mentioned by Prinz and his
colleagues [9].

Step 1, Horizontal distance identification and Step 2, Joint angle determination
as shown in Fig. 7.2, are the focus of this paper. Feedback from the robot at sitting
position is the first input for the system. The objective of this study is to develop an
autonomous initial position monitoring algorithm and CoM transfer algorithm
based on Alexander technique (AT) for the robot to perform STS human-like
motion. This technique was used by Wang et al. [10].

Angle Y

Fig. 7.1 The normal position of NAO robot at sitting position

Fig. 7.2 Overall system overview for autonomous sit to stand motion
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7.3 Initial Position Identification

From the transformation matrix of ankle joint to the CoM, TCoM
ankle the translation at x

axis is used to identify the distance of CoM and ST. The motor angle was referred
to the robot setting, as shown in Fig. 7.1 where at this position the hip angle is
-75.57�, knee angle is 90�, and ankle is -7�. At normal position, the distance
between the CoM and ankle joint, x is 10 cm. From this normal position, it
becomes as reference to identify the initial position of the robot. Using translation
of x-axis, xi was defined as:

xi ¼ � ah½ � þ ak½ � � aa½ � ð7:1Þ

where

ah ¼ sin diff ðhRh; hNhÞj jð Þ � lCOM

ak ¼ cos diff ðhRk; hNkÞj jð Þ � lthigh

aa ¼ sin diff ðhRa; hNaÞj jð Þshank

hhnew ¼ hNh þ hNk � hRk½ �

ð7:2Þ

In (7.1), hRh,k,a is a reading of joint angle at the initial position and hNh,k,a is the
normal joint value that has been defined before. The different between these two
angles is represented by diff. lCOM, lthigh, and lshank represent length of robot CoM
from hip joint, thigh length and shank length. For hip and ankle joint, if the joint
reading is smaller than the normal angle of hip and ankle, negative sign will be
added to the value. In normal, human sit with body straight upward before starting
to stand. To do so, the method was modified to make sure the distance, xi was
calculated at moment where the NAO robot sit with the body perpendicular to the
ground. From the normal position, each knee joint angle that is added or reduced
will give change at hip joint according to (7.2).

7.4 Joint Angle Determination

Value xi was used to identify angle change at each joint. The joint angle was
identified to make sure that the HAT CoM is in the predefine stability region (SR).
The method stressed on hip and ankle joint to shift the HAT CoM to the SR as
mentioned in AT. The technique first brings the body to the front. The maximum
rotation range for the hip joint to go is -89�. Using (7.3), the needed joint angle
change was calculated. Result from (7.3) was observed to make sure the robot does
not exceed the hip joint limitation. If the value is smaller than -89�, the new hip
joint value was set at -89�. However, if hhneed was larger than that hhnew1 = hhneed.
Ankle joint was another joint that will react if the HAT CoM still do not reached the
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SR edge. The limitation at hip joint leads to the need of ankle joint change. At this
point, remaining distance between HAT CoM and SR edge was calculated as in
(7.4). The remaining distance, xremain would determine whether the ankle joint
change was needed or not. If xremain = 0, the system proceed to another step.
However, if xremain has a positive value (negative was never happen) a new ankle
joint was calculated using (7.5). After both hip and ankle joint has its value, the
system will move the robot to the desired position starting with hip followed by
ankle joint.

hhneed ¼ hRh � 90� absðcos�1ðxnew=15ÞÞ
� �

ð7:3Þ

xremain ¼ xnew � abs½ð15� cosð90� ðhRh � hhnew1ÞÞÞ� ð7:4Þ

hanew1 ¼ hRa þ ½� sin�1ðxremain=10:3Þ
� �

� absðhNa � hRaÞ� ð7:5Þ

7.5 Result and Discussion

The algorithm was tested in the simulation environment using (NAOSim) and
NAO robot version 3.2. Knee joint was set at 11 different angles to validate the
developed algorithm. The experiment was repeated 5 times for each knee joint
angle. Change at knee joint was made to represent the chair height more precise.
The increasing of knee angles in degree will represent the decreasing of the chair
height. Reading from Force Sensitive Resistor (FSR) at each foot was recorded to
observe the centre of pressure (CoP) position. In simulation, normal position is at
0.807 and -0.03 m for the robot where it is at rest and stable. If the robot falls
down, the reading should be zero. Another feedback used to monitor the system is
the angle y. To test whether the technique is able to transfer CoM into the SR,
experiment was done only until the robot at half way to stand or at the end of the
CoM transferring phase (target) as in Fig. 7.2. This was done to avoid the influence
of the movement in the stabilization strategy phase that might cause fall.

The method is considered working when the CoP is in the range of -0.03 to
0.01 cm and angle y reading ended as straight line with ±5 % from the planned
angle y trajectory. Table 7.1 shows the experimental results. With a new ankle
joint, hanew1 and hip joint, hhnew1 calculated by the system, the robot was able to
achieve the target position without falling within chair height at 12.7–10.65 cm for
simulation and 12.7 cm until 11 cm during experiment. Ankle joint change time, ta
was increased after that to ensure NAO achieved the target position when chair
height was decreased. If ta was too fast this change nearly has straight line
trajectory. However when time, ta is increased, the decreasing of the body
momentum in the motion happen because of slow velocity produce at the end of
the motion. The falls are categorized into two which are sitback and fall front. The
fall front means that motion momentum was too high. In experiment, the robot
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experienced sitback once at chair height of 9.25 cm. This was due to the weight
that was not concentrated to the front before the ankle joint starts to move.
In Table 7.1, when chair height at 9.25 cm the CoP reading was concentrated to
the back of the feet after 1 s operation and then fall down based from the direction
of falling shown by angle y reading.

7.6 Conclusion

From the results, the developed system was able to automatically calculate the
horizontal distance between the CoM and ankle joint before determining the new
joint angle for hip and ankle joint with respect to the Alexander technique
approach in STS motion. It was proved by the CoP reading at -0.03 m at final
position and angle y reading nearly the same with the plan trajectory. Increased of
ankle joint change time, ta was done only to lower the momentum created by the
motion. The method should able to perform the same result with system that has

Table 7.1 The first result which at the top with height of chair of 12.7 cm and the bottom result
with 9.25 cm for experiment with data of angle y reading and CoP reading
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the same configuration where all joint of the lower body is align to each other at
standing position. The difference in certain variable such as link length, hip joint
limitation, and mass should not affect the performance of the system. The author
recommends a new automatic method to verify the suitable trajectories before ta is
set in the joint angle determination to reduce momentum creates by the motion.
Another problem faced in this paper is the body limitation of the robot which
shows that the robot can only sit on chairs with 9.6 cm height and above.
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Chapter 8
Enhancing Wheelchair’s Control
Operation of a Severe Impairment User

Mohd Razali Md Tomari, Yoshinori Kobayashi and Yoshinori Kuno

Abstract Users with severe motor ability are unable to control their wheelchair
using standard joystick and hence an alternative control input is preferred. How-
ever, using such an input, undoubtedly the navigation burden for the user is sig-
nificantly increased. In this paper a method on how to reduce such a burden with
the help of smart navigation platform is proposed. Initially, user information is
inferred using an IMU sensor and a bite-like switch. Then information from the
environment is obtained using combination of laser and Kinect sensors. Eventu-
ally, both information from the environment and the user is analyzed to decide the
final control operation that according to the user intention, safe and comfortable to
the people in the surrounding. Experimental results demonstrate the feasibility of
the proposed approach.

Keywords Wheelchair � Severe impairment user � Control operation
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8.1 Introduction

In recent years, numerous methods have been introduced for developing smart
platform of wheelchairs system to accommodate the needs of people with severe
disabilities. These users’ limitations to control the wheelchair may be due to
several reasons such as cerebral palsy, cognitive impairment, or being fatigue
prone [1]. There has been a great deal of research devoted in this area and some
recent results can be found in [2, 3], which highlights the setups of various indi-
vidual systems and their strategies used for assisting the user. The development
trend can be broadly classed into three main areas [4]: (1) Improvements to as-
sistive technology mechanics, (2) Improvements to user-machine physical inter-
face, (3) Improvements to shared control between the user and the machine. Users
with severe motor impairment (e.g. spinal cord injury) generally lack muscle
control, and in the worst case they are unable to command the movement of arms
and legs. For such a patient, input devices based on cues or actions generated from
the head (e.g. facial, brain, gaze, tongue, and bite) can be possible media at all
levels of injuries [5]. The medium should provide the users with ability to control
the direction of wheelchair, and to initiate/terminate such tasks.

Even though the alternative medium can enable the user to steer the wheelchair;
yet some clinical studies found that their patient still find it hard or impossible to
operate it [6], especially for avoiding obstacle [7]. These clinical findings provide
insights for the importance of devising a computer-controlled platform to assist the
users during navigating. Under this framework, the user input along with the
environmental information will be seamlessly analyzed for providing necessary
assistive tasks. The amount of given assistance usually varies depending on how
severe the users’ impairments and the assistance can be categorized into three
main levels: shared-control, semi-autonomous control, and autonomous control
[8]. The level of given assistance should be decided by considering the maximum
of users’ abilities to control the wheelchair and the computer only complement the
loophole [9].

In this paper, the main objective is to improve the wheelchair controllability for
easing the severe impairment user to operate the wheelchair. When the user relying
on alternative input medium, they have limited control command and also need
more effort to issue such a command. For that reason, the computer will take over
part of the responsibilities for navigating especially to avoid any possible threat
and also guide the wheelchair into the desired direction of travel.

8.2 System Overview

The proposed system has been implemented on a standard electrical wheelchair
(TT-Joy, Matsunaga Corporation) mounted with a forward-looking RGBD camera
(Kinect, Microsoft), laser range finder and two IMU sensors as shown in Fig. 8.1.
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The alternative input consists of a switch and a IMU sensor for receiving the
user’s commands. The former is responsible for initiating/terminating several
control modes (i.e., stop, manual and semi-auto) while the latter provides the
direction to move in.

For the environments monitoring module, the combination of a laser range
sensor and a Kinect is used to sense the environment for potential obstacles and
deliver a safety map to the computer. The laser sensor is located in the front part of
the wheelchair at a height of 20 cm above the ground, covering an angle of 270�.
The Kinect on the other hand is installed 1.3 m above the ground and can perceive
3D information within 57� 9 43� of the angle view.

8.3 Alternative Input

The alternative interface is designed to control the wheelchair in two different
control modes: manual mode and semi-auto mode. Because of that reason, a switch
is needed in order to distinguish such operations. The switch must be simple and
easily reachable by the user. It can be realized by various mediums, such as motion
of facial parts (e.g., eye blinking or shaking), voices or a button switch. Physio-
logical features will impose many burdens on the user when she/he needs to issue a
command frequently, especially when she/he navigates in a limited space. There-
fore, a simple bite-like switch button (i.e., not an actual bite switch but imitating the
nature of the switch operation) is employed. The switch will be used for selecting
the operating mode while the gaze orientation will be used to instruct the direction
of movement. With such a setup, not only can easing the user to select the control
operation, but also the gaze actions which are intended to steer the wheelchair or
just look around can be easily distinguished by the central controller.
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Fig. 8.1 Sensors arrangement on the wheelchair (left) and how each sensors contribute to
enhance the wheelchair control system (right)
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When the switch receives a cycle of momentary pattern (low ? high ? low),
the ‘‘stop’’ or ‘‘semi-auto’’ command is executed depending on the current state
(i.e., when the current state is stop, the system turns into semi-auto and when the
current state is semi-auto, the system turns into stop). When it continuously
receives a high signal, the system enters the ‘‘manual’’ mode until a low signal is
issued. Every time the user exits from the manual mode, the system stops and
waits for the next command.

For obtaining the gaze data, an IMU sensor that mounted at the back of user’s
head is used. Under the manual mode, the direction that the user looks at will be
proportional to the direction that the wheelchair moves. Means that when the user
looks to the left/right, the wheelchair will turn left/right and when the user looks to
the front, the wheelchair move straight. When in the ‘‘semi-auto’’ mode, the gaze
direction is only considered during initializing the goal direction and avoiding
collision. Except in both situations, the gaze direction does not cause any effect on
the wheelchair’s motion. This can give freedom to the user to enjoy the sur-
roundings while navigating. For initializing the goal, the user just needs to look at
the area where she/he would like to go and presses the switch. The direction where
the user looks is then regarded as the goal direction. During obstacle avoidance, the
gaze direction is also used to determine the paths to be avoided. The area that
the user looks at during obstacle avoidance is automatically assigned as the
direction to avoid if it is collision free.

8.4 Environment Monitoring

Smart wheelchair either driven by the user or the computer should capable to
detect and avoid the threat during navigating. In indoor environment various
potential hazardous threats exist including obstacle, drop-off and hanging objects.
To perceive such information a combination of laser and Kinect camera that can
complement each sensor’s limitation is proposed. The laser can detect most of the
obstacles in a wide view; while the Kinect will refine the laser reading along with
detect areas that cannot be sensed directly by the laser. Apart from that, data from
the Kinect also will be used to detect and tracking humans’ head orientation for
assigning appropriate personal space model [10]. Data from both sensors will
output a navigation map which can be defined as the best estimate of the 3D
environment in a 2D representation. Each cell in the navigation map encodes the
possible of the thread location and useful to guide the smart wheelchair in various
navigating mode (i.e. manual and semi-auto). The effectiveness of the system has
been tested with real indoor environments and shown the feasibility of the navi-
gation map to portray the traversabilty region [11]. Figure 8.2 shows sample of the
obtained navigation map in indoor navigation scenario.

68 M. R. M. Tomari et al.



8.5 Wheelchair Navigation Planner

To model the wheelchair navigation planner, an extension of Vector Field His-
togram (VFH) method namely VFH+ [12] is adopted. VFH uses the two-dimen-
sional Cartesian histogram known as the active window that is built around the
surrounding of the robot with square shape. Each active cell in the histogram grid
is treated as an obstacle vector namely primary Polar Obstacle Density (POD).
POD is represented by the direction and magnitude from the cell to the sensor
centre point. A sample of the generated POD is given in Fig. 8.3, where the RGB
image, the navigation map and the POD distribution image are shown from left to
right. In the POD image, the yellow and green bars represent the low and high
POD regions, respectively, while the red bars show high risk obstacle locations.

When under the manual mode the POD will assist the user by terminating any
user command that may hurt him/her. For example, if the user commands the
wheelchair to a direction that subject to collision, the computer overrides its
command and causes the wheelchair to brake. It will remain stopped and only
resumes if the user issues a safe command. On the other hand, when under semi-
auto mode, the POD will assist the user by reactively avoiding any obstacle in the
scene. When it reaches the safe zone, the wheelchair then fixates its orientation
towards the goal direction. Note that, the goal direction can always be set and reset
by the user at any time by using the switch as explained previously. More detail
explanation about the planner operation can be found in [11].

8.6 Result and Discussion

For evaluating the feasibility of the wheelchair control system, an operation
experiments is performed. The experiments were conducted in a typical laboratory
and the performance was evaluated based on the ability of the wheelchair to
navigate successfully in the confine space environment. The navigation task is
considered success if the wheelchair able to avoid obstacle and moves according to
the user direction.

Fig. 8.2 Two samples of navigation map. (left) Red region denotes negative obstacle region
while green region represent ground plane. (right) Human detection and tracking with the
personal space assigned (red circle)
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The first experiment was performed to demonstrate the wheelchair’s ability in
manual control mode to move according to the user command and to terminate any
user command that may bring harm to him/her. Figure 8.4 shows the results. It
shows the wheelchair movement from the initial positions (Fig. 8.4a) until it
reaches the obstacle as shown in Fig. 8.4b. At that condition, the wheelchair stop
moving since the user still commanding the wheelchair to move straight, which is
unsafe to the user. When the user issued a control command to the left (Fig. 8.4c),
since it is safe the wheelchair executes the command and move accordingly. The
path generated in the experiments is schematically illustrated in Fig. 8.4d, where
the dash lines denote the motor command, thin line represent the head orientation
and thick line indicate the wheelchair orientation. In the figure, the driving signal
that is sent to the wheelchair normally and closely follows the user’s head
direction (e.g., when the user looks to the left, the wheelchair also turns left).
However as seen in frames #40 to #100, the system does not execute the user’s
command (i.e., motor command = 0) since it is not safe and the wheelchair
remains in stationary form. Later on, the user commands to the left (frames #100 to
#110), since the steering command shows no possibility to collision, the system
properly responds and executes it. Such a verification process is continuously
carried out as long as the user is under the manual mode.

The next experiment was performed to confirm the system’s ability when in
semi-auto mode for moving to the direction according to the user intention
automatically and for avoiding any obstacles during navigation. Experimental
results are shown in Fig. 8.5. The figure shows that the wheelchair can navigate to
the goal direction assigned by the user successfully (Fig. 8.5a, b). When facing
with obstacle (Fig. 8.5c), the wheelchair reactively avoid it until reaching the safe
zone, and then re-orientate its heading towards the goal destination (Fig. 8.5d).
Figure 8.5e illustrates the wheelchair motion. In this figure, when the wheelchair
faces with an obstacle seen in frame #40, the planner reactively steers to the left to
maintain safety. Once reached an appropriate space, in frames #50 to #70, the
wheelchair corrects the heading direction to face the goal location. This result
highlights the benefit of the semi-auto controller for providing help to the user by
automatically passing through the obstacles safely while seeking the goal.

Fig. 8.3 System monitoring view: (left) RGB Image. (middle) navigation map. (right) POD
image
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8.7 Conclusion

In this paper, a framework for enhancing the wheelchair controllability to cater the
need of users with severe motor disabilities is proposed. With the use of multiple
alternative inputs, the user can easily steer the wheelchair in manual and semi-auto
control mode. By incorporating the safety map, apparently collision can be
avoided in both modes, i.e., manual and semi-auto, and hence may reduce user
burden of continuously monitoring the surrounding while maneuvering.
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Chapter 9
Noise Cancelation From ECG Signals
Using Householder-RLS Adaptive Filter

Shazia Javed and Noor Atinah Ahmad

Abstract In this paper an adaptive recursive least squares filter is used for
removal of artifacts from clinical ECG signals. The householder RLS (HRLS)
algorithm is an efficient algorithm which recursively updates an arbitrary square-
root of the input data correlation matrix and naturally provides the LS weight
vector. A data dependent householder matrix is applied for such an update. In this
paper an adaptive noise canceler (ANC) is designed for ECG denoising using
HRLS algorithm. The promising characteristic of proposed ANC is its flexibility in
choosing the reference signals, because it has a trade off between the correlation
properties of the noise and the reference signals. Simulation results show the
efficiency of RLS based algorithms in ECG denoising.

Keywords Electrocardiography � Adaptive filter � Noise cancelation

9.1 Introduction

Adaptive filters are self-designing systems that rely on a recursive algorithm to
become able to perform adequately in an environment where knowledge of the
relevant data signals is not available. They have ability to detect time varying
potentials and to track the dynamic variations of biomedical data signals. Many
adaptive filtering techniques have been presented to denoise ECG signals and to
track their dynamic variations. These techniques are of two types: iterative and
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direct. Iterative methods include LMS based algorithm, such as the one in [1]
having deterministic functions as reference signals, and sign based LMS algorithm
in [2] for removal of noise from ECG signals. But these LMS based algorithms are
highly sensitive to the correlation properties of the reference signals, and their
performance becomes poor under highly colored noise [3, 4]. Direct methods are
not very common in ECG denoising, these include rapidly convergent RLS based
algorithms and their performance is less dependent on the correlation properties of
input signals as compared with iterative methods. Conventional RLS algorithm is
famous for its convergence speed, but the problem is its computational complexity
and numerical instability. A better implementation is Householder reflections
based HRLS algorithm [5]. The performance of the algorithm depends on the
orthogonalization capabilities of the householder transformation used to process
the input for the next update. Fast convergence rate of HRLS algorithm make it
numerically robust [6], and its performance estimation in [7] has motivated us
towards its application in ECG denoising.

In this paper we examine the performance of the HRLS algorithm in removal of
baseline wander noise from clinical ECG signals. Baseline wander (BW) is caused
by variable contact between the electrodes and skin, and interrupts clear recording
of respiration. For this purpose an adaptive noise canceler (ANC) is designed
having a novel feature for trade off between the correlation properties of noise and
the reference signals. Simulations include comparison of HRLS and conventional
RLS algorithms, which results in performance of HRLS algorithm in removing
WB noise from real ECG signals.

9.2 HRLS Algorithm Based Adaptive Noise Canceler

An adaptive noise canceler (ANC) is designed in this section for removal of noise
from simulated ECG signals. The block diagram of proposed ANC is shown in
Fig. 9.1. Here signal x(n) consists of the desired clean signal ecg(n) and con-
taminated BW noise g(n), such that

xðnÞ ¼ ecgðnÞ þ gðnÞ ð9:1Þ

The noise source produces a noise signal which is recorded simultaneously with
noise g(n) and the reference signal u(n), obtained by passing noise g(n) through an

unknown filter with frequency response: HðzÞ ¼
ffiffiffiffiffiffiffiffi

1�a2
p

1�az�1, where jaj\1, a is a cor-
relation parameter and controls the spectral properties of reference signals. a ¼ 0
corresponds to the case when noise and reference signals are same. The eigenvalue
spread of reference signals increases with an increase in the value of a, which
intern increases the difference between the correlation of the noise and reference
signals. This novel property of proposed ANC presents a trade-off between the
correlation properties of noise signal and the reference signal, which helps in the
performance study of different adaptive filtering algorithms in application of ECG
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denoising. The reference signal, so obtained, is used to calculate the filter coeffi-
cients via an adaptive filter of length N, such that

ĝðnÞ ¼
X

N�1

i¼0

wnðiÞuðn� iÞ ¼ aT
n wn ð9:2Þ

where wn ¼ ½wnð0Þ;wnð2Þ; . . .;wnðN � 1Þ�T is the coefficient vector of the filter,

an ¼ ½uðnÞ; uðn� 1Þ; . . .; uðn� N þ 1Þ�T referenced input vector and ĝðnÞ the
estimated reference signal at time n. The filtered ECG is obtained by subtracting
g(n) from ĝðnÞ. The denoised biomedical signal decgðnÞ is then, obtained by sub-
tracting (9.2) from (9.1), i.e.,

decgðnÞ ¼ xðnÞ � ĝðnÞ ð9:3Þ

It is worthwhile to say that the adaptive filter extracts the ECG signal by
minimizing the cost function, defined by:

CðnÞ ¼ E½decg2ðnÞ� ¼ E½ecg2ðnÞ� þ E½g2ðnÞ� ð9:4Þ

for gðnÞ ¼ gðnÞ � ĝðnÞ. The above relation makes sense because signal and noise
are uncorrelated. The minimization of C(n) is in fact concerned with the mini-
mization of second term on right hand side of Eq. (9.4), which is the mean square
error (MSE) of the noise signal.

The adaptive algorithm used for the removal of noise from ECG signals is the
Householder’s reflections based HRLS algorithm in [5]. HRLS algorithm is
famous for its robustness and better control on the eigenvalue spread of input
correlation matrix. This algorithm is briefly described below.

9.2.1 The HRLS Algorithm

Consider an adaptive least squares problem of the form:

Fig. 9.1 Proposed adaptive noise cancelation (ANC) model
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min
wn2RN

JnðwnÞ ¼
X

n

i¼1

kn�iðwT
i�1ai � gðiÞÞ2 ð9:5Þ

where gðiÞ 2 R is the output signal, and ĝðiÞ ¼ wT
i�1ai is the prediction of g(i) for

1� i� n, while n is the current time value.
For a transversal finite impulse response (FIR) adaptive filter, vectors ai 2 RN

are formed by the reference signal u(i), such that

ai ¼ uðiÞ uði� 1Þ . . . uði� N þ 1Þ½ �T

and vector wn 2 RN is an estimate of the filter tap vector, which is updated by
minimizing the sum of squared error cost function JnðwnÞ. The constant k 2 ½0; 1�
is known as the forgetting factor.

Define the n 9 N data matrix An by

uð1Þ 0 . . . 0
uð2Þ uð1Þ . . . 0

..

. ..
. . .

. ..
.

uðn� 1Þ uðn� 2Þ . . . uðn� NÞ
uðnÞ uðn� 1Þ . . . uðn� N þ 1Þ

0

B

B

B

B

B

@

1

C

C

C

C

C

A

and the diagonal matrix Kn by

Kn ¼ diag½
ffiffiffiffiffiffiffiffiffi

kn�1
p

;
ffiffiffiffiffiffiffiffiffi

kn�2
p

; . . .;
ffiffiffi

k
p

; 1�

The above definitions allow us to write the minimization problem in (9.5) as

JnðwnÞ ¼ kKndn � KnAnwnk2
2 ð9:6Þ

where

dn ¼ gð1Þ gð2Þ. . .gðnÞ½ �Tþt

t is the white Gaussian noise added in the system output. If Rn denotes the
correlation matrix of input data An, then following relation holds for the square-
root factor Sn of Rn,

Rn ¼ ST
n Sn

Let us define N 9 1 vector xn by considering new data vector an and the square-
root factor of the previous instant as:

xn ¼
ST

n�1an
ffiffiffi

k
p

At this stage we consider the (N ? 1) 9 (N ? 1) orthogonal matrix Pn, pre-
sented in [5], to formulate the equation for updating S�T

n�1 to S�T
n , i.e.,
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Pn
xn k�

1
2S�T

n�1
1 0T

� �

¼ 0 S�T
n

dn uT
n

� �

ð9:7Þ

where dn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ kxnk2
q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kþaT
n R�1

n�1an

p
ffiffi

k
p .

The orthogonal matrix Pn, used to annihilate the vector xn in Eq. (9.7), is a
Householder matrix [5]. Here,

un ¼
R�1

n�1an

kdn

is a scaled version of the Kalman gain vector [8], which can be used to update the
filter tap-weight vector.

Householder RLS(HRLS) algorithm can be deduced by computing the a priori
error gðnÞ, and then updating the filter tap-weight wn. The important equations of
the algorithm are:

gðnÞ ¼ ðgðnÞ þ tðnÞÞ � wT
n�1an ð9:8Þ

wn ¼ wn�1 �
gðnÞ
dn

un

9.3 Simulation Results

In order to analyze the performance of this adaptive filter as a noise canceler, an
artificial sine wave gðnÞ ¼ A sinð2pfbwnÞ is added to the real ECG signals,
obtained from MIT-BIH arrhythmia database, to simulate the baseline wander
(BW) effects, where fbw is the high frequency component of respiratory sinus
arrhythmia (RSA), and A is amplitude of wandering from baseline. MIT-BIH
arrhythmia database is a benchmark for ECG recordings, and consists of 48 half
hour samples of two channel ambulatory ECG recordings. These recordings are
digitized at 360 samples per second per channel with 11-bit resolution over a
10 mV range.

In our simulation, we Choose data of signal 106 for 5 seconds duration with
time n ¼ 0 : 0:002778 : 5. Signal 106 represents ECG recording of a 24 years old
female, having heartbeat in the range from 49 to 87. Figure 9.2 shows 5 s
waveform of real ECG signal 106 and noisy one. Setting a = 0.5, and filter length
is N = 4 in adaptive noise canceler of previous section, learning curves of MSE
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are recorded using conventional RLS and HRLS algorithms for fbw = 0.25. During
these computations, k = 1, while dn ¼ 0:1 are kept fixed. Their efficiency is clear
from the learning curves of MSE in Fig. 9.3, which show preference of HRLS
algorithm in this comparison.
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Fig. 9.2 a Real ECG signal, and b ECG signal contaminated by BW noise
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Fig. 9.3 Learning curves of MSE of RLS and HRLS algorithms for a = 0.5
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9.4 Conclusion

In this paper an adaptive noise canceler is designed to check the efficiency of
HRLS adaptive filter in removal of baseline wander noise from real ECG signals.
The proposed noise canceler is able to tackle with correlated noise signals and has
shown capability to remove noise from ECG signal by minimizing the mean
squares error.
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Chapter 10
Robotic Arm Control Based on Human
Arm Motion

Dickson Neoh Tze How, Chan Wai Keat, Adzly Anuar
and Khairul Salleh Mohamed Sahari

Abstract This paper discusses the development of a robotic arm whereby its
motion is controlled based on the movements of the human arm. There are three
major components in this project. They are a wearable control device, micro-
controller and robotic arm. The wearable control device acts as a sensor to
translate the physical movement of the human arm into electrical signals. The
translated signals in the form of positional data are sent to the microcontroller unit
for processing. The microcontroller unit processes the signals and outputs it to the
robotic arm as physical replicated movements. The wearable control device is
capable of sensing six degrees of freedom by the human arm joints movements.
This includes rotation of the shoulder, arm, bending of the shoulder, elbow, wrist,
and gripping motion. The fabricated robotic arm is able to perform six different
motions replicating and mimicking the motions of the human arm.

Keywords Robotic arm � Human wearable device

10.1 Introduction

Robotic arm is one of the many applications in the industry that revolutionized the
automation industry. Because of greater efficiency, pinpoint accuracy and super
speed, the robotic arm is often used in factories and production plants to boost
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production outputs. Robotic arms also are becoming a trend in replacing humans
especially to perform repetitive task [1]. According to Luo and Su [2] robotics
can be divided into industrial and service robotic. International Federation of
Robotics (IFR) defines a service robot as a robot which operates semi- or fully
autonomously to perform services useful to the well-being of humans and
equipment, excluding manufacturing operations [2]. In some cases, the control of
the robotic arms requires human judgement and at the same time, requires the
omni-functionality of robots. Hence, there is a need of human operated robot to
perform task that is beyond human capability. In the field of robotic arm control
based on human motion, it appears that many individuals have been developing
better designs to replace the fixed motion of the robotic arm with the interface of
human arm motion [3]. In other words, it means to produce an interactive robotic
arm which is not programmed to perform certain task repeatedly but to perform
task based on the input signal from the human arm motions. Although there are
many different types of designs developed throughout the years, theoretically most
of the existing designs are using the same principles where the sensors senses the
motions of the human arm and transforms the mechanical moment into electrical
signals. The signals are then transmitted to the microcontroller for signal pro-
cessing purpose. The processed signal will be sent to the servo controller and the
servo driving motor to control the movement of the robotic arm. Based on the
similar working principals, more advanced and sophisticated hardware and soft-
ware are being integrated to produce a much more robust wearable device and
robotic arm.

Figure 10.1 shows the overall working principle of the project. The three major
components are illustrated above that is; wearable device, microcontroller, and the
robotic arm. The signal moves in a one-way direction in an open loop control
system without any feedbacks to the user or the controller.

10.2 Mechanical Design of Arm and Wearable Device

The goal of this project is to produce a fully functional prototype of a robotic arm
to be controlled based on human arm motion. The requirements and specifications
of the robotic arm are as follows:

• To achieve six Degree of Freedom (DOF) on the robotic arm included the
clamping motion of the gripper.

• To be able to detect the motions of a human arm and send it to the
microcontroller.

• To achieve minimal visible time delay between the sensing of the motions of a
human arm and the robotic arm.

• To achieve stability of the robotic arm while in motion or static conditions.
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Figure 10.2a shows the design of the wearable device proposed. The joints are
mounted with potentiometer which acts as a sensor to detect joint movements of
the human arm. Figure 10.2b shows the mechanical design of the robotic arm. The
designs are based on the structure of the human arm and it is one-to-one scale with
the human arm. The drivers used in this design are the RC servos which are placed
at each joint to move the different section accordingly. The design of the robotic
arm enables movement of six degrees of freedom which included the rotational
motion of the shoulder in both horizontal and vertical direction; bending motion of
the elbow and wrist; rotation of the arm; and the gripping motion. The material
used for the robotic arm is polycarbonate due to its flexibility, lightweight,
appearance and relatively low cost.

10.3 Electronics Hardware and Control Algorithm

For the electronics hardware and design of the project, the Arduino UNO open
source microcontroller is chosen. The main advantage of using this microcon-
troller is the open source nature and universality of the hardware and compiler.
The hardware is simple to be used by students with no backgrounds in electronics
and programming. Other advantages include cost efficiency as Arduino micro-
controllers are relatively cheaper than its counterparts. Since the robotic arm
involves the use of RC servos as actuators, a servo controller board is needed. The
board that is utilized is the 8 Channel Servo Controller (SC08A) board by Cytron
Technologies Sdn. Bhd [6]. The controller is capable of controlling over 8 units of
RC servos independently. The control algorithm of the system is very straight
forward. There are six inputs from the six potentiometers on the wearable device.
Since all the inputs to the Arduino are in analog voltage form, the Analog to
Digital Converter (ADC) modules on the Arduino UNO are used to sample the

Fig. 10.1 General experimental setup [4, 5]
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Fig. 10.2 a Mechanical design of the wearable device. b Mechanical design of the robotic arm

84 D. N. Tze How et al.



analog voltage into digital form. The digital form signal is then mapped to fit the
angle of movement of the servo motor which is on the robotic arm. A pre-calibration
is also done on the wearable device and the RC servos on the robotic arm to ensure
that the centre position of the potentiometer matches the centre position of the RC
servo.

10.4 Results and Analysis

The results of the project are documented by comparing the movements of
the wearable device and the actual movement produced on the robotic arm.
Figure 10.3a shows the picture of the wearable device and the robotic arm.

The initial position of the wearable device and robotic arm is as Fig. 10.3b
whereby both the wearable device and robotic arm are in straight position pointing
to the ground.

Table 10.1 shows the results from the test performed on the fabricated system.
The position of joints on the wearable device is compared to the position of the
joints on the robotic arm by making simple movements on the wearable device.
The error of the system is variable depending on the joint position. The error is
highest at the shoulder joint portion and least at the wrist joint portion. The cause
of the error is investigated and several possible causes are identified. First, the
mechanical design of the robotic arm lacks support. This puts more burdens on the

Fig. 10.3 Wearable device and robotic arm
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servo motors to actuate the joints. Due to the limitation in the servo torque, some
of the position cannot be achieved accurately thus causing high error percentage
between the wearable device and the robotic arm. Second, the analogue servo
motor used is not sufficient in terms of holding torque and accuracy. The analogue

Table 10.1 Comparison of the actual movement on the wearable device and the output movement
on the robotic arm

Wearable device Robotic arm Percentage error (%) Mean error (%)

Wrist joint (degrees)
-135 -130 3.70 -6.17

-90 -90 0.00
-45 -55 -22.22

Elbow joint (degrees)
-90 -90 0.00 -8.47
-70 -80 -14.29
-45 -50 -11.11

Arm rotation (degrees)
90 50 44.44 37.04
45 30 33.33

-45 -30 33.33
Shoulder joint (degrees)

-90 -90 0.00 -25.66
-70 -85 -21.43
-45 -70 -55.56
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servo motors must be replaced with digital servo motor which gives far greater
torque value and better accuracy. This improves the accuracy and consistency of
the robotic arm in achieving the desired position. However, the concept that is
presented in this paper is proven to be working. By utilizing the cost efficient
Arduino platform the cost of purchasing the electronic hardware and software is
greatly reduced. Acrylic material proved sufficient for the current scale of the
robotic arm. Improvements can be done on the mechanical design of the arm.
Figures 10.4, 10.5, 10.6 and 10.7 graphically illustrates the angular positional data
in graphical form from each joint of the arm. Data are taken in three positions from
each joints and from there, the mean of error each respective joint is calculated.

10.5 Conclusion

This paper had discussed about the development of a tele-operated robotic arm.
The tele-operation concept in this paper is carried out by reproduction of human
movement on a robotic device by going through a microcontroller as a signal
processor. By replicating movements on human wearable device, a more precise
movement is expected as outcome of the robotic arm. This can be an advantage
in situations that require accuracy and strengths that is beyond human capability
but at the same time requires human gestures or movements as reference or input.
The robotic arm can be seen as an amplifier to the human movements in terms of
strength and accuracy. Future development of the project includes incorporating
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haptic feedback system to the wearable device in order for the user to gain
feedback from the robotic arm. The haptic feedback will be a solution to further
enhance the accuracy of the robotic arm movement.
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Chapter 11
Elevator Riding of Mobile Robot Using
Sensor Fusion

Jaehong Lee, Xuenan Cui, Hyoungrae Kim, Seungjun Lee
and Hakil Kim

Abstract Elevator riding is an essential skill for a mobile service robot to carry
out various tasks. This paper proposes a framework for robot navigation based on
sensor fusion of a laser range finder (LRF) and a vision camera to detect an
elevator door and recognize its state. The state of the door is determined by
calibrating and combining LRF-camera data. The indicator including the current
floor number of the elevator and a direction arrow is recognized by a neural
network classifier. The robot moves inside the elevator after verifying the state of
the door being opened and the moving direction of the elevator. The robot con-
firms the target floor by an artificial landmark and localizes itself by the marker
detection. The proposed method is implemented on a robot platform, and elevator
riding is achieved as the experiment results.

Keywords Elevator riding � Sensor fusion � Artificial landmark � Localization �
NN
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11.1 Introduction

In company with development of the robot industry, intelligent environment
recognition is needed. For a mobile robot service in public places such as hospitals
and silver towns, elevator riding is a significant technique. If a robot is not able to
move on other floors, its service is limited. In order to offer an intelligent service,
the total process should be similar to what humans are doing as follows:

Step 1: The elevator door is recognized and detected whether it is opened or not.
Step 2: After checking the direction, people get in the elevator.
Step 3: Turning towards the door, they wait until the elevator arrives at the target

floor.
Step 4: People get off after confirming the door is opened on the target floor.

To ride an elevator, its door recognition is the first step. So far, many previous
studies about detecting doors using a laser range finder (LRF) or a camera sensor
[1, 2] have been introduced. In the paper of Ma et al. [3], the elevator door
recognition method using an LRF and a single camera is proposed.

In this paper, a framework for robot navigation including recognition of elevator
door states, moving to the target floor and artificial marker-based localization is pro-
posed. This paper is structured as follows: Sect. 11.2 presents the process of elevator
door recognition and indicator recognition using a neural network classifier (NN).
Localization using artificial markers is described in Sect. 11.3. Experiments using the
robot platform and conclusion are described in Sects. 11.4 and 11.5, respectively.

11.2 Elevator Door Recognition

11.2.1 Elevator Door Detection and Verification

Figure 11.1a shows LRF scanning data in front of elevator door. Some line fea-
tures are extracted by the points in front of the door. The line features are used to
detect the elevator door state. Nguyen et al. [4] compared line extraction algo-
rithms from the scan data, where Split-and-Merge algorithm showed relatively fast
and accurate performance, and Iterative-End-Point-fit algorithm [5] is faster than
the Split-and-Merge algorithm. To guarantee a real-time process in robot navi-
gating conditions, the two algorithms are combined in this study. The detailed
process is described in the previous study [3].

The elevator door state recognition with the verification is the second step to get
into an elevator. Before the process, the states have to be defined. The interval space
between both sides of elevator door is divided into 5 blocks. The counted number of
blocks b_sum whether each block is filled with scanned data or not determines the
outside door state St

o at time t in Fig. 11.2. If b_sum is 1 or 0, the space of door is
considered empty and St

o becomes 1 which denotes OPENED. If all the blocks filled,
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St
o = -1 denoting CLOSED. The previous state St-1

o at the time t - 1 is referred in
other cases. St

o = 0.5 corresponds to OPENING and St
o = -0.5 to CLOSING.

Figure 11.2 shows the process of deciding the current door state St
o.

11.2.2 Door Detection Inside of the Elevator

To arrive at the correct destination, the robot has to get off the elevator. Inside door
recognition in the elevator is not easy to detect the door and its state. The confined
space causes data distortion, and it is hard to detect the floor number indicator. The
distance between the robot and the door is too short to acquire reliable LRF data.
An average filter is applied to the LRF data before the state is estimated. But when
the robot gets into an elevator, the door state is unpredictable because the LRF
sensor and the front camera view is on the opposite side of the door. Thus the door
state inside of the elevator St

i at time t is defined by two states, INSIDE_-
DOOR_CLOSED (St

i = -1) and INSIDE_DOOR_OPENED (St
i = 1).

A line segment li ¼ fps; pe;Uig consists of start/end indexed point ps, pe and the
included angle Ui of straight forward vector z and li as shown in Fig. 11.1b. St

i is
defined based on the predefined angle range Umin and the distance dmax as shown in

Fig. 11.1 Door detection of outside (a) and inside (b) of the elevator

Count
Filled blocks

Previous
Door state

OPENED CLOSED

OPENING OPENING

b_sum 1 b_sum = 5

1 < b_sum < 5

Fig. 11.2 Decision tree for an elevator door state
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(11.1). INSIDE_DOOR_CLOSED is the state of scanning behind of the door or
turning in the elevator, so li satisfies the condition of Si

t ¼ �1: Inversely,
INSIDE_DOOR_OPENED means that li is not detected because the door had
already opened. After the door is detected as being opened, the robot gets off the
elevator by the localization process described in Sect. 11.3.

Si
t ¼

�1; when P� psj j\dmaxð Þ and P� pej j\dmaxð Þ and Ui\Uminð Þ
1; otherwise

ffi

ð11:1Þ

11.2.3 Indicator Segmentation and Perspective Transform

After the elevator door recognition and verification, the current position of the
elevator is estimated by indicator recognition. Region of Interest (ROI) is set on
the indicator. After pre-processing, a segmented number is classified by a neural
network classifier. For the simple process, the quadrangle indicator from various
view angles has to be converted to a rectangle using a perspective transform.

The elevator indicator is segmented between left and right vertical edges of the
elevator door. Assuming the indicator is above the elevator door, a quadrangle is
searched. The quadrangle Q needs to be converted to a rectangle R, therefore, it
simplifies the classifying step. Figure 11.3 shows the transformation HRQ that
maps the points from Q to R. The four correspondences of points determine the
transform matrix.

In the rectangle which includes indicator, two vertex points are chosen in the
gray scaled image. The histogram of R is scanned vertically and horizontally. Left-
top and right-bottom that the value sharply descents determine the elevator indi-
cator. The current floor number of elevator is displayed on the center of indicator.

Fig. 11.3 Perspective
transformation of indicator
and floor number
classification using NN
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11.2.4 Floor Number Classifying by NN and Direction
Recognition

A neural network (NN) classifier is widely investigated in many research areas.
The basic application of NN is character recognition and classification. To Apply
NN in character recognition, two steps are necessary. First, resizing to 24 9 24
binary image that is fitted by the number. Let the normalized binary image
xi = {x1, x2,… xd}T, (d = 24 9 24) which is the input of the NN classifier. Pre-
paring the weights u, v which are the result of training is the second step. In the
training step, error back-propagation algorithm for Multi-Layer Perception (MLP)
learning is used in Fig. 11.4. Mean squared error (MSE) is calculated for com-
parison of the threshold. The result just comes from the product of weights and
input, therefore it enables classifying to real-time process.

The floor number that the elevator located is insufficient data for the robot to
choose getting in or not. When the robot wants to go upstairs, the direction of
elevator moving is to be upward. Direction recognition is somewhat a simple
problem. Like the method of extracting the square in 3.1, squares on the left/right
side of the indicator are extracted. After binarization with an adaptive threshold,
the numbers of white pixels on both sides cl, cr are counted. The direction of
elevator delv is determined by (11.2), where ‘1’ means GOING_UP, ‘-1’ means
GOING_DOWN and ‘0’ means STOP, and s denotes the threshold value.

delv ¼
1; cl;�cr [ s
�1; cr;�cl [ s
0; otherwise

8

<

:

ð11:2Þ

1

2

8
9

2

Input
Layer(24x24)

Fig. 11.4 Floor number classification using NN
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11.3 Localization Based on Fiducial Marker

11.3.1 The Shape of Fiducial Marker and Detection

In this paper, artificial markers and a single camera are used to indoor localization.
ARTag markers are used since it achieved better performance than other artificial
markers according to [6]. ARTag is correctly detected even large occlusions and
challenging lighting. The marker detected, relative position of camera which
considered as robot position is calculated by rotation and translation matrix.
Therefore, world coordinates of the robot is determined by the marker position
which installed in advance.

The marker used in this paper is a binary patterned square in Fig. 11.5. The
patterned markers satisfies the criteria [7] for practical fiducial marker. Since each
marker has its own ID, it is useful to access relevant information that contains
location data. Also, 3D position and heading of the robot can be estimated by
comparing detected marker.

In Fig. 11.5, pre-processing is the first step to detect markers. Input image from
camera is binarized to 1 or 0 by thresholding method. Next, search contour before
extract corner and edges. If the edge and corner points define a quadrangle, the
marker is recognized and identified by inner pattern. The rotation and translation
vector are estimated when the marker detected. The four corner points corre-
sponding vertices are used to estimate position and heading in 3D space.

11.3.2 Localization

Once the marker is detected which is patched on the wall or ceiling, marker M to
camera C rotation and translation are estimated. However, what we want know is
the position of camera in the world coordinates. Therefore some transformation
steps are proposed to localize the camera.

The final output is WHC, the transformation from the camera coordinates to the
world coordinates. When the marker is detected, we get the inverse transform

Fig. 11.5 Process of marker detection

94 J. Lee et al.



matrix CHM
-1 from CHM that means marker to camera conversion. Let the robot

position ‘M’ in the marker coordinates be represented by PM, and the camera
position in camera coordinates ‘C’ be represented by PC, and the position in world
coordinates ‘W’ is represented by PW. Then PM is described in (11.3) below.

PM ¼ CH
�1
M PC ð11:3Þ

The marker to world coordinates transform matrix WHM is derived from the
database that contains each markers ID and rotation translation matrix. Finally, PW

is calculated by the result of (11.4).

Pw ¼ WHMPM ¼ WHM
CH
�1
M PC ð11:4Þ

11.4 Experiments

11.4.1 Environment

Experiments are performed by our robot platform, TETRA DSIII which is
equipped with an MS LifeCam HD-5000, SICK LMS511 Laser Range Finder and
battery for LRF as in Fig. 11.6. The camera is oriented upward since it is used for
elevator recognition and calibrated with LRF in advance. Color images captured

Camera

LRF

Battery

Laptop

Platform

TETRA DS III – ADVANCED
- Max.Payoad : 40 kg
- Max. Speed : 2m/s
- TCP/IP communication

Sensors
LRF - SICK LMS511

Camera - MS LifeCam HD-50
00

Battery 24V 10AH
CPU Intel core i3-330m (2.13GHz)

Current robot 
position

Fig. 11.6 Robot platform configuration and specification of components
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320 9 240 resolution. In the color images, markers which are patched on ceiling
are detected in the range between 1.5 and 3.0 m from the robot.

Elevator door, indicator recognition, and localization by artificial landmark
methods for elevator riding are proposed in this paper. Elevator door recognition is
evaluated in the paper [3], and we assume that the robot operates in an elevator-
visible area. Generally True Positive (TP), False Negative (FN), False Positive
(FP), True Negative (TN) are used for evaluation. However, as assumed, only TP
and FN are measured. FN is divided two terms ‘incorrect’ and ‘miss’. ‘Incorrect’
corresponds classifying error and ‘miss’ means undetected. Performance is eval-
uated using the CVLab Robot Program in Fig. 11.6. The Robot is controlled by a
button or autonomously drives. All the operations of the robot in Fig. 11.6 are
monitored and positions are mapped on the window.

11.4.2 Experimental Results

Tables 11.1 and 11.2 show the result of the experiments. All processes are eval-
uated by averaging percentages. There are two main processes: ‘get in’ and ‘get
out’. To get in the elevator, the robot has to confirm the current floor of elevator
and its direction. And to get off the elevator, the target floor number has to be
known by marker detection.

Floor number classification had 96.63 % of accuracy and the incorrect rate is
3.37 %. Miss rate had 0 % since we assumed that floor number segmentation is not
missed if the elevator door was detected. Elevator direction showed 97.76 % of
accuracy. However, there were some incorrect results by occlusion of light. Door
recognition in the elevator showed 100 % of accuracy because it just processed
LRF data guaranteed by its confidence in a limited area. In the ‘get off’ step,
marker recognition showed 95.46 % of accuracy. When the marker detected
correctly, the robot got off the elevator successfully. The miss rate was 4.54 % and
there was no inter-marker confusion. It is already analyzed in [7].

Table 11.1 The average results of the experiment

Get in Get off

Floor number (%) Elevator direction (%) Marker recognition (%)

FN Incorrect 3.37 2.24 0.00
Miss 0.00 0.00 4.54

TP Correct 96.63 97.76 95.46

Table 11.2 The average process time

Process Door Door ? Indicator Door ? Indicator ? Localization

Average time (fps) 25.00 22.27 15.87
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In the paper of Ma et al. [3], the door recognition hit rate was 96.7–97.1 %
and average processing time was 25 fps. In this method, the average processing
time was 22.27 fps when elevator indicator recognition is added. When the
localization method is added, the overall processing time is 15.87 fps
(Fig. 11.7).

11.5 Conclusion

In this paper, a framework for robot navigation which includes recognition of
elevator door states, moving to different target floor and artificial marker-based
localization is proposed. Sensor fusion using a calibrated LRF and vision camera
are used to detect the elevator door and estimation of its state. A single camera is
used to verify the door detection and to recognize the indicator of elevator. The
extracted floor number is classified by an NN classifier. The localization is
performed using artificial landmarks. The robot is able to ride an elevator and
move toward a destination on a different floor. Floor number classification showed
91.53 % of accuracy and correct direction estimation, 92.65 %. Marker detection
rate was 95.46 %. In the future work, we will use natural landmarks instead of
artificial landmarks and improve the performance in the dynamic environment. In
addition, obstacle avoidance using the fused sensors would be enabled.
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Fig. 11.7 Process of elevator riding: First, door state recognition. Second, floor number and
direction classification. Third, get in the elevator and turn toward door. Finally get off the elevator
after target floor confirming
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Chapter 12
Safe Global Path Planning of Mobile
Robots Based on Modified A* Algorithm

Jong-Hun Park, Jin-Hong No and Uk-Youl Huh

Abstract This study evaluated Safe Global Path Planning (SGPP) for mobile
robot navigation. This model considers the potential risk as a safety index, whereas
most studies of global path planning algorithms focused on the time and distance
cost. Robots can encounter difficulties in reaching a target point due to the limited
field of view behind obstacles. This paper presents a modified A* algorithm to
reduce the collision risk by considering such occluded environments. According
to the simulation results, the presented algorithm showed better performance in
terms of safety and navigation time than the conventional A* algorithm.

Keywords Safe global path planning � Modified A* algorithm � Safety cost �
Risk area

12.1 Introduction

Intelligent navigation is needed for autonomous mobile robots to move safely to
their destination via an optimized path without collision. Path planning in intel-
ligent navigation is divided mainly into global and local path planning. Global
path-planning searches for the optimized path toward a target off-line and local
path-planning aims to avoid obstacles in real time [1]. In path planning, three
methods are used to draw a navigation map: cell decomposition, roadmap, and
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potential field methods [2, 3]. The potential field methods have the advantages of
simplicity and smoothness over the others. The potential field method has some
drawbacks: a robot in occluded spaces can sink into local minima and spend too
much search time and memory. As a result, the robot is unable to reach the target
place. A range of search algorithms have been developed to solve these problems.
All these algorithms originated from Dijkstra, and A* algorithms deal mainly with
distance- and time-related costs to acquire the two minimal costs [4]. Those
algorithms are based on the situation that obstacles are fixed, whereas the situation
including mobile obstacles will become more critical and unexpected, which is
more common in the real world. For this reason, safety that refers to collision-less
navigation of a robot while exploring a final target should also be considered under
an occluded environment [5, 6]. In global path planning, the employment of this
risk evaluation function suggested in this paper provides the advantages for safe
navigation over previous risk evaluation functions in local path planning because a
robot can reduce the potential collision risk by avoiding highly risk areas or
moving slowly in advance. This study is considered in global path planning of the
modified A* algorithm, which is called safe global path planning (SGPP). In
particular, the modified A* algorithm includes a risk evaluation function consid-
ering the shape of obstacles, which is numerated by the angle, enabling the robot to
reach a desired place safely without collision.

12.2 The Definition of Risk Area

This study focused on how to handle the potential risk from occluded areas, which
needs to be considered for autonomous navigation [7]. Figure 12.1 shows two
types of risk areas, such as corner and intersection. Figure 12.1a shows the risk

Fig. 12.1 Definition of risk areas
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area with a blind zone near the corner. Figure 12.1b shows the blind zones as a risk
area with an increased collision potential risk at the junction.

Collision can occur when a mobile robot passes by a wall, particularly in places
including convex edges, such as buildings and rooms. Although the robot has a
sensor, it is difficult for the robot to recognize static or moving obstacles beyond a
topographical feature. In the case of the intersection, the potential of collision will
increase more than that in the case of a single corner, because of the larger number
of corners. In defined risk areas, the robot is highly likely to fail to react promptly
even if it has a sensor. Therefore, a safe path contemplating potential risk areas is
established so that the robot can detour into other pathways around or move slowly
while passing through risk areas.

12.3 Safe Global Path Planning Base on the Modified A*
Algorithm

Safe global path planning based on the modified A* algorithm, which considers
safety, was established using the following process. First, a map was constructed
by introducing a risk evaluation function to evaluate areas with a limited field of
view and developed safety-focused path planning with the modified A* algorithm.

12.3.1 A Risk Evaluation Function

In reality, the existence of static obstacles does not need to be considered, but other
unexpected moving obstacles hidden behind a static obstacle need to be taken into
account. To avoid this potential collision risk, the shape of the obstacle should also
be considered with the distance in the risk evaluation function. The shape of the
obstacle can be simplified as a convex edge with a range of angle values. With
increasing angle of the convex edge, there is a decrease in the dead zone area
behind the corner, where the sensor of a robot is unable to detect. The risk
evaluation function is constructed in two steps. In the first step, the extraction
process of topographical points, such as corners and intersection, from the mapped
information was performed initially using an image processing technique [8], so
that the risk force value with a risk evaluation function was calculated at those
points. The next step involves the mapping process in global path planning for the
design of safe path planning incorporating the risk areas produced by the risk
evaluation function. The risk evaluation function can be defined as

R ncð Þ ¼ a
e�h

r2
ð12:1Þ
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where R(nc) is a risk evaluation function, r is the distance between adjacent nodes
(certain spots in a cell space), h is the angle of the corner, and a is the constant
value of the risk area. The range of the angle is 0\h\p. The magnitude of the
risk force has a value within 0 \ R(nc) \ 1. Equation 12.1 suggests that the risk
force increases with decreasing angle.

Figure 12.2 shows the relationship between the angle of a corner and a wall.
The risk of collision increases if the robot approaches an area with corners with an
angle\180�. As the angle of the wall decreases, the risk of collision will increase
due to lack of the sensor information of the robot. If the angle reaches one, it can
be treated as a static obstacle. The highest potential risk exists when the angle of
the corner is 0�.

12.3.2 The Modified A* Algorithm Using the Risk Force

Equation (12.2) expresses the safety costs function of modified A* algorithm,
which is based on the potential risk.

S nð Þ ¼ C ns; ncð Þ þ R ncð Þ þ G nc; ng

ffi �

ð12:2Þ

The algorithm consists of three terms: C(ns, nc) is a distance cost function of a
starting node to current nodes; R(nc) is a risk function that evaluates the current
risk level and its surrounding nodes; G(nc, ng) is the estimated costs for reaching
from the current node to target point. The lowest safety cost is selected as the best
node.

Fig. 12.2 Risk force at the
corner
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12.4 Simulation Results

A simulation was performed using Matlab. The grid map should include the risk
areas to generate a global path, as shown in Fig. 12.3. To generalize the path
planning problems in configuration space [1], the kinematic posture of the robot
was represented by x, y in every possible position. Free-Cell obstacle Cell 0, 1 and
risk cell has a between within 0 \ R(nc) \ 1.

The size of map is 60(Cells) 9 60(Cells) and each cell is a square, which is 1 m
corresponding to the size of the robot. The evaluation of the suggested algorithm
carried out for navigation time and safety. Figures 12.4 and 12.5 compare the two
algorithms in a more complex environment. The starting and ending points of the
robot are (31, 36) and (53, 7), respectively.

Fig. 12.3 A grid map of including the risk areas for SGPP

Fig. 12.4 Conventional A*
path. It is minimal distance
path planning without
considering the corners and
risk
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The modified A* algorithm enables the robot to turn soundly and find the
optimal path. In contrast, the original A* algorithm ignores the risk areas during
navigation. The cost of safety is the sum of the risk of the path. The navigation
time is defined as

Navigation time ¼ d
.

1� Rð Þ2vmax ð12:3Þ

where d is the length of the path and R is risk level. vmax is the maximum velocity
of the mobile robot. The navigation times were determined depending on R and d.
The max velocity was assumed to be 1 m per second.

The path costs of the conventional and modified A* algorithm were 82 and
127 m, respectively (Table 12.1). The safety cost and navigation time were
14.5/0.7 and 1.1/1.3 s, respectively. Table 12.1 shows excellent results in distance
and execution time. On the other hand, the proposed algorithm showed excellent
safety cost and navigation time. The safety cost of the conventional A* algorithm
was 14 higher than that of the modified A* algorithms.

Fig. 12.5 Modified A* path.
The distance is not minimal,
but it is the SGPP considering
the corners and risk

Table 12.1 Comparison of
the two algorithms on GSPP

Performance Algorithm

Conventional A* Modified A*

Safety cost 14.5 1.1
Navigation time (s) 133 130
Length of path (m) 82 127
Execution time (s) 0.70 1.3
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12.5 Conclusion

This study suggested a SGPP, which considers the potential risk area. Corners and
intersections that the robot cannot see due to the limited field of view, are defined
as risk area. The safe path planning was implemented by solving the problems of
potential collisions on this global map using the modified A* algorithm. The
conventional A* algorithm is excellent in distance and the time costs function but
does not consider potential collisions. SGPP showed better performance in terms
of the safety cost and navigation time than the conventional A* algorithm.
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Chapter 13
Review of Research in the Area
of Agriculture Mobile Robots

Sami Salama Hussen Hajjaj and Khairul Salleh Mohamed Sahari

Abstract Rise in demand for food worldwide has led the agriculture industry to
shift towards Corporate Agriculture; major conglomerates operate huge lands with
Precision Farming; maximizing outputs and utilization of resources while reduce
waste and costs. This efficiency required the introduction of Automation and
Robotics in Agriculture, which led to great technological challenges. This in turn
sparked interest in research in the area of Agriculture Mobile Robots (AMRs). This
paper reviews research in this area for the last 5 years; it highlights examples of
robots already in action in fields around the world, identifies trends and important
sub-topics, and finally outlines the direction of where research in Mobile
Agriculture Robots is heading.

Keywords Agriculture mobile robots � Mobile robot navigation in agriculture �
Image processing for agriculture � Tractor-trailer stability � Agribots

13.1 The Need for Agriculture Mobile Robots

Food security is a global concern, governments worldwide are facing unprece-
dented rise in demand for food, human population is growing rapidly, but land and
agriculture resources remain the same, and in some cases it’s even shrinking.

This led to the rise of Corporate Agriculture; major conglomerates operate
large lands with precision agriculture philosophy; which focuses on maximizing
output and productivity, while fully utilizing the available land resources [1].

Just as with any industry, production efficiency requires automation and
elimination of human factor issues, which lead to great interest in incorporating
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robotics into the agriculture industry. This has led to many technological and
engineering challenges, which in turn led to increase in interest in research in the
area of Agriculture Mobile Robots and Precision Autonomous Farming.

This research area has produced many successful stories; over the last
five years, robots have been introduced—successfully—into the agriculture
industry worldwide; robots tap rubber and work the land in India, pick citrus fruits
in the United States, harvest tomatoes and pick strawberries in China [2–6].

Others include solar powered robots picking dates from palm trees in Saudi
Arabia, robots transplanting rice and transporting other plants in Japan, and robot
inspecting irrigation water in Thailand [7–11]. Mobile robots also harvested white
asparagus and other crops in Greece [12].

13.1.1 An Overview of the Research on Agriculture Mobile
Robots (AMRs)

Upon looking up the term agriculture mobile robots on IEEE-indexed research
journals of the last five years, one can see that 42 % of this research focused on
agriculture-specific navigation and control, while 33 % focused on agriculture-
specific sensor technology and image processing, 21 % on robot stability and
handling rough terrain, and finally only 5 % focused on hardware/software
background systems needed to incorporate robotics in agriculture applications.
This is shown in Fig. 13.1.

This paper reviews research completed in each of these areas, identifies any
subgroups (if they existed) based on the topic of interest, and outlines important
findings and breakthroughs in each area, all in the attempt to identify the direction
research in Agriculture Mobile Robots is heading.

13.2 Agriculture-Specific Navigation and Control

Navigation is the challenge of preprogramming the robot with an algorithm to
allow it to identify its surroundings, avoid any obstacles, and reach its target. This
problem becomes even more challenging when the robot is outdoors, in a very
dynamic environment, as in the case of agriculture robots.

13.2.1 Stand-Alone Frameworks

Mingjun et al. [13] tested their algorithm; the Conditional Random Fields based
Near-to-Far Perception framework (CRFNFP), on agriculture robots and found
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that it increased perception range better than the traditional local-map-based
navigation.

Patino et al. addressed the same challenge by applying Adaptive Critic Designs
(ACDs). Their simulation results showed that ACD-based intelligent controller did
indeed learn to guide the AUV through a set of points autonomously [14].

Cheng, J. et al. applied the Rapid-exploring Random Trees (Dual RTT) algo-
rithm to control a tractor-trailer mobile robot in an unknown environment. Results
of simulation and prototypes showed that the tractor-trailer was able to quickly
plan a feasible path under complex and unknown environments [15].

Long et al. developed a complete hardware/software agriculture robot system
that combined AHRS and DGPS-RTK navigation algorithms, four ultrasonic sen-
sors, and a C8051F040 microcontroller. The system showed high repeatability and
accuracy [16].

Hansen et al. applied the derivative free filters method, which fuses odometry and
gyro data with the surrounding fruit trees, which were modeled with lines created
using a 2D laser scanner. Kalmtool toolbox (of Matlab�) was used for easy switching
between different filters without changing the base structure of the system [17].

Piyathilaka and Munasinghe developed a vision-based outdoor localization
system entirely of off-the-shelf components to guide a mobile robot in small agri-
cultural field, and were able to control a two wheel tractor in the same field [18].

Fig. 13.1 Breakdown of
research in agriculture mobile
robots (AMRs)
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13.2.2 Artificial Intelligence Related

Cheng, F. et al. applied the traditional artificial potential field method due to its
simplicity; simulation was used to model an apple growing and picking environ-
ment. Their results showed that productivity of apple picking robot was improved
[19].

Yan-hong, D. et al. solved the problem of optimizing the drive servo PID
controller of wheeled robots by first identifying the drive system by BP neural
network, then optimizing the controller by the genetic algorithm based on the afore
results [20].

Pazderski and Kozlowski applied the Transverse Function to control a multi-
body vehicle which consists of a unicycle-like tractor with three trailers. Their
algorithm was based on input transformation of an open-loop error dynamics [21].

Cariou et al. separated the navigation algorithm into three parts, steering, speed
control, and reversing, and combined them to control the vehicle. Their robots
were able to reverse automatically to connect the next reference track [22].

13.2.3 Fuzzy Controllers Related

de Sousa et al. combined simple fuzzy and non-fuzzy behaviors. Their strategy
was to coordinate behaviors that operate in different stages on the robotic archi-
tecture to perform navigation actions. The outcome reflected on the feasibility of
the approach [23].

Borrero et al. developed a fuzzy controller using a multivariable plant which
incorporated simplified linear model of the lateral dynamics of a vehicle whose
input were the linear combination of the rear and front steering angles [24].

Prema et al. developed fuzzy based micro-controller for their agriculture robot
that was able to plug the land, plant seeds, and sense the soil moisture. Their robot
was controlled remotely over the internet using LABVIEW [25].

13.2.4 GPS Localization Related

Jun, C. used inner information collected by inner sensors to control straight-line
motion of an agriculture mobile robot pulling a tractor for a short distance. Results
showed precision of position to be higher, allowing the robot to control itself
momentarily even when GPS and visual signal where unstable or missing [26].

Jun Zhou, W. achieved maneuverability over rough terrains by individually
actuating each wheel. He also combined machine vision, differential GPS, and an
inertial measurement unit for input gathering. However, he also reported that
precise control is difficult due to the over-constrained nature of the actuation [27].
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Hamid et al. utilized a combination of GPS for navigation and Sonar for locali-
zation to develop a low cost agriculture mobile robot that could navigate through the
desired waypoint and at the same time apply the obstacle avoidance rules [28].

13.3 Agriculture-Specific Sensor Technology and Image
Processing

Agriculture robots need to know that the crops they working on are ripe enough for
collection. They also need to identify obstacles and vegetation in the field. For all
that to work, they need a robust sensor and image processing system.

13.3.1 Image Based Algorithms for Agriculture Robots

Between 2009 and 2012, Lulio et al. worked on several projects related to
computer vision for agriculture robots. They developed a platform for image
processing and segmentation through an omnidirectional vision system to agri-
cultural mobile robots.

They first combined JSEG-based computational methods with BP-ANN for
image classification, characterization, and recognition. Then they combined it with
a customized BP multilayer perception (BP-MLP) algorithm in Matlab/Octave
environments, as well as structured heuristics methods in Simulink environment
[29–32].

Palipana et al. developed a semi-autonomous robot able to localize itself, based
on wireless sensor network combined with the use of Zigbee protocol. Also, an
extended Kalman filter and a fuzzy inference system were applied to filter the
initial training data. Results showed the robot to be accurate within the range of
2–10 m [33].

Zhao C. J. and Jiang G. Q. developed a simple and a robust vision based mobile
robot algorithm. Firstly, images captured were processed to obtain quasi naviga-
tion baseline, from which the navigation line was extracted to control the motion
of the robot. They reported that the system was simple to develop and implement
[34, 35].

13.3.2 Effects of Variance in Illumination

To overcome the influence of shadows on path recognition, Bo et al. developed a
navigation method based on SOM neural networks for image processing. It worked
as results showed the robot was able to navigate in the shadows accurately [36].
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Rajendra et al. studied the impact of illumination intensity on area detection for
a strawberries picking robot. They concluded that because of its shape and distance
from the light source, illumination variation was almost negligible [37].

Morshidi et al. used BP neural Networks algorithms to segment color images
from RGB (red, green, blue) color space and projected them into HSV (hue,
saturation, value), to provide data points insensitive to illumination changes.
Results showed the effectiveness of the algorithm as images were segmented
reliably with less blobs [38].

Xiang et al. tackled the same problem, and they tested three algorithms of image
segmentation; R-G segmentation, normalized R-G segmentation, and band ratio
segmentation. Results showed that R-G segmentation was not adequate to counter
the effects of illumination variance, while the other two were effective [39].

13.3.3 Other Agriculture-Specific Image Related Research

Joycy and Prabavathy developed an algorithm for image segmentation that helps
agriculture robot identify the three items; green plants, soil, and sky, the main
items found in the field. Their algorithm depended on thresholding approaches
combined with adjusting the supervised fuzzy clustering [40].

Suzukiy et al. focused on the issue of human face detection and tracking, which
is very helpful for agriculture robots as it would make them more human friendly.
Their algorithm detected faces by focusing on skin color and eyes features [41].

13.4 Robot Stability and Handling Rough Terrain

In order to make agriculture mobile robots reliable in the field, the Robots must be
able to handle rough terrain. In most cases, robots would have to work on surfaces
that are uneven, covered with vegetation, contain animals and insects. The wheels
of the robots could slip, or even get tangled in the soil. Finally, robots have to be
sturdy enough to handle the unforgiving weather conditions.

13.4.1 Effect of Slip on Navigation in a Rough Terrain

Matveev et al. [42] tackled the problem path tracking when the robot is subjected
to wheel slips by dividing the guidance into two specific laws, one for pure sliding
controller, and other for a combined slip and motion controller.

Wang Y, et al. studied the same problem, but instead decided to incorporate
nonlinear friction, center-of-gravity shifts, and load changes, which are prevalent
under slip motion. To do so they proposed a digital acceleration control algorithm
to compensate for nonlinear friction [43].
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13.4.2 Stability of Tractor Trailer Motion

In agriculture applications, mobile robots would have to toe trailers, and control
the stability of the trailers, by controlling the motion of the robot, is very
important. Morales et al. [44] analyzed the effect of towing a single-axle trailer on
static tip-over stability for field mobile robots on slopes.

They proposed an algorithm, the Altered Supporting Polygons (ASP), for both
tractor and trailer. These ASPs were based on a force-torque static equilibrium
analysis that reshaped the corresponding ground contact supporting polygons. That
allowed them to tip-over stability for each unit by projecting its center of gravity
onto its ASP, even when both bodies have different inclinations [44].

Zhe Leng and Minor proposed a two-tier controller that directly controls the
curvature of the trailer’s trajectory. It allowed the control input to be more directly
related to path specification and handles path curvature discontinuity better.
Results demonstrated good performance on modest side-slope [45].

This problem is further complicated if the motion is in reverse. Due to the
instability of the reverse motion of the tractor-trailer mobile robot, Cheng J.
constructed and utilized a fuzzy controller via line-of-sight. Simulation showed
that the backward curve path tracking can be carried out successfully [46].

13.4.3 Tree Climbing Robots

Not all crops are within man’s reach, so Guan, Y. et al. tackled this problem by
developing biped climbing robot, or Climbot. Inspired by Inchworms, their robot
consisted of five 1-DoF joint modules connected in series and two special grippers
mounted at the ends. Results showed that not only Climbot was able to climb a
variety of media, but also to grasp and manipulate objects [47].

Lun and Xu developed another tree climbing robot; Treebot. Their climbing
algorithm is based on the use of minimal sensing resources. Once again inspired by
inchworms, the algorithm reconstructed the shape of a tree by the use of tactile
sensors. Then, with an efficient non-holonomic motion planning strategy, Treebot
identified the optimal climbing path before climbing it [48].

13.5 Support/Logistics Systems Needed for Agriculture
Robots

Incorporating robotics in the agriculture industry is a challenging undertaking;
resources would need to be dedicated for a successful implementation.

Koshi et al. proposed the Greenhouse Partner Robot System which is agricul-
tural support system in a greenhouse by cooperation between humans and robots,
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focusing mainly on harvesting and pest control. Their system consisted of
Greenhouse Partner Robots, which was a four wheeled cart that ran autonomously
and a human supervisor [49].

In this system, the supervisor controlled the Greenhouse Partner Robots without
interference and the Greenhouse Partner Robots operated in accordance with
supervisor’s commands. The experimental results using two Greenhouse Partner
Robots illustrated the validity of the system [49].

Ali and Oudheusden proposed an integer linear programming formulation to
improve the utilization of agricultural vehicles during the crop harvesting process.
Crops were harvested by combined harvesters. The harvested product is trans-
ferred to a tractor trailer every time the combine harvester’s storage capacity is
reached [50].

The proposed planning method specified optimal routes and interactions for the
agricultural vehicles in the field. The planning model was based on the minimum-
cost network flow problem and it minimized non-productivity [50].

13.6 Discussion

One can notice that when it comes to research in agriculture mobile robots, the
main focus of research was on agriculture-specific navigation and control. Sec-
ondly, research focused on agriculture-specific image processing. These are
summarized in Table 13.1.

The total number of literature reported is 50. From the table, one can also see
that there were other sub-topics that are worth noting; the problem of tractor-trailer
stability consisted of 10 % of the overall research. Similarly, the problem of
variance in illumination, or the effect of shades on the quality of image processing
of plants and crops also consisted of 10 % of overall research.

Finally, it is also worth noting that nearly 15 % of the research was on stand-
alone frameworks, such as the Conditional Random Fields based Near-to-Far
Perception framework (CRFNFP), and similar frameworks.

13.7 Conclusions

Table 13.1 can also give us an insight into where research in agriculture mobile
robots is heading; agriculture specific navigation and image processing is primary
focus and interest of researchers. Getting the robot to know its way around the
field, and identifying its surroundings and the ripeness of the crops seems to be the
main focus.

It is also worth noting that some other issues do interest researchers as well; the
problem of tractor-trailer stability, the problem of variance of illumination
(shades), seems to be of interest.
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The introduction of automation and robotics in the agriculture is expected to
continue to grow. This means that research for efficient and cost effective agri-
culture mobile robots is expected to continue to grow and expand as well.
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Chapter 14
Design and Development of Small
and Simple Dual Robot for Inspecting
Pipe with Perpendicular Entry

Nur Shahida Roslin, Adzly Anuar, Khairul Salleh Mohamed Sahari
and Mohd Nazrin Afzan Abu Bakar

Abstract This paper presents the development of a small and simple dual robot
system for pipe inspection activity. The objective is to propose small and simple dual
robot in navigating perpendicular entry with sudden change in pipe diameter. Sudden
change in diameter is referred to the drastic difference in size of the entry (80 mm in
diameter) and the pipe (250 mm in diameter and above). The robot consists of two
rectangular-shaped modules linked with a connector. The size of the body is 38 mm
(width) 9 55 mm (length) 9 44 mm (height). Each module is driven by two micro
metal gear motors. It uses caterpillar base for locomotion to provide larger surface
contact to the pipe wall. The 2 degree-of-freedom (DoF) connector allows the robot
to bend in pitch and yaw axes without any drive force required. Preliminary test
result shows its ability to navigate through the expected geometry.

Keywords Dual robot � Pipe inspection robot � 2 DoF connector � Crawler

14.1 Introduction

Exploration of in-pipe robots is growing with numerous researches has been
carried out from the past two decades, due to high demand especially in power
plant industry, oil and gas industry and sewage industry [1]. These in-pipe robots
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are developed for many reasons such as maintenance work, cleaning and inspec-
tion. The main function of the robot will influence its type. There are seven
common types of in-pipe robot such as wheeled, caterpillar, screw, legged, pipe
inspection gauge (PIG), wall press and inchworm type and three hybrid types such
as wheeled wall press, caterpillar wall press and wheeled wall pressing screw type
[2]. Most of the researchers are enthusiastic in designing wall press type robot for
overcoming perpendicular pipe. An autonomous mircorobotic modular robot is
one type of wheeled wall press robot which is developed for inspection and
exploration of pipes range between 50 and 70 mm [3]. A miniature pipe inspection
robot has been invented for pipe diameter range between 64 and 125 mm [4]. A
caterpillar based wall press robot is developed for 80–100 mm pipelines [5].
Another pipe inspection robot is developed for larger pipe diameter which is
between 125 and 180 mm [6]. There is also robot with wheeled wall pressing type
with helical motion that is developed for 125 mm pipe with curves [7]. All of these
robots are tested in one dimension pipe per testing. None of them have been tested
for perpendicular entry with sudden diameter change. The objective of this
research is to design and develop a robot that can maneuver perpendicular entry
pipe with sudden diameter change.

14.2 Design Requirement

In this section, the design requirement for the robot based on the nature of the
boiler headers is discussed. Figure 14.1 shows the perpendicular entry pipe with
sudden diameter change. The entry of the pipe is 80 mm whereas the pipe
diameters are 200, 250, and 300 mm. The increase of pipe diameter compared to
entry diameter will increase the complexity of the design requirement.

14.3 Mechanical Design

14.3.1 Structure of Small and Simple Dual Robot

This small and simple device consists of two module track based robot connected
with a linkage system. The rectangular shape is made of aluminum alloy. This
material provides anti-corrosion behavior to the robot and also protects the motors
in the body.

Modular Design. Two modules of robot are needed as this feature can avoid
motion singularity issue especially when overcoming perpendicular entry. Motion
singularity usually happened when one or more wheels of the robot lose their
contact with the wall surface. Figure 14.2 shows the front and back robot module.
Table 14.1 shows the robot specifications.
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Traction Design. Tracked-wheel is the best solution in providing more contact
area especially in a condition with uneven surface. Pulley is used as the wheel to
reduce the tendency of the track from slip as it has tooth that matched with the

Entry

Pipe

Fig. 14.1 Perpendicular entry pipe with sudden diameter change (Source TNB Research Sdn. Bhd)

Tensioner

Track

Front module

Rear module

Connector

Micro metal gearmotor

Fig. 14.2 Modular robot design

Table 14.1 Robot
specifications

Parameter Unit Specification

Size per module mm 38 (W) 9 55 (L) 9 44 (H)
Total length, L mm 165
Wheel diameter, D mm 21
Total mass, M g 390
Maximum speed, V ms-1 0.186
Maximum slope angle, h deg 40
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track. A tensioner has been introduced in this design to provide reliability of the
track from slipping. Figure 14.3a shows the traction design that helps the robot to
overcome obstacles.

Connector Module. Another unique feature of this robot is its connector. The
connector comprises of three links that give 2 DoF. This mechanism provides
flexibility to the robot to bend in pitch and yaw axes passively as the robot
negotiates the sudden diameter change. Figure 14.3b shows the robot connector.

14.3.2 Moving Principle of Small and Simple Dual Robot

Each of robot modules is driven by two micro metal gear motors. These motors are
installed at two different axes, front and rear to reduce space consumption and
provide more space in the robot body. However, this dual-axis motor can still
provide differential drive characteristic which enables it to turn. As mentioned in
Sect. 14.3.1, rear module will provide additional force by pushing the front module
when entering perpendicular pipe. The front module will pull the rear module to
enter perpendicular pipe. This pull and push behavior is essential in preventing
motion singularity problem.

14.4 Analysis

14.4.1 Motor Calculation

Motor calculation analysis is done to select an appropriate motor. Using data from
Table 14.1, the torque required is calculated based on the equation below:

Treq ¼
aþ g sin hð Þ �M� r

N
� effm � effg � SF ð14:1Þ

where a is the robot acceleration preliminary assumption of 0.015 ms-2, N is the
number of motor used, and effm and effg are motor and gearhead efficiency
respectively with assumption value of 50 %. Using safety factor of two, the

Fig. 14.3 a Traction design. b Linkage connector
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calculation gives 53 mNm of torque requirement. Thus, micro metal gearmotor
with a gear ratio of 75:1 is chosen to drive the robot. This motor has fulfilled the
design requirement which is small, lightweight and has a maximum output torque
of about 63 mNm. Estimated maximum velocity of the robot can be calculated
based on the motor specification.

V ¼ NG � p� D
60

ð14:2Þ

Based on the parameters, the maximum velocity is 0.186 ms-1.

14.5 Experimental Testing and Result

14.5.1 Slope Inclination Testing

This testing is carried out to measure the maximum slope angle that the dual robot
can travel. The robot has to travel down the slope and turn left or right when it
reached down. Figure 14.4 shows the sequence of the robot when travels down the
slope ramp. This dual robot is placed at 57 mm height (Fig. 14.4a). This dual robot
is able to travel on the slope up to 40� tilt angle (Fig. 14.4b). Front module turns
left (Fig. 14.4c). The rear module is also able to turn left or right with the guidance
from the front module (Fig. 14.4d).

Fig. 14.4 Slope inclination testing

14 Design and Development of Small and Simple Dual Robot 123



14.5.2 Steep Ramp Testing

This testing is carried out to investigate the ability of the robot to run down a steep
ramp and then turn left or right. Steep ramp testing is the substitution to the sudden
change diameter testing. Figure 14.5 shows the sequence of the robot when travels
down the steep ramp. The front module travels down the ramp (Fig. 14.5a). It is
observed that the connector plays its role to guide the rear module with pitch and
yaw rotations (Fig. 14.5b and c). Both modules able to turn right after reached
down the ramp (Fig. 14.5d).

14.6 Conclusion

The small and simple design dual robot presented in this paper has fulfilled its
environment requirement to navigate through perpendicular entry with sudden
diameter change. Individual drive modules help the robot to avoid motion sin-
gularity problem with push and pull behavior. This mechanism enables the robot to
tackle sudden change diameter. To this end, experimental results show that this
design is capable for that motion. From the analysis and experimental testing, it is
proven that this micro metal gear motor used is already sufficient to drive the
robot. This design has opened the opportunity to explore more on in-pipe robot
structure other than wall press-based robot.

Fig. 14.5 Steep ramp testing
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Chapter 15
Near Infrared Face Recognition:
A Comparison of Moment-Based
Approaches

Sajad Farokhi, Siti Mariyam Shamsuddin, U. U. Sheikh
and Jan Flusser

Abstract Moment based methods have evolved into a powerful tool for face
recognition applications. In this paper, a comparative study on moments based
feature extraction methods in terms of their capability to recognize facial images
with different challenges is done to evaluate the performance of different type of
moments. The moments include Geometric moments (GM’s), Zernike moments
(ZM’s), Pseudo-Zernike moments (PZM’s) and Wavelet moments (WM’s).
Experiments conducted on CASIA NIR database showed that Zernike moments
outperformed other moment-based methods for facial images with different
challenges such as facial expressions, head pose and noise.

Keywords Moments � Near infrared � Comparative study � Face recognition
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15.1 Introduction

Face recognition beyond visible spectrum has received much more attention in
computer vision society to improve the poor performance of the face recognition
systems caused by illumination variations. The use of near infrared imagery
introduces a new dimension for applications of visible lights for face recognition.
Different methods have been introduced in this domain to propose accurate face
recognition systems. Some of them can be found in [1, 2].

Moments are scalar quantities used to characterize a function and to capture its
significant features. From the mathematical point of view, moments are ‘‘projec-
tions’’ of a function onto a polynomial basis [3]. They are powerful feature extractors
which have received a lot of attention as pattern features in many applications such
as face recognition, hand writing etc. Geometric moments, Zernike moments,
Pseudo Zernike moments and Wavelet moments are the most popular moments
which have been used in the field of face recognition with good results [4–8].

In this paper we compare the performance of the aforementioned moments in
the near infrared domain and evaluate their performance in the presence of dif-
ferent challenges.

The remainder of the paper is organized as follows. In Sects. 15.2 and 15.3,
brief reviews of four moments and regularized linear discriminant analysis are
discussed. Experimental results and performance analysis are given in Sect. 15.4.
The final conclusion is drawn in Sect. 15.5.

15.2 Different Types of Moments

15.2.1 Geometric Moments

Geometric moments (GMs) are widely used in image processing and pattern
recognition. The (p ? q)th geometric moment of an intensity function f(x, y) in the
continuous domain is given by:

mpq ¼
Z

1

�1

Z

1

�1

xpyqf ðx; yÞ dx dy ð15:1Þ

15.2.2 Zernike Moments and Pseudo-Zernike Moments

Zernike moment (ZMs) of order p and repetition q is defined by the following
equation:
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Zpq ¼
pþ 1

p

Z

2p

h¼0

Z

1

r¼0

V�pq r; hð Þf r; hð Þrdr dh; rj j � 1

p ¼ 0; 1; 2; . . .; q ¼ �p;�pþ 2; . . .; p

ð15:2Þ

i.e. the difference p� qj j is always even. The symbol � is the sign of complex
conjugate and Vpq denotes Zernike polynomial of order p and repetition q which is
defined as follows:

Vpq r; hð Þ ¼ Rpq rð Þeĵqh; ĵ ¼
ffiffiffiffiffiffiffi

�1
p

ð15:3Þ

The real-valued radial polynomial Rpq is expressed as follows:

RpqðrÞ ¼
X

p� qj j
2

k¼0

�1ð Þk p� kð Þ!
k! pþ qj j

2 � k
� �

! p� qj j
2 � k

� �

!
rp�2k ð15:4Þ

Pseudo-Zernike moments (PZMs) are derived from the ZMs by releasing from the
condition p� qj j is even [3]. In other words the Eq. (15.2) is valid for Pseudo-
Zernike moments (PZMs) but with q = -p, -p ? 1, …, p. The radial polynomial
Rpq of PZMs is expressed as follows:

RpqðrÞ ¼
X

p� qj j

k¼0

�1ð Þk 2pþ 1� kð Þ!
k! pþ qj j þ 1� kð Þ! p� qj j � kð Þ! rp�k ð15:5Þ

15.2.3 Wavelet Moments

Wavelet moments (WMs) are another type of moments which have been used
widely in pattern recognition [9]. The wavelet moments for continuous images are
defined as follows:

Wmnq ¼
Z

2p

h¼0

Z

1

r¼0

f r; hð ÞwmnðrÞrdr dh; rj j � 1 ð15:6Þ

where the wavelet function defined along a radial axis in any orientation is denoted
as:

wmn rð Þ ¼ 2m=2wð2mr � 0:5nÞ ð15:7Þ

The mother wavelet w rð Þ of the cubic B-spline in Gaussian approximation form
is given by:
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w rð Þ ¼ 4anþ1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2pðnþ 1Þ
p rw cosð2pf0ð2r � 1ÞÞ exp � 2r � 1ð Þ2

2r2
w nþ 1ð Þ

 !

ð15:8Þ

15.3 Regularized Linear Discriminant Analysis

Linear Discriminant Analysis (LDA) is a well-known classification method which
tries to find the optimal projection in which the within-class distance of data is
minimized and the between-class distance is maximized simultaneously.
Accordingly to achieve maximum discrimination, three scatter matrices, i.e., the
within-class (Sw), between-class (Sb) and total scatter matrices (St) are included in
LDA. St is a multiple of the sample covariance matrix and is required to be
nonsingular which may not hold when the number of features is larger than the
number of samples. This is called small sample size (SSS) or undersampled
problem which is common in many applications such as face recognition, text
mining etc. In the past few decades numerous solutions have been introduced to
cope with singularity of St and to stabilize the sample covariance matrix estima-
tion. One of the effectively proposed solution is to apply the idea of regularization
to improve the classification performance of LDA and guarantee the singularity of
St which is known as the Regularized Linear Discriminant Analysis (RLDA) [10].
This technique is implemented by adding a constant value k � 0 (regularization
parameter) to the diagonal elements of St as follows:

St

�
¼ St þ kI ð15:9Þ

It is easy to show that St

�
is nonsingular. In a nutshell the objective function

(optimal transformation) of RLDA is given as follows:

copt ¼ arg max
c

trðcT SbcÞ
trðcT St

�
cÞ

ð15:10Þ

where trðÞ denotes matrix trace and c is the transformation matrix.

15.4 Experimental Results and Performance Analysis

In this section, the performances of the different types of moments are tested and
then comparison study is done to evaluate the performance of the moments. The
face images of CASIA NIR database are used in our experiments which are
composed of 3,940 NIR face images of 197 people [2]. Since some of the subjects
do not include any challenges, for our experiment 100 persons with 10 images per
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person which include normal images, images with facial expressions and head
pose are selected. Hence the total number of images involved in our experiments is
1,000. The tolerance for head pose is utmost 5�. For image normalization, first face
images are aligned by placing the two eyes at fixed position and then they are
cropped manually to remove hair and background. Finally they are resized to
64 9 64 pixels with 256 gray levels to decrease the computational complexity. For
feature extraction, in the case of Geometric moments, Zernike moments and
Pseudo-Zernike moments, we calculate the moments up to order 10. For wavelet
moments we choose m = 0, 1, …, 5, n = 0, 1, 2, …, 2m+1 and q = 0, 1, …, 5.
As soon as the data are extracted, they are sent to RLDA to decrease the dimension
of data and generate salient features. The regularization parameter Eq. (15.9) is set
to 0.01 due to the best performance of the system by this value. To classify the
testing image, nearest neighbor classifier is used in the proposed algorithm due to
its simplicity as well as speed. Among three distance measures of Cosine distance,
Euclidean distance and City-block distance, the Euclidean distance is selected as a
criterion for nearest neighbor classifier due to the best result of the system by this
criterion.

The following sets of experiments are carried out:

• Testing the performance of the system with different challenges such as facial
expression and slight head pose.

• Testing the robustness against additive zero mean Gaussian white noise.

15.4.1 Testing the Performance of the System with Different
Variations

In this experiment, the performance of the algorithm for face images with different
challenges including facial expressions and head pose is evaluated. A random
subset with l (= 2, 3, 4) images per person is taken with labels to form the training
set and the rest is considered as the testing set. Since we have 1,000 images
belonging to 100 persons in our database, the number of images in training set in
the case of l (= 2, 3, 4) is 200, 300, and 400 respectively and the number of images
in testing set is 800, 700 and 600 accordingly. For each l the average recognition
rate along with standard deviations for over 25 splits is calculated and the results
are tabulated in Table 15.1.

Table 15.1 Performance
comparison of various
methods on CASIA database
(Mean ± Std-Dev in
percentange)

Type of
moments

Number of images in the training set

2 3 4

GM 78.52 ± 4.69 85.57 ± 3.52 89.24 ± 2.43
ZM 89.41 ± 3.24 92.21 ± 2.71 94.05 ± 1.89
PZM 87.21 ± 3.56 90.41 ± 3.64 93.63 ± 2.32
WM 77.21 ± 4.11 82.21 ± 4.25 88.26 ± 2.05
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From the experimental results obtained from the CASIA NIR database some
observations can be drawn:

• From this data we can see that GM resulted in the lowest value of recognition
rate which proves the low discrimination power of GMs in comparison with
other moments. The underlying reason is that GMs are nonorthogonal and they
are not able to classify facial images accurately.

• Contrary to the results presented in [5], WMs achieve lower recognition accuracy
in comparison to ZMs and PZMs. The main reason is that ZMs and PZMs extract
global features whereas WMs extract both local and global features which are
included in one single factor. Hence the global information provided by the
wavelet moments is lost when they are integrated to one single feature vector.

15.4.2 Testing the Robustness Against Additive Zero Mean
Gaussian White Noise

In this set of experiments, the robustness of the different moments to additive zero
mean Gaussian white noise is tested. Three images per subject are randomly
selected for training and the remaining seven images are used for testing. While
the training set includes images without noise, the testing set included noisy
images with different signal to noise ratio (SNR) level. To simulate a real scenario
first noise is added to raw cropped images, and then they are resized to 64 9 64
pixels. Each test is performed 20 times to obtain the average and the results are
tabulated in Table 15.2.

From Table 15.2, the following observations can be made:

• The high sensitivity of GMs to noise can be seen in Table 15.2. On the other
hand ZMs and PZMs are less sensitive to noise due to the orthogonality of the
basis polynomial.

• WMs are more sensitive to noise in comparison with ZMs, PZMs. A possible
explanation for this could be the existence of local features in WMs which are
highly sensitive to noise.

• In contrast to earlier findings [4], however, ZMs perform better than PZMs in
the presence of noise.

Table 15.2 Effect of noise on the performance of different methods (Mean ± Std-Dev in
percentage)

Algorithm Signal to noise ratio (SNR) level

No noise 21 18 16

GM 85.57 ± 3.52 52.55 ± 2.79 35.25 ± 3.30 26.45 ± 3.94
ZM 92.21 ± 2.71 82.16 ± 2.64 71.75 ± 2.53 61.26 ± 3.38
PZM 90.41 ± 3.64 78.31 ± 2.67 64.93 ± 3.25 56.72 ± 3.75
WM 82.21 ± 4.25 61.47 ± 2.73 46.85 ± 3.43 36.05 ± 3.48
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15.5 Conclusion

In this paper, we have evaluated four moments based methods: Geometric moments
(GMs), Zernike moments (ZMs), Pseudo-Zernike moments (PZMs) and Wavelet
moments (WMs). Comparative study of different moments based methods was
performed on CASIA NIR database to verify their effectiveness and feasibility. The
most significant findings to emerge from this study is that regarding to the dis-
crimination power and noise immunity, ZMs perform the best among other moments
and the superiority of PZMs to ZMs in the presence of noise in not true in common.
The most important limitation of this study is that we compared only moment-based
methods, however, there exist many other approaches which may in some situations
perform even better than the best moment-based methods.
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Chapter 16
Acceleration of Retinex Algorithm
for Image Processing on Android Device
Using Renderscript

Duc Phuoc Phat Dat Le, Duc Ngoc Tran, Fawnizu Azmadi Hussin
and Mohd Zuki Yusoff

Abstract The popularity and availability of Android devices have motivated
researchers to implement their image processing systems on Android mobile
platform. Retinex is considered as an effective method to restore the image’s
original appearance and used as a pre-processing step in many computer vision
applications. It would give a lot of benefits to implement Retinex on such portable
system and optimize it for real-time performance. This is a challenge because of
limited computational power and memory of the portable system. This paper
presents an implementation of rsRetinex, an optimized Retinex algorithm by using
Renderscript technique. The experimental results show that rsRetinex could gain
up to five times speedup when applied to different image resolution.

Keywords Retinex � Image enhancement � Image restoration � Android device
Renderscript

16.1 Introduction

Retinex is a very popular and effective method to remove environmental light
interferences which is used as a pre-processing step such as contrast enhancement
in many image processing systems. It was introduced by Land and McCann [1, 2]
and has a lot of updates, improvements by different researchers. The original Land
and McCann work [3] described four steps for each iteration of Retinex calcula-
tion: ratio, product, reset and average [4]. Based on how the comparison pixels are
chosen, the Retinex algorithm can be separated into three classes: path-based
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Retinex algorithms [2, 3, 5], recursive Retinex algorithm [6], and center/surround
Retinex algorithm [7]. Retinex processing of color image can be applied separately
in R, G, and B spectral bands and combined together to get the final output image.
The consumption cost of Retinex algorithm is very high for large image, which is
especially taxing on mobile device. Therefore, this paper proposes a Renderscript
acceleration of McCann99 Retinex called rsRetinex to achieve the real-time
improvement on Android device. The experiment result shows that rsRetinex can
achieve better real-time performance compared with Java code while achieving at
least 4–5 times performance gain.

The organization of the rest of this paper is as follows: Sect. 16.2 presents a
brief introduction of Retinex algorithm and Renderscript programming model.
Section 16.3 presents detail of the rsRetinex implementation. The experimental
results are reported and discussed in Sect. 16.4. Finally the conclusion is given in
Sect. 16.5.

16.2 Background

16.2.1 Retinex Algorithm

The idea of the Retinex was conceived by Land [2] as a model of lightness and
color perception of human vision. The basic form of multi-scale Retinex (MSR)
[8–10] is given by

Ri x1; x2ð Þ ¼
X

n

k¼1

Wk log Ii x1; x2ð Þ � log Fk x1; x2ð Þ � Ii x1; x2ð Þ½ �ð Þ i ¼ 1; . . .;N

ð16:1Þ

where Ri is the output of the MSR process at the coordinates (x1, x2), the sub index
i represents the ith spectral band, N is the number of spectral band, N = 1 for
grayscale images and N = 3 for a typical color image. So in normal case, i = 3 Ii

is the input image in the spectral band ith, Fk represents the Kth surround function,
Wk are the weights associated with Fk, k is the number of surround functions, or
scales, and � represents the convolution operator. The basic principles of Retinex
are: color is obtain from three lightness computed separately for each of color
channels; the ratios of intensities from neighboring locations are assumed to be
illumination invariant; lightness in a given channel is computed over large regions
based on combining evidence from local ratios; the location with the highest
lightness in each channel is assumed to have 100 % reflectance within that
channel’s band. On the other hand, the Retinex computation of lightness at a given
pixel is the comparison of the pixel’s value to that of other pixels. One version of
Retinex is McCann99 Retinex [11], which has been given standardized definitions
in terms of Matlab code. This paper proposes rsRetinex, an optimized imple-
mentation of McCann99 in Android OS.
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16.2.2 Renderscript Programming Model

Renderscript is a new programming framework and API for Android. Renderscript
code is called during the runtime in native level and communicates with the
Android Virtual Machine (VM) Dalvik, so the way a Renderscript application is
set up is different from a pure VM application. An application that uses Render-
script is still a traditional Java application and runs in the VM, but the developers
write the script and indicate which parts of the program requires to be run with
Renderscript. The developers do not need to target the multiple architectures
because it is platform independent which means that any device that supports
Renderscript will run the code properly regardless of the architecture. Renderscript
gives the applications the ability to run operations with automatic parallelization
across all available processor cores.

16.3 rsRetinex Implementation

McCann99 has three main functions as shown in the following pseudo code seg-
ment. They are ComputeLayer, ImageDownResolution and CompareWithNeighbor.

In rsRetinex implementation, two main functions have been chosen to enhance
the performance of the McCann99 Retinex algorithm in Renderscript: Image-
DownResolution and CompareWithNeighbor because of their expensive pixel-
wise computation. ImageDownResolution function averages image data to make a
multi-resolution pyramid from the input image. Each pixel in the input image will
be divided into many blocks; the number of pixels depends on the block size. After
that the entire pixel in one block will be averaged to make a new pixel in the new
layers. This task is pixel-wise, and the number of calculation steps depend on the
block size, the smaller the block size is the more calculation steps to be performed.
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By applying Renderscript technique to this function, the number of calculation
steps will keep the same regardless the block size, because each pixel is calculated
simultaneously. At each level, the new product will be calculated by visiting each
of its eight neighboring pixels in clockwise order, which is implemented by the
CompareWithNeighbor function. This operation calculates the New Product (NP)
for the input pixel, for example (x0, y0). Figure 16.1 illustrates the ratio-product-
reset-average operation. This operation starts with pixel (x, y) using the Old
Product (OP). The entire OP is initialized with the maximum value for that wave
band. It starts with subtracting the neighbor’s log luminance called ratio step and
then adding the result to the OP (the product step). If the radiance ratio, called
Intermediate Product (IP), between pixel (x, y) and pixel (x0, y0) is greater than the
maximum, the IP will be reset to the maximum (called reset step) and then
averaged with the previous NP (called average step).

For each pixel in the current layer, the ratio-product-reset-average operation is
performed on eight neighboring pixels in clockwise order. Because the Render-
script layer cannot access the memory directly, it needs to be allocated a memory
location as a container to contain four data plane: OP, Radiance (RR), IP and NP
by using allocation variables. In this implementation, only two allocation variables
are used, inAlloc and outAlloc in order to reduce memory utilization. There are
two main components in Renderscript code, init() and root(). The init() function is

Fig. 16.1 The ratio-product-
reset-average operation
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to initialize the local variable for the script. The same calculations to be performed
on each pixel of the input image are described in root() function. When the
rsForEach() function is invoked and passed the inAlloc as the input, Renderscript
will automatically perform the calculation to all the pixels in the input and par-
allelize all the tasks across all available processor core, while the Java version only
can perform sequentially by using a loop. Figure 16.2 shows the difference of
ImageDownResolution implementations between the Java version with many
loops and the loop-free Renderscript.

16.4 Experimental Result

To evaluate the performance of the proposed method, an experiment is performed
on emulator, which settings are: ARM Cortex A9 1 GHz, RAM 1 GB, to compare
the executing time between two implementations: java-only and Renderscript.

Figure 16.3 shows that with the 968 9 648 bitmap image, ImageDownReso-
lution and CompareWithNeighbor function are invoked four times during execu-
tion. As shown in Fig. 16.3, the rsImageDownResolution gained around 1.6–6
times speedup for each run. The total execution time of rsImageDownResolution
and jvImageDownResolution are 6,163 ms and 24,636 ms, which shows that
rsImageDownResolution function gained almost four times. rsCompareWith-
Neighbor function gained around 4–25 times for each run. When applying
rsRetinex to different image size, the system also achieved the significant per-
formance improvement as shown in Table 16.1. With the 968 9 648 and
1,024 9 768 resolution, system speedups are about three and five times in real-
time performance.

Fig. 16.2 Code fragment of ImageDownResolution function
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16.5 Conclusion and Discussion

Building an image processing application on Android device is very useful
because of mobility, portability and low cost. However the portable devices typ-
ically provide limited computational power, and memory capacity. In this paper,
we have presented an optimization method using Renderscript. Two parts of
McCann99 Retinex have been chosen for Renderscript implementation. The
experimental results show that Renderscript can accelerate the McCann99 Retinex
algorithm and rsRetinex gained at least 3–5 times speedup compared with the java-
only implementation.

References

1. Ebner M (2007) Color constancy. Wiley, England, pp 143–153
2. Land E (1964) The Retinex. Amer Scient 52(2):247–264
3. Land EH, McCann JJ (1971) Lightness and Retinex theory. J Opt Soc Am 61:1–11
4. Land EH (1977) The Retinex theory of color vision. Sci Am 237:108–129
5. Land EH (1986) Recent advances in Retinex theory. Vision Res 26(1):7–21
6. Frankle J, McCann J (1983) Method and apparatus for lightness imaging. US Patent number

4384336
7. Land EH (1986) An alternative technique for the computation of the designator in the Retinex

theory of color vision. Proc Nat Acad Sci 83:3078–3080

Fig. 16.3 Execution time of two parts in the Retinex algorithm applying to 968 9 648 bitmap
image

Table 16.1 Experiment
result with respect to image
resolution

Image resolution Java code
execution time

rsRetinex
execution time

Gain
performance

284 9 177 18 4 4.5
290 9 439 43 10 4.3
340 9 148 17 3.8 4.4
968 9 648 150 32 4.6
1,024 9 768 446 121 3.68
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Chapter 17
Image Transmission Over Noisy Wireless
Channels Using HQAM and Median Filter

Md. Abdul Kader, Farid Ghani and R. Badlishah Ahmad

Abstract This paper considers the use of unequal error protection and median
filtering for transmission of images over poor wireless channels usually encoun-
tered over cellular mobile networks. Hierarchical Quadrature Amplitude Modu-
lation (HQAM) that provides Unequal Error Protection (UEP) to the transmitted
image data is used at the transmitter. In HQAM, non-uniform signal constellation
is used to provide different degrees of protection to the significant and non-sig-
nificant bits in the image data at lower channel Signal to Noise Ratio (SNR).
Median filter is employed at the receiver to remove the impulsive noise present in
the received image. Simulation results show that the use of HQAM and median
filtering provides a gain of PSNR over the more conventional Quadrature
Amplitude Modulation (QAM).

Keywords Unequal error protection � HQAM � Impulse noise � PSNR �Wireless
channel

17.1 Introduction

The rapid growth of wireless communications has a demand for robust multi-
media transmission with better quality, coverage, and more power and band-
width efficiency. The restriction of the wireless communication channels like
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limited bandwidth increases the demand for more reliable image communication
system that does not consume more bandwidth for achieving better image
quality. Furthermore, real-time applications are important because it is wide
spread. Implementation of reliable image communication with the real-time
requirement needs low bit-rate, low power, low delay and low complexity
maintaining good image quality. The solution of the problem of reliable real
time transmission of high-quality images through wireless communication
channels can be achieved by using Unequal Error Protection (UEP) techniques.
Thus providing reliable image transmission with acceptable data rates and in the
same time maintains the good image quality. UEP consists of two main parts;
the first part is called data partitioning and the second part is applying UEP.
Concerning with data partitioning, it is used to provide different levels of sig-
nificance (importance) for the image source, so the data is classified into
important and less important [1].

Concerning UEP, the degree of error-protection level will be assigned
according to the significance of the image data; as the importance of data
increases, the level of protection increases. UEP is performed in the channel
coding stage. In particular, the more important data will be highly protected using
high channel coding level (or rate) while the less important data will be channel
coded by lower protection level.

This paper proposes the use of an asymmetric modulation method known as
Hierarchical Quadrature Amplitude Modulation (HQAM) for the transmission of
images over erroneous wireless channels. This is a simple and efficient approach
in which non-uniform signal-constellation is used to give different degrees of
protection to the transmitted bits. The advantage of this method is that different
degrees of protection are achieved without an increase in bandwidth in contrast
to channel coding that increases the data rate by adding redundancy to the
transmitted signal [2–4]. Median filtering is used to increase the PSNR by
removing the impulse noise from the received image. PSNR analysis is presented
for different values of the modulation parameter and performance comparison is
carried out through computer simulation using 16-HQAM with gray image as
test image.

The paper is organized as follows: In Sect. 17.2, general model of the image
transmission system is briefly described. Section 17.3 considers the effects of noise
and distortion in image transmission. In Sect. 17.4 overview of HQAM is given.
Based on computer simulation results, the performance of HQAM is considered in
Sect. 17.5.

17.2 Model of Image Transmission System

The essentials of the image transmission system considered here are shown in
Fig. 17.1. The source encoder encodes the source image using appropriate image
compression technique. For the protection of coded image in Fig. 17.1 channel
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encoder adds redundancy to the coded image by using appropriate channel coding
technique. Modulator modulates the coded image and transmits through the
wireless channel. QAM is invariably used as the modulation technique [5]. The
channel introduces noise and distortion to the transmitted image. The demodulator
receives the image data with error and demodulates it. After channel decoding, the
coded image is decompressed.

There are two major constraints in transmission of images over wireless
channels. First, there are fluctuations in the channel bandwidth for this reason the
image data must be compressed. Second, there is a high probability of channel
error for this reason the image data must be protected from errors in order to
maintain image quality.

17.3 Effects of Noise and Distortion in Image Transmission

The most common type of noise that is encountered in the image transmission
system is the Salt and pepper noise (special case of impulse noise) [6, 7], where a
certain percentage of individual pixels in digital image is randomly digitized into
two extreme intensities (maximum and minimum). Faulty memory locations or
transmission through erroneous channels can result in the received image being
corrupted with this type of noise [8]. The effect of salt and pepper noise on the
received image is shown in Fig. 17.2a.

Distortion in images occurs when errors cause local variations in image scale
and coordinate location of the image pixels. The distortion is more severe when
the errors occur in critical (significant/high priority) bits of the received signal.
For errors in non-critical bits (sign bits/low priority bits and refinement bits/low
priority bits) the distortion is not that severe. This can be seen from Fig. 17.2b, c
and d. Figure 17.2b corresponds to the case when the errors are in significant bits
while the Fig. 17.2c and d result when the error is in sign or refinement bits.
Thus in image transmission it is necessary to give more protection to significant
bits as compared to the insignificant bits rather than giving equal protection to
all the bits.

Received 
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Source 
Encoder

Channel 
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Decoder
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Fig. 17.1 Model of image transmission system
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17.4 Hierarchical Quadrature Amplitude Modulation

Hierarchical Quadrature Amplitude Modulation (HQAM) is the more spectrally
efficient and dc-free modulation scheme [9]. It provides the different degree of
protection to the transmitted data bits, in which the high priority (HP) data bits are
mapped to the most significant bits (MSB), and the low priority (LP) data bits are
mapped to the least significant bits (LSB) of the modulation constellation points.
Using HQAM will, therefore, a result in improved image quality specially at low
channel SNR conditions, since the highly sensitive HP data bits are mapped to the
MSBs with low bit error rate (BER) in HQAM. For the sake of simplicity only 16-
HQAM is considered in this paper.

In Hierarchical QAM, it is possible to give higher protection to the most
important data (significant bits) by changing the value of the modulation parameter
a. a is the ratio of the distance b between quadrants to the distance c between the
points within a quadrant [10]. In the constellation diagram referring to Fig. 17.3a
the modulation parameter a ¼ b=c. For a given transmitted signal power the sum
of b and c should remain constant. The value of the modulation parameter should

Fig. 17.2 a Effects of Salt and pepper noise, b Effects of error in critical bits, c Effects of error in
sign bit (non-critical bit) and d Effects of error in refinement bits
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not exceed the square root of the carrier power pc. Otherwise, the constellation
points of the same quadrant will overlap. When a ¼ 1, i.e. b = c then HQAM
results in QAM as can be seen from Fig. 17.3b.

Referring to Fig. 17.3b, the two MSB represents the HP bits which have lower
BER than the two LSB bits. LSB bits are representing LP bits. It can be seen that
the four symbols in every quadrant have the same HP bits but different LP bits; this
is also called constellation overlapping and ensure that the HP bits to be trans-
mitted correctly [5].

17.5 Simulations and Results

A simulation for gray scale image transmission and reception was carried out using
16-HQAM and Median filter is used for suppression of impulsive noise in the
image to improve the PSNR. The flow diagram of the proposed simulation is
shown in Fig. 17.4 and simulated using MATLAB 7.8 (R2009a). This simulation
transmits and receives grayscale images through the wireless erroneous channel
and calculates the PSNR of the image.

Figure 17.5 shows the PSNR versus modulation parameter curves for before
and after median filtering (over AWGN channel) using hierarchical 16-QAM for
a ¼ 1�5. There are two different images (Peppers and Lena) used to be trans-
mitted. It is seen that as expected by increasing the value of a, PSNR of the
received images increase when the median filtering is used. However, HP (sig-
nificant) data of the images are highly protected for the larger value of a for lower
channel SNR and also improve the image quality (higher PSNR).

Gray scale test images shown in Fig. 17.6a and d were used to obtain the
performance of 16-HQAM using MATLAB. Different values of the modulation

Fig. 17.3 Constellation diagram of 16-HQAM for a a ¼ 2 and b a ¼ 1
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parameter a were used to see the improvement in the distortion of the received
image with a before and after median filtering. The SNR was kept at a fixed value
of 14 dB. The results are shown in Fig. 17.6b and e before filtering and Fig. 17.6c
and f after filtering when a ¼ 5. It has been seen that the best-quality images are
received by proposed simulation when a ¼ 5 and SNR = 14 dB by using the
median filter.

16-HQAM 
Modulation

LSBs

MSBs

Transmitted
Image

Read 
Bits 

Two Level 
Bit Stream 
Partitioning

Add Noise with 
Transmitted 

Signals

Received
Image

16-HQAM 
Demodulation

LSBs

MSBsMerge Bit
Streams

Write 
Bits 

Median 
Filtering

Fig. 17.4 Simulation of image transmission and reception using 16-HQAM and median filtering

Fig. 17.5 PSNR versus
modulation parameter,
a = 1–5

150 Md. A. Kader et al.



17.6 Conclusion

In image transmission over erroneous wireless channels, if the sensitive data of
transmitted image is corrupted then it is difficult to recover that image for low
channel SNR. Hierarchical QAM (HQAM) overcomes this disadvantage by
providing more protection to the higher-priority bits and less protection to the

Fig. 17.6 a Original image (Peppers). b Received image (Peppers-before filtering). c Received
image (Peppers-after filtering). d Original image (Lena). e Received image (Lena-before
filtering). f Received image (Lena-after filtering)
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lower-priority bits of the image data. To increase the PSNR of reconstructed
median filter is used. Thus HQAM being a simple technique provides a more
efficient means of image transmission over the erroneous wireless channel with
low SNR.
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Chapter 18
Frog Identification System Based on Local
Means K-Nearest Neighbors with Fuzzy
Distance Weighting

Haryati Jaafar, Dzati Athiar Ramli, Bakhtiar Affendi Rosdi
and Shahriza Shahrudin

Abstract Frog identification based on the vocalization becomes important for
biological research and environmental monitoring. As a result, different types of
feature extractions and classifiers have been employed. Yet, the k-nearest neighbor
(kNN) is one of the popular classifiers and has been applied in various applica-
tions. This paper proposes an improvement of kNN in order to evaluate the
accuracy of frog sound identification. The recorded sounds of 12 frog species
obtained in Malaysia forest have been segmented using short time energy and short
time average zero crossing rate while the features are extracted by mel frequency
cepstrum coefficient. Finally, a proposed classifier based on local means kNN and
fuzzy distance weighting have been employed to identify the frog species.
Comparison of the system performances based on kNN, local means kNN and the
proposed classifier i.e. fuzzy kNN with manual segmentation and automatic
segmentation is evaluated. The results show the proposed classifier outperforms
the baseline classifier with accuracy of 94.67 % and 98.33 % for manual and
automatic segmentation, respectively.

Keywords Frog identification � kNN � Local means KNN � Fuzzy kNN �
Distance weighting
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18.1 Introduction

Frogs are unique creatures that have been living in this planet for more than 250
million years. Over a decade, these amphibians become crucial since their impact
of whole ecosystem is great as bio indicators. In addition, their bodies may keep
the important key for new discoveries in medical research. The chemical com-
pounds in their skin may provide antimicrobial peptides that used to treat pain and
block infections [1]. Commonly, frog relies on their sound to present the presence,
behaviors and species. This is because their sound can be received over varying
distance that allow and obstructive detection of their existence [2]. Different
techniques which involved feature extractions and classifiers have been studied
and proposed in order to identify the frog species based on their vocalization
automatically [3, 4]. Among of the classifiers, k nearest neighbor (kNN) becomes
the most popular nonparametric classifier which has widely been used in pattern
classification application and generally archives good result. Nonetheless, this
classifier required a large number of training samples to determine desired values
of probability of correct classification [5]. Moreover, this classifier suffers from
existing outliers particularly in small training sample size situation [6]. Hence, the
improvement of kNN has been investigated actively [5, 7–10]. This paper proposes
an improvement of kNN by employing local means kNN with fuzzy distance-
weighting (LMKNN-FDW). As compared with the previous papers, the distance
between query pattern or testing sample and local means vector is assigned using
fuzzy algorithm. In addition, the comparative studies with kNN, FKNN and
LMKNN are discussed. The various frog sounds in manual segmentation and
automatic segmentation based on short time energy (STE) and short time average
zero crossing rate (STAZCR) are conducted in this experiments. Consequently, a
standard mel frequency ceptrum coefficient (MFCC) is executed as feature
extraction in this study. The first objective is to improve kNN classifier by
proposing LMKNN-FDW. The second is to compare the performance results
between proposed classifier with the baseline classifiers. This paper is outlined as
follows. In Sect. 18.2, the methodology of this study is discussed. Section 18.3
describes the proposed classifier in detail and the experimental results are pre-
sented in Sect. 18.4 and the conclusion are summarize in Sect. 18.5.

18.2 Methodology

18.2.1 Data Acquisition

All of 12 frogs sound were recorded from locations around Baling and Kulim,
Kedah, Malaysia using Sony Stereo IC Recorder ICD-AX412F supported with
Sony electret condenser microphone in 32-bit wav files at a sampling frequency of
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48 kHz. Consequentially locations were selected based on frog’s potential habitat
such as next to a swamp, running stream and ponds from 8.00 pm to 12.00 pm.

18.2.2 Syllables Segmentation

The syllables segmentation based on STE and STAZCR were applied where the
principle of the techniques is to determine the endpoint of syllable boundaries
accurately to detect the syllable signal that has been segmented [11].

18.2.2.1 Short Time Energy

This technique is used to classify voiced and unvoiced parts. The voice part has
high energy than unvoiced part due to the periodicity. The STE function is defined
by the following expression;

En ¼
1
N

X

N

m¼1

xðmÞwðn� mÞ½ �2 ð18:1Þ

where En is the energy of the sample n of the signal, x(m) is the discrete-time
signal and w[m] is a hamming window of size N.

18.2.2.2 Short Time Average Zero Crossing Rate

On the other hands, STAZCR is often used as a part of the front-end processing in
automatic speech recognition system. During the frog signal processing, the
amplitudes of the unvoiced part normally have higher values and vice-versa.
The ZCR is the rate at which signal changes from positive to negative and back
and defined as;

Zn ¼
1

2N

X

N

m¼1

jsgnxðmÞ � sgn½xðm� 1Þ�jwðn� mÞ ð18:2Þ

where

sgn½xðmÞ� ¼ 1; xðmÞ� 0
�1; xðmÞ\0

ffi

ð18:3Þ

18.2.3 Feature Extraction

MFCC is selected due to the features are robust to noise which is suitable to be
implemented in outdoor environment that contains interference of background
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noises such as sound of wind, running water and other animal calls where MFCC
processing is shown in Fig. 18.1. There are 12 mel cepstrum coefficients, one log
energy coefficient and three delta coefficients per frame have been set in the
experiments [12].

18.3 Propose Classifier, LMKNN-FDW

In order to design a simple classifier based on kNN, the following steps are
executed. Let Xi ¼ fxn 2 RmgN

n¼1 be a training sample where m is the number of
dimensional in feature space, N is the total number of training sample and yn 2

c1; c2; . . .; cMf g denotes the class label for xn. A query pattern is first determined;

1. Determine the k nearest neighbor from the set Xi for each class yn by Euclidean
distance where k�N;

d x; xN
ij

� �

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x� xN
ij

� �T
x� xN

ij

� �

r

ð18:4Þ

2. Search the local mean vector Yik by applying k nearest neighbor of training
sample such that;

Yik ¼
1
k

X

k

j¼1

xN
ij ð18:5Þ

3. In the fuzzy method, the testing data value or query pattern is classified by
assigning membership values, Uij(k) in particular class based on percentage of
neighbors in that class weighted. Hence, by applying Eq. (18.5) in the fuzzy
method, the query pattern, x is classified as follows;

uij ¼

Pk
j¼1 uij

1
x�Yikk k2=ðm�1Þ

h i

Pk
j¼1

1
x�Yikk k2=ðm�1Þ

h i ð18:6Þ

where m is the scaling factor for fuzzy weight. Note the notation m denote
the fuzzy weight of the distance or fuzzy relationship. If value m increases, the
neighbors are more evenly weighted. This caused the distance between training
and query pattern have less effect on each other and vice versa. In this paper, the
value of m = 2 is used for the proposed classifier.

Fig. 18.1 Typical MFCC process
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18.4 Experimental Result

The experiments are implemented in Intel Core i5, 2.1 GHz CPU, 2G RAM and
Window 7 operating system. In this experiment, 540 syllables in total have been
extracted with 20 syllables are used for training and 25 for testing while the value
of k = 3 is used for all classifiers. The experiments have then been divided into
two techniques of segmentation i.e. manual and automatic. Gold Wave software
has been used to segment the samples manually while endpoint detection
techniques have been employed for automatic segmentation. The classification
accuracy (CA) is defined as;

CA ¼
NC

NT
� 100 % ð18:7Þ

where Nc is the number of syllables which are recognized correctly and NT is the
total number of test syllables.

Table 18.1 lists the analytical results of the manual segmentation. The results
show that all of the classifiers have been able to identify with more than 80 % of
accuracies. By improving the kNN classifier, all of modified kNN classifiers show
the improvement in performances compared to baseline kNN with 88, 89.33 % for
LMKNN, FKNN, respectively and the proposed classifier, LMKNN-FDW gives
the best performance i.e. 94.67 %. Table 18.2 lists the analytical results of the
automatic segmentation. After applying the automatic segmentation, improvement
of the results are observed. However, the percentage of accuracy for FKNN is
slightly less than basic kNN with 96 % compared than 96.67 % to kNN. Never-
theless, the proposed classifier is the most outstanding classifiers compared to the
other classifiers with 98.33 % of accuracy with 8 species can be identified 100 %
accurately.

Table 18.1 Manual segmentation results

Scientific name kNN LMKNN FKNN LMKNN-FDW

Hylarana glandulosa 25 24 25 24
Kaloula pulchra 25 22 15 23
Odorrana hossi 11 19 22 22
Polypedates leucomystax 25 25 25 25
Kaloula baleata 25 23 25 24
Philautus mjobergi 24 23 24 22
Phrynoidis aspera 19 25 23 25
Microhyla heymonsi 13 20 18 23
Microhyla butleri 23 21 25 25
Rhacophorus appendiculatus 25 23 25 25
Hylarana labialis 25 25 25 25
Philautus petersi 7 14 16 21
Total 247 264 268 284
Percentage (%) 82.33 88 89.33 94.67
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18.5 Conclusion

In this paper, an improvement classifier based on kNN is proposed to overcome the
problem of existing outliers particularly in small training sample size situation.
The overall accuracy shows that the proposed classifier outperforms the other
classifiers with the most outstanding result using the automatic segmentation. By
using automatic segmentation, their rates were further improved remarkable. From
this experiment, it may be inferred that proposed classifier is effective for frog
identification system and is comparable to several state of-the-art methods
regardless of their training sample size and future space dimension.

Acknowledgments The authors would like to thank the financial support provided by Universiti
Sains Malaysia Short Term Grant, 304/PELECT/60311048, Research University Grant 814161
and Research University Grant 814098 for this project.
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Chapter 19
A New Robust Reversible Watermarking
Method in the Transform Domain

Rasha Thabit and Bee Ee Khoo

Abstract Robust (or semi-fragile) reversible watermarking methods have been
proposed to provide robustness against unintentional attacks (e.g., noise addition,
JPEG compression). This kind of watermarking schemes has recently attracted
more attention. This paper presents a new robust reversible watermarking scheme
in the transform domain. In the proposed method, the Slantlet transform (SLT)
matrix has been used to transform small blocks of the original image and the mean
values of the SLT coefficients in the high frequency subbands have been shifted to
carry the watermark bits. The problem of overflow/underflow has been avoided
by using the histogram modification according to specific rules. The results prove
that the proposed method is completely reversible with improved capacity,
robustness, and invisibility.

Keywords Robust reversible watermarking (RRW) � Histogram modification �
Reversibility � Slantlet transform (SLT) � Matrix multiplication

19.1 Introduction

Reversible watermarking techniques [1–3] have been applied in many fields,
especially those which require recovering the original image after the extraction of
the watermark at the receiver side. Medical imaging and military imaging are
examples of the fields that give attention to the original image and the watermark
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simultaneously. In most of the reversible watermarking methods, the watermark
cannot be recovered in case of unintentional attacks (e.g., noise addition, JPEG
compression) and intentional attacks (e.g., active/passive attacks, collusion
attacks). It is usually a regular way to use the lossy compression for saving the
storage space required for images. Thus, the watermarking methods that can
withstand incidental distortion and can be destroyed by deliberate tampering
became necessary.

Recently, a number of robust (or semi-fragile) reversible watermarking meth-
ods have been proposed. These methods can be classified into two categories: the
spatial domain methods [4–6] and the transform domain method [7]. In [4], a
grayscale histogram rotation based scheme has been proposed. This method has
robustness against JPEG compression but the salt-and-pepper noise in the water-
marked images is the main problem. To prevent the salt-and-pepper noise effect, in
[5], a semi-fragile image authentication scheme has been designed. The embed-
ding process depends on applying the histogram distribution constrained. In [6],
two robust reversible watermarking schemes have been proposed. In these meth-
ods different strategies of histogram rotation have been applied. The aim of those
methods is to enhance the performance of the method used in [4]. In [7], a semi-
fragile lossless watermarking scheme based on shifting the absolute mean values
of the integer wavelet transform (IWT) coefficients has been proposed. According
to the study made in [8], the methods in [5, 6] suffer from unstable reversibility
and robustness.

In this paper, we develop a new robust reversible watermarking method in the
transform domain. In the proposed method the Slantlet Transform (SLT) matrix
has been used to transform the image blocks and then the data bits are embedded
into the SLT coefficients of a selected high frequency subband by shifting their
mean values. To avoid the overflow and/or underflow, a histogram modification
process has been utilized before embedding the watermark. The purpose of the
proposed method is to ensure the reversibility and to improve the robustness,
capacity, and invisibility.

The rest of the paper is organized as follows. In Sect. 19.2, the SLT matrix is
presented. The data embedding method that has been used in [7] is explained in
Sect. 19.3. Section 19.4 contains the details of the proposed method. The exper-
imental results and discussion are in Sect. 19.5. Section 19.6 contains the
conclusions.

19.2 Slantlet Transform Matrix

The Slantlet transform has been proposed as a wavelet-like transform [9]. The
filters that were used to construct the Slantlet filter bank are gi(n), fi(n), and hi(n)
[9]. For L-scale filter bank the orthogonal matrix dimension will be 2L. The first
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row of the matrix will be corresponded to hL(n) and the second row will be
corresponded to fL(n). Each of the remaining rows will be constructed by the
sequences gi(n), its time reverse and their shifts by 2i+1, for i = 1,…, L - 1. As an
example, for the 3-scale SLT filter bank the SLT matrix dimension will be 23 = 8,
thus the size of the matrix will be 8 9 8. For more details about the SLT matrix
the reader can refer to [9].

As explained by Mulcahy [10], the image can be transformed by applying rows
transformation and columns transformation. The complete Slantlet transform can
be represented in matrix format by:

S ¼ SLTN s SLTT
N :

where, (s) is the original two-dimensional signal, (S) is the Slantlet transform of
the original signal, and (SLTN) is an N 9 N Slantlet matrix. Note that s, S, and
SLTN have the same size (N 9 N).

The inverse SLT transform can be obtained by:

s ¼ SLTT
N S SLTN :

19.3 The Data Embedding Method

In [7], the original image is transformed using IWT (wavelet family 5/3); then one
of the high frequency subbands was chosen to carry the data. The carrier subband
was divided into non-overlapping blocks. The algorithm scans all the blocks to
find the maximum absolute mean value (mmax) of the coefficients. Then a threshold
value T adjusted to be the smallest integer number which is greater than mmax. In
this way, the absolute mean values of all the blocks will be less than the threshold
T. A binary bit ‘1’ can be embedded into one block by shifting the mean value of
this block by S, which is equal to or greater than T. Because of the shifting process,
some of the pixel values in the spatial domain will suffer from overflow/underflow.
To avoid this problem, Zou et al. [7] investigated the effect of changing the
coefficients on the spatial domain values. According to their investigation, they
found the corresponding blocks in the spatial domain and these blocks were
classified into four types. In some cases the block in the transform domain was left
without any change, even though the data bit is ‘1’, this causes error in the
extracted watermark, to correct those errors they used the error correction coding
(ECC) [BCH (15,11)] to extract the watermark correctly. The use of ECC reduced
the capacity. Also the method of finding the spatial domain blocks is not precise
[8] and thus the method is not completely reversible.
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19.4 The Proposed Robust Reversible Watermarking
Method

19.4.1 Overflow/Underflow Problem

In the proposed method, we suggested the use of the SLT instead of the IWT and
the original image will be divided before the transformation. To embed a water-
mark bit, the main idea that has been proposed in [7] (i.e., mean value shifting)
will be employed. In order to prevent the overflow/underflow problem, the
histogram of the spatial domain blocks has been modified before embedding the
data. We investigate the effect of shifting the SLT coefficients on the pixel values.
Two main factors can decide the effect of shifting the subband coefficients: (1) the
location of the pixel values that were changed and (2) the scale of this change. An
extensive study was made to decide these two factors; we found that when the
mean value of the SLT subband is shifted by a shift value (b), in the worst case all
the pixel values in the spatial domain block will be affected. The scale of the
change in the spatial domain had been always less than the shift value (b). Thus,
we can check each spatial domain block to find out if the block will suffer from the
problem of overflow and/or underflow by comparison between the pixel value and
the shift value (b). The checking process depends on the shift value (b) and the
pixel values in the spatial domain block. The histogram modification process will
be applied only when it is necessary and it can be performed as follows:

I0mði; jÞ ¼
Imði; jÞ � ðbþ 1Þ; if Imði; jÞ[ 255� b
Imði; jÞ þ ðbþ 1Þ; if Imði; jÞ\b

�

:

where Im(i,j) is the grayscale value of the pixel at the coordinates (i,j) in the image
Im;I0m i; jð Þ is the modified pixel value. The pixel values that were changed and their
locations must be saved as bookkeeping information. The bookkeeping informa-
tion together with the name of the carrier subband and the shift value must be
transmitted to the receiver side to recover the original image.

19.4.2 Watermark Embedding Process

The watermark embedding method can be summarized in the following steps:

Step 1: The original image is divided into non-overlapping blocks.
Step 2: Each block in the spatial domain will be transformed using the SLT

matrix. The spatial domain block and the SLT matrix have the same size.
The coefficients are divided into 4-subbands (LL, LH, HL, and HH).
Then the mean value of the coefficients in the carrier subband must be
calculated (only HL subband or LH subband will be used). This step will
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be repeated for all the blocks. Then the maximum absolute mean value
(mmax) must be found to set the threshold, which is the smallest integer
number greater than mmax.

Step 3: The histogram modification process is applied to prevent the overflow/
underflow. Thus all the blocks can be used for the watermark embedding
process.

Step 4: A binary bit ‘1’ can be embedded into a block by shifting the mean value
of the carrier subband of this block by using the threshold value that has
been obtained in step 2.

Step 5: After the watermark embedding process is completed for all the water-
mark bits, the original subbands in the SLT matrix must be replaced by
the modified subbands. Then the inverse SLT must be applied. There-
after, the result must be rounded to integer numbers.

19.4.3 Watermark Extraction Process

The watermark extraction process can be explained in the following steps:

Step 1: The watermarked image will be divided into non-overlapping blocks.
Step 2: Transform each block using SLT matrix.
Step 3: Calculate the absolute mean value of the carrier subband in each block.

Then compare the absolute mean value with the shift value to decide
watermark bit. The extraction process can be explained as follows:

b ¼ 1; if m� b
0; if m\b

:

�

where b is the extracted bit, m is the absolute mean value and b is the shift value.
To recover the original image, when the embedded watermark is ‘1’ shift back the
mean value of the carrier subband. Then apply inverse SLT transform and round
the values to be integer. Check the bookkeeping information and replace the pixel
values that were already changed in the histogram modification process. Thus, the
original image recovering process will be lossless.

19.5 Experimental Results and Discussion

19.5.1 Comparison with Zou et al. Method

In all the experiments, the proposed method was completely reversible. Thus the
proposed method is better than the method in [7] in terms of reversibility. The
capacity of the proposed method is higher than the capacity of the previous
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transform domain method in [7] because all the blocks will be used to carry the
watermark bits and in addition, ECC is not required. As an example, Fig. 19.1
shows the comparison results between the capacity for the grayscale images with
size (512 9 512).

To compare the watermarked image quality, five test images of size
(512 9 512) have been used and a randomly generated watermark has been
embedded in each image. The peak signal-to-noise ratio (PSNR) between the
original image and the watermarked image has been calculated. The test images
are shown in Fig. 19.2; and Table 19.1 contains the comparison results of the
invisibility test.

Fig. 19.1 Comparison between the capacity at different block sizes

Fig. 19.2 Example test images

Table 19.1 Comparison of invisibility [PSNR(dB)]

Original image Watermark size = 3,003 bits Watermark size = 750 bits

Method in [7] Proposed method Method in [7] Proposed method

Im1 42.4635 42.8047 47.5490 51.5112
Im2 40.6735 42.1149 47.8712 48.0126
Im3 39.0605 38.1759 43.2399 44.2695
Im4 42.3077 42.8308 47.7013 51.5128
Im5 42.5180 42.8308 43.034 48.5025
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In order to compare the robustness against JPEG2000 compression, the surviving
level must be calculated at different threshold values as implemented in the experiments
of [7]. The surviving rate means the watermark can be extracted correctly when the
rate of the JPEG2000 compression is more than or equal to that surviving rate.
The robustness tested at block size 8 9 8 (Lena image size 512 9 512 9 8 bit).
Figure 19.3 shows Lena image and the robustness test results. It is clear that the
robustness of the proposed method is better because at the same PSNR, the data survival
rate is less which means more robust. In other words at the same rate the PSNR is higher.

19.5.2 Studying the Effect of Embedding Different
Watermarks

The effect of embedding two different binary watermarks of size (64 9 64) using
the proposed method is shown in Table 19.2. For robustness evaluation, the

Fig. 19.3 Robustness evaluation. a Lena image. b Data survival rate

Table 19.2 The invisibility and robustness test for two different watermarks

Original 
image

Original 
watermark

PSNR
AGN (0.0, 

0.0005) 
AGN (0.0, 

0.001) 
AGN (0.0, 

0.002) 
JPEG 60 %

Im1
45.3114

NC= 0.7279 NC= 0.7098 NC= 0.5734 NC= 0.9822

Im1
46.3645

NC= 0.7481 NC= 0.7145 NC= 0.5655 NC= 0.9901

Im3
40.6990

NC= 0.8565 NC= 0.8206 NC= 0.7711 NC= 0.9970
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normalized correlation (NC) between the original watermark and the extracted
watermark after an attack [e.g., Additive Gaussian Noise (AGN) and JPEG
compression] has been calculated. From the results, when two different water-
marks are embedded in the same image they gives different PSNR and when the
same watermark is embedded in different images the robustness of the watermark
(i.e., NC) will be different.

19.6 Conclusions

The method proposed in this paper includes: (1) dividing image into non-over-
lapping blocks and transforming these blocks using SLT matrix, (2) modifying the
histogram of the spatial domain blocks in order to avoid the problem of overflow
and/or underflow, and (3) shifting the mean value of the carrier subband when a
watermark bit is one. We concluded that dividing the image into blocks before
transformation gives better control on the overflow/underflow problem. And the
use of the SLT increases the robustness. Better watermarked image quality has
been obtained in comparison with the method in [7] for the same watermark size.
Improving the capacity and the visual quality will be the future work.
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Chapter 20
A Review for Image Segmentation
Approaches Using Module-Based
Framework

Guannan Jiang, Chin Yeow Wong, Stephen Ching-Feng Lin
and Ngaiming Kwok

Abstract Image segmentation assists image understanding by perceptually parti-
tioning an image into several homogeneous regions. This topic has been reported in a
vast amount of literature. The techniques covered in the literature, however, are often
concealed in specific applications with no explicit categorization. In order to cater the
needs for both reasonably choosing methods under various circumstances and
guiding further algorithm development, a review that can reveal the characteristics of
typical segmentation approaches under detailed categorization is in demand. A nat-
ural categorization of the segmentation techniques with respect to their modeling
methods is advocated here. Using such categorization as basis, different segmentation
methods are presented within a general module-based framework proposed in this
paper, where investigation for each module is carried out in a coherent manner.

Keywords Image segmentation � Categorization � Module-based framework

20.1 Introduction

Image segmentation can be intuitively perceived as a pixel clustering or graph
partitioning process where assignments of every pixel to different object labels are
determined. There are two main challenging issues needing to be addressed in
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practical segmentation applications. On one hand, robustness of the segmentation
needs to be considered. Several factors [1] that commonly influence the perfor-
mance of segmentation include noise, luminance variation, moving background,
cluttered background, multimodal background, camera motion and shadows.
Numerous methods and algorithms have been proposed aiming to resolve these
issues, which mainly distinguish each other by exploiting different visual cues such
as color, texture, edge and spatial-temporal; model representations including hard
assignment, single modal or multimodal; modeling methods encompassing simple
merge and split, mode finding, spectral partitioning and energy minimization; and
model initialization requirements on initial parameterization and other human
involvements. On the other hand, the computational efficiency of the algorithm
also needs to be addressed. The output of image segmentation is often input for
higher level computer vision applications such as video surveillance, human-
computer interface, vehicle navigation and robotic vision, where only limited
computation resource could be allocated for the segmentation process. In practice,
the diminishing of one issue is often at cost of aggravating the other. It thus calls
for a rational balance between these two issues with the assistance of detailed
analysis of available techniques.

In this review, it is inspired to group up and evaluate strategies underlying
representative methods in different categories by means of a structured framework,
so as to form a basis for both constructing appropriate segmentation systems for
specific application and further improvement of available techniques. The rest of
the paper will be organized as follows: a module-based framework that can adapt
different segmentation methods is proposed in Sect. 20.2. In Sect. 20.3, repre-
sentative approaches will be broken down into modules according to the proposed
structure. Evaluations and improvements of these components for each segmen-
tation technique will also be discussed in this section. In Sect. 20.4, further dis-
cussion will be carried out based on recent developments of representative
techniques. A conclusion will be drawn in Sect. 20.5.

20.2 A Module-Based Framework

A generalized module-based framework shown in Fig. 20.1 is proposed here to
efficiently evaluate the influence of each aspect of segmentation techniques
through enormous literature. Components in the segmentation procedure include
preprocessing, parameter initialization and image modeling.

Most input images need to be preprocessed to convey meaningful information.
Common preprocessing includes noise deduction by convolving the input images
with certain smooth kernel, frame size and frame rate deduction of input video for
computing efficiency and image registration for multi-view or multi-camera
situations.

Parameter initialization is often required to generate the starting sets of
parameters in different segmentation methods, of which some might require human
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involvement for the supervision of parameters as segmentation progress. While
useful in certain applications [2], we will not include here methods that require
human supervision since we want to focus our discussion on generalized methods
that do not depend on ad-hoc techniques.

Image modeling includes modeling methods, choice of visual cues and model
representation. It is the central component for a segmentation system, which the
categorization of our review is based on. Detailed discussion of this component will
be found for all representative segmentation techniques in the following section.

20.3 Representative Segmentation Methods

While different criteria can be used to categorize available algorithms, a natural
approach is to do so using modeling methods. The rationale behind such categori-
zation is that the parameter initialization, choices of visual features and model
representations are often determined in a way to optimize the performance for certain
modeling method. Aside from the basic region splitting or merging methods [3, 4]
that utilize simple thresholding, there are three major categories identified in the
literature, which are mode-finding clustering methods, spectral partitioning methods
and energy minimizing methods. In the following subsections, each representative
modeling method will be presented in accordance to the proposed framework.

20.3.1 Mode-Finding Clustering

K-means and other mode-finding clustering techniques have been explored
extensively for image segmentation. The basic idea is to model each pixel in the
scene as a vector of low level visual cues, and then try to cluster the pixels in a

Fig. 20.1 Common procedure for segmentation with components and sub-components
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recursive updating manner [5]. Methods in this field can be further divided into
parametric methods and non-parametric methods.

K-means Clustering. K-means clustering is an iterative region center updating
method which is famous for its efficiency andeasy implementation.

Parameter Initialization. Number of clusters and seed locations have to be
specified when starting the algorithm.

Modeling Method. Classic K-means methods tackle the pixel clustering prob-
lem by hard or soft assignment of pixels into K segments of image parametrically.
The most popular method based on Lloyds algorithm [6] mainly contains three
steps for each update, namely, parameter initialization, pixel membership
assignment and parameter updating. Firstly, cluster number K is given by the user
and the initial cluster centers are randomly chosen from all possible values in the
visual cue vectors. Then, each pixel is assigned to clusters based on the minimum
Euclidean distance from its cluster center. At last, cluster centers are re-computed
based on the membership shift of each pixel in the updating step. This updating
cycle stops when pixel membership does not change anymore with further
parameter updating.

Choice of Visual Cues. Single low level visual cue including intensity, color,
and texture are usually used for efficiency. More than one visual cue with asso-
ciated weights are employed to enhance the robustness [7].

Model Representation. Although hard assignment of pixels without probability
density distribution is possible, Mixture of Gaussians [8] has been favored in recent
literature to represent each pixel model as a probability density function with several
Gaussians to account for multi-modality background in realistic situations.

K-means clustering methods utilizing heuristic algorithm converge very fast to
local extrema. The parametric natural of K-means clustering method decides one
intrinsic drawback in this strategy, namely, the high dependence of performance on
careful choice of initializing parameters [9]. This drawback limits the generaliza-
tion of this method although alleviation of its effect can still be found in resent
literature [10, 11]. Apart from that, the Euclidean distance metric is not a very
robust measurement of affinity. For larger value of K, clusters could be found in
isolated locations. These features ensure that the application of K-means clustering
is most suitable for images with fewer objects but require high computation
efficiency.

Mean Shift. Mean Shift [12] is a non-parametric mode-finding clustering
method where pixel distribution is implicitly modeled by computing density
gradient ascent coupled with appropriate kernel function. In contrast to K-means
clustering techniques, arbitrary assumptions of the distribution shape and cluster
number are not needed.

Model Initialization. Kernel function and size need to be specified according to
image.

Modeling Method. Analogous to K-means mode finding methods, Mean Shift
updates mean in each cluster using a Mean Shift vector:
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Mhðy0Þ ¼
Pni

i¼1 wiðy0Þxi
Pni

i¼1 wiðy0Þ
� y0; ð20:1Þ

ŷ ¼ y0 þMhðy0Þ; ð20:2Þ

where xi are the data points in the quest neighborhood, wi stands for weights of all
the data points determined by the kernel function and size. ni is the number of
points in the kernel, y0 is the initial mean location, and ŷ is the new target center
for next shift.

The convergence of the Mean Shift algorithm is achieved when the Eq. 20.1 is
minimized. To avoid being trapped in false local extrema, Comaniciu and Meer
[13] apply Mean Shift in various starting positions and achieve convergence of
local extrema under rational weak kernel assumption.

Choice of Visual Cues. Mean shift gains its popularity in the segmentation field
by the introduction from Comaniciu etã CPÖal. using color cues [12]. But the
deterministic nature of the method tends to fail when nearby regions demonstrate
similar color distribution of the object. Joint domain of color and other visual cues
can generally produce better results.

Model Representation. Selection of kernel type and size represents the con-
figuration of segmentation model. Epanechnikov kernel is a popular choice for its
guarantee of convergence [12, 13].

As a well-established method, Mean Shift clustering is widely used in seg-
mentation applications where little prior knowledge of images is available. Vari-
ous modifications such as smart kernel manipulation [14], novel kernel sampling
methods [15], and Particle Filter based sampling methods [16] can be seen from
the literature trying to speed up the shifting procedure. Furthermore, choice of the
kernel remains an unsolved issue to date. Many Mean Shift based algorithms try to
address the kernel issue within specific applications. The scale and shape of the
kernel utilized determine the tradeoff between sampling artifacts and accuracy
loss. The high computation cost associated with it hinders its applications in real-
time situations.

20.3.2 Spectral Partitioning Methods

Spectral partitioning methods deem the quest of global energy minimum as a
generalized eigenvalue problem [17]. Eigenvectors of an affinity matrix are used to
determine partitions of the image where recursive partitioning process can be
continued. Introduced by Shi and Malik [18] for the formulation and minimization
of a normalized cut criterion, a segmentation system based on spectral graph
theory with promising result can be expressed using our framework as below.
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Model Initialization. Definition of affinity matrix with respect to chosen simi-
larity measure is initialized. Different graph Laplacians are defined in different
spectral cut function.

Modeling Method. Treating the segmentation of an image in a hierarchical
divisive manner, the neighboring pixels are examined by their affinity measure-
ment to separate groups with weak similarity in a normalized way. A minimum
normalized cut is formed where relative weak affinity measure happens, which is
defined as:

NassocðA; BÞ ¼ assocðA;AÞ
assocðA;VÞ þ

assocðB;BÞ
assocðB;VÞ ; ð20:3Þ

where assoc(A, A) and assoc(B, B) stand for total energy of edges connecting
nodes within A and B respectively, and assoc(A, V) and assoc(B, V) is the sum of
all the energy associate with nodes in A and B respectively.

To solve this NP-complicate problem, an approximate discrete solution is
suggested in Shis work [18], which ends up measuring an equivalent equation:

minx NcutðxÞf g ¼ miny
yTðD�WÞy

yT Dy

ffi �

; ð20:4Þ

by solving an eigenvalue equation:

ðD�WÞy ¼ cDy: ð20:5Þ

Utilizing the simple fact in the Rayleigh quotient, the second smallest eigen-
vector of Eq. 20.5 is the solution to minimize the normalized cut problem, which
gives a global minimum to partition the image into two segments. Repeating
construction of the eigenvalue equation can be used to further dividing the image
hierarchically.

Choice of Visual Cues. In [18], various visual cues have been exploited to
justify their modeling method. It is clearly indicated that all the visual cues
including luminance intensity, color cues, spatial-temporal cues and texture cues
captured in various scales and orientation can be used to model the affinity of
pixels. For rational choice of visual cues to balance robustness and speed, an
investigation such as [7] on the comparison of using different visual cues for
segmentation performance is necessary.

Model Representation. Eigenvectors from the approximate discrete solution are
used to represent model. In [19], real-value assignment that takes ?1 for grouping
and -1 for separating and distance for weights is used for the formulation of
Eq. 20.4. Other model representation modifications had been reported such as in
[20], where intervening contours are used as contour weights.

Spectral partitioning framework utilizes generalized eigenvalue equation to
provide a real value solution to the minimization criterion. Normalize cut is one of
the most popular application of this theory seeking to find global minimum of
affinity in the image, which confirms the segmentation perceptually in high level.
But the process of finding a cut under such framework is NP-hard, which still calls
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for more efficient approximation. Extensions and modifications for the basic
normalized cut are plentiful in terms of using new affinity matrix [21] and using
special treatment to accelerate eigenvalue computation [22].

20.3.3 Energy Minimizing Methods

Energy minimizing methods can be divided into contour-based ones that use
energy-minimizing splines to localize continuous object boundaries and others
utilizing region-based properties defined on discrete set of variables. The essential
modeling method is to minimize the cost function to grow towards the true seg-
mentation of objects.

Contour-based Method. Contour-based methods, also known as active con-
tour, evolves the curve in the direction of negative energy gradient by minimizing
the combinatory costs of internal energy that characterized by smoothness and
external energy characterized by image-based potentials to grow towards the
object boundary. Kass etã CPÖal. [23] raised a revolutionary model called Snake
which precedes many contour-based methods.

Model Initialization. There are multiple degrees of freedom in the formulation
of cost equation, which renders the contour-based methods very sensitive to the
initial parameterization.

Modeling Method. An explicit curve energy function is normally adopted in this
category:

�
Z

jrIðCÞj2dsþ v1

Z

jCsjdsþ v2

Z

jCssj2ds; ð20:6Þ

where the first term accounts for the external energy that favors large image
gradient, the second and third term account for the internal energy that addresses
smoothness of the contour. Expectation maximization method is integrated in
many variants of the original snake, e.g. Kalman snakes [24] and CONDENSA-
TION [25] based on particle filtering.

Choice of Visual Cue. Edge feature of the image is normally used. Because an
intuitive probabilistic interpretation does not exist, integration of other visual cues
such as color, texture, motion or intensity is hard to be implemented.

Model Representation. Probability function with respect to visual cue is nor-
mally used to account for the image degradation from noise.

Contour-based segmentation methods can be very good in capturing fine details
in real applications. The explicit parameterization method it depends on, at the
meantime, causes it heavily relying on accurate model initialization, which could
cause the contour evolution stuck in local minima and not robust against noise.

Region-based Method. Region-based methods utilize implicit modeling of the
embedding function to measure the consistency of the image statistics inside and
outside a segmented region. The development of these methods is based on the
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Mumford-Shah model [26]. Level set methods [27] and graph cut methods [28, 29]
are popular applications of this established model. The graph cut method [29] will
be elaborated here for its popularity in resent extensions and improvements.

Model Initialization. Graph cut does not require any initial contour, but it can
benefit from some shape prior to shorten the time needed for finding appropriate
seeds.

Modeling Method. The energy minimization problems have been formulated as
a combinatorial max-flow/min-cut optimization process [29]. Graph cut concerns
the segmentation as a binary problem based on s-t graph cut algorithm which
utilizes both region information and boundary information.

Choice of Visual Cues. Standard graph cut method uses intensity cue for region-
based similarity. However, by using the max-flow/min-cut algorithm there would
not be convergence issues when multiple visual cues are used.

Model Representation. Affinity measure in feature space between all the nodes
are used to represent the cost in the min-cut algorithm. Mixture of Gaussian is
exploited in the work of Blake etã CPÖal. [30] to emphasize regional multi-
modality.

Based on the heuristics of finding global minima by implicit modeling region
and boundary properties and using only intuitive binary variables assigning pixels
to either inside or outside segments, energy minimization based graph cut is
widely applicable to many types of images. One drawback is the limitation in
constraints to guide segmentation process. Because of its high demand on memory,
graph cut is not practical to use in large scale problems. Many extensions and
improvement have been proposed in recent years for specific applications [31, 32].

20.4 Recent Developments

It is evident that all the representative methods suffer from different shortcomings
respectively. Recent development based on these representative image segmen-
tation techniques has shown several new trends for the purpose of enhanced
performance.

Segmentation techniques formulated from integrated color-texture visual cues
have attracted substantial interest because of their strong similarity to human
perception in dealing with natural images. Wide spectrums of schemes for effective
color-texture feature integration are prompted in resent literature, among which
three types could be summarized. Texture feature is explored [33], in different color
channels in a hierarchically refining manner. A sequential integrating approach is
noted [34], where color and texture based segmentation processes are conducted
separately in order. Finally, [35, 36] belong to the approach that independently
segments images in different channels and then seeks appropriate integration
scheme. The latter two approaches have shown popularity in resent researches.

As discussed above, different methods have their own desired attributes, e.g.
low computation burden of K-means clustering methods and global optimizing
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ability of graph cut based methods. Organic Integration of different modeling
methods can lead to promising result in terms of accuracy and speed towards
natural images. Segmenting images in a multistage manner with K-means clus-
tering and normalized cut is presented in [37], which claims to alleviate heavy
computation demand of the original normalized cut algorithm by firstly dividing
the image into same size cells and then performing normalize cut in the reduced
areas. A fast segmentation algorithm with high accuracy is presented by Tan and
Wang [38], where pre-segmented image by Mean Shift is used as prior in a
Bayesian framework to guide the further image partition using Kway-Ncut. The
smart combination of regional clustering method and graph partitioning method
are pervasive in resent development, however, attention needs to be paid to address
the sensitivity of final segmentation performance to the region segmentation result.

20.5 Conclusion

Wide variety of segmentation schemes have been proposed to accommodate
particular issues aroused from applications where the method categorization is
commonly blurred. In order to determine a clear categorization that can guide
technique selection for various applications and further research needs in this field,
a module-based framework is developed in this paper. We argue that distinction
among different methods can be mainly divided into three components along the
segmentation procedure. The segmentation techniques are categorized by their
modeling methods, which coincides with the technique formation process per-
ceptually. Representative methods and their characteristics in each category are
then presented in a module by module manner according to the proposed frame-
work. Not only comparison for segmentation techniques is made direct and con-
venient by adapting methods into this module-based framework, but also several
trends for improvements in each component have emerged. Overall, Trade-off
between robustness and speed is a main concern in the development of a seg-
mentation system, which newly developed algorithms are prompted to resolve.
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Chapter 21
Adaptive Image Super-Resolution
with Neural Networks

Kah Keong Chua and Yong Haur Tay

Abstract A framework for image super resolution using Multilayer Perceptron
(MLP) was developed. In this paper, we focus on verifying the influence of
training images to the performance of Multilayer Perceptron. The training images
were collected from various categories, i.e. flowers, buildings, animals, vehicles,
human and cuisine. The neural network trained with single image category has
better performance compared to other methods. Multiple categories of training
images made the MLP more robust towards different test scenarios. Common
image degradation, i.e. motion blur and noise, can be reduced when the MLP is
provided with proper training samples.

Keywords Image super resolution � MLP � Motion blur � Image denoising

21.1 Introduction

Super-Resolution, generally speaking, is the process of recovering a high resolu-
tion (HR) image from single or multiple low resolution (LR) images.

Different approaches have been proposed with foremost attempt worked in the
frequency domain by Tsai and Huang [1]. In order to overcome the image artefacts
e.g. jagged edges and blurred contours, new methods have been proposed to upscale
the images [2–4]. Interpolation-based approach reconstructs high-resolution (HR)
image by projecting the low-resolution (LR) images obtained to the respective
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referencing image, then followed by blending all the accessible information from
each image to form the result [5, 6]. A neural network can be trained to estimate
non-linear functions and perform parallel computation, minimizing the processing
time of super-resolution systems [2, 3]. Throughout the time consuming training
process, the weight factors are adjusted and every epoch fine-tuned [3, 7, 8]. Over
the years, neural network based methods gained their popularity due to the network
flexibility.

In a nutshell, the contribution of our work in this paper is to perform low level
image processing using neural network, i.e. image super resolution, by creating a
framework to test the behaviour of neural network based on different types of
training samples provided, in contrast with several methods in image super-
resolution.

21.2 Multilayer Perceptrons

Multilayer Perceptron (MLP) is a feed-forward back-propagation artificial neural
network model. MLP works on a supervised back-propagation learning technique
during the training phase of the network. MLP generally consists of input layer,
hidden layer and output layer. Each layer has multiple numbers of neurons, which
vary according to the complexity of the network.

The learning process takes place in the perceptron by altering the weight factors
after each training epoch. Weight factors are adjusted accordingly by calculating
the mean error of the expected result in contrary with the output result. The aim of
training a neural network is to search for a set of weight factors which links the
provided input with the expected output. The process of optimizing the number of
hidden layers and amount of neurons used in each layer greatly affects the per-
formance of the entire network. Moreover, validation is required throughout the
training to prevent over-fitting.

21.3 System Overview

The MLP used for this research has been configured to match the requirement of
the network. The MLP is a typical one hidden layer MLP of 20 hidden neurons
with hyperbolic tangent (tanh) activation function, while the output is logistic
regression layer. The network considers the desired pixel alongside with eight
neighboring pixel as reference, then outputs four up-scaled pixels. The process is
repeated on the adjacent pixel, throughout the entire image. The Fig. 21.1 shows
the architecture of the proposed MLP system.
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21.4 Experiment Framework and Result

To test the framework, all the methods will undergo a 2x image upscale process.
The enlarged image will then be compared with the original high resolution image
to yield quantitative results. The difference of the images will be measured using
Mean Square Error, Peak Signal-to-Noise Ratio and Structural Similarity Index.

For the purpose of benchmarking, the algorithms tested include Nearest
Neighbour, an improved version of New Edge-Directed Interpolation (NEDI) [9],
as well as the Fast Curvature Based Interpolation (FCBI) [6] and Iterative Cur-
vature Based Interpolation (ICBI) [6] proposed by Giachetti and Asuni. These
methods are regenerated using the evaluation scripts available at the website:
http://www.andreagiachetti.it/icbi.

MLP will be trained using different sets of samples to tackle the problem
effectively. The first training set (MLP_gen) consists of sample from multiple
sources, customized at such that, in order to provide a more robust MLP network
which will not suffer from performance loss under different scenarios. Several
training sets (MLP_sp) are created solely on image samples from similar
categories.

In addition, another two special training sets are created to tackle common
problems encountered in image capturing, namely image noise and motion blur.

Table 21.1 is the PSNR and SSIM of MLP and other image up-scaling methods.
Tables 21.2 and 21.3 are the experiment results for noisy and motion blurred
images respectively. Typical values for PSNR are between 30 and 50 dB, where
higher value indicates better result. SSIM values are from 0 to 1, where higher
resemblance of output and original image provides higher values.

Fig. 21.1 Architecture of the proposed MLP system
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21.5 Discussion

21.5.1 Comparison of Different Up-Scaling Method Results

The simulation results show that MLP generally perform better than ordinary
image up-scaling methods. In most of the cases, MLP yields very low MSE in
contrast with other methods, while PSNR are about the same. SSIM index shows
significant resemblance of original reference images and the up-scaled images
from MLP (Fig. 21.2).

Table 21.1 Test results on zebra and buildings

Methods Zebra Buildings Flowers

PSNR SSIM PSNR SSIM PSNR SSIM

N. Neighbour 31.85 0.70 33.26 0.74 34.02 0.81
NEDI 32.00 0.72 33.83 0.78 34.18 0.84
FCBI 31.76 0.71 32.97 0.74 33.80 0.84
ICBI 32.04 0.73 33.17 0.76 34.17 0.86
MLP_gen 35.38 0.87 35.30 0.84 36.22 0.90
MLP_sp 35.92 0.90 34.55 0.72 37.38 0.92

Table 21.2 Test results on
noisy images (MLP_noise)

Methods PSNR SSIM

Buildings 33.39 0.71
Flowers 33.50 0.75
Random textures 31.60 0.69
Tiger 33.03 0.69
Zebra 33.59 0.76

Table 21.3 Test results on
motion blurred images
(MLP_motion)

Methods PSNR SSIM

Buildings 32.98 0.73
Flowers 32.55 0.64
Random textures 31.28 0.74
Tiger 32.54 0.73
Zebra 32.34 0.79
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21.5.2 Comparison Between MLP Trained
with Different Samples

When provided with sufficient samples, MLP_sp trained with similar images can
perform better than MLP_gen trained with samples from different categories.
However, MLP_sp is not as robust as MLP_gen handling colours beyond its
training sets (Figs. 21.3 and 21.4).

By comparing the two MLPs trained with different samples, MLP can upscale
the image provided accurately for most of the regions, but suffers performance loss
at most of the edges in the image.

Nearest 
Neighbour

NEDI FBCI

ICBI MLP_gen MLP_sp

Fig. 21.2 Comparison between different types of image up-scaling methods

Zebra Buildings Flowers

MLP_gen

MLP_sp

Fig. 21.3 Comparison of the MLP results trained using different samples

21 Adaptive Image Super-Resolution with Neural Networks 185



Tiger Buildings Flower Texture

MLP_gen

MLP_sp

Fig. 21.4 The difference of original reference image and up-scaled images

Input Image

Output Image 

Fig. 21.5 Comparison of noisy input and up-scaled output images

Input Image 

Output Image 

Fig. 21. 6 Comparison of motion blurred input images and up-scaled output images
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21.5.3 Motion Blurred and Noisy Images

In MLP_noise, we can clearly notice that noise in the test image is greatly reduced,
however not fully eliminated. Meanwhile, MLP_motion managed to minimize the
blurry edges caused motion blur. Noise and motion blur often cause image deg-
radation and the loss of crucial information, especially in surveillance images
(Figs. 21.5 and 21.6).

21.6 Conclusions and Future Works

To sum it all, a neural network trained with single type of samples performs
splendidly on images of similar type; however it is not robust against images
beyond the training samples or category. Meanwhile, a more robust neural net-
work, trained with samples from various categories, can handle different images
accurately without introducing artefacts. The adaptation ability is a major
advantage of neural network, utilizing this feature by pre-training some filters
greatly help in artefacts reduction. A well-trained neural network with filters
applied can be used to reduce motion blur and noise when performing image super
resolution.
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Chapter 22
Fingerprint Recognition Based
on Multi-Resolution Histogram
of Gradient Descriptors

Munalih Ahmad Syarif, Thian Song Ong and Connie Tee

Abstract This paper proposes a method to extract the fingerprint feature by using
multi-resolution Histogram of Oriented Gradient representation. In this work,
fingerprint is first enhanced for better ridge appearance. Next, Histogram of Ori-
ented Gradient (HOG) is applied to model ridge valley structure as the occurrence
of gradient information into a histogram bin size to obtain the fingerprint
descriptor. Specifically, Multi-resolution fingerprint representation with HOG
descriptor is used to isolate and analyse the fingerprint ridge structures in different
resolution for better recognition performance. Experimental analysis shows that
the proposed method is feasible in both performance accuracy and computational
time as compared to conventional methods.

Keywords Fingerprint recognition � Histogram of oriented gradient �
Multi-resolution representation

22.1 Introduction

Biometrics has been widely accepted to replace traditional password and PIN for
more reliable user authentication. Among the different biometric modalities, fin-
gerprint is one of the oldest biometrics systems being used with promising

M. A. Syarif � T. S. Ong (&) � C. Tee
Faculty of Information Science and Technology, Multimedia University,
Jalan Ayer Keroh Lama, Malacca 75450 Melaka, Malaysia
e-mail: tsong@mmu.edu.my

M. A. Syarif
e-mail: asyarifm@yahoo.co.id

C. Tee
e-mail: tee.connie@mmu.edu.my

H. A. Mat Sakim and M. T. Mustaffa (eds.), The 8th International Conference
on Robotic, Vision, Signal Processing & Power Applications,
Lecture Notes in Electrical Engineering 291, DOI: 10.1007/978-981-4585-42-2_22,
� Springer Science+Business Media Singapore 2014

189



recognition performance. Fingerprint biometrics uses the impressions made by the
minutiae formations or ridge patterns found on the fingertip to identify a person.
Fingerprint recognition is widely accepted by public for user authentication and
access control due to its reliable and stable performance.

Generally, fingerprint recognition methods can be categorized into two different
approaches, minutiae-based and texture-based. Specifically, the minutiae approach
focuses on the point extraction of discontinuity of the ridge structure such as ridge
termination (the ridge comes to an end) and ridge bifurcation (the ridge divides to
form two ridges) [1]. The minutiae-based fingerprint recognition system may also
include one or more global attributes such as finger orientation, core point location
and fingerprint class information [2]. Matching is done by comparing the reference
template and input minutiae sets. However, the minutiae might not be detected
completely sometimes due to poor image quality, and this might lead to low
matching performance [3].

On the other hand, the overall pattern or texture information of the fingerprint
could be extracted more reliably than minutiae approach, especially in low quality
images. The matching of the texture-based method is performed by comparing the
pattern information such as frequency and orientation features between the input
and template images. Gabor filters is the most popular fingerprint feature extrac-
tion method. Jain et al. [4] first proposed a filter-based algorithm to obtain both
global and local pattern of the ridges and valleys information of a fingerprint and
form a compact feature vector, w with length d by using a bank of Gabor filters.
For this purpose, a region of interest and center point for the fingerprint image,
called core point was determined. Then, the region of interest (ROI) was nor-
malized and tessellated around the center point into 80 sectors and the filter was
tuned with a preset mask size on the ROI in eight different directions, h 2

0�; 22:5�; 45�; 67:5�; 90�; 112:5�; 135�; 157:5�f g in order to filter out the noise and
capture the genuine local ridge and valley details and thus preserved the distinctive
information contained in a particular orientation in the image. The method showed
that the result was better than minutiae-based fingerprint recognition. However, the
computation load was high due to the need to achieve rotation-invariance for better
performance accuracy. Moreover, Ross et al. [5] found some problem with Jain
et al. method [4] in 2003. Their study in [5] explained that the circular tessellation
method that [4] used suffers from following problems: (1) a core point is not
always present and detectable in small-size image. (2) The method aligns the
fingerprint based on a single reference point, and is prone to errors in locating/
detecting the core point accurately. (3) The circular tessellation used in the method
does not cover the entire image. Moreover, if the core point were detected to be
close to the image boundary, the tessellation could cover only a very small portion
of the image. Due to the mentioned problem, Ross et al. [5] suggested to use
rectangular tessellation which covered the entire image with all the tessellated
cells having the same size. Ross et al. [5] believed this can be more robust than
circular tessellation as the fingerprint images were aligned using the overall
minutiae information as compared to [4] which only used one core point for
aligning the fingerprint images.
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In addition, Lee and Wang [6] proposed a scale and shift invariant represen-
tation method that made use of block wise Gabor filter response to directly extract
the fingerprint magnitude features from grey scale fingerprint image. The proposed
method achieved very low Equal Error Rate (EER) using k-Nearest Neighbour
(K-NN) classifier, even without any pre-processing [7]. However, it was only
tested on a small dataset with 192 inked fingerprints from 16 persons.

22.2 Proposed Method

In this research, we propose a method to extract fingerprint features by using
multi-resolution Histogram of Oriented Gradient (MHOG). Traditionally, Histo-
gram of Oriented Gradient (HOG) [8] has been used for object detection and
recognition purpose. The HOG descriptor captures gradient information that
characterizes the local spatial representation of a fingerprint image which takes
into account the local contrast and illumination changes. The study in [9] men-
tioned that HOG with proper pre-alignment of fingerprint outperformed Locally
Binary Pattern (LBP) and Gabor Filter.

In this paper, the fingerprint image is first enhanced using Short Time Fourier
transform (STFT) [10] to enhance appearance of the ridge quality of fingerprint.
On every fingerprint image, we extract the feature set from different resolution of
fingerprint representation. Specifically, MHOG is designed to isolate, analyze and
interpret the fingerprint ridge structure at different level of resolution, which we
believe will be able to improve the fingerprint recognition performance. Next, the
mean of the extracted feature set at different resolution levels will be determined to
form the final fingerprint feature vector for matching purpose. The detail of the
process is shown in Fig. 22.1.

22.2.1 Feature Extraction

In this work, we propose a multi resolution Histogram of Oriented Gradient
(MHOG) method to extract the fingerprint feature. The multi-resolution image

Fig. 22.1 Block diagram of the proposed method
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extraction using HOG can extract the feature in finer details and thus improve the
fingerprint recognition performance. The detailed implementation of the proposed
method is as below:

1. To obtain multi-resolution of the fingerprint representation, the original reso-
lution of the images is decomposed two times, which means we have 3 different
resolutions of a fingerprint image. The details of obtaining multi-resolution
image are as follow:

• Level 0 is the original resolution of the image, I0.
• Level 1 I1ð Þ and Level 2 ðI2Þ are ð100� ðn� 30ÞÞ% resolution size of the

In�1.
where n is the number of level.
2. HOG is implemented on each level of the image, I0, I1 and I2. I0, which is then

filtered using the following filter kernel Dx ¼ ½�1; 0; 1� and Dy ¼ ½�1; 0; 1�T.
The results of the filtering process are I0x ¼ I0 � Dx and I0y ¼ I0 � Dy. Then,
the filtered image I0x and I0y are divided into m number of overlapping cell. In
each cell, the calculation of the magnitude and angles (orientation) is per-
formed. The magnitude and angles (orientation) calculation is described as
follows,

• The magnitude of the gradient is calculated as

G0j j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I0x
2 þ I0y

2
q

ð22:1Þ

• The orientation, h of the gradient computed as,

h0 ¼ arctan
I0y

I0x

� �

ð22:2Þ

In this paper, the Rectangular HOG (R-HOG) is used to calculate the histogram
channels. Each fingerprint is divided into a set of rectangular cells to preserve
ridge continuity. The rectangular cells overlap half of their area, meaning that each
rectangular cell contributes more than once to the final feature vector [11]. The
magnitude G0 and orientation h0 are converted and represented by h number of
histogram bins to form feature vector, H0. This process is repeated 3 times for
I0; I1 and I2 to obtain H0, H1 and H2.

3. Next, H0, H1 and H2 are filtered using Gaussian function in order to suppress
high spatial frequency components of the image s, the detail of the imple-
mentation is described as follows,

fn x; y : sð Þ ¼ Hn x; yð Þ � Gðx; y : sÞ ð22:3Þ
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G x; y : sð Þ ¼ 1
2ps2

e�
x2þy2

2s2 ð22:4Þ

where G is a Gaussian low filter kernel, s is a scale. In this work we set the value of
s into 1.2 and x and y are the coordinates position.

4. Then, we take the mean of f0, f1 and f2 to obtain the final fingerprint feature, F.

F ¼ mean f0; f1; f2ð Þ: ð22:5Þ

22.3 Experimental Analysis

The experiment was performed using the standard FVC2002 DB1 [12] database.
The database consists of sample images from 100 different persons with 8 different
impressions per person. The total number of sample images used is
100 9 8 = 800 images. The size of each image is 176 9 176 pixels. Euclidean
distance and Support Vector Machine (SVM) were used as the matching methods
to evaluate the performance of the proposed method. The experiment was per-
formed on a PC with 2.5 GHz Intel I5 processor and 4 GB RAM and the pro-
gramming language used was MATLAB for simulation. The performance is
indicated by Equal Error Rate (EER) and Receiver Operating Curve (ROC).

22.3.1 Performance Comparison with Different Size of HOG
Rectangular Cell and Number of Histogram Bin

The experiments were conducted by examining the combinations of different
number of cells, m and number of histogram bins, h. Specifically, m = 36, 25 and
16, h = 9 and h = 12 were used or performance comparison and the result is
shown in Fig. 22.2. In this experiment, the Euclidean Distance was used as the
classifier method. The experiment reveals that the best and consistent result can be
obtained by setting m = 36 and h = 12 which yields 86.96 % of accuracy. This
setting, m = 36 and h = 12 is used for the rest of the experiment conducted in this
paper.

22.3.2 Performance Comparison of MHOG and Gabor Filter

Performance comparison was conducted to compare the proposed MHOG method
to the other two well-known methods in the literature, namely FingerCode
approach by Jain et al. in [2] and block Gabor Filter method in Lee and Wang [6].
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We validate that the proposed method outperform both Gabor Filter methods based
on Support Vector Machine (SVM) classifier. In this experiment, the cross vali-
dation was applied. The experiment for each set number of training was conducted
three times (3 observations). Each observation used different images as the training
sample. For example, first observed sample image number 1 and 2 as training, the
second observed image number 3 and 4 as training and the third observation used
image number 5 and 6 as training. In this experiment, we used linear SVM.
Figure 22.3 shows the result of the experiment using different number of training
set. From Fig. 22.3 we can conclude that the best result can be obtained by setting
the number of training set to 5 images per class, as we can obtain performance
accuracy of 97.57 % using MHOG method. Table 22.1 shows the detailed result of
the experiment using 5 images per class as the SVM training set. Figure 22.4
shows the ROC of the experiment.

Fig. 22.2 Result of
experiment using the
combinations of different
number of cells, m and
number of histogram bins, h

Fig. 22.3 Result of
experiment using SVM as
classifier with different
number of training set
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22.4 Conclusion

In this paper, we propose a method for fingerprint recognition by using multi-
resolution Histogram of Oriented Gradient (MHOG) to isolate and interpret
structures of fingerprint image in different resolutions for better performance
accuracy. The viability of the proposed method has been evaluated through the
experimental analysis on FVC2002 fingerprint databases and we find that the
proposed algorithm provides notable SVM classification accuracy in efficient time.

Acknowledgments This research was supported by Fundamental Research Grant Scheme
(FRGS) funded by the Ministry of Education Malaysia.

Table 22.1 Result of
experiment fingerprint feature
extraction using MHOG,
FingerCode and Gabor filter

Feature
extraction
method

Classification
method

Recognition
rate (%)

Feature extraction
and matching
time (s)

MHOG SVM 97.57 0.17
FingerCode [2] 95.83 0.22
Block Gabor

filter [6]
94.06 0.28

Fig. 22.4 ROC curves experiment fingerprint feature extraction using MHOG, FingerCode and
Gabor filter
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Chapter 23
A Phase Linearization Method for IF
Sampling Digitizer

Eric Chan

Abstract A digitally modulated signal has phase of the carrier modulated in
addition to amplitude modulation. If time domain measurement or demodulation
on the modulated signal is to be performed, the measurement system or receiver
must not introduce phase distortion onto the signal prior to measurement process.
Traditionally, receiver IF bandwidth is made sufficiently wide compared to the
signal bandwidth such that the desired signal spectrum falls within the linear phase
portion of the receiver’s IF response. This approach becomes impractical for new
multi-carrier modulation such as various OFDM schemes with signal bandwidth in
tens or even hundreds of megahertz. With limited digitizer sampling rate, the
digitizer front end response (RF ? IF ? anti-aliasing) cannot be made sufficiently
wide band to be presented as a linear phase channel to the received modulated
signal. As such, a post-ADC phase linearizing scheme is required before accurate
measurement of time-domain parameters of the signal can be performed. A design
procedure and algorithm is presented with simulated results of a derived phase
linearizing FIR filter compensating the nonlinear phase response of a 9th order
Chebyshev BPF.

Keywords Phase linearization � Phase compensation

23.1 Introduction

Measuring time domain characteristics of a modulated RF/IF signal is often
needed for troubleshooting transmitter and receiver. Such time domain charac-
teristics are RF pulse rise time, fall time, pulse droop rate, pulse width etc.
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Demodulation of such a signal in a receiver is also needed if measurement such as
EVM is desired. To perform measurements and demodulation of such signals, the
receiver must not introduce significant phase distortion or frequency varying group
delay onto the signal prior to measurement process. Unfortunately, such expec-
tation cannot be realized for signal bandwidth occupying significant portion of the
receiver IF bandwidth. A wide-band analogue front end with linear phase
throughout the entire band of interest is difficult to realize if not impossible. A
post-ADC, digital correction for phase distortion introduced to desired signal is
now made possible with high speed real-time DSP operation in FPGAs or ASICs.
What’s left is to devise a procedure to measure the phase distortion introduced by
RF front end and to design a digital compensation algorithm to remove the phase
distortion introduced onto the signal. This paper discusses a compensation algo-
rithm for phase distortion removal and its results, making assumption that the
function of phase distortion versus frequency of the digitizer front end is known
prior to correction.

23.2 Deriving Desired Compensation Response

23.2.1 Modeling a Front End Response for Phase Distortion

An IF sampling digitizer will have a band pass filter for IF filtering and anti-
aliasing filtering. In this study a theoretical 9th order Chebyshev band pass
response centered around 62.5 MHz is assumed to be the front end response of an
IF digitizer and is to be digitally compensated, serving as an example for all the
calculation in this paper. The filter transfer function can be written as:

T sð Þ ¼ b0
P9

n¼0
s2þx2

0
Bs

ffi �n ð23:1Þ

where b0….b8 are the coefficients calculated via standard filter table and filter
transformation procedure. The values of the coefficients are given in Table 23.1.

With aid of a computer program or software packages, the wrapped and
unwrapped phase function of the modeled front end can be calculated from
Eq. (23.1). What is left is to devise a mathematical procedure to linearize the phase
function via a digital FIR filter.

23.2.2 Nonlinear Phase FIR with Real Coefficients

Once the nonlinear phase of the front end is known (modeled), a FIR with phase
response which corrects for the phase nonlinearities of the front end is to be
obtained. We seek such a FIR with real coefficients for ease of implementations in
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FPGAs. A FIR with complex coefficients would require significantly more
resources to implement in FPGAs as compared to FIR with real coefficients. The
frequency response of a FIR is given by,

H xð Þ ¼
X

N�1

n¼0

h nð Þe�jxn ð23:2Þ

which can be re-written as,

H xð Þ ¼ e�jxM
X

N�1

n¼0

h nð Þe�jx n�Mð Þ ð23:3Þ

where M = (N - 1)/2.
For h(n) to have linear phase it must be either symmetric or anti-symmetric and

must be fully defined for t C 0 (causality). The need for linear phase h(n) to be
symmetric around (N - 1)/2 becomes obvious. For a FIR that corrects for phase
distortion, causality is still required desired h(n) must be neither symmetric nor
anti-symmetric in order for it to exhibit non-linear phase response. Exactly how
non-linear phase can be achieved by giving up symmetric (or anti-symmetric)
properties of h(n) can be made clear by realizing that h(n) can be thought of as a
combination of a symmetric sequence hs(n) and another anti-symmetric sequence
ha(n).

h nð Þ ¼ hs nð Þ þ ha nð Þ ð23:4Þ

Substituting hs(n) ? ha(n) into h(n) gives,

H xð Þ ¼ e�jxM
X

N�1

n¼0

hs nð Þe�jx n�Mð Þ þ
X

N�1

n¼0

ha nð Þe�jx n�Mð Þ

" #

ð23:5Þ

By symmetric properties of the sequences and by Euler’s equation,

H xð Þ ¼ e�jxM
X

M�1

n¼0

2hs nð Þ cos x n�Mð Þð Þ þ
X

M�1

n¼0

j2ha nð Þ sin x n�Mð Þð Þ
" #

ð23:6Þ

Table 23.1 Coefficients
values b0 = 0.00767667 b5 = 2.37811881 x0 = 6.250000e8

b1 = 0.07060479 b6 = 1.88147976
b2 = 0.24418637 b7 = 2.67094683
b3 = 0.78631094 b8 = 0.91754763
b4 = 1.20160717 B = 5.3407075e8
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Stating [(x) as the phase function we need for correcting the front-end phase
distortion, it is obvious that,

cos £ xð Þð Þ ¼
X

M�1

n¼0

2hs nð Þ cos x n�Mð Þð Þ ð23:7Þ

sin £ xð Þð Þ ¼ �
X

M�1

n¼0

2ha nð Þ sin x n�Mð Þð Þ ð23:8Þ

Depending on how £ xð Þ is known (numerically or analytically), various
methods can be used to obtain hs(n) and ha(n). Frequency sampling [1], Remez
exchange [2] and multi-dimensional optimization are few options available.
Complexity and difficulty in implementing Remez exchange and optimization
methods are challenges which test and calibration engineers encounter when
developing test and calibration software and setup. Frequency sampling design
method while not the most efficient in terms of resulting filter length, is being used
here for be ease of implementation in a test and calibration system.

23.2.3 Deriving the Linearizing Function £ xð Þ

The unwrapped phase function shown in Fig. 23.1, has points with fast changing
slopes at both regions close to the ends. These regions are outside the pass band
where signal components are attenuated by the front-end. Points with fast
changing slopes can be replaced with points with slow changing slope, as shown in
Fig. 23.2, to minimize rippling in the synthesized linearizing phase response. The
resulting curve is actually a sum of linear function and non-linear function. The
non-linear portion of the function represents the phase to be subtracted during

Fig. 23.1 Wrapped phase and unwrapped phase of the front-end
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digital compensation. Linear regression can be carried out on points of the curve to
extract the value of slope and intercept of the linear phase function. In this
example, the linear phase function is calculated to be -1.878f - 3.377. After the
linear phase portion is being subtracted from the modified phase curve, whatever
left is the non-linear portion which is to be further removed by the linearizing
filter. Hence £ xð Þ is found and in this example £ xð Þis shown in Fig. 23.3.

23.2.4 Calculating Phase Linearizing FIR Coefficients

In this example, 101-tap, odd length filter is assumed. As such, the filter coeffi-
cients can be calculated via frequency sampling formulas below,

Fig. 23.2 Modifying phase function outside the frequency band of interest

Fig. 23.3 Target phase response of the phase linearizing filter
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hs nð Þ ¼ 1
N

X

L

k¼1

2 cos PhaseShiftkð Þ cos
2pk

N
n� Lð Þ

� �� �

þ cos PhaseShift0ð Þ
" #

ð23:9Þ

ha nð Þ ¼ 1
N

X

L

k¼0

2 sin PhaseShiftkð Þ sin
2pk

N
L� nð Þ

� �

" #

ð23:10Þ

The frequency response of the phase linearizing filter is given by.

J xð Þ ¼
X

N�1

k¼0

hs nð Þ þ ha nð Þð Þe�jxk ð23:11Þ

The residual phase distortion after the application of the synthesized phase
linearing filter can then be calculated and shown in Fig. 23.4. In this example, the
residual phase error within the band of interest is less than 1�.

23.3 Conclusion

Synthesizing a non-linear phase real FIR requires a set of non-symmetric filter
coefficients. Breaking up the coefficients into of symmetric and anti-symmetric
coefficients allows separate synthesis of real and imaginary parts of the linearizing
filter frequency response. By careful shaping of front-end phase function at the
stop bands, the synthesized phase linearizing filter can have phase response that
minimizes the overall system phase distortion.

Fig. 23.4 Residual phase distortion after application of phase linearizing filter
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Chapter 24
Driving Circuitry of Complementary
Metal Oxide Semiconductor (CMOS)
Area Image Sensor for Optical
Tomography Instrumentation System

Suhaila Mohd Najib, Mariani Idroas and Muhammad Nasir Ibrahim

Abstract Process tomography is a system that can be used to visualize the exact
behavior of internal flow in any process. An optical tomography system can safely
reconstruct images of the internal flow in non-intrusive and non-invasive sensor.
The optical sensor used in the optical tomography system is the most critical part
that determines the accuracy and reliability of the system. Therefore, a comple-
mentarymetal oxide semiconductor (CMOS) area image sensor is used in the
developed optical tomography system, in order to produce a high resolution image
without disturbing the process flow. This paper describes the development of the
driving circuitry system to test the performance of the monochrome CMOS area
image sensor.

Keywords CMOS area image sensor � Optical tomography

24.1 Introduction

Various types of optical tomography systems have been designed for process
tomography. These systems involve the implementation of optical waveguide
detector [1], photodiode [2], optical fiber sensor [3], and charged couple device [4].
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Nowadays, with the existence of the advance technology, it can provide an optical
tomography system with higher capability to produce a simple and smaller circuit
size, high resolution image, high performance system, all at a low cost.

The main purpose of this project is to minimize the complexity of optical
tomography system as well as increasing the resolution of the reconstructed image
by implementing the new optical sensor which is the Complementary Metal Oxide
Semiconductor (CMOS) area image sensor. Other than that, advanced technology
provided by the microcontroller allows us to develop a simple but complete optical
tomography system with a reasonable cost. Referring to previous researches, the
usage of incredibly fast and powerful a well-known microprocessor, which is the
Digital Signal Processor (DSP), made the optical tomography system simpler, with
lower cost and competitive in performance where the microprocessor itself acts as
a Data Acquisition System (DAS) [3]. The research is similar to Pearson (2009)
where the author developed a system to detect and separate defected grains with
the combination of a CMOS colour image sensor and a Field-Programmable Gate
Array (FPGA) without the need of an external personal computer to execute image
processing in real-time [5]. Additionally, Idroas (2004) investigated the advanta-
ges of Charge Coupled Device (CCD) to replace the previous optical sensor where
it produces a high resolution image [4].

The overall aim is to assist in understanding the system in order to realize the
potential of using CMOS area image sensor together with microcontroller, in order to
produce a non-invasive and non-intrusive tomographic imaging of process industry.

24.2 Hardware Design

A typical process tomography system consists of three basic parts, which are the
sensor, the conditioning circuit and the display unit [6]. The sensor is the most
critical part as it will examine closely the process where it will affect the accuracy
of the system.

Figure 24.1 shows the block diagram of the developed optical tomography
system. There are four main elements in the system—the lighting system, the
measurement section, the microcontroller module and the image reconstruction
system. When the collimated laser light propagates through the measurement
section, it will strike the CMOS area image sensor. The outputs from the CMOS
area image sensor are formed where each pixel of the sensor contains its own
photodiode, an Analog-to-Digital converter (ADC) and an active amplifier. The
output is captured, sampled and transferred to a personal computer through the
microcontroller based DAS where SD card as a temporary data storage. Finally,
the output sensor data will be used in MATLAB software to obtain the internal
properties inside the process vessel and the image will be constructed using the
Inverse Problem method. In this paper, we will only focused on developing
the driving circuit for CMOS area image sensor before it is being captured by the
microcontroller.
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Figure 24.2 shows one projection of the optical tomography system, where the
collimated laser illuminated an object in a pipe and the shadow of the object is
casted in front of the CMOS area image sensor. Figure 24.3 shows the mono-
chrome CMOS area image sensor Model MT9M001C12STM used in the system.
The CMOS area image sensor generates a stream of pixel data activated by
LINE_VALID and FRAME_VALID signals. The active pixel array is configured
as 1,280 columns by 1,024 rows which produced 1.3 Megapixels area image. One
pixel of the image sensor has a size of 5.2 micron by 5.2 micron, and it is formed
in 10 bits digital output. When the image is read out from the sensor, it is being
read one row at a time starting with the first pixel read out-pixel (16, 8) which is in
the top left corner of the image sensor (see from FRONT).

Figure 24.4 illustrates the driving circuit for the CMOS area image sensor
which oscillates at 1.5 kHz. The 10 bits output data from the CMOS area image
sensor are connected to the 10 bits Digital to Analog converter (DAC) which is
designed based on R/2R resistors network. The output of the DAC is amplified
using operational amplifier LM741. The DAC is used in order to get the general
view of the monochrome CMOS area image sensor output. The output of the op-
amp will be equivalent to the weight of the binary number on lines D0-D9.

24.3 Result and Discussions

Several experiments with various conditions were conducted to verify the per-
formance of the circuit. The verification was done by testing the performance of
the CMOS area image sensor with two (2) modes, which are the row mode and
frame mode. For row mode, it involves five different conditions of obstacles which
are (a) fully opened, (b) fully blocked, (c) partially right blocked, (d) partially left
blocked, and (e) vertically center blocked. For the frame mode, the experiment was
conducted with six different conditions: (a) fully opened with void area, (b) cen-
trally blocked with void area, (c) partially left blocked with void area, (d) partially
lower blocked, (e) partially upper blocked, and (f) horizontally center blocked. The
results for each experiment are shown in Figs. 24.5 and 24.6.

Fig. 24.1 Block diagram of the optical tomography system
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Fig. 24.2 The arrangement inside of the one projection

Fig. 24.3 Back and front image of MT9M001C12STM

Fig. 24.4 Driving circuit of the CMOS area image sensor
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All experiments were done in controlled ambient light to allow high perfor-
mance of the sensor and to avoid it being saturated. The experiment pictures show
the back of the image sensor which was covered by the obstacle. The output data is
synchronized with the PIXCLK and it is used to sample the data. When the
LINE_VALID is HIGH, one pixel datum is output at every PIXCLK period. When
FRAME_VALID is HIGH, one frame of data was completely sampled.

The monochrome CMOS area image sensor produces an output data with
periodic pattern of nearly ground potential when it was blocked from light. When
the image sensor is fully exposed to the light, the output pattern will be high. By
referring to Fig. 24.5c, the CMOS image sensor was partially left blocked (seen
from back). The waveform consists of the LINE_VALID signal that showed a

Condition Output Waveform

(a)

(b)

(c)

(d)

(e)

LINE_VALID

LINE_VALID

LINE_VALID

LINE_VALID

LINE_VALID

Dout

Dout

Dout

Dout

Dout

Fig. 24.5 Output data for row mode
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Condition Output Waveform
(a)

(b)

(c)

(d)

(e)

(f)

LINE_VALID

Dout

LINE_VALID

LINE_VALID

FRAME_VALID

FRAME_VALID

FRAME_VALID

Dout

Dout

Dout

Dout

Dout

Fig. 24.6 Output data for frame mode

210 S. Mohd Najib et al.



complete one output row, where the output data produced high voltage for the first
half of the row.

In Fig. 24.6a–c, the area covered by the black card is considered as a void area.
The purpose of these cases is to identify the output data when the CMOS area
image sensor is exposed to a small area. For Fig. 24.6d–f, the cases show the
output voltage attribute for the complete frame by referring to the FRAME_VA-
LID signal. For example in Fig. 24.6d, when the CMOS area image sensor was
partially blocked, the output image sensor produce almost ground voltage at the
last half frame.

24.4 Conclusion

Then experiment was done to ease our understanding on the CMOS area image
sensor outputs were being sampled. For this reason, in future system development,
we will use the digital output from the CMOS area image sensor directly to the
microcontroller. A CMOS area image sensor has a high potential of producing a
high resolution reconstructed image as it has 1.3 Megapixels resolution with a
pixel size of 5.2 lm2. Moreover, the cost of an optical tomography system can be
reduced since the CMOS area image sensor provides a digital output which is
ready for image processing without extra circuitry needed.
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Chapter 25
A Novel Technique for Mammogram
Mass Segmentation Using Fractal
Adaptive Thresholding

P. Shanmugavadivu and V. Sivakumar

Abstract Digital mammogram is emerged as a most reliable screening technique
for the early diagnosis of breast cancer and it paves an opportunity for researchers
to develop novel algorithms for computer aided detection. Presence of clusters of
microcalcifications as masses in mammograms is an important early indication of
breast cancer. Fractal geometry is an efficient mathematical approach that deals
with self-similar, irregular geometric objects called fractals. As the breast back-
ground tissues have high local self-similarity, which is the basic property of
fractals, a new fractal method is proposed in this paper for the detection and
segmentation of circumscribed masses from mammograms. The median filtering,
label removal and contrast enhancement are done as pre-processing measures
which makes the process of segmentation of masses, easier. The proposed tech-
nique then segments the circumscribed masses using Fractal adaptive thresholding
with the application of morphological operations. This Fractal based mammogram
mass segmentation is able to produce encouraging results that substantiate the
merit of the proposed technique.

Keywords Fractal dimension � Median filtering � Mammogram � Thresholding �
Image segmentation

25.1 Introduction

The application of Digital Image Processing (DIP) in Medical Image Processing
has gained a popular momentum in the diagnosis of medical images. Image seg-
mentation, an element of DIP that deals with subdividing an image into its
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constituent regions or objects, is a highly demanding goal in health diagnosis.
Accurate and simple segmentation results help to capture the necessary vital
objects/regions of interest with respect to a given property and ignore the insig-
nificant details of an image [1, 2].

Breast Cancer is one of the most significant causes of fatality among all cancers
for women in both developed and developing countries. In India, a death rate of
one in eight women has been reported due to breast cancer [3–6]. Recently
mammography has emerged as the most effective, low cost and reliable method
used for the early detection of breast cancer and other abnormalities in the breast
tissues. According to the radiologists’ version, a patient is declared to have breast
cancer if certain types of masses or calcifications which appear as small white
specks are identified in the mammogram [7–10]. Fractal-based techniques are
applied in mammogram segmentation as the breast tissues are found to possess
self-similar property of fractal objects and in the proposed technique it is used for
the segmentation of masses from mammograms [11–14]. Fractal dimension, an
important characteristic of fractal objects, has got wider applications in the fields
of image segmentation and shape recognition [15–22].

In this paper, Sect. 25.2 describes the basics of fractal dimension, Median
filtering and morphological operators. Section 25.3 presents the computational
methodology of the proposed mass segmentation. The results and discussion are
presented in Sect. 25.4 and the conclusions are drawn in Sect. 25.5.

25.2 Techniques Adopted in the Present Work

25.2.1 Fractal Dimension

Self-similarity is defined as a property, where a subset is indistinguishable from
the whole, when magnified to the size of the whole. Fractals are of rough geo-
metric self-similar and irregular shapes which can be subdivided in parts, each of
which is reduced to similar of the whole [15, 16]. Fractal objects are characterized
by their Fractal dimension (defined as D) which is an important characteristic of
fractals as it has got information about their geometric structure. In Euclidean
n-space, the bounded set X is said to be self-similar when X is the union of Nr

distinct non-overlapping copies of itself, each of which is similar to X scaled down
by a ratio r. Fractal Dimension D of X can be derived from the relation [15], as

D ¼ logðNrÞ
log 1

r

ffi � ð25:1Þ

The application of fractals in the present work facilitates for an effective mass
segmentation because the masses are well separated in the image using fractal
adaptive thresholding and therefore promises an easier and more robust
segmentation.
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25.2.2 Median Filtering

Order statistic filters are non-linear spatial filters whose response is based on
ordering the pixels contained in an image neighbourhood and then replacing the
value of the center pixel in the neighbourhood with the value determined by the
ranking result. The best-known order statistic filter in digital image processing is
the median filtering technique which corresponds to the 50th percentile [1, 2]. The
median filter compares each pixel in the image to its surrounding neighbour pixels
and classifies pixels as noise. Then these noise pixels are replaced by median pixel
value of the neighbourhood pixels. The approach of Median filtering is a useful
tool to smoothen the image and to reduce the excessive distortions such as thinning
or thickening of object boundaries. Median filtering helps to remove the digiti-
zation noise and high frequency components from the mammography images.

25.2.3 Morphological Operators

The mathematical morphology is used as a tool for extracting image components
that are useful in the description and representation of region shapes in an image
[1]. In digital morphology, a small pattern or shape, which is known as structuring
element, probes the image. The morphological operations used in the present paper
are dilation, erosion, opening and reconstruction. For the dilation operation, the
area around a pixel is set as the structuring element and the original object is
allowed to grow larger. Erosion is an operation on the image in which the pixels
matching the structuring element are deleted. Opening is an important morpho-
logical transformation created as a result of erosion followed by dilation. Opening
with the structuring element is used to eliminate specific image details smaller than
the structuring element. Reconstruction is a morphological transformation which
makes use of one image that contains the starting points for transformation and
other image to constrain the transformation with the help of structuring element that
defines connectivity. The definitions of these operations are dependent on the image
types, such as binary, gray level or color of the image being processed [1, 2].

25.3 Methodology

The proposed technique initially finds the fractal dimension, D by differential box
counting method, for an input mammogram image I, using Eq. (25.1). Then fractal
Hurst H is calculated by finding difference between D and the dimension value of the
image. Also statistical measure standard deviation S is found out for the image. Now
two fractal thresholding values T1 and T2 are formulated by calculating
T1 = (H*H)/S and T2 = (H/S)*D. Filtering is then applied on the image I using
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median filtering technique to acquire IFM. Then the film artifacts such as labels and
x-ray marks are removed from IFM by making the pixels as ones whose intensity
values are greater than fractal thresholding value T1 and else pixels as zeros along
with the usage of morphological operations to produce the image ILABEL. Further, the
label removed image ILABEL is enhanced, in order to increase the variation in
brightness and to improve the computational consistency, by framing a look up table
with respect to intensity value ranges and converting the values in ILABEL based on the
look up table to acquire IE, thus increasing the contrast of the filtered label removed
image. Now, the mass is detected from IE by considering only those pixels whose
intensity values are greater than the Fractal thresholding value T2 which is repre-
sented by the image IDETECT. Application of morphological operations dilation,
erosion and reconstruction again on the image IDETECT suppresses the pectoral
muscle and results in the final segmented mass image IMASS from the input mam-
mogram image.

The algorithm for the above methodology is given as follows.

Algorithm: Segmentation of masses from mammogram
Aim: To segment the masses from mammogram
Input: A 2-Dimensional mammogram image, I
Output: Segmented mass from mammogram

Stage 1: Computation of Fractal Thresholding
1: Read a 2-D input mammogram image I.
2: Cover the image with boxes of size r.
3: [X, Y] / IMSIZE [I].
4: If X [ Y then r / X; Else r / Y.
5: Let min. and max. gray levels of the image fall in k and l box respectively.
6: Calculate nr(i, j) = l - k ? 1 where nr(i, j) is the contribution at the (i,j)th grid.
7: Find Nr =

P

nr(i, j), where Nr is the summation of nr with respect to r.
8: Compute fractal dimension D using Eq. (25.1).
9: Calculate standard deviation S for I.
10: Calculate fractal Hurst H = D-2.
11: Formulate Fractal thresholding values using H and S, by (i) T1 = (H*H)/S and

(ii) T2 = (H/S)*D.
Stage 2: Preprocessing of I (Filtering, Label removal and Enhancement)
12: Filter the input image I using median filtering to acquire IFM.
13: Mark all the intensities of IFM such that IFM(i, j) [ T1 into ILABEL to acquire

the label removed image.
14: Enhance the image ILABEL to IE by framing a look up table.
Stage 3: Detection and Segmentation of Masses in I
15: Mark all the intensities of IE such that IE(i, j) [ T2 to IDETECT.
16: Dilate, Erode and reconstruct the image IDETECT to suppress the pectoral

muscle and to produce the final segmented mass image IMASS.
17: Stop.
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The above methodology is represented diagrammatically in block diagram in
Fig. 25.1.

25.4 Results and Discussion

The presented procedure is implemented using Matlab 7.8. To ascertain the merits
of the proposed method, experiments are conducted on different mammogram
images collected from the Mini-Mammographic database of the Mammographic
Image Analysis Society from the Pilot European Image Processing Archive
(PEIPA) [23] at the University of Essex and the proposed algorithm is tested on
over thirty mammograms with circumscribed masses. Since mammograms are
medical images that are difficult to interpret, a preprocessing stage for mammo-
grams is required to improve the image quality in order to make the segmentation
results more accurate. Hence, according to the principle of the proposed meth-
odology, as a preprocessing step, initially the input image has been filtered using
median filtering. Then, the labels are removed from filtered image by considering
only those pixels whose intensity values are greater than the fractal thresholding
value T1 and further by applying morphological erosion operation. Further, con-
trast enhancement is done for the label removed image by forming a look up table
with respect to intensity value ranges and converting those values based on the
look up table.

For illustrative purpose, the results of 4 mammograms (mdb010.pgm,
mdb025.pgm, mdb028.pgm and mdb132.pgm) with circumscribed masses are
depicted in Fig. 25.2a1–f1, a2–f2, a3–f3, a4–f4, a5–f5 and a6–f6 respectively. The
original image, median filtered image, label removed image and the contrast

Fig. 25.1 Block diagram for computational methodology of mass segmentation
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(a1) (a2) (a3)                              (a4)

(b1)        (b2) (b3) (b4)

(c1)        (c2) (c3) (c4)

(d1)        (d2)                          (d3)                          (d4)

(e1) (e2)                               (e3)                      (e4)

(f1)        (f2)                        (f3)                        (f4)

Fig. 25.2 Original image of a1 mdb010.pgm, a2 mdb025.pgm, a3 mdb028.pgm and a4
mdb132.pgm. b1–b4 Median filtered image of a1–a4. c1–c4 Label removed image of b1–b4. d1–
d4 Contrast enhanced image of c1–c4. e1–e4 Detected image of d1–d4; f1–f4 Final segmented
mass from e1–e4
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enhanced image for the input mammograms are depicted in Fig. 25.2a1–a4,
b1–b4, c1–c4 and d1–d4 respectively. Now, the mass is detected from the contrast
enhanced image by taking into account only those pixels whose intensity values
are greater than the Fractal thresholding value T2 and the final mass segmentation
is achieved by suppressing the pectoral muscle in the detected image with the
application of morphological dilation and erosion operations along with mor-
phological reconstruction operation. The detected image and the final mass seg-
mentation results are shown in Fig. 25.2e1–e4 and f1–f4 respectively. The
segmentation results clearly indicate that this proposed technique using Fractal
dimension based adaptive thresholding is proved to be accurate in the segmenta-
tion of mass from a digital mammogram.

25.5 Conclusion

A novel fractal oriented mammogram mass segmentation method is designed and
presented in this paper that enables the early detection of breast tumor. The
obtained results over various mammograms with circumscribed masses from
miniMIAS database have justified the merit of this method. Moreover, the results
indicate that the presented technique can facilitate and assist the radiologists in the
early diagnosis of breast cancer. As a future scope the proposed fractal based
method can also be used for the classification of those detected masses into either
as benign or malignant.
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Chapter 26
Vehicle Classification Using Visual
Background Extractor and Multi-class
Support Vector Machines

Lee Teng Ng, Shahrel Azmin Suandi and Soo Siang Teoh

Abstract This paper describes a method to classify vehicle type using computer
vision technology. In this study, Visual Background Extractor (ViBe) was used to
extract the vehicles from the captured videos. The features of the detected vehicles
were extracted using Histogram of Oriented Gradient (HOG). Multi-class Support
Vector Machine (SVM) was used to recognise four classes of images: motorcycle,
car, lorry and background (without vehicles). The results show that the proposed
classifier was able to achieve an average accuracy of 92.3 %.

Keywords Vehicle classification � Visual background extractor � Support vector
machines � Histogram of oriented gradient

26.1 Introduction

Vehicle classification system has become more important for several purposes
such as transportation planning for traffic operation and pavement design [1]. A
system that able to classify and keep track of vehicle patterns and volumes is
required, due to considerable differences in size, weight, and performance between
light and heavy vehicles [2]. It is also important to have vehicle data collection for
safety purposes due to the high percentage of fatal accidents involving heavy
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vehicles [1]. Moreover, road wear is affected by loading or weight of the vehicles
and traffic flow [3]. Hence, varieties of traffic monitoring systems are appearing to
solve these problems.

There are many methods have been developed to detect vehicles. These
methods can be classified into two: intrusive and non-intrusive [4]. Sensors of
intrusive methods need to be installed directly to the pavement surface [4]. Among
these methods, one of the most conventional intrusive methods in determining the
type of vehicle is through the counting of vehicles’ axles number using inductive
loop detectors [1]. However, the pavement life decreases when the road is dug for
installation. These will cause delay and further disruption to the traffic.

On the other hand, there is no hard installation of sensors on the road surface for
non-intrusive methods [4]. These sensors normally mounted overhead or on the
roadside. These methods can be further classified into two: imaging and non-
imaging methods. Non-imaging method includes magnetic field sensors, active
and passive infrared sensors, microwave radar, passive acoustic array sensors and
ultrasonic sensors [4]. However, these methods have low spatial resolution and
slow scanning speed compared to imaging method. Moreover, the cost of the
imaging method is the lowest among non-intrusive methods [5].

This paper proposes a vehicle classifier based on the Multi-class Support Vector
Machines (SVM). The classifier uses uncalibrated video images. It classifies an
image into one of the following four categories: motorcycle, car, lorry and non-
vehicle. Visual Background Extractor (ViBe) is used to detect moving object in the
captured video, while Histogram of Oriented Gradient (HOG) technique is used to
extract the features of the collected images for the classification.

The paper starts by the description of the related works in Sect. 26.2, while
Sect. 26.3 describes the methodology of our approach. Then in Sect. 26.4, the
experimental results are presented and discussed. Finally, a conclusion is given in
the last section.

26.2 Related Works

26.2.1 Detection of Moving Object

In surveillance system, background subtraction is often used to extract the moving
object from the video frames [6]. Several methods have been developed in this
matter, where the current frames will be compared to at least one reference frame
(background) to detect the moving object [6]. Simple methods, such as frame
differencing, mean filter, median filter, used a single background model to extract
the moving object. However, these methods would fail if the background is
bimodal or contained slow moving object. These problems could be solved using
multi-modal background model as the reference frame. A multi-modal background
modelling method that frequently used in extracting moving objects, namely
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Gaussian Mixture Model (GMM) [7], used three to five modals to represent the
background and foreground model. Recently, Barnich and Van Droogenbroeck [8]
proposed a more robust multi-modal background subtraction method compared to
the other state-of-the-art methods, namely visual background extractor (ViBe). It
was proven to outperform other tested background subtraction algorithms in term
of classification score and speed.

26.2.2 Object Classification Methods

Once the moving objects are detected using background subtraction methods, it is
important to identify the detected objects. There are a lot of techniques for object
classification. One of the earliest approaches used for vehicle classification is
template matching [9]. Generally, this approach uses a metric distance as the
similarity measure. Neural networks are a popular classifier. It consists of a
massive amount of simple processors with many connections. In neural networks
system, sequential training procedures are used to learn complex nonlinear input–
output relationships and it is able to adapt itself to the data [9].

26.3 Proposed Method

The proposed vehicle classification process consists of three successive steps:
moving object detection (ViBe), feature extraction (HOG) and pattern classifica-
tion (SVM). Before the classification process, a large number of positive training
images are collected using ViBe and labelled as either motorcycle, car or lorry,
while the negative or background images were manually collected from the cap-
tured videos. The HOG features of the labelled images are extracted and used to
train the multi-class SVM classifier. The trained multi-class SVM model will be
used as the classifier in this system.

26.3.1 Visual Background Extractor

ViBe is used as the moving object detection algorithm in this study due to its
robustness and speed [8]. This method used N background samples for each pixel
and these samples are randomly selected to be updated in 1// chances when the
corresponding pixel is detected as background. Besides, the neighbouring pixels of
the detected background will also be randomly selected for update with the
detected background’s value. This is to recover from the deadlock cases when
foreground pixels were wrongly classified as background. Euclidean distance
algorithm with R threshold on the current pixel to background models’ pixels was
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performed to determine whether a pixel should be classified as a foreground or
background. Once #min number or more of the background models’ pixel values
were matched with the current pixel, the corresponding pixel is determined as the
background. The sensitivity of this system is determined by #min/N value (the
higher this value, the more sensitive the system will classify a pixel as foreground).
In this study, the values of parameters N, /, R and #min used were 20, 16, 20 and 2,
respectively. In literature, these parameters setting yield excellent results in every
situation [8].

26.3.2 Histogram of Oriented Gradient

Dalal and Triggs [10] proposed HOG features for human detection. The imple-
mentation of these features extraction is achieved by scaling the segmented images
into 32 9 32 pixels images. Then, each image is divided into 16 cells (8 9 8
pixels each) and 9 overlapping are blocks formed with 2 9 2 neighbouring cells
[11]. Gradient’s orientations for each pixel in the blocks are calculated as the
features. The horizontal and vertical gradients are calculated using Eqs. (26.1) and
(26.2) respectively, while the gradient orientation, h(x, y), is calculated using the
Eq. (26.3):

dx ¼ I xþ 1; yð Þ � Iðx� 1; yÞ ð26:1Þ

dy ¼ I x; yþ 1ð Þ � Iðx; y� 1Þ ð26:2Þ

where dx and dy are horizontal and vertical gradients respectively; I(x, y) is the
pixel intensity value.

h x; yð Þ ¼ tan�1ðdy

dx
Þ ð26:3Þ

These orientations are quantised into a predefined number of bins. A histogram,
which represents the number of pixels that fall on the specific bin’s range, for each
block is calculated and used as the feature vector for classification. Increasing the
number of bins would increase the accuracy but this would also cause the pro-
cessing time to increase drastically [12]. According to [12], vehicles classification
using SVM on HOG with 8 bin features provides good results (90.8 %) and
processing time at 22.61 ms. Hence, this configuration of HOG will be used in this
study.
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26.3.3 Multi-class Support Vector Machines

SVM is frequently used in pattern recognition with good accuracy [9]. This
classifier finds a hyperplane (in the higher dimensional space) to classify the data.
It is originally used for binary classification (two-class classifier). Radial Basis
Function is used as kernel function since it has fewer numerical difficulties and can
handle nonlinear relationship between class labels and its attributes.

There are a few methods for multi-class classification using SVM such as ‘‘one-
against-one’’ and ‘‘one-against-all’’ methods proposed by Hsu and Lin [13]. It was
reported that the former is more suitable for practical used as this method is faster
than the latter in training and testing time. Hence, in this study, multi-class SVM
using ‘‘one-against-one’’ is used to classify the four targeted classes. For this
method, each pair of the classes is trained and forms n(n-1)/2 classifiers, where
n is the number of classes. Voting with ‘‘Max Wins’’ strategy is used for classi-
fication, where the most voted class will be selected. This multi-class SVM was
run using Support Vector Machine software library (LIBSVM) developed by
Chang and Lin [14].

26.4 Experimental Results

In order to get some pre-recorded video streams, a digital camera was set on a
flyover by using a tripod. The training and testing images, which consist of
motorcycle, car, lorry and background, are segmented using ViBe from the
recorded video streams and used for vehicle classification. 2,400 images (600
images for each class) are used for training purpose. For classifier testing, 100
images for motorcycle, 100 images for car, 100 images for lorry and 100 images
for background are used. Figure 26.1 shows some of the ViBe’s output images
used for vehicle classification. From Table 26.1, the results show that the classi-
fication of lorry has lowest accuracy (82.0 %) compared to motorcycle (99.0 %),

Fig. 26.1 Examples of images used in classification (ViBe’s output images for three different
vehicles’ classes and manually segmented background images): from top left motorcycle, lorry,
car and background
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while car and background have 97.0 and 91.0 %, respectively. Lorry has lowest
accuracy as there were more variations of lorry’s appearance compared to other
tested classes, while the similarity of appearance for all motorcycle yields almost
perfect results in this experiment.

However, there is also another factor that caused false classification in the
proposed system. Figure 26.2 shows the images that were falsely classified. The
first two images from left are classified incorrectly as motorcycle, while the others
are classified as lorry. These images were cropped together with the shadow as
ViBe detects the moving objects without excluding the shadow. This caused
confusion to the classifier in this system. Nevertheless, the proposed vehicle
classification system is still able to achieve 92.3 % detection rate even without
shadow removal algorithm as the training and testing data are collected during the
same time of day. Performance of the system is expected to improve by adding
shadow removal stage before the feature extraction.

26.5 Conclusion

In this paper, a vehicle classification system based on ViBe (moving object
detector), HOG (feature extraction) and Multi-class SVM (classifier) has been
implemented and evaluated for multiclass vehicle classification. The average
classification accuracy of the targeted four object classes (motorcycle, car, lorry
and background) is 92.3 %. As future works, n-fold cross validation method could
be implemented to improve the classification accuracy. Furthermore, the effect of
shadow removal (before feature extraction) on the classification accuracy will also
be investigated. In fact, there are more types of vehicle classes found on road that

Table 26.1 Results of vehicle classification

Type of classes Rate for classification

Total number of test images Number of correct classification Accuracy (%)

Motorcycle 100 99 99.0
Car 100 97 97.0
Lorry 100 82 82.0
Background 100 91 91.0
Total 400 369 92.3

Fig. 26.2 False classification of SVM due to shadow
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have been ignored in this study, such as van, multi-purpose vehicle, sport utility
vehicle and bus. If these vehicle classes are to be included, a more complex
classifier is needed.

Acknowledgments Specially thanks to Chih-Chung Chang and Chih-Jen Lin for sharing LIB-
SVM, which contributed greatly to this study.
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Chapter 27
A Robust Fuzzy-Based Modified Median
Filter for Fixed-Value Impulse Noise

P. Shanmugavadivu and P. S. Eliahim Jeevaraj

Abstract This paper describes the development of Fuzzy-based Modified Median
(FMM) filter which uses a simple membership function for fuzzification of
intensity values of the corrupted image using which noise detection is performed in
the order of a 3 9 3 overlapping sliding window. If the central pixel of the
window is found corrupted, this filter computes four different medians on its
neighbourhood pixels using which the filter estimates the original value of the
corrupted pixel. This filter has produced higher Peak Signal-to-Noise Ratio
(PSNR) and Mean Structural Similarity Index Matrix (MSSIM) values comparable
with other high performing median-based fixed-value impulse noise filters. The
added advantage of the filter is its reduced computational speed and complexity.
This filter provides denoising solutions to the application domains like Document
Imaging, SEM and TEM images wherein the images are often corrupted with
fixed-value impulse noise.

Keywords Image restoration �Median filter � Noise detection � Noise correction �
Highly corrupted image � Fuzzy systems

27.1 Introduction

Image Restoration aims to restore the quality of the images corrupted due to
bluring and noises. Noise, the unwanted/undesirable information distributed across
an image is categorized based on mathematical/statistical model. Impulse noise
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commonly creeps into an image due to the limitations of the capturing/transmis-
sion devices and undesirable atmospheric conditions during acquisition and
transmission [1, 2].

As per the recent literature, noise filters are being developed to adaptively
suppress noise either linearly or non-linearly. The Standard Median (SM) filter that
works on the noisy images replaces the central pixel of a subimage which is
assumed to be corrupted, by the median of its neigbourhood pixels [2]. This
principle forms the basis for all median-based filters. The Center Weighted Median
(CWM) filter assigns weightage to central pixel while finding median and replaces
the center pixel with the computed median [3]. Iterative Median Filter applies
median filtering technique iteratively which is more powerful than SM and CWM
[4]. Signal Dependent Rank Order Median (SDROM) Filter focuses on the false
signals and replaces those signals, based on their neighbouring true information,
[5]. Researchers move towards the Switching median filters like Progressive
Switching Median (PSM) filter and Tri State Median (TSM) filter which use the
optimum thresholds for noise detection as well as correction [6–10]. Adaptive
median based denoising techniques and PDE-based Filters are proved to be
effective than classical linear and non-linear filters [11, 12]. Fuzzy systems provide
freedom to frame the problem-specific rules and inferences, which are computa-
tionally simple.

The FMM filter presented in this paper uses fuzzy rules for noise detection and
Median-based intensity estimation for noise correction. The fixed-value impulse
noise model is explained in Sect. 27.2 and the algorithmic description of Fuzzy-
based Modified Median Filter is detailed in Sect. 27.3. The results and discussion
is presented in Sect. 27.4 and the conclusion in Sect. 27.5.

27.2 Noise Model

Fixed-value impulse noise is a type of impulse noise that assumes either mini-
mum or maximum intensity value of the dynamic range of image and the per-
centage of distribution is evenly divided by those two intensities. The probability
distribution of fixed-value impulse noise of p % in a corrupted image I0 is
described as:

I0 ¼
0 with probability (p/2) %
255 with probability (p/2) %
Ui;j with probability ð1� pÞ%

8

<

:

ð27:1Þ

where Ui,js are the uncorrupted pixels in I0 [11].
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27.3 Fuzzy-Based Modified Median Filter

The two-phase FMM filter performs noise detection in Phase I and noise correction
in Phase II.

In noise detection phase, the pixel values of the noisy image are transformed
into fuzzy member values using a fuzzy membership function given in Eq. (27.2).
The membership function of this filter falls under the category of bell-shaped
membership function. The special feature of this membership is non-zero values
for all the points. For the pixel of a given input image, the membership values
computed using bell-shaped membership function are found to lie between 0.5 and
1.0. The fuzzy membership function of the FMM filter is defined as:

l i; jð Þ ¼ 1

1þ I0ði;jÞ
Max

ð27:2Þ

where I0(i, j) represents the intensity of a pixel at (i,j) and l(i,j) is the respective
computed fuzzy member value of the pixel at (i,j). The Max denotes the maximum
intensity value of the noisy image.

The membership values of the noisy image are divided into subimages using an
overlapping sliding window (W) size of 3 9 3. The pixels of each window are
processed by Fuzzy inference and fuzzy normalization for noise detection and
suppression respectively.

The following two fuzzy rules are framed to classify the corrupted and
uncorrupted pixels.

Rule 1: If l(i, j) = 0.5 or l(i, j) = 1, then l(i, j) is corrupted
Rule 2: If 0.5 \ l(i, j) \ 1, then uncorrupted
As per the fuzzy rules, if the central pixel (C) of a window is found to be

corrupted, it undergoes fuzzy normalization in order to estimate the intensity of the
corrupted pixels.

The fuzzy normalization procedure uses the four different neighbourhood
medians of W as, median of 4-Neighubourhood (N4(C)), median of Diagonal
elements (ND(C)), median of 8-Neighubourhood elements (N8(C)) and MU, the
median of uncorrupted pixels in W. Then, the median (MED) of those four
medians is computed. The central value of W is replaced by MED. This process is
carried over in the entire image.

After the fuzzy normalization, the fuzzy member value is converted into image
intensity values using the defuzzification function. The defuzzification function is
defined as given below:

rði; jÞ ¼ Max

lði; jÞ �Max ð27:3Þ

where r(i, j) represents the intensity values of restored image, l(i, j) is normalized
fuzzy values and Max is the maximum intensity of the image.
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Figure 27.1 illustrates the mechanism of FMM filter on a subimage of size
3 9 3. The intensities of the image are converted into fuzzfiied values and the
image is divided as subimage. The central pixel (C) of W is to be checked whether
it is corrupted or not, using fuzzy rules. In the normalization process, the medians
of N4(C), ND(C), N8(C) and MU are 0.628, 0.628, 0.628 and 0.628 respectively.
Then, the median (MED) of medians is calculated, 0.628. Finally, the fuzzy
member values are converted into intensity values using Eq. (27.3).

27.3.1 The Algorithm of FMM Filter

The algorithmic description of the FMM filter is given herein-under:
Input : Noisy Image, I0

Output : Restored Image, R
Step 1: Read the corrupted image (I0).
Step 2: Noisy image is converted into fuzzy members set (l) using membership

function as in Eq. (27.2).
Step 3: Divide l into subsets using an overlapping sliding window (W) of size

n 9 n.
For each window, check whether the central member value (C) is

corrupted.
Step 4: If C = 0.5 or C = 1, then C is corrupted otherwise uncorrupted.
Step 5: If C is uncorrupted, go to step 3
Step 6: Compute MED:

(a) M1 / Median(N4(C) of W)
(b) M2 / Median(ND(C) of W)
(c) M3 / Median(N8(C) of W)
(d) M4 / Median(Uncorrupted values in W)
(e) MED / Median(M1, M2, M3, M4)

Step 7: Replace C by MED.
Step 8: Goto Step 3.
Step 9: Defuzzify the values using Eq. (27.3) and construct restored image (R).

Fig. 27.1 FMM Filter on 3 9 3 subimage
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27.4 Results and Discussion

The proposed FMM filter is developed in Matlab 7.8. This newly devised filter is
tested on the standard images, Lena, Mandrill, Saturn, Cameraman and Peppers
and also tested on a few real images size of 256 9 256 and the optimal window
size is chosen as 3 9 3.

The FMM filter is proved to exhibit greater details and edges preservation in the
restored image which is ascertained by Mean Structural Similarity Index Matrix
(MSSIM) values given in Table 27.1. This metric quantifies the structural similarity
between the original image and the restored image which lies between 0 and 1.
MSSIM values closer to 1 signify higher degree of similarity and vice versa

Table 27.1 MSSIM values for lena image

Noise density (%) TSM FMM

10 0.9548 0.9814
20 0.8511 0.9184
30 0.6477 0.7886
40 0.4024 0.5982
50 0.2270 0.4174
60 0.1250 0.2731
70 0.0680 0.1648
80 0.0372 0.0977
90 0.0180 0.0452

Table 27.2 PSNR values for lena and mandrill image

Method Noise density

10 % 30 % 50 % 70 % 90 %

L M L M L M L M L M

Corrupted 15.5 15.7 10.7 10.9 8.5 8.6 7.0 7.2 5.9 6.1
SM 28.7 23.8 22.6 20.7 15.0 14.7 9.8 10.9 6.5 6.8
CWM 29.7 25.5 19.5 18.9 13.0 12.9 8.9 9.1 6.3 6.6
PSM 30.7 27.8 26.9 25.0 20.0 19.5 11.1 11.0 6.4 6.5
IMF 27.2 23.0 26.1 22.6 23.9 21.5 16.6 16.0 8.0 8.3
SDROM 30.3 26.0 22.0 20.8 14.4 14.3 9.4 9.6 6.4 6.6
SDROMR 30.5 25.8 25.7 23.2 20.7 19.7 14.2 14.2 6.9 7.1
ACWM 30.9 27.1 22.4 21.4 14.8 14.8 9.7 9.9 6.5 6.8
ACWMR 31.4 27.5 25.8 23.9 20.8 20.2 15.0 15.4 8.1 8.8
RUSSO 31.0 29.5 24.9 24.3 20.3 20.2 14.7 15.0 8.6 8.9
SUN 31.0 26.1 23.0 21.3 15.0 14.8 9.8 9.9 6.5 6.7
IRF 30.2 25.8 22.5 21.2 14.9 14.7 9.7 9.9 6.5 6.8
TSM 30.3 25.4 19.6 18.9 12.7 12.6 8.4 8.6 6.0 6.2
FMM (Proposed filter) 32.5 30.0 25.1 23.6 19.1 18.5 13.9 14.0 9.6 9.8
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otherwise. It is obvious from Table 27.1 that the MSSIM of FMM filter is greater
than its competitive filter, TSM.

The performance of the proposed filter is compared with other high performing
noise filters in terms of PSNR values listed in Table 27.2 for Lena (L) and
Mandrill(M) images. Table 27.2 shows that the FMM filter produces the highest
PSNR values for Lena and Mandrill images than other high performing filters for
the 10–20 and 80–90 % noise densities. For the rest of the noise densities, FMM
filter generates PSNR values which are comparable with PSM and IM filters. In
addition, the human visual perception of the restored images serves as qualitative
indicator for FMM filter. Figures 27.2 and 27.3 visually reiterates the edges and
details preserving ability of FMM filter.

Fig. 27.2 a Lena original image; b 10 % noise image c restored image of (b); d 30 % noise
image; e restored image of (d); f 50 % noise image g restored image of (f)
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27.5 Conclusion

The FMM filter effectively denoises the images corrupted with fixed-value impulse
noise of probabilities 10–90 % using the principle of fuzzy systems and median
filters. It performs noise detection prior to noise correction. The accuracy of noise
detection of FMM filter assures high degree of edges and details preservation. This
filter is found to be more efficient than other high performing fixed-value impulse
noise filters in terms of PSNR and MSSIM values. The human visual perceptions
endorse the merit of the proposed filter.

Fig. 27.3 a Mandrill original image; b 10 % noise image c restored image of (b); d 30 % noise
image; e restored image of (d); f 50 % noise image g restored image of (f)
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Chapter 28
Vision-Based Human Gesture Recognition
Using Kinect Sensor

Huong Yong Ting, Kok Swee Sim, Fazly Salleh Abas
and Rosli Besar

Abstract Gestures are indeed important in our daily life as they serve as one of
the communication platform by using body motions in order to deliver information
or effectively interact. This paper proposes to leverage the Kinect sensor for close-
range human gesture recognition. The orientation details of human arms are
extracted from the skeleton map sequences in order to form a bag of quaternions
feature vectors. After the conversion to log-covariance matrix, the system is
trained and the gestures are classified by multi-class SVM classifier. An experi-
mental dataset of skeleton map sequences for 5 subjects with 6 gestures was
collected and tested. The proposed system obtained remarkably accurate result
with nearly 99 % of average correct classification rate (ACCR) compared to state
of the art method with ACCR of 95 %.

Keywords Kinect sensor � SVM � Gesture recognition � Quaternions

28.1 Introduction

Gestures play vital role in our daily framework of communication where these
expressive and meaningful body motions mean to convey information or to more
effectively with the environment. Gesture recognition is a complex, yet interesting
research topic in computer vision trying to detect and interpret human movement,
postures, and gestures via computerized algorithms. Generally, vision-based ges-
ture recognition consists of four main steps, such as model initialization, tracking,
pose estimation, and gesture classification [1].
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Human gesture and action recognition have been extensively researched and
numerous literatures have been reported. Due to the emergence of inexpensive,
reliable, and robust algorithms to capture the depth information, gesture recognition
using Microsoft Kinect sensor is becoming more prevalent. Shotton et al. [2] pro-
posed a new method to predict 3D positions of body joints from a single depth image
rapidly and accurately. In addition, Reyes et al. [3] presented an action recognition
system using dynamic time wrapping, where weights are assigned to features based
on inter-intra class action variability. Furthermore, real-time dance gesture classi-
fication system was proposed by Raptis et al. [4] where a large number of dance
gestures classes were used. Moreover, there are numerous of researches in human
gesture recognition by adopting Microsoft Kinect sensor [5–7].

However, the employment of coordinates and joint angle features in human
gesture recognition are lacking of orientation information. Hence, we propose to
represent the orientation of skeleton link by using quaternions in this paper. The
extraction of quaternions for each link will be treated as ‘‘bag of quaternions
feature vectors’’ and convert to log-covariance matrix subsequently. Finally, the
system is trained and tested with multi-class support vector machine.

28.2 Proposed Method

28.2.1 Skeleton Model

The depth map with spatial resolution 640 9 480 operating at 30 frames per
second which is generated by Microsoft Kinect sensor provides body silhouette of
human in real-time. From the body silhouette, the body joints are estimated by
using method from [2] and the skeleton model is constructed. The skeleton model
also known as ‘‘stick model’’ encompasses 20 body joints and the joint axis are
defined as illustrated in Fig. 28.1. The 3D coordinates of these 20 body joints will
be tracked in real-time. Moreover, the skeleton model is quite robust to variations
in shape and size of human body, the color and texture of clothing, and back-
ground. In this research, we focus on upper-body gestures and therefore, the
orientations of arms are then of greatest interest. We have discovered that 6 out of
19 links (bones) contribute significantly to the upper-body gesture recognition
system, i.e., left shoulder (ls), left upper-arm (lu), left forearm (lf), right shoulder
(rs), right upper- arm (ru), and right forearm (rf).

28.2.2 Gesture Recognition Algorithm

In this research, the orientations of the links are represented using quaternions.
Quaternions indeed a more compact and complete rotational representation in 3D
space as compared with rotation matrix where the matrix suffer from representation
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problem namely gimbal lock [8]. Furthermore, rotational matrix requires more
storage, 9 storage units as compared with quaternions 4 storage units. Quaternions
are constructed with 4D tuples (W, X, Y, Z), has a norm of one and is generally
represented by one real dimension and three imaginary dimensions. In each skeleton
frame, the quaternions of the link are extracted with respect to the joint, e.g., the
orientation of ls is relative to the joint of left shoulder. Then, 24-dimensional qua-
ternions feature vector (for each skeleton frame) is defined as follows:

gn ¼ qls; qlu; qlf; qrs; qru; qrf

ffi �

where qls, qlu, qlf, qrs, qru, and qrf are the quaternions for each part of left and right
arms respectively. We use N = 60 vector gn in our gesture recognition algorithm.
The covariance matrix of carefully selected features can provide a remarkably
discriminative representation for human gesture recognition [9]. Moreover, the
computation of the matrix is simple, effective, requires low storage, and low
processing requirements.

Fig. 28.1 Skeleton model
and the joint axes
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Let G ¼ fgngN
n¼1 denotes a bag of quaternions feature vectors. The covariance

matrix of G is shown in Eq. 28.1:

C ¼ 1
N � 1

ðG� lÞTðG� lÞ ð28:1Þ

where l ¼ 1
N

PN
n¼1 gn is the mean quaternions feature vector.

The dimension of the covariance matrix is only related to the dimension of the
quaternions feature vectors. For instance, if gn is m-dimensional, the dimension for
the covariance matrix is m 9 m. The symmetric and positive definite covariance
matrix of a given dimension does not form a vector space since it is not closed
under multiplication with negative scalar. In fact, it forms a closed convex cone.
Most of the common machine learning algorithms work with the features that exist
in Euclidean space, and therefore mapping the convex cone of covariance matrix
to the vector space of symmetric matrix is required. The mapping algorithm is
performed by using the matrix logarithm [10].

The matrix logarithm of a covariance matrix is computed as follows. The eigen-
decomposition of covariance matrix, C is presented in Eq. 28.2.

C ¼ VDVT ð28:2Þ

where the columns of V are orthonormal eigenvectors and D is the diagonal matrix
of eigenvalues. Then, log-covariance matrix, Clog can be obtained from Eq. 28.3.

Clog ¼ VDlogVT ð28:3Þ

where Dlog is the diagonal matrix after replacing each element of D by its natural
logarithm. Due to its symmetry, Clog has only (m2 ? m)/2 independent real
numbers.

Support vector machine (SVM) [11] has gained a research hotspot in machine
learning due to the perfect learning performance. SVM classifier deals with two-
class classification problems by solving the following optimization problem
(Eq. 28.4):

min
w;b;n

1
2

wT wþ C
X

j

i¼1

ni

subject to yiðwT KðxiÞ þ bÞ� 1� ni;

ni� 0:

ð28:4Þ

where C is the penalty parameter of the error term and K is the kernel function.
In this work, multi-class SVM is employed as a classifier for gesture recogni-

tion. During gesture recognition training, a training set s ¼ E1; L2ð Þ;f
E2;L2ð Þ; . . .; En; Lnð Þg, with several examples of each gesture was created. Each

vector Ei 2 R
6 is the gesture quaternions descriptor, while Li 2 1; . . .; jnjf g is the

label for the human gesture accordingly. Besides, radial basis function kernel
(Eq. 28.5) is used in this research.
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Kðxi; xjÞ ¼ exp �
xik � xj

�

�

2

2r2

 !

ð28:5Þ

We chose r = 18 since it lead to satisfactory results in our experiments.
Finally, the gesture classification is determined through one-versus-one approach
(max-wins voting strategy).

28.3 Results and Discussions

In order to validate and compare the proposed upper-body gesture recognition
algorithm, an experimental dataset of skeleton map sequences for 5 subjects was
collected. The subjects vary in terms of skin colors, clothes, heights, and weights.
Each subject performed the following 6 upper-body gestures: left hand swipe right
(LHSR), right hand swipe left (RHSL), hand clap (HC), two hands horizontal
waving (THHW), draw circle (DC), and draw tick (DT). Each gesture was repe-
ated for 6 times by each subject. Thereafter, a leave-one-out cross-validation
(LOOCV) procedure was conducted. Average correct classification rate (ACCR)
was computed where the total number of correctly recognised samples divided by
the total number of tested samples. Table 28.1 demonstrates the upper-body
gesture recognition confusion matrix of our method with ACCR of 98.89 % as
compared to state of the art method by Lai et al. [5], with ACCR of 95 % exhibited
in Table 28.2.

Table 28.1 Upper-body gesture recognition confusion matrix of our method

LHSR RHSL HC THHW DC DT

LHSR 30 0 0 0 0 0
RHSL 0 30 0 0 0 0
HC 0 0 29 1 0 0
THHW 0 0 1 29 0 0
DC 0 0 0 0 30 0
DT 0 0 0 0 0 30

Table 28.2 Upper-body gesture recognition confusion matrix of Lai et al. [5] method

LHSR RHSL HC THHW DC DT

LHSR 30 0 0 0 0 0
RHSL 0 30 0 0 0 0
HC 0 0 28 2 0 0
THHW 0 0 6 24 0 0
DC 0 0 0 0 30 0
DT 0 0 0 0 1 29
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28.4 Conclusion

In this paper, we present a vision-based human gesture recognition system using
Kinect sensor. The arms orientations details are extracted from the skeleton map
sequences and multi-class SVM classifier is employed to train and recognize
upper-body gesture. The proposed system was validated with a dataset with total
180 samples from 5 subjects. Comparison was made between our system and state
of the art method. Our system achieved over nearly 99 % average correct recog-
nition rate (ACCR) compared to 95 % ACCR for state of the art method. The
system also works well for new users without the need to carry out additional
training.

References

1. Moeslund TB, Hilton A, Krueger V (2006) A survey of advances in vision-based human
motion capture and analysis. Comput Vis Image Underst 104:90–126

2. Shotton J, Fitzgibbon AW, Cook M, Sharp T, Finocchio M, Moore R, Kipman A, Blake A
(2011) Real-time human pose recognition in parts from single depth images. In: Computer
vision and pattern recognition, pp 1297–1304

3. Reyes M, Dominguez G, Escalera S (2011) Feature weighting in dynamic time warping for
gesture recognition in depth data. In: Computer vision workshop, pp 1182–1188

4. Raptis M, Kirovski D, Hoppe H (2011) Real-time classification of dance gestures from
skeleton animation. In: Eurographics symposium on computer animation, pp 147–156

5. Lai K, Konrad J, Ishwar P (2012) A gesture-driven computer interface using kinect. In: Image
analysis and interpretation, pp 185–188

6. Biswas KK, Basu SK (2011) Gesture recognition using microsoft kinect. In: Automation,
robotics and applications, pp 100–103

7. Gu Y, Do H, Ou YS, Sheng, WH (2012) Human gesture recognition through a kinect sensor.
In: Robotics and biomimetics, pp 1379–1384

8. Saxena A, Driemeyer J, Ng A (2009) Learning 3-D object orientation from images. In: IEEE
international conference on robotics and automation, pp 4266–4272

9. Tuzel O, Porikli F, Meer P (2008) Pedestrian detection via classification on riemannian
manifolds. IEEE Trans Pattern Anal Mach Intell 30(10):1713–1727

10. Arsigny V, Pennec P, Ayache X (2006) Log-Euclidean metrics for fast and simple calculus
on diffusion tensors. Magn Reson Med 56(2):411–421

11. Vapnik V (1998) Statistical learning theory. Wiley, New York

244 H. Y. Ting et al.



Chapter 29
3D Facial Expression Classification Using
3D Facial Surface Normals

Hamimah Ujir, Michael Spann and Irwandi Hipni Mohamad Hipiny

Abstract With current advanced 3D scanners technology, direct anthropometric
measurements are easily obtainable and it offers 3D geometrical data suitable for
3D face processing studies. Instead of using the raw 3D facial points, we extracted
one of its derivatives, 3D facial surface normals. We constructed a statistical
model for variations in facial shape due to changes in six basic expressions using
3D facial surface normals as the feature vectors. In particular, we are interested in
how such facial expression variations manifest themselves in terms of changes in
the field of 3D facial surface normals. Using our approach, using 3D facial surface
normal yields a better performance than 3D facial points and 3D distance mea-
surements in facial expression classification. The attained results suggest surface
normals do indeed produce a comparable result particularly for six basic facial
expressions with no intensity information.

Keywords Facial expression classification � Principal component analysis � 3D
facial features
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29.1 Introduction

Face processing studies have been carried out over the past few decades for
different purposes which began with face recognition and now facial expression
classification studies are also emerging. Classification of facial expressions is a
challenging problem as the face is capable of complex motions and the range of
possible expressions is wide [1]. Facial expression recognition is an emerging
research area spanning several disciplines such as pattern recognition, computer
vision and image processing. It also brings benefits in human centred multimodal
human–computer interaction (HCI) whereas the user’s affective states motivate
human action and enrich the meaning of human communication.

The earlier study on the subject was dominated by 2D based approach. How-
ever, illumination changes and pose variation are the common challenges that
remained unsolved by 2D modalities. 3D geometry contains ample information
about human facial expression [2]. With the advantage of 3D domain, the level of
facial expression subtlety explored between human to human interactions is able to
be scrutinized.

With 3D scanners technology, direct facial anthropometric measurements can be
carried out and it produces 3D facial landmarks as the output. Facial anthropometric
refers to the comparative study of sizes and proportions of the human face which
include the discriminatory structural characteristics of the human face [3]. These
facial landmarks are the soft-tissue landmarks which lie on the skin and can be
identified on the 3D point clouds. Moreover, these facial landmarks are the points
where all faces join and that have a particular biological meaning [4]. For instance,
the facial landmarks with a particular biological meaning such as the nose tip, inner-
corner eyes and etc.

In this paper, six basic facial expressions (angry, disgust, fear, happy, sad,
surprise) with no intensity information are classified. We presented 3D Facial
Surface Normals (3DFSN) as the feature descriptor and these surface normals are
then used in a statistical model to capture the variation of the shape due to facial
expression changes. The statistical model generates the shape parameters which
then are used as the feature vector to classify the facial expression using Support
Vector Machines (SVM) as the classifier. Section 29.2 describes the related works
in this field, followed by a discussion on surface normals in Sect. 29.3. Then,
the experimental setting and results are discussed in Sect. 29.5 and finally, the
conclusions are drawn.

29.2 Related Works

Combinations of facial features form a human facial expression. Therefore, the
deformation of facial features should be a suitable approach in order to determine
the facial expressions shown by the subjects. The question is which 3D properties
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best describe the deformation of facial features so that a higher success rate of
facial expression classification can be achieved. These 3D properties should be the
significant properties that involve in at least six basic facial expressions and
therefore the facial deformation can be easily observe.

The use of 3D facial geometric data and extracted 3D features for facial
expression classification has not been widely studied. According to [5], the most
frequently used 3D facial features in 3D face classification are 3D point (also
called point cloud feature), 3D feature distance [6], curvature-based descriptors [5]
and facial profile curves and 3D shape analysis [6–8]. Table 29.1 shows a com-
parison of 3D facial features which denotes the difference in the aspect of data-
base, classifiers and average classification rates. Generally, the 3D features are
extracted and fed into the facial expression/face classification classifiers. In [7],
distances between 3D facial landmarks were used directly as the input to classifiers
in order to classify facial expression. However, all of these existing works used the
highest intensity expression provided by BU-3DFE database [9]. With highest
intensity expression, the deformations of facial features are more obvious and
therefore the percentage of getting correct classification is higher.

29.3 3D Facial Surface Normals

Our focus is on the advantage of having 3D facial points which are easily provided
by the technology of 3D scanners on the market. With the availability of raw 3D
facial data, extraction of 3DFSN is a straightforward task. A surface normal is a
vector that is perpendicular to the tangent plane to a surface at a point. In addition,
surface normals are also the features that encode the local directional gradient.
3DFSN is suggested as another 3D geometric measurement feature that could
improve facial expression classification rate.

Table 29.1 Comparison of 3D facial features in facial expression classification rates

Author Database 3D facial features Classifier Average
(%)

[7] BU-3DFE Surface curvatures Linear discriminant analysis 83.1
[6] BU-3DFE 3D distance vector FF neural network 92.07
[2] BU-3DFE Ratio of distances Multiclass SVM (OVO) 87.1
[16] BU-3DFE 3D deformable

model
Particle swarm optimization 92.3

[13] BU-3DFE Surface depth
changes

Multiclass SVM 76.2

[8] BU-3DFE Curve-based Multiclass SVM (OVO) and
AdaBoost

96.1

[17] In-house
dataset

2D and 3D wavelet AdaBoost 94.8

[18] BU-3DFE 3D SIFT Multiclass SVM 78.4
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We are motivated to observe the face deformations closely which happen when
facial expression occurs. When the facial expression changes, the facial points
positions also change which will cause its surface normal to change since surface
normals is a derivative of facial point. We believe that each expression has a
consistent distribution of surface normals which distinguish it from other
expressions. Compared with facial points which solely depends on a facial point
itself and also distance measurements which only compute the distance between
each facial point and a pre-selected facial point (i.e. nose tip), surface normals are
considered to be more accurate in describing facial surface changes. It is due to the
fact that a surface normal is built from a facial point as well as its neighbouring
facial points. This has to do with the computation of surface normals which
includes every neighbouring facial points of those particular facial features.

The similar idea of taking into account the neighbouring facial points into the
computation of a facial feature can be found in curvature-based descriptors and
surface profiles. However, according to [10], the distribution of surface normals is
more robust than the curvature which is caused by the computation of surface
normals and curvature. In this work, we are interested in how such facial
expression variations manifest themselves in terms of changes in the field of 3D
facial surface normals.

Ceolin [11] in her work employed a 2.5D representation based on facial surface
normals (also known as facial needle map) for gender and facial expression
classification. The needle map used is a shape representation that is acquired from
2D intensity images using Shape-from-Shading. In our work, the surface normals
are computed using the raw 3D facial points extracted from the Bosphorus data-
base which is different from Ceolin’s method. The surface normal of each trian-
gular polygon is calculated using its corner points (i.e. three 3D facial points).

Let Fi be a 3D face of the ith subject. Fi is represented by the set of 3D facial
points

Fi ¼ pi
1; p

i
2; . . .; pi

N

ffi �

ð29:1Þ

where the pis are the (x, y, z) coordinate of each 3D facial point and N is the
number of 3D facial points in the face. At each of the 3D facial points on the facial
surface, we encode the facial points using their unit surface normal vectors,

Xi ¼ si
1; s

i
2;; . . .; si

N

n o

ð29:2Þ

where the si
ks are the 3D unit normals si

k ¼ sx; sy; sz

ffi �

. Once all of the triangular
polygon normals are calculated, the normal for each vertex in the triangulated face
data is computed by averaging the normals of the neighbouring polygon surface
normals. Figure 29.1 shows an example of the triangular polygon with its vertex
normals and Fig. 29.2 shows an example of surface normals of a 3D facial surface.
The red lines denote the surface normals on a 3D facial surface.
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29.4 Methodology

This work begins with a pre-processing phase which involves 3D data extraction
and 3D affine alignment. In this work, we used a statistical model to capture the
variation of the shape due to facial expression changes. Statistical models attempt to
model the shapes of objects found in images and the model characterizes the
variation of shapes within a training set. In this work, we are using one of the
famous unsupervised type of statistical model which is Principal Component
Analysis (PCA). Unsupervised learning group is designed to extract common sets
of features present in the input data and the examples given to the learner are
unlabelled. In a sense, unsupervised learning can be thought of as finding patterns in
the data above and beyond what would be considered pure unstructured noise [12].

After 3D facial surface normals of all training faces are extracted, they are used
as the input to PCA and the probe 3D face is then projected to the face space
defined by the eigenvectors of the PCA model. We apply SVM as the classifier and
the shape weights from the PCA are used as the input to the classifiers.

Fig. 29.1 Example of
triangular polygons with its
vertex normals

Fig. 29.2 Surface normals
on a 3D facial surface
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29.5 Experimental Results

The aim of this experiment is to explore the potential of 3DFSN in classifying six
basic facial expressions on the Bosphorus Database [9]. There are 64 subjects with
384 faces in total. 3-fold cross validation is chosen to maximize the number of
subjects in one fold. Each fold have at least 21 subjects with six different facial
expressions. All facial expressions of one subject belong to the same fold. This is
to make sure when classification takes place, a facial expression of one particular
subject will not be classified as another facial expression for the same subject. All
facial expressions are used for both training and validation and each facial
expression is used for validation exactly once.

For the purpose of evaluation, there are two feature vectors are used together with
3DFSN: (1) 3D facial points (3DFP) and (2) 3D distance measurements (3DDM).
The reason we chose 3DFP point is simply because 3DFP is the raw information
obtained from 3D space. 3DDM feature is used as to duplicate Soyel’s [6] and
Tang’s [2] idea. Soyel and Demirel [6] used 83 facial features available in BU-3DFE
database to find distances between points. Tang and Huang [2] extracted a set of 96
features which consist of the normalized distances and slopes of the line segments
connecting a subset of the 83 facial feature points. However, there are few facial
landmarks that were used in [6, 2] which are not provided in the database used in this
work (i.e. facial points under the nose are not available for all 3D faces frontal
profile) and therefore cannot be used as the feature vector. In our work, 3D distance
measurements feature is the distance of each facial point to the nose tip.

Table 29.2 shows the results of using SVM with three different types of feature
vectors as the baseline feature. For 3DFP, no misclassification error for Happy.
Fear has the lowest score in which most of it has been misclassified as Surprise.
Most Anger expressions are misclassified as Sad and vice versa. In contrast with
other feature vectors in both classifiers, Disgust has the lowest rate of correctly
classified expressions for 3DDM. Moreover, Fear and Sad expressions also have
low rates of correct classification which is 15.38 % and 27.69 % respectively.
Again, as opposed to other feature vectors, Happy is largely misclassified as
Surprise when 3DDM is used. Similar to 3DFP, 3DFSN records a 100 % correct
classification for the Happy expression. Disgust expression has a slightly lower
rate of correctly classified than using 3DFP but it is still better than using 3DDM.
3DFSN the lowest rate of correctly classified for the Surprise expression, however
the classification rate is still more than 50 %. The false positive rate for Surprise is
46.15 % and half of it comes from the Happy expression. Across all expressions,
3DFSN perform quite well compared to the two feature vectors.

References [2, 6, 7, 13] used BU-3DFE database [14] in their study and they
only include facial expressions with the two highest levels of intensity. On the
other hand, the Bosphorus database [9] does not provide facial expression with
intensity information. We believe this is the reason for the significant difference in
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the output as the facial expression with higher intensity means the deformation of
each facial feature is obvious and easy to classify. Due to this, a comparison
between the existing works and our work is indicated as unfair.

A similar concept of surface normals is also used in [11, 15]. Sandbach et al.
[15] introduced LBNP which uses the same concept of surface normals for only
AUs classification. Ceolin [11] used a 2.5D facial surface normals (or known as
facial needle maps) which is acquired from 2D intensity images using Shape from
Shading (SFS), referred to as Principal Geodesic Shape-From-Shading (PGSFS).
In their work, the confusion matric of facial expression classification results are not
provided therefore any comparison with their works cannot be carried out.

29.6 Conclusions

The key results of our work is we have shown that 3D facial surface normals
outperformed 3DFP and 3DDM as the feature vectors in 3D facial expression
classification without intensity information. In particular, we proved the feasibility
of using 3DFSN to capture face deformation produced by six basic facial
expressions compared to the two other 3D facial features. In addition, we proved
that each expression has a consistent distribution of surface normals which dis-
tinguish it from other expressions and therefore the facial deformation of each
facial expression is easily monitored.

Table 29.2 Confusion matrices of 3D facial expression classification using SVM

Anger (%) Disgust (%) Fear (%) Happy (%) Sad (%) Surprise (%)

3DFP Anger 56.92 27.69 10.77 0.00 26.15 3.08
Disgust 6.15 27.69 9.23 0.00 4.62 1.54
Fear 3.08 3.08 6.15 0.00 6.15 1.54
Happy 0.00 29.23 3.08 100 9.23 1.54
Sad 30.77 6.15 7.69 0.00 43.08 1.54
Surprise 3.08 6.15 63.08 0.00 10.77 90.77

3DDM Anger 52.31 40.00 3.08 6.15 40.00 4.62
Disgust 3.08 1.54 0.00 4.62 3.08 0.00
Fear 3.08 7.69 15.38 9.23 3.08 4.62
Happy 7.69 27.69 9.23 56.92 13.85 7.69
Sad 32.31 15.38 12.31 1.54 27.69 4.62
Surprise 1.54 7.69 60.00 21.54 12.31 78.46

3DFSN Anger 64.62 27.69 7.69 0.00 23.08 6.15
Disgust 7.69 26.15 9.23 0.00 9.23 3.08
Fear 6.15 4.62 29.23 0.00 1.54 9.23
Happy 3.08 26.15 10.77 100 13.85 20.00
Sad 15.38 12.31 6.15 0.00 47.69 7.69
Surprise 3.08 3.08 36.92 0.00 4.62 53.85

Recall rates for each expression are show in bold
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For our future work, we would like to carry out facial expression classification
experiments using 3D facial data with intensity information, specifically with the
six basic facial expressions with the highest intensity level. We believe that our
proposed approach will achieve a good result using this kind of data. Furthermore,
we would like to train our system using facial expressions with different intensity
levels and as a result, we will be able to classify the intensity level of facial
expression.
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Chapter 30
An Orchestrated Survey on T-Way Test
Case Generation Strategies Based
on Optimization Algorithms

AbdulRahman A. Al-Sewari and Kamal Z. Zamli

Abstract The test case construction is amongst the most labor-intensive tasks and
has significant influence on the effectiveness and efficiency in software testing.
Due to the market needed for diverse types of tests, recently, several number of
t-way testing strategies (where t indicates the interaction strengths) have been
developed adopting different approaches Algebraic, Pure computational, and
Optimization Algorithms (OpA). This paper presents an orchestrated survey of the
existing OpA t-way strategies as Simulated Annealing (SA), Genetic Algorithm
(GA), Ant Colony Algorithm (ACA), Particle Swarm Optimization based strategy
(PSTG), and Harmony Search Strategy (HSS). The results demonstrate the
strength and the limitations of each strategy, thereby highlighting possible research
for future work in this area.

Keywords T-way testing � Test case generation � Software and hardware testing �
Optimization algorithms

30.1 Introduction

In the last 50 years, many new and useful techniques have been developed in the
field of software testing for preventing bugs and for facilitating bug detection.
Even with all these useful techniques and good practices are in place, there is no
guarantee that the developed software is bug free. Here, only testing can dem-
onstrate that quality has been achieved and identify the problems and the risks that
remain.
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Although desirable, exhaustive testing is often infeasible due to resource and
timing constraints. To systematically minimize the test cases into manageable one,
a new sampling technique, called t-way testing construction (where t indicates the
interactions strength) has started to appear (e.g. AETG [1, 2], GTWay [3], IPOG
families [4], PSTG [5–7], ITTDG [8], Aura [9], and Density [10–12]). In an effort
to find the most efficient strategies capable of generating the most optimal test
cases for every configuration (i.e., each combination is covered at most once),
many new t-way testing construction strategies have been developed in the last
20 years.

T-way testing construction strategies based on OpA research have attracted
much attention in recent years as part of a general interest in software testing
approaches. Although useful, most existing OpA-based t-way testing strategies
have not sufficiently supporting the (high interaction strength t [ 3, variable
interaction strength, constraint, sequence, Input output relations, and seeding).
Here, this paper will survey the existing OpA strategies on t-way testing con-
struction and elaborate the strength and the limitations of each of OpA-based
strategy.

The rest of the paper is organized as follows. Section 30.2 illustrates the
overview of t-way testing. Section 30.3 elaborates the t-way testing OpA-based
strategies. Finally, Sect. 30.4 provides the conclusion.

30.2 Overview of T-Way Testing

T-way testing deals with interaction of parameters and their values. Consider a
simple software system expressed as covering array, CA (N; 2, 22 31) with strength
t = 2 (i.e., 2 2-valued parameters and 1 3-valued parameter) as in Fig. 30.1
(Table 30.1).

Here, at full strength t = 3 (i.e., exhaustive combinations), the test suite will
contain 12 test cases (see Fig. 30.2). Considering t = 2, there are three possible
2-way interactions between AB, AC, and BC respectively. Referring to Fig. 30.2,
the most optimal 2-way test suite consists of only 7 test cases which cover all the

Input parameters
Z = { A, B, C }

A          B            C           
a1,a2   b1,b2,b3   c1,c2     

Z

Software System

Fig. 30.1 Simple software
system
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Table 30.1 Software system configuration
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Total test data = 
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Fig. 30.2 Combining all the 2-way interaction tuples
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required interactions [i.e., CA (6; 2, 22 3)]. In this example, there is a reduction of
58.3 % from exhaustive test suite.

To illustrate the concept of input output relation using the same example,
assume that the combinations between AB and BC are of interests whilst the
combination of AC is not important. Then, the test suite can be generated based on
the combinations of only AB and BC as in Fig. 30.3. In this case, there is further
reduction to 50 % (i.e. with 6 test cases).
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Fig. 30.3 Combining all the AB and BC interaction tuples for input output relation
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30.3 Current State-of-the-Arts on T-Way OpA-Based
Strategies

The generation of interaction test suite with optimal test size can be regarded as
combinatorial optimization problem [1]. Naturally, OpA-based strategies excel in
this respect. Many useful studies that adopt OPA-based strategies exclusively
exploit the one-test-at-a-time approach. All the OPA-based strategies produce non-
deterministic test suite since they count on some degree of randomization. In
contrast, for pure computational-based counterparts, most studies are limited to
small values of interaction strength (i.e., 2 B t B 6). Furthermore, the support for
variable strength constraints has also not been sufficiently investigated.

GA [2–5] and ACA [3, 5–7] represent early works in adopting OPA-based
strategies for t-way test generation. The GA strategy mimics the natural selection
process. GA begins with randomly created test cases, which are referred to as
chromosomes. These chromosomes undergo a cycle of crossover and mutation
processes until the predefined fitness function is met. In each cycle, the best
chromosomes are selected and added to the final test suite. Up till now, existing
strategies based on GA address only small values of uniform interaction strength
t (i.e., t B 3). In fact, GA generally does not address variable strength interactions.
Furthermore, no support is provided for constraints.

Unlike GA, ACA [3, 5–7] mimics the behavior of colonies of ants in search for
food. Because colonies of ants travel from place to place (representing the
parameter) to find food (representing the value selection of each parameter),
the quality of the paths taken (representing the test case) is evaluated based on the
amount of pheromones left behind (representing interaction coverage). The best
path represents the best value of a test case to be added to the final test suite. Thus
far, existing strategy based on ACA address only small values of interaction
strength t (i.e., t B 3). Although, a variant of ACA, called ACS ACA addresses
variable strength interactions, but with small value of interaction strength (i.e.,
t B 3) [5]. In addition, no support is provided for constraints.

SA [8, 9] relies on a large random search space for generating a t-way test suite.
Using probability-based transformation equations, SA adopts binary search algo-
rithm to find the best test case per iteration to be added to the final test suite. Apart
from supporting variable strength interaction, SA also addresses constraints sup-
port through its variant, called SA_SAT [10]. Similar to other OPA-based coun-
terparts, SA addresses small values of interaction strength (i.e., t B 3).

PSTG [11] is OpA-based t-way strategy for generating t-way test suite. PSTG is
based on the Particle Swarm Optimization (PSO) algorithm, which mimics the
swarm behavior of birds. Internally, PSTG iteratively performs local and global
searches to find the candidate solution to be added to the final suite until all the
interaction tuples are covered. Unlike other OPA-based strategies that address
small values of t (i.e., 2 B t B 3), PSTG can support up to t = 6. Although useful
for some class systems, recent evidence has demonstrated the need to address t [ 6
[12, 13]. As such, the interaction support provided by PSTG is still deemed
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limited. Although addressing variable strength interaction, in its new implemen-
tation called VS-PSTG [14], PSTG does not cater for the constraints support.

HSS [15–18] is the most recent OpA t-way testing strategies. HSS is based on
the Harmony Search algorithm (HS), which mimics the harmonic between the
missions team. Proposed by Geem and Kim [19], HS algorithm is derived from the
natural process of searching and extemporizing for good harmony in music.
Analogously, the search for best harmony (i.e., based on aesthetic estimation)
mimics the optimization algorithms searching for a stable state (i.e., global opti-
mum with minimum cost or maximum benefit) evaluated by some objective
function. Often, aesthetic quality is judged by the sounds of various instruments, as
objective functions evaluation is assessed based on the values of composed vari-
ables. The sounds for better aesthetic estimation can be enhanced practice after
practice, as the values for better objective function’s evaluation can be improved
iteration-by-iteration. As will be elaborated in later, HS parameters include the
number of improvisation, Harmony Memory, Harmony Memory Size (HMS),
Harmony Memory Considering Rate (HMCR), and Pitch Adjustment Rate (PAR).
Unlike other OPA-based strategies that address small values of t (i.e., 2 B t B 3),
HSS can support up to t = 6.

Summing up, Table 30.2 summarizes the description of existing t-way
strategies.

Based on Table 30.2, all t-way testing OpA-based strategies are non-deter-
ministic (every run generates different test suite). The existing t-way testing OpA-
based strategies demonstrates the lack of support for input output relations. Only
HSS addresses the supporting of high interaction strength (t [ 6). Unlike HSS,
GA, ACA, and SA support t \ 4 due to the have computations in these algorithms,
while PSTG has the ability to support interaction strength until 6. All the strategies
in Table 30.2 are uniform interaction strategies. ACA, PSTG address the features
of variable interaction strength support but with small value of interaction strength
ACA with (t \ 4) and PSTG with (t \ 7). In contrast, HSS addresses the variable
interaction strength and can go far for high interaction strength until (t \ 13). SA
and HSS are the only strategies addresses the constraints support while the strategy
generates the test suite.
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30.4 Conclusion

Summing up, this paper presents the state-of-the-art of existing OpA-based t-way
strategies, and highlighting the strengths and the limitations for each strategy. The
market for software is vast, and hence, their required tests for ensuring confor-
mance are diverse, thus, there is still need for new test ideas and test suite con-
structions. Also, there are many other OpA algorithms that have good potentials
yet have not been adopted in this area.
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Chapter 31
Adaptive Rate Mechanism for WLAN
IEEE 802.11 Based on BPA-Artificial
Neural Network

Jiwa Abdullah and A. M. I. Okaf

Abstract IEEE 802.11 WLANs provide multiple transmission rates to improve
the system throughput by adapting the transmission rate to the current wireless
channel conditions. The AutoRate Fallback (ARF) scheme is a simple and heuristic
link adaptation approach and compliant with IEEE 802.11 standard, also most of
commercial devices implement it but it’s suffer from random packet collisions
especially when the number of nodes increases and consequently cause a decline of
the over all throughput. In this paper we propose rate adaptation in WLAN 802.11
based in neural network. The proposed rate adaptation scheme, appropriately
adjust the data transmission rate based on the estimated wireless channel condition,
specifically by dynamically adjusting the system parameters that determine the
transmission rates according to the contention situations including the amount of
contending nodes and traffic intensity. Through extensive simulation runs by using
the Qualnet simulator, we evaluate our proposed scheme to show that our scheme
yields higher throughput performance than the ARF scheme.

Keywords WLAN 802.11 � AutoRate fallback � Adaptive rate mechanism �
Backpropagation � Neural network � Multilayer perceptron � Performance study

31.1 Introduction

The IEEE 802.11 WLAN has become an accepted standard for broadband wireless
access. Its acceptance is attributed to several characteristics such as low cost, ease
of deployment and the availability of multiple options of high data rates. Most
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IEEE 802.11 WLAN devices use the Distributed Coordination Function (DCF)
specified in the standard to coordinate channel access by means of carrier-sense
multiple access with collision avoidance (CSMA/CA) [1]. In DCF, simultaneous
transmission of multiple frames by different nodes resulted in collisions. In order
to mitigate the effect of collisions, the standard employed retransmission scheme
based on the binary slotted exponential backoff algorithm. Two access procedures
are defined in the IEEE 802.11 DCF; basic access and RTS/CTS access. The
specification provides multiple data rates by employing different modulation and
channel coding schemes [2]. For example the standard specifies data rates of 11
and 54 Mbps. The rate adaptation scheme is a process of automatically switching
the data rate to match the channel condition, selecting the data rate for that par-
ticular channel conditions, producing optimal quality performance. Hence, it
maximizes the wireless link utilization as high as possible. Automatic Rate Fall-
back (ARF) is the original rate adaptation algorithm for WLAN implemented in
the WaveLAN-II products [3]. It was designed to optimize the application
throughput. In ARF, the sender decides on the channel quality by measuring the
number of consecutive successed and failed transmissions. The sender then adjusts
its modulation mode and data rate in accordance with these measurements. It
counts the number of accumulated received and lost acknowledge frames (ACK
frame) at the MAC layer to assess the current channel conditions. Then the new
data rate can be adjusted. If m consecutive ACKs cannot be received correctly, the
ARF algorithm decreases the current rate and starts a timer. When either the timer
expires or the number of successfully received ACK reaches n, it will raise the
current rate to a higher data rate and reset the timer. The value of m and n is 2 and
10 respectively adopted by the existing WLAN product. This scheme suffers from
some problems; (1) If the channel condition varies rapidly, adaptation could not be
effective; (2) If the channel condition changes very minimal, it tries using higher
rate every ten successfully transmitted packets; resulted in an increased of
retransmission attempts, thus decreases the application throughput; (3) Unable to
distinguish between the lost ACKs caused by error-prone channel conditions and
the one that caused by the packet collisions [4, 5], thus result in reduction of
overall throughput.

An adaptive ARF algorithm (AARF) was developed [6] to alleviate the ineffi-
ciency of ARF as a result of an automatic attempt of new rates every ten success-
fully transmissions. This algorithm operates similar to ARF, but instead of trying
the next higher rate every ten successfully transmissions, it doubles this number
whenever the first transmission attempts with the higher rate failed. The number of
successfully transmission attempts required to increase the rate is reset to ten every
time the rate is decreased and it does not exceed a given threshold (i.e. 50).
Nonetheless, it may also cause throughput degradation for very high contentions
scenario where collision probabilities are peaking. Other schemes are the ARF-CD
and AARF-CD [5]. These schemes apply the Request To Send/Clear To Send (RTS/
CTS) mechanism to avoid packet collisions, hence an improve throughput perfor-
mances, but increased the transmission overheads.
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31.2 Artificial Neural Network-Based Rate Adaptation

31.2.1 Concepts

In this paper we propose rate adaptation scheme based on Backpropagation
Algorithm (BPA) ANN. The ARF scheme typically depends on the successful or
failure of ACK frame reception at the MAC layer, to access the current channel
condition, which forms a basis of adjusting the transmission rates. Actually, when
the number of contending nodes increased, the overall throughput degraded. The
throughput of IEEE 802.11 WLAN could be influenced by not only the increase in
number of contending nodes but also on factors such as channel conditions and
traffic load. The correlation between them is nonlinear and quite complex. Thus, it
is rather difficult to thoroughly consider the correlation function with analytical
formulation in order to provide the optimum throughput with arbitrary number of
nodes, channel condition and traffic load. We proposed the use of Back Propa-
gation Algorithm Neural Network (BPA-NN), to model the function between the
optimum values of consecutive acknowledges (ACKs) that could not be received
correctly, m, the number of successfully received acknowledges (ACKs), n and
other network parameters such as throughput, number of contending nodes,
channel conditions and traffic intensity. It is expected that there will be an
improved performance of aggregate throughput in 802.11 WLAN with multiple
nodes.

Qualnet 5.0 simulator is used to run the simulation experiments by varying the
transmission parameters. The values of throughput are obtained with different
values of thresholds of m and n. In each transmission scenario, the threshold of
m varies from 1 to 4 while the threshold of n varies from 8 to 12. Therefore, there
will be 20 output values in each, for a given number of nodes. By examining all 20
values it is expected that the optimum throughput can be obtained which corre-
sponds to each of the sets m and n. The number of nodes k will be varied from 2 to
10 in each transmission scenario. Thus, we will get the optimum throughput
corresponding to a duple set of (m, n) in each number of nodes, k instead of the
default value of m and n that equals to 2 and 10 respectively. By using the
techniques offered by BPA-NN to model the function between throughput metrics,
and the optimum values of m and n can then be determined, resulted in an opti-
mum throughput. The procedure for this is shown below.

Step 1: Examine the optimum values of (m, n) with various k and different channel
conditions.

Step 2: Train the BPA-NN to model the function between the context metrics of
throughput and optimal values of (m, n).

Step 3: Generalize the output.
Step 4: Examine the throughput by using the optimal values of (m, n) that were

obtained after generalization.
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31.2.2 Simulation Setup

The location of each node is 25 m apart from the access point (AP), while all other
stations are within the transmission and collision range of each other. It is assumed
that all nodes operated with ideal channel condition, with BER is zero. Each node
transmits CBR flow to the AP with the rate of 1,000 packets per second with fixed
packet size of 1,972 bytes of payload. The system parameters adopted in the
simulation scenarios are shown in Table 31.1.

31.2.3 Simulation Results with Number of Nodes as 2, 5, 8
and 10 Respectively and Various Number of (m, n)

Table 31.2 shows the throughput corresponding to the default value and optimum
value of (m, n) for the given number of nodes with BER = 0 and traffic intensity,
1,000 packet per second. It can be seen that for default value (2, 10) and the
number of nodes as 10, the throughput is 1.4616 Mbps while the optimum
throughput, 1.8754 Mbps corresponding to (m, n) = (4, 8), Thus, choosing the
optimum value of (m, n), the throughput is improved by 28.31 % in comparison
with using default value of (m, n). When number of nodes is 8, the throughput with
default values of (2, 10) is 2.3145 Mbps while the optimum value of throughput is
2.9641 Mbps corresponding to (m, n) as (4, 8). The improvement of throughput is
28.06 % in comparison to the default value of (2, 10). For 5 nodes, the throughput
is improved by 13.64 % and for 2 nodes, the throughput is improved by 3.303 %.
Figure 31.1 shows the formal comparisons of throughput corresponding to the
default and optimum values of (m, n) when Channel condition BER = 0 and traffic
intensity 1,000 packet per second.

Table 31.3 shows the throughput corresponding to default value and optimum
value of (m, n) with 2, 5, 8 and 10 nodes when channel condition BER = 0 and

Table 31.1 IEEE 802.11b
parameters

Parameter Value

Auto rate fallback Yes
Simulation time 25 Min
Transmission rates 1, 2, 5.5, 11 Mbps
Slot time 20 ls
SIFS 10 ls
DIFS 50 ls
Payload 1,972 bytes
802_11b_CW_MIN 31
802_11b_CW_MAX 1,023
SHORT_RETRY_LIMIT 7
LONG_RETRY_LIMIT 4
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traffic intensity 10 packet per second. Figure 31.2 shows the throughput corre-
sponding to default and optimal values of (m, n) when channel condition BER = 0
and traffic intensity 10 packet per second. The throughput improved by 11.17,
11.43, and 6.46 % when number of nodes = 10, 8, and 5 respectively. From these
observations it is demonstrated that the ARF algorithm can’t achieve the optimum
throughput by the approach of fixed parameters in a contention-varying wireless
network. Instead, the choices of (m, n) should be adaptive to the contention
situations such as the number of nodes and traffic intensity in order to provide the
best performance. Table 31.4 shows conclusively the optimum values of
(m, n) with respect to the number of contending nodes, channel conditions and
traffic intensity.

Table 31.2 Throughput corresponding to default value and optimum value of (m, n) with 2, 5, 8
and 10 nodes with BER = 0 and traffic intensity 1,000 packet per second

Number
of nodes

Throughput corresponding
to default value of
(m, n) = (2, 10) (Mbps)

The optimum value
of throughput in the
varied number of
(m, n) (Mbps)

The optimum value of
(m, n) corresponding
to the optimum value
of throughput

2 6.4120 6.6238 (2, 11)
5 3.2961 3.7458 (4, 9)
8 2.3145 2.9641 (4, 8)
10 1.4616 1.8754 (4, 8)

Fig. 31.1 Throughput
corresponding to default and
optimal values of (m, n)

31 Adaptive Rate Mechanism for WLAN IEEE 802.11 269



The throughput of IEEE 802.11 WLAN could be affected by the number of
contending nodes, channel conditions and traffic loads. The correlation function
between these parameters is nonlinear and complex. Hence, it is rather difficult to
thoroughly depict the correlation function with analytical formulas in order to
provide the optimum values of (m, n) with an arbitrary number of nodes, channel
conditions and traffic intensities. Hence, the Artificial Neural Network (ANN),
Multilayer Perceptron (MLP) type, is exploited to model the operation on the input
variables and then be able to predict the outcome of m and n. The input includes
the number of contending nodes, channel condition and traffic intensity [7, 8].
After obtaining the optimum values of (m, n) Matlab simulation using Qualnet
simulator with different number of nodes and channel conditions in off-line
operation, we will exploit multilayer perceptron (MLP) to learn the correlation
function between them and to generalize that to an arbitrary context elsewhere. At
runtime, the optimal values of (m, n) can be chosen according to the current
metrics by using a simple table lookup which can be process rapidly to achieve the

Table 31.3 Throughput corresponding to default value and optimum value of (m, n) with 2, 5, 8
and 10 nodes when channel condition BER = 0 and Traffic intensity 10 packet per second

Number of
nodes

Throughput corresponding
to default value of
(m, n) = (2, 10) (Mbps)

The optimum
throughput (Mbps)

The optimum
value of (m, n)

2 0.2816 0.2816 (2, 10)
5 0.7412 0.7891 (4, 8)
8 1.2241 1.3641 (4, 8)
10 1.3426 1.4926 (4, 8)

Fig. 31.2 Throughput
corresponding to default and
optimal values of (m, n)

270 J. Abdullah and A. M. I. Okaf



best system throughput without much time spent on learning about the nonlinear
and complicated correlation functions. A multilayer perceptron (MLP) is a feed-
forward ANN model that operate on sets of input data onto a set of appropriate
output. An MLP consists of multiple layers of nodes in a directed graph, with each
layer fully connected to the next one. Except for the input nodes, each node
consists of a neuron with a nonlinear activation function. In this paper, MLP is
utilized as a BPA to the network. MLP is an improved version of the standard
linear perceptron, which can distinguish data that is not linearly separable [7].
The network is supplied with a sequence of both input data and target output data.
The network is being told precisely by a trainer what should be emitted as output.
During the learning phase, the trainer can tell the network how well it performs
(reinforcement learning) or what the correct behaviour would have been (fully
supervised learning). Feedforward networks often have one or more hidden layers
of sigmoid neurons followed by an output layer of linear neurons. Multiple layers
of neurons with nonlinear transfer functions allow the network to learn nonlinear
and linear relationships between input and output vectors.

Figure 31.3 shows the architecture of the BPA-NN. The input signals is the
number of contending nodes, channel conditions and traffic intensity. They enter
the network by the the input layer and propagate through the network layer by
layer to the output. The ith neuron at the lth layer can be described as,

uiðlÞ ¼
X

Nl�1

j¼1

wijðlÞajðl� 1Þ þ hiðlÞ ð31:1Þ

aiðlÞ ¼ hlðuiðlÞÞ 1� i�Nl; l ¼ 1; 2 ð32:2Þ

where Nl is the number of neurons at the lth layer; ui(l) and ai(l) are corre-
spondingly the activation and output values of the ith neuron at the lth layer. The
input units are represented by ai(0) and the output units by ai(2). The weight,
wij(l) refers to the weight connecting the output of the jth neuron at the (l - 1)th
layer to the activation function of the ith neuron at the lth layer. The bias asso-
ciated with the ith neuron at the lth layer is given by hi(l). The transfer function,
hl(�) is activated to start the operation of the BPA to produce the predicted output
of the neuron. The nonlinear function can be modeled with MLP by recursively
adjusting wij(l) and ui(l) to minimize the Mean Squares Error (MSE) between the

Table 31.4 The optimal values of (m, n) with respect to the number of contending nodes,
channel conditions and traffic intensity

Channel condition and traffic intensity Number of nodes

2 5 8 10

BER = 0 and 1,000 packet sent per second (2, 11) (4, 9) (4, 8) (4, 8)
BER = 0 and 10 packet sent per second (2, 10) (4, 8) (4, 8) (4, 8)
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targets, tari (the optimum values of m and n in this case) and actual outputs, aj(2).
That is,

E ¼ 1
2

X

M

j¼1

X

N3

i¼1

tarðjÞi � aðjÞi ð2Þ
ffi �2

ð31:3Þ

where M is the number of training patterns. Matlab’s neural network toolbox is
used to implement the simulations [9] of the BPA. The input signals which rep-
resent the number of contending nodes, channel conditions, and traffic intensity
and output signals represent the optimum values of (m, n). Table 31.4 shows the
quantitative parameters. Eight trainer patterns are provided in total, six for training
presented as a regular type and two for testing, representing staff. Initially, the
epoch was set with value of 400 with the learning rate of 0.05. Finally, the MSE
comes to 1.0658 9 10-14 which can provide great precision of the nonlinear
function approximation. By testing the trained MLP, the network is sufficiently
accurate to predict the output and the input–output correlations can be generalized
for other input signals.

31.3 Performance Evaluations

31.3.1 BER 5 0 and 1,000 Packet Sent Per Second

In this scenario the simulation setup assumes an ideal channel condition
(BER = 0) and traffic intensity is heavy (1,000 packets per second) for data
transmissions with varied number of nodes (from 2 to 10 nodes). Table 31.5 shows
the throughput corresponding to the default and optimum values of (m, n) for
different number of nodes (from 2 to 10) when the BER = 0 and traffic intensity is

Fig. 31.3 The BPA-NN architecture
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heavy (1,000 packet per second). It is shown that the values of (m, n) have changed
according to new channel conditions. It is shown that the throughput reduced as
the number of nodes increase due to packet collision among the contention nodes.
It is shown also that the throughput has increased by 3, 4.5, 18.8, 16.7, 36.3 %
when the number of nodes are set as 3, 4, 6, 7, and 9 respectively.

Hence, the new auto rate fallback based on BPA-NN scheme gives throughput
better than the normal auto rate fallback. In the normal operation, when the
number of nodes is increased, the data traffic will be congested and resulted in an
increased transmission failures due to increase in packet collisions. Thus, adapting
the number of (m, n) according to contention situation such as the number
of contending nodes, channel conditions and traffic intensity dynamically using
BPA-NN resulted in better system throughput in comparison when default values
of (m, n) are used.

31.3.2 BER 5 0 and 10 Packet Sent Per Second

The simulation scenario considers an ideal channel condition BER = 0 and light
traffic intensity (10 packets sent per second) for data transmissions with varied
number of nodes from 2 to 10 nodes. Table 31.6 shows the throughput corre-
sponding to the default and optimum values of (m, n) for different number of nodes
(from 2 to 10) when BER = 0 and traffic intensity is light (10 packet per second).
It is also shown that the throughput changed with changing value of
(m, n) although the traffic intensity is low. This changes is may influence the
performance especially when the number of nodes is increased. Figure 31.5 shows
the throughput corresponding to the default and optimal values of (m, n) with
varying number of nodes in the case of BER = 0 and 10 packet per second. It is
shown that the throughput with both the default values of (m, n) and the optimum
values of (m, n) increases as the number of nodes is increased, while the total

Table 31.5 The throughput corresponding to the default and optimal values of (m, n) with varied
number of nodes in case BER = 0 and 1,000

Number
of nodes

Throughput, for
default value of
(m, n) = (2, 10) (Mbps)

The optimal
value of (m, n)

Throughput corresponding
to optimal value of (m, n)
(Mbps)

2 6.4120 (2, 11) 6.6238
3 5.8231 (2, 11) 5.9981
4 4.6152 (4, 10) 4.8241
5 3.2961 (4, 9) 3.7458
6 3.021 (4, 8) 3.5891
7 2.8632 (4, 8) 3.3415
8 2.3145 (4, 8) 2.9641
9 1.8642 (4, 8) 2.5418
10 1.4616 (4, 8) 1.8754
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channel utilization is reduced from the network capacity even though number of
nodes reach 10. It is shown that when the number of nodes gets large the occur-
rences of packet collisions become more frequently, the auto rate fall back scheme
based on neural network provides slightly higher throughput than the original one
by means of an adaptive manner to reflect the change of contention situation. It is
shown that the throughput increased by 11.4, 13.3, 11.1 % when the number of
nodes is 8, 9, and 10 respectively. The results shown in Figs. 31.4 and 31.5
demonstrated that the auto rate fallback scheme based on BPA-NN can adapt to
different contention situations (i.e. the number of nodes and traffic intensity) and
improve the system throughput as fast as possible in accordance with the current
contention situations.

Table 31.6 The throughput corresponding to the default and optimal values of (m, n) with varied
number of nodes in case of BER = 0 and 10 packet sent per second

Number of
nodes

Throughput corresponded
to default value of (m,
n) = (2, 10) (Mbps)

The optimal value of
(m, n)

Throughput corresponded
to optimal value of (m, n)
(Mbps)

2 0.2816 (2, 10) 0.2816
3 0.4167 (2, 9) 0.4295
4 0.5816 (4, 8) 0.5928
5 0.7412 (4, 8) 0.7891
6 0.8928 (4, 8) 0.9216
7 1.1261 (4, 8) 1.1886
8 1.2241 (4, 8) 1.3641
9 1.2541 (4, 8) 1.4211
10 1.3426 (4, 8) 1.4926

Fig. 31.4 The throughput
corresponding to the default
and optimal values of (m, n)
with varying number of nodes
in case of BER = 0 and
1,000 packet sent per second

274 J. Abdullah and A. M. I. Okaf



31.4 Conclusions

This paper presents rate adaptation scheme based on neural network to improve the
system throughput in IEEE 802.11 Wireless Local Area Network by adapting the
transmission rates to the current channel conditions and contention situation.
Neural networks are exploited to learn the correlation function of the optimal
success and failure thresholds with respect to the corresponding contention situ-
ations including the amount of contending nodes and traffic intensity in the off-line
stage. At runtime, the optimal threshold values can be chosen according to the
current contention situations rapidly by using a simple table lookup to achieve
the best system throughput. Qualnet 5.0 simulator is used to evaluate and compare
the system performance of new auto rate fallback scheme based on neural network
and the standard auto rate fallback scheme. Simulation results illustrate that the
auto rate fall back scheme based on neural network improve the achievable per-
formance of the aggregate throughput in a variety of IEEE 802.11 Wireless Local
Area Network environments.
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Chapter 32
Traffic Sign Detection and Classification
for Driver Assistant System

Nursabillilah Mohd Ali, Nur Maisarah Mohd Sobran,
M. M. Ghazaly, S. A. Shukor and A. F. Tuani Ibrahim

Abstract In this paper we explain the proposed method of traffic sign detection
and classification for driver assistant system (DAS). Color detection framework
using RGB method is utilized in this study, whereas an artificial neural network
(ANN) has been used as classifiers for classification. There are at least 100 types of
Malaysian Traffic Signs have been employed in this research. Most of the images
are taken at various places throughout the urban and suburban areas involved with
scale, illumination and rotational changes as well as occlusion images. The
experimental results are shown that the proposed framework achieved at least
80 % successful detection with 21 false positive images. On the other hand, the
ANN gives strong rates where at least most of the signs can be classify with more
than 85 % success.

Keywords Color detection � Illumination-invariant � Classification of occlusion
images

32.1 Introduction

Of late, Driver Assistance System (DAS) was created and become the most popular
topic in computer vision application, i.e. traffic sign detection and recognition. It
has contributes to road safety and awareness among drivers for the last 15 years.
Since then, many techniques have been created and implemented to achieve
accurate and robust performance towards traffic sign identification system [1].
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Even though many techniques have made various algorithms and equipped with
good system performance, the disorganized comparisons are still missing and
datasets are not easily available. Detection and recognition stages are a multitask-
based category as many datasets are used as a training set to achieve the result.
Driver’s vision is easily distracted by the headlight of the oncoming vehicles at
night, which make driving more difficult and hence, lead to more traffic accidents.
Traffic signs are not only used to regulate congested traffic but also give useful
information in order to avoid accidents that might happen. Traffic signs can be
used to differentiate their information based on colours and shapes. They are
designed so that drivers can easily detect and recognize them. In Malaysia for
instance, more than 100 road signs classes can be investigated [2]. The paper is
organized as follows: Sect. 32.2 entails the survey on traffic signs. Section 32.3
discusses the system overview about the proposed system and addressed the result.
Finally the analysis made before conclusions in Sect. 32.4.

32.2 Literature Survey

There are many existing techniques for traffic sign identification that has been
used. Traffic sign detection has been treated with simple background images by
many existing research. However, complex background is an important aspect as
we need to observe the performance result. Color is an important part in detection
phase. Several researchers make used of the advantages of color model to build
algorithm for traffic sign detection. It is due to several variances that might affect
the appearance of the signs. There are many color model that have been used has
compromised HSV [3] or HSI [4], YUV [5] and YCbCr. Besides that, several
researchers have developed color of databases, look-up tables and hierarchy region
growing technique so that the detection technique would be much easier.

On the other hand, in traffic sign classification and recognition, many
researchers used template matching, Latent Dirichlet Allocation (LDA), Support
Vector Machine (SVM), and other learning-based method. Pictogram have been
classified using template matching and cross correlation using OCR (optical
character recognition) systems. Moutarde et al., employed traffic system for speed
limit signs based on single digit recognition using neural network technique.
However, the recognition result was not represented by the developed system. The
system achieved almost 89 and 90 % for U.S. and European, respectively using
281 traffic signs. Yet, this method still using certain signs such as speed limit and
not focusing on the all classes.

32.3 Proposed Framework

The paper focused on development of detection using color segmentation and
classification using neural network. Figure 32.1 shows the proposed technique. It
consists of 3 main steps. Twelve types of traffic signs were used: Uneven Road, No
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Entry, No-U-Turn, Right Junction, Yield/Give Way, Keep Both Side, Stop Sign,
Keep Left, Left Junction, Speed Limit 30 km/h, Speed Limit 50 km/h and Speed
Limit 60 km/h signs. These signs were chosen because they were the most com-
mon traffic signs. For recognition stage, experiments conducted included partial
occluded signs, illumination changes and rotational changes.

32.3.1 RGB Color Segmentation Utilized by Aspect Ratio
Determination

This research utilized algorithms between using RGB color space. The algorithms
were able to detect red, blue and yellow traffic signs, respectively. Algorithms
were tested on static images separately. Images were mostly taken during sunny
day and at night. Tests were carried out over 403 images which represented 101
partial occluded and 253 non-partial occluded signs with 49 rotational changes
signs.

Fig. 32.1 Algorithm development process. (I) Image acquisition; (II) color segmentation; (III)
detection process; (IV) classification/recognition process
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The traffic signs can be affected by the illumination conditions such as direct
sunlight, shadows and reflected sunlight which make detection more difficult. In
this research, the images used were in resolution of 500 9 667 pixels using digital
camera. The objective of the research is to detect any sign of given colour
regardless of the illumination changes with partial occlusion.

Table 32.1 RGB color ratio No. Traffic signs Color channel

1 Red Red/Green
2 Blue Blue/Green
3 Yellow Green/Blue

Fig. 32.2 Color segmentation using RGB color ratio with aspect ratio determination, at night
(1, 4 and 5) and daytime (2 and 3)
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Color segmentation using RGB algorithm was implemented based on
Table 32.1. The color ratio in Fig. 32.2 was able to detect traffic signs with red,
blue, yellow, white and black colours, respectively. However, achromatic color
which is represented by dominant colour of hue is used to search the pixel of
interest (POI) within traffic signs. The equation is as the following

f ðR;G;BÞ ¼ ðjR� Gj þ jG� Bj þ jB� RjÞ
3D

ð32:1Þ

The aspect ratio utilized in the color detection if the minimum bounding box
size is less than 300 pixels and ratio is less than 1.2. The determination was able to
detect at specific traffic sign using RGB color segmentation.

Fig. 32.3 Classification for each signs classes for test and all confusion matrixes with their
respective percentages
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32.3.2 Classification Stage: An Neural Network Approach

A supervised feed forward neural network was utilized in this study. It is a
recursive tool that really helps in object classification. It can also be regarded as a
pattern recognition tool. It extracts patterns when given input based on specific
conditions of target. The flow of neural network will basically cover generation of
weight and bias, trained, validated and tested. The neural network was trained
using scale conjugate gradient (SCG) back propagation algorithm using log
sigmoid function with 100 numbers of epochs.

Figure 32.3 illustrates the 12 sign classes that are classified according to its
class by dividing the network for training, testing and validation. Based on the
training data, the network divides 70 % for training, 15 % for testing and 15 % for
validation’s confusion matrix. After running the ANN algorithm, for instance, the
percentage of confusion matrix of training uneven signs target which is repre-
sented at first row at Fig. 32.3 (training confusion matrix) obtained 100 %

Fig. 32.4 Receiver operating characteristic (ROC) rate
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accuracy. However, when the network tried to validate the data, it gives 75 %
correctness whereas 66.7 % correctness for testing part. Based on the all confusion
matrix data as shown at Fig. 32.3, 93.8 % classifies the first class as uneven signs
target whereas 6.3 % produces wrong classification.

Based on this classification result, Fig. 32.4 shows the 12 sign classes of ROC
value that are respectively reserved for training, testing and validation. ROC is
widely used in predicting the percentage of accuracy in pattern recognition tech-
nique. As can be seen from the all ROC graph, the all classes approach true
positive (TP) rate which is approximately one. TP is number of correctly predicted
meaning that less false positive rate occurred in classification the signs classes.

32.4 Conclusion

In a nutshell, we have explained an algorithm using RGB color space in traffic sign
detection. It was shown that the algorithm is able to detect red, yellow and blue
traffic signs respectively using RGB color space. This frame able to detect more
than one sign and reduced the false positive rates. Based on the result, the algo-
rithm not only can detect partially occluded sign, but also all colors representing
traffic signs involved with illumination and rotational changes. As for classification
stage, a supervised neural network is used to classify the sign according to its class.
This classifier can be extending for future research such as identification of traffic
sign. In future research, we are planning to optimize the detection and classifi-
cation algorithm to be applied in real time traffic sign classification and recognition
application.
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Chapter 33
Comparison of Multilayer Perceptron
and Radial Basis Function Neural
Networks for EMG-Based Facial Gesture
Recognition

Mahyar Hamedi, Sh-Hussain Salleh, Mehdi Astaraki,
Alias Mohd Noor and Arief Ruhullah A. Harris

Abstract This paper compared the application of multilayer perceptron (MLP)
and radial basis function (RBF) neural networks on a facial gesture recognition
system. Electromyogram (EMG) signals generated by ten different facial gestures
were recorded through three pairs of electrodes. EMGs were filtered and seg-
mented into non-overlapped portions. The time-domain feature mean absolute
value (MAV) and its two modified derivatives MMAV1 and MMAV2 were
extracted. MLP and RBF were used to classify the EMG features while six types of
activation functions were evaluated for MLP architecture. The discriminating
power of single/multi features was also investigated. The results of this study
showed that symmetric saturating linear was the most effective activation function
for MLP; the feature set MAV ? MMAV1 provided the highest accuracy by both
classifiers; MLP reached higher recognition ratio for most of features; RBF was the
faster algorithm which also offered a reliable trade-off between the two key
metrics, accuracy and time.
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Keywords Facial gesture recognition � EMG classification � Feature extraction �
Multilayer perceptron neural network � Radial basis function neural network

33.1 Introduction

The human face is one of the most informative sources for conveying people’s
internal states. Facial expressions/gestures are counted as effective tools to com-
municate non-verbally. They have recently taken the researchers’ attention to be
applied in various fields such as system verification, human identification, security
systems, and human machine interaction. Recent facial gesture recognition systems
rely on image- [1], video- [2], and myoelectic-based [3] techniques. It has been
reported that the image/video-based methods resulted in various drawbacks such as
drifts, loss of communication, high sensitivity, high implementation cost, slow
communication rates, and high complexity for analysis. Therefore, myoelectric-
based technique in the form of EMG has been suggested and focused [3–11].
Designing such systems require considering a correct signal recording protocol, and
using robust methods for preprocessing, processing and classification. Ang et al. [4]
presented a recognition system based on the facial expressions, happiness, anger
and sadness. The signals were recorded by 3 pairs of electrodes, and they were
rectified. Then, mean value, standard deviation, RMS, and power spectrum density
(PSD) of EMGs were computed as the features. By using minimum distance
classifier, the facial gestures were recognized with 94.44 % accuracy. Arjunan and
Kumar [5] studied the recognition of facial muscle movements during unvoiced
speech by acquiring the EMG signals through 4 channels and characterized the
muscle activation by extracting normalized integral moving RMS (MRMS) fea-
tures. In the field of human machine interaction (HMI), Firoozabadi et al. [6]
proposed an interface to be used for controlling a virtual robotic wheelchair. Three
pairs of bipolar electrodes were employed to capture the signals from five facial
expressions. They reported 89.75–100 % classification accuracy where MAV and
SVM were utilized for feature extraction and classification respectively. Rezazadeh
et al. [7] designed an interface to control a virtual interactive tower crane through
five different facial EMGs. They used RMS features and subtractive fuzzy c-means
(SFCM) clustering algorithm as a classifier and obtained 92.6 % recognition ratio.
They expanded their study in [8] by considering eight facial gestures and employing
SFCM plus adaptive neuro-fuzzy inference system (ANFIS) for classification. In
our previous studies, a two channel-based facial gesture recognition system was
proposed where 90.8 % accuracy was achieved using FCM for recognizing five
gestures [9]. A comparative study was carried out where FCM outperformed SVM
in the classification of eight facial expressions [10]. A multipurpose interface was
designed through ten facial gestures for HMI applications and 90.41 % discrimi-
nation rate was reached by FCM [3]. The effectiveness of six different facial EMG
features, integrated EMG (IEMG), variance, wave length (WL), mean absolute
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value slope (MAVS), MAV, and RMS were compared and evaluated. It was
concluded that, RMS was the most discriminative one during classification of ten
facial gestures [11]. Although most of mentioned studies applied FCM as a robust
classifier, it was reported that its computational load during the training stage is
high which is not proper for real-time applications. To address this obstacle, we
suggested a very fast elliptic basis function neural network (VEBFNN) to provide a
reliable trade-off between accuracy and speed [12]. The results indicated a
remarkable decrease in training time while the average recognition accuracy was
reduced about 3.3 %.

According to the literature, there were a few methods used and examined for facial
EMG signal feature extraction and classification. And since the final performance of
the systems is highly dependent on these two factors, more investigation is required
in this area to find more robust methods. In this paper, ten different facial EMG
signals were recorded by considering a similar setup as in [3]. Theoretically, when a
signal is modeled as a Laplacian, a maximum likelihood of amplitude can be
estimated from MAV [13]. Therefore, MAV feature and its two recent modified
derivatives MMAV1 and MMAV2 were extracted from the EMGs and multifeature
sets including two and three features were formed. For the purpose of classification,
Multilayer Perceptron (MLP) and Radial Basis Function (RBF) Neural Networks
(NN) were applied while six different types of activation functions were considered
in MLP structure. In a comparative study, the impact of the considered features
as well as the classifiers were investigated on the system performance in order to find
the most discriminating feature and the more efficient classifier.

33.2 Methods and Materials

33.2.1 System Setup and Data Acquisition

The same setup as presented in [3] was considered in this study. Ten healthy
volunteers in the age range of 26–41 participated in this experiment. The subjects’
face skin was cleaned by alcohol pad; then, three pairs of pre-gelled Ag/AgCl
electrodes were placed in bipolar configuration, one pair on the Frontalis muscle
within a 2 cm distance and the other two pairs on the left and right Temporalis
muscles. Moreover, an electrode was placed on the boney part of the left wrist as a
ground. The facial EMGs were captured via BioRadio 150 (Clevemed) and the
signals were recorded at the rate of *1,000 Hz sampling frequency. Through the
activation of filters with a low cut-off frequency 0.1 Hz and a notch filter of 50 Hz,
unwanted artifacts from user movements and inference noises were removed by
the device software itself. The ten facial gestures considered in this research were
smiling with both sides of the mouth, smiling with left side of the mouth, smiling
with right side of the mouth, opening the mouth (saying ‘a’ in the word apple),
clenching the molars, gesturing ‘notch’ by raising the eyebrows, frowning, closing
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both eyes, closing the right eye and closing the left eye. All subjects were asked to
perform each facial gesture five times for two seconds (active signal), and with 5 s
rest between to reduce the effect of muscle exhaustion. Totally, ten (number of
gestures) series of three (number of channels) dimensional data sets with
10,000 ms length were captured for each subject.

33.2.2 Preprocessing

Recorded EMGs were passed through a band-pass filter in the range of 30–450 Hz
to envelope the most significant spectrum of signals. Then, filtered EMGs were
segmented into non-overlapped windows with 256 ms length which resulted in 39
portions (10,000 7 256 & 39) for each gesture in each channel.

33.2.3 Feature Extraction

This stage aimed to extract the significant properties of facial EMGs in order to
characterize the facial gestures into distinguishing categories. The features should
have enough information for classification and be easy to compute so as to provide
better performance and faster processing. In this study, the time-domain feature
MAV and its two modified derivatives MMAV1 and MMAV2 [14] were computed
and extracted from the segmented EMGs through the following equations:

MAVk ¼
1
N

X

N

i¼1

xij j ð33:1Þ

MMAV1k ¼
1
N

X

N

i¼1

xi xij j; x ið Þ ¼ 1; 0:25N� i� 0:75N
0:5; otherwise

ffi

ð33:2Þ

MMAV2k ¼
1
N

X

N

i¼1

xi xij j; x ið Þ ¼
1; 0:25N� i� 0:75N
4i
N ; 0:25N [ i
4 i�Nð Þ

N ; 0:75N\i

8

<

:

ð33:3Þ

where xi is the value of each part of the segment k, N is the segment length (256),
and xi is the weighting window function which is continuous in MMAV2.

By considering three channels, a single feature vector composed of 3 9 390
features (for 10 gestures) was achieved for each subject. In addition to the single
features, multifeature sets including two and three features were considered for
characterizing the facial gestures. To do so, the single features were concatenated
as MAV ? MMAV1, MAV ? MMAV2, MMAV1 ? MMAV2, and MAV ?

MMAV1 ? MMAV2. The dimensions of constructed multifeature sets including
2 and 3 features were increased to 6, and 9 respectively.
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33.2.4 Classification

In order to recognize the facial gestures accurately, extracted features must be
classified into distinct groups through a robust classifier. In this study, MLP and
RBF neural networks were applied to classify the facial EMG features. Moreover,
these classifiers were used to evaluate the impact of single/multi feature sets on the
system performance.

MLP is a feed-forward artificial NN extensively employed for pattern recog-
nition-based problems. Recently, it was adopted for classifying and detecting
different states of human emotions through biomedical signals [15]. This NN
applies a unit (neuron) whose output is a nonlinear differentiable function of its
input. This method is highly flexible due to its nonlinear structure and since
various types of activation functions can be utilized. MLP employs the supervised
learning Backpropagation (BP) algorithm for network training and the gradient
descent weight update rule for computing new weights during the learning process
[16]. Training errors over all network output units are calculated by the following
equation:

E ~xð Þ � 1=2
X

s2T

X

n2R

tns � onsð Þ2 ð33:4Þ

where ~x is the weight vector, T indicates the training samples set, R represents the
output units set, tns and ons specify the target and output values related to the nth
output unit and training sample s.

In this work, the MLP comprised of three layers where the number of neurons
in the input layer was equal to the feature vector dimensions (3, 6, and 9). In the
hidden layer, this number was selected manually in each run so as to reach the best
performance. And the number of neurons in the output layer was the same as the
number of classes in the training data set (10). Furthermore, the capability of
several activation functions, linear (purelin), saturating linear (satlin), symmetric
saturating linear (satlins), positive linear (poslin), log-sigmoid (logsig), and
hyperbolic tangent sigmoid (tansig) were examined in order to find the most
efficient one.

RBF is a mixture of instance-based and probabilistic artificial NN approaches.
It is a three layer NN with spatially localized kernel functions (radial basis
functions) as activation functions in the hidden layer. The output of the network is
a linear combination of RBFs of the inputs and neuron parameters. In our study,
the input layer of RBF network included the same number of neurons as in MLP
and the neuron parameters known as spread of radial basis functions were adjusted
manually for each run to gain the highest performance. The output of the network
which is then a scalar function of the input vector x is computed by

f xð Þ ¼
X

k

i¼1

aiq x� cik kð Þ ð33:5Þ
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where ai is the weight of neuron i in the linear output neuron, and k is a constant
that specifies the number of kernel functions (number of neurons in the hidden
layer) and it is adjusted differently for each subject. Here q x� cik kð Þ is the
Gaussian kernel function centered at the point ci with variance r2

i . The details of
RBFNN training procedure can be found in [17].

The proposed methods of classification were implemented by means of the
MATLAB software package version 7.12.0 with NN toolbox. In order to construct
the NN, each feature set was shuffled and divided into training and testing data sets
which were 300 9 3, 90 9 3 for single features; 300 9 6, 90 9 6 for the sets
containing two features, and 300 9 9, 90 9 9 for the set with three features.

33.3 Results and Discussion

This section discusses the results of several experiments carried out throughout the
study. Figure 33.1 investigates the impact of single/multi features on the recog-
nition performance achieved by MLP when considering different activation
functions. As can be seen, among the single features, generally MAV provided
better discriminative information comparing with its two modified versions.

The results from multifeature sets in Fig. 33.1 showed that MAV ? MMAV1
outperformed other sets which indicated that MMAV1 could provide comple-
mentary information when concatenated with MAV. On the other hand, since
MMAV2 achieved low accuracy as a single feature which proved its weakness in
discriminating the facial gestures, it undesirably affected the other three sets.
Figure 33.1 also demonstrates the effectiveness of six different activation functions
utilized in MLP architecture on the system accuracy over the considered features.
Obviously, MLP behaved differently by applying different activation function over
the features. Amongst all, purelin resulted in significant misclassification over all
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Fig. 33.1 Effectiveness of different single/multi features and various activation functions of
MLP on the recognition accuracy
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features whereas satlin and satlins led to higher recognition accuracy in com-
parison with other activation functions. According to the results, when MLP
classified the facial gesture feature set MAV ? MMAV1 by means of satlins
activation function, the highest recognition accuracy of 88.6 % was obtained.

Figure 33.2 depicts the influence of different features and various activation
functions used in MLP classifier on the computational load consumed during the
training stage. It can be observed that there was an increase in the time when
applying more features and the maximum time was spent during the training of
feature set MAV ? MMAV1 ? MMAV2. Considering the set MAV ? MMAV1
which achieved the highest recognition accuracy in the previous section, it is
obvious that the training time for this multifeature set was lower than the other sets
when being classified by MLP with all activation functions. According to this
figure, purelin and tansing activation functions resulted in the minimum and the
maximum computational cost respectively which implied the rate of simplicity and
complexity of these functions during the processing. The remarkable point was
where satlins performed very fast in comparison with other activation functions.

The statistical analysis applied to the results in Figs. 33.1 and 33.2 showed that
MLP achieved the best performance, 88.6 % recognition accuracy and 11.2 s
training time, when utilizing the feature set MAV ? MMAV1 and the activation
function satlins.

The results provided by RBF over all features are illustrated in Fig. 33.3. As
can be seen, facial gestures were recognized within the accuracy range of 81.1 %
(with MAV ? MMAV1) to 85.5 % (with MMAV1 ? MMAV2). It was also
demonstrated that the training time did not noticeably vary and the maximum time
(0.53 s) was consumed for the classification of MAV ? MMAV1 ? MMAV2.
Figure 33.3 also compares the performance of the best MLP architecture (with
satlins activation function) with RBF algorithm. Overall, MLP outperformed RBF
in recognizing the facial gestures since it obtained higher accuracy using most of
single/multi feature sets. However, less variation in recognition ratio through RBF
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Fig. 33.2 The training time consumed during the classification of different single/multi features
by various activation functions of MLP
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indicates more stability of this classifier over different features. As a significant
point, the maximum accuracy was achieved by both algorithms when
MAV ? MMAV1 was applied which again designates the high discriminating
power of this feature set. In terms of training time, it is clear that RBF was much
more stable and faster than MLP due to the fact that the hidden layer in RBF is
computed only through a function of the distance, not a series of weights.

Since the appropriate classifier must be selected based on the application, MLP
can be used when higher accuracy is required and RBF can be adopted in real-time
processing where high speed is necessary. Moreover, RBF is preferred in the
systems which desire a reasonable trade-off between the two key factors.

33.4 Conclusion and Future Work

This paper investigated and compared the usage of two well-known neural net-
works MLP and RBF for recognizing ten different facial gestures through facial
myoelectric signals. Accordingly, the time-domain feature MAV and its two
modified derivatives MMAV1 and MMAV2 were extracted and applied in the
forms of single and multifeature sets for characterizing the facial EMGs. The
efficiency of the features was evaluated and the set MAV ? MMAV1 was
reported as the most efficient one. In this study, six different types of activation
functions were tested in MLP architecture and the best performance was provided
by using satlins. Finally, it was clarified that MLP generally achieved better
recognition accuracy while RBF delivered a much faster training procedure.
Therefore, it was recommended to choose the classifier based on the application’s
target that is accuracy, speed or a trade-off between them.

This research compared the capability of two neural networks for classification
of facial myoelectric signals by just considering a few types of EMG features and
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Fig. 33.3 Comparison of MLP and RBF in terms of recognition accuracy and computational cost
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without concentrating on other steps of signal processing which can affect the
system performance. So, extracting more features and utilizing other methods for
preprocessing such as different segmentation and filtering techniques will be
studied in future.

Acknowledgments This research project is supported by Center of Biomedical Engineering
(CBE), Transport Research Alliance, Universiti Teknologi Malaysia research university grant
(Q.J130000.2436.00G32) and funded by Ministry of Higher Education (MOHE).

References

1. Kotsia I, Pitas I (2007) Facial expression recognition in image sequences using geometric
deformation features and support vector machines. IEEE Trans Image Process 16(1):172–187

2. Cohen I, Sebe N, Garg A, Chen LS, Huang TS (2003) Facial expression recognition from
video sequences: temporal and static modeling. Comput Vis Image Underst 91(1):160–187

3. Hamedi M, Salleh SH, Tan TS, Ismail K, Ali J, Dee-Uam C, Pavaganun C, Yupapin PP
(2011) Human facial neural activities and gesture recognition for machine-interfacing
applications. Int J Nanomed 6:3461–3472

4. Ang LBP, Belen EF, Bernardo RA Jr, Boongaling ER, Briones GH, Coronel JB (2004) Facial
expression recognition through pattern analysis of facial muscle movements utilizing
electromyogram sensors. In: TENCON 2004, IEEE region 10 conference, vol 100. IEEE
Press, pp 600–603

5. Arjunan S, Kumar DK (2007) Recognition of facial movements and hand gestures using
surface Electromyogram (sEMG) for HCI based applications. In: 9th Biennial conference of
the Australian Pattern Recognition Society on digital image computing techniques and
applications. IEEE Press, pp 1–6

6. Firoozabadi SMP, Oskoei MA, Hu H (2008) A human-computer interface based on forehead
multi-channel bio-signals to control a virtual wheelchair. In: Proceedings of the 14th Iranian
conference on biomedical engineering (ICBME), pp 272–277

7. Rezazadeh IM, Wang X, Firoozabadi SMP, Hashemi Golpayegani MR (2010) Using
affective human machine interface to increase the operation performance in virtual
construction crane training system: a novel approach. Autom Construct J 20:289–298

8. Rezazadeh IM, Firoozabadi SMP, Hu H, Hashemi Golpayegani SMR (2011) A novel human-
machine interface based on recognition of multi-channel facial bioelectric signals. Australas J
Phys Eng Sci Med 34(4):497–513

9. Hamedi M, Rezazadeh IM, Firoozabadi SMP (2011) Facial gesture recognition using two-
channel biosensors configuration and fuzzy classifier: a pilot study. In: International
conference on electrical, control and computer engineering (INECCE). IEEE Press,
pp 338–343

10. Hamedi M, Salleh SH, Tan TS, Ismail K (2011) Surface electromyography-based facial
expression recognition in bipolar configuration. J Comput Sci 7(9):1407–1415

11. Hamedi M, Salleh SH, Noor AM, Tan TS, Ismail K (2012) Comparison of different time-
domain feature extraction methods on facial gestures’ EMGs. In: Electromagnetics research
symposium proceedings, KL. PIER, pp 1897–1900

12. Hamedi M, Salleh SH, Astaraki M, Noor AM (2013) EMG-based facial gesture recognition
through versatile elliptic basis function neural network. Biomed Eng Online 12(1):73

13. Asghari Oskoei M, Hu M (2007) Myoelectric control systems—A survey. Biomed Signal
Process Control 2(4):275–294

14. Phinyomark A, Limsakul C, Phukpattaranont P (2009) A novel feature extraction for robust
EMG pattern recognition. J Comput 1(1):71–80

33 Comparison of Multilayer Perceptron 293



15. Van den Broek EL, Lisy V, Janssen JH, Westerink JHDM, Schut MH, Tuinenbreijer K
(2010) Affective man-machine interface: unveiling human emotions through biosignals. In:
Biomedical engineering systems and technologies. Communications in computer and
information science, vol 52. Springer, New York, pp 21–47

16. Mitchell TM (1997) Machine learning. McGraw Hill, New York
17. Schwenker F, Kestler HA, Palm G (2001) Three learning phases for radial-basis-function

networks. Neural Netw 14(4):439–458

294 M. Hamedi et al.



Chapter 34
The Effect of Bat Population in Bat-BP
Algorithm

Nazri Mohd. Nawi, Muhammad Zubair Rehman
and Abdullah Khan

Abstract A new metaheuristic based back-propagation algorithm known as Bat-BP
is presented in this paper. The proposed Bat-BP algorithm successfully solves the
problems like slow convergence to global minima and network stagnancy in back-
propagation neural network (BPNN) algorithm. In this paper, the bat population is
increased from 10 to 500 bats to detect the performance decline or incline in the Bat-
BP algorithm by performing simulations on XOR and OR datasets. The simulation
results show that the convergence rate to global minimum in Bat-BP is directly
proportional with an increase in bats on 2-bit XOR dataset. In case of 3-bit XOR and
4-bit OR datasets, the results deteriorated with an increase in the bat population.

Keywords Bat population �Metaheuristics � Slow convergence �Global minima �
Bat algorithm � Back-propagation neural network algorithm � Bat-BP algorithm �
Momentum

34.1 Introduction

Back-propagation Neural Network (BPNN) is a very old optimization technique
applied on the Artificial Neural Networks (ANN) to speed up the network con-
vergence to global minima during training process [1–3]. BPNN follows the basic

N. M. Nawi � M. Z. Rehman (&) � A. Khan
Software and Multimedia Centre, Faculty of Computer Science
and Information Technology, Universiti Tun Hussein Onn Malaysia (UTHM),
P.O. Box 101, 86400 Parit Raja, Batu Pahat, Johor, Malaysia
e-mail: zrehman862060@gmail.com

N. M Nawi
e-mail: nazri@uthm.edu.my

A. Khan
e-mail: hi100010@siswa.uthm.edu.my

H. A. Mat Sakim and M. T. Mustaffa (eds.), The 8th International Conference
on Robotic, Vision, Signal Processing & Power Applications,
Lecture Notes in Electrical Engineering 291, DOI: 10.1007/978-981-4585-42-2_34,
� Springer Science+Business Media Singapore 2014

295



principles of ANN which mimics the learning ability of a human brain. Similar to
ANN architecture, BPNN consists of an input layer, one or more hidden layers and
an output layer of neurons. In BPNN, every node in a layer is connected to every
other node in the adjacent layer. Unlike normal ANN architecture, BPNN learns by
calculating the errors of the output layer to find the errors in the hidden layers [4].
This qualitative ability makes it highly suitable to be applied on problems in which
no relationship is found between the output and the inputs. Due to its high rate of
plasticity and learning capabilities, it has been successfully implemented in wide
range of applications [5].

Despite providing successful solutions BPNN has some limitations. Since, it uses
gradient descent learning which requires careful selection of parameters such as
network topology, initial weights and biases, learning rate, activation function, and
value for the gain in the activation function. An improper use of these parameters
can lead to slow network convergence or even network stagnancy [5, 6]. Previous
researchers have suggested some modifications to improve the training time of the
network. Some of the variations suggested are the use of learning rate and
momentum to stop network stagnancy and to speed-up the network convergence to
global minima. These two parameters are frequently used in the control of weight
adjustments along the steepest descent and for controlling oscillations [7].

Besides setting network parameters in BPNN, evolutionary computation is also
used to train the weights to avoid local minima. To overcome the weaknesses of
gradient-based techniques, many new algorithms have been proposed recently.
These algorithms include global search techniques such as hybrid PSO-BP [8],
artificial bee colony back-propagation (ABC-BP) algorithm [9, 10], evolutionary
artificial neural networks algorithm (EA) [11], and genetic algorithms (GA) [12].

In this paper, Bat-BP algorithm is proposed. The Bat-BP with varying popu-
lation of bats is simulated on XOR and OR datasets and shows high accuracy and
avoids local minima. We find that by using an appropriate metaheuristic technique
such as BAT with an equally intelligent BPNN can answer many limitations of
gradient descent efficiently. The next two sections provide a brief discussion of
BAT algorithms, followed by the proposed BAT-BP algorithm, simulation results,
and finally the conclusion.

34.2 The Bat Algorithm

Bat is a metaheuristic optimization algorithm developed by Yang in 2010 [13]. Bat
algorithm is based on the echolocation behavior of microbats with varying pulse
rates of emission and loudness. Yang [13] has idealized the following rules to
model Bat algorithm;

1. All bats use echolocation to sense distance, and they also ‘‘know’’ the differ-
ence between food/prey and back-ground barriers in some magical way.
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2. A bat fly randomly with velocity (vi) at position (xi) with a fixed frequency
(fmin), varying wavelength k and loudness A0 to search for prey. They can
automatically adjust the wavelength (or frequency) of their emitted pulses and
adjust the rate of pulse emission r [ [0,1], depending on the proximity of their
target.

3. Although the loudness can vary in many ways, Yang [13] assume that the
loudness varies from a large (positive) A0 to a minimum constant value Amin.
The pseudo code for the Bat algorithm can be seen in Fig. 34.1.

Firstly, the initial position xi, velocity vi and frequency fi are initialized for each
bat bi. For each time step t, the movement of the virtual bats is given by updating
their velocity and position using Eqs. (34.2), and (34.3) as follows:

fi ¼ fmin þ fmax þ fminð Þb ð34:1Þ

vt
i ¼ vt�1

i þ xt
i þ x�

� �

fi ð34:2Þ

xt
i ¼ xt�1

i þ vt
i ð34:3Þ

where b denotes a randomly generated number within the interval [0,1]. Recall that
xt

i denotes the value of decision variable j for bat i at time step t. The result of fi in
Eq. (34.1) is used to control the pace and range of the movement of the bats. The
variable x* represents the current global best location (solution) which is located
after comparing all the solutions among all the n bats. In order to improve the
variability of the possible solutions, Yang [13] has employed random walks. Pri-
marily, one solution is selected among the current best solutions for local search and
then the random walk is applied in order to generate a new solution for each bat;

xnew ¼ xold þ 2 At ð34:4Þ

Step 1: BAT initializes and passes the best weights to BPNN  
Step 2: Load the training data 
Step 3: While MSE < Stopping Criteria 
Step 4: Initialize all BAT Population  
Step 5: Bat Population finds the best weight in Equation 4 and pass it on to the network, the 
weights,  and biases,  in BPNN are then adjusted using the follow-
ing formulae; 

( ) )
( )

Step 6: Feed forward neural network runs using the weights initialized with BAT 
Step 7: Calculate the backward error 
Step 8: Bat keeps on calculating the best possible weight at each epoch until the 
Network is converged. 
End While

Fig. 34.1 The proposed Bat-BP algorithm
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where, At stands for the average loudness of all the bats at time t, and e [ [-1,1] is
a random number. For each iteration of the algorithm, the loudness Ai and the
emission pulse rate ri are updated, as follows:

Atþ1
i ¼/ At

i ð34:5Þ

rtþ1
i ¼ r0

i 1� exp �ctð Þ½ � ð34:6Þ

where a and c are constants. At the first step of the algorithm, the emission rate, r0
i

and the loudness, A0
i are often randomly chosen. Generally, A0

i 2 ½1; 2� and r0
i 2

½0; 1� [12].

34.3 The Proposed BAT-BP Algorithm

In the proposed BAT-BP algorithm, each position represents a possible solution
(i.e., the weight space and the corresponding biases for BPNN optimization in this
paper). The weight optimization problem and the position of a food source rep-
resent the quality of the solution. In the first epoch, the best weights and biases are
initialized with BAT and are passed on to the BPNN. The weights in BPNN are
calculated and compared in the reverse cycle. In the next cycle BAT again update
the weights with the best possible solution and BAT will continue to search the
best weights until the last epoch is reached or the MSE is achieved. The proposed
Bat-BP algorithm is shown in Fig. 34.1.

34.4 Results and Discussions

The Workstation used for carrying out experimentation comes equipped with a
2.33 GHz Core-i5 processor, 4-GB of RAM and Microsoft Windows 7. The
simulations are carried-out using MATLAB 2010 software on three datasets such
as 2-bit XOR, 3-bit XOR and 4-bit OR. Three layer back-propagation neural
networks is used for training, the hidden layer is kept fixed to 10-nodes while
output and input layers nodes vary according to the datasets given. Pulse rate of
0.9 and loudness of 0.7 is found to be optimal in Bat-BP algorithm and Log-
sigmoid activation function is used. The bat population is varied from 10 to 500
bats and a total of 20 trials run on each dataset. Each trial is limited to
1,000 epoch CPU time, average accuracy, and Mean Square Error (MSE) are
recorded for each independent trials on XOR and OR datasets and stored in a
separate file.
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34.4.1 2-Bit XOR Dataset

The first test problem is the 2 bit XOR Boolean function consisting of two binary
inputs and a single binary output. In simulations, we used 2-10-1 network archi-
tecture for two bit XOR. For the simple Bat-BP and modified Bat-BP, Table 34.1,
shows the CPU time, number of epochs and the MSE for the 2 bit XOR test
problem. Figure 34.2 shows, Bat-BP convergence performance on 2-bit XOR with
2-10-1 ANN Architecture.

The BAT-BP algorithm successfully avoids the local minima and converges on
the provided network successfully within 100 epochs, as shown in Table 34.1. The
convergence rate in Bat-BP increases with an increase in Bat population. The best
results are obtained when the bats are increased to 500 as shown in Fig. 34.3. With
500 bats, Bat-BP was more stable and converged to global minima in 2.05 CPU
cycles with 100 % accuracy, 0 MSE and a mere 1 epoch.

34.4.2 3-Bit XOR Dataset

In the second phase, we used 3 bit XOR dataset consisting of three inputs and a
single binary output. For the three bit input we apply 3-10-1, network architecture.
For the 3-10-1 the network it has forty connection weights and eleven biases.

Table 34.1 CPU time, epochs and MSE for 2-bit XOR dataset with varying population of BATS
and 2-10-1 ANN architecture

Algorithms 10 30 50 70 100 300 500

CPU time 2.39 0.56 0.71 0.52 0.8 1.23 2.05
Epochs 23.25 8.1 5 3 3 2 1
MSE 0 0 0 0 0 0 0
Accuracy (%) 100 100 100 100 100 100 100
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Fig. 34.2 Bat-BP convergence performance on 2-bit XOR with 2-10-1 ANN architecture and
varying population of bats
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For the Bat-BP, Table 34.2 shows the CPU time, number of epochs and the MSE
for the 3 bit XOR test problem.

As can be seen in Fig. 34.3, 3-bit XOR dataset performs better with 10 bats and
converged to global minima within 23 epochs, 93.69 % accuracy and 4.05 CPU
cycles. During the simulations, it is also observed that 3-bit XOR’s performance
becomes worse with an increase in the bat population. With an increase in the bats,
a sudden downward spike in the MSE with respect to accuracy can be observed in
Table 34.2.

34.4.3 4-Bit OR Dataset

The third dataset is based on the logical operator OR which indicates whether
either operand is true. If one of the operand has a nonzero value, the result has the
value 1. Otherwise, the result has the value 0. The network architecture used here
is 4-10-1 in which the network has fifty connection weights and eleven biases.
Table 34.3, illustrates the CPU time, epochs, and MSE performance of the Bat-BP
algorithm. Figure 34.4, shows the Bat-BP algorithm convergence performance on
4-bit OR.
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Fig. 34.3 Bat-BP convergence performance on 3-bit XOR with 3-10-1 ANN architecture and
varying population of bats

Table 34.2 CPU time, epochs and MSE for 3-bit XOR dataset with varying population of BATS
and 3-10-1 ANN architecture

Algorithms 10 30 50 70 100 300 500

CPU time 4.05 2.90 9.32 10.27 16.13 42.39 17.65
Epochs 23 24 74 79 86 80 65
MSE 0.0625 0.1240 0.4550 0.1750 0.1006 0.2366 0.2250
Accuracy (%) 93.69 90.79 53.74 82.33 87.00 42.39 17.65
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Unlike 3-bit XOR dataset, 4-bit OR dataset performed well with 10 and 50 and
500 bat population and showed a continuous decrease in no of epochs with respect
to an increase in bats, as seen in Table 34.3. Overall, Bat-BP performed well in
terms of accuracy and stayed with an acceptable range of 87–100 % as can be seen
in Fig. 34.4.

34.5 Conclusions

BPNN algorithm is one of the most widely used procedure to train Artificial
Neural Networks (ANN). But BPNN algorithm has some drawbacks, such as
getting stuck in local minima and slow speed of convergence. Nature inspired
meta-heuristic algorithms provide derivative-free solution to optimize complex
problems. In this paper, a meta-heuristic search algorithm, called Bat was used to
train BPNN to achieve fast convergence rate in the neural network. The proposed
Bat-BP was trained on XOR and OR datasets with varying population of Bats. In
Bat-BP, each bat represents the best solution or connection weights to the network
and an increase in the bats increases the possibility of finding the optimal weight/
solution. So, the idea was to increase the bat population and to check its effect on
the overall performance of the BAT-BP algorithm. During the simulation results, it
was found that the convergence rate to global minimum in Bat-BP is directly

Table 34.3 CPU time, epochs and MSE for 4-bit OR dataset with varying population of BATS
and 4-10-1 ANN architecture

Algorithms 10 30 50 70 100 300 500

CPU time 2.88 0.20 0.30 0.75 0.41 1.12 1.94
Epochs 46.8 2.6 3 5 7 2 1
MSE 0 0.0063 0 0.1250 0.0125 0.0001 0
Accuracy (%) 100 99.38 100 87.50 98.75 99.92 100
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Fig. 34.4 Bat-BP convergence performance on 4-bit OR with 4-10-1 ANN architecture and
varying population of bats
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proportional with an increase in bats on 2-bit XOR dataset. In case of 3-bit XOR
and 4-bit OR datasets, the results deteriorated with an increase in the bat
population.
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Chapter 35
Synthesizing Asli Malay Song:
Transforming Spoken Voices
into Singing Voices

Nurmaisara Za’ba, Nursuriati Jamil, Siti Salwa Salleh
and Nurulhamimi Abdul Rahman

Abstract Singing voices are consist of frequency related to musical pitch and
fundamental frequency (F0) fluctuation such as vibrato, overshoot, preparation and
fine fluctuation. Singing Malay asli music requires the singer to perform another
type of fluctuation in singing called patah lagu, at every central note or any
suitable longer notes. This paper discusses the construction of speech and singing
corpus, and the F0 analysis of patah lagu for speech to singing synthesis
application.

Keywords Fundamental frequency (F0) � Patah lagu � Singing synthesis

35.1 Introduction

Speech and singing have many differences in terms of production, characteristic
and perception. The range of frequencies and amplitudes in singing voice is much
larger than in speech. When singing a song, a singer expresses lyrics by changing
notes according to the melody of the musical score. According to Saitou et al. [7],
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there are several types of F0 fluctuations such as overshoot, preparation, vibrato
and fine fluctuations in a singing voice. These fluctuations are important to singing
voice characteristics [11]. However performing traditional asli music requires
traditional melodic ornamentation called patah lagu, which is also another type of
fluctuation needs to be considered.

Patah lagu (also known as lenggok, bunga melodi, penyedap lagu in Malay) is a
form of ornamentation and widely used in most of asli music. The presence of
patah lagu in asli music is very important; without it, a song will sound dreary and
dull [6]. Za’ba et al. [12] discussed Traditional Malay asli music and patah lagu in
detail, and reveals the variation of F0 contour in patah lagu performed by singers.
Patah lagu in Malay asli music is a unique type of ornamentation, that is turns,
mellismetic rendering, embellishing the longer notes with new ideas and accent at
the end of a phrase or cadence [5, 6]. All asli music should be sung with patah
lagu, even though the details of the patah lagu is not properly written or described
in the score.

Four types of F0 variations in a Japanese song, namely: overshoot, vibrato,
preparation and fine fluctuation were identified and the importance of these F0
fluctuations were demonstrated through a psychoacoustic experiment [8]. The
study indicated that overshoot has the largest effect on singing voice perception
and preparation as a new important fluctuation.

The presence of ornamentation is not only important to western music but to all
Indian music. Hindustani and Carnatic music in India are considered as two dis-
tinct musical areas with differences in nomenclature, style and grammar. Arora
et al. [2] investigated vocal performance in Indian Classical Raga using PRAAT
speech processing system, by introducing Indian ornamentation such as gamak and
meend in the system.

The goal of this paper is to discuss the construction of speech and singing
corpus as the primary subject for developing a speech to singing synthesis system
for Malay asli music. The discussion includes the methods for constructing
databank of speech and singing voices, analysis and synchronization of lyrics and
musical information. Experiment to reveal F0 fluctuations in patah lagu is also
presented and discussed in this paper.

The paper is organized as foIlows. Section 35.2 introduces speech and singing
corpus. Section 35.3 presents the observation of the fluctuation phenomenon in
corpus. Section 35.3.1 shows the experimental results. Conclusions are given in
Sect. 35.4.

35.2 Speech and Singing Corpus

The song of the singing corpus used in this study is called Seri Mersing, a popular
traditional Malay asli music in Malaysia. The recorded voice data were separated
into two; speech and singing voices. The musical composition and information is
also recorded and discussed in the following section.
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35.2.1 Speech Corpus

Speaking voices were recorded as the input for the speech to singing synthesis
system. Four speakers (two males and two females) read the given song lyrics of
Seri Mersing in a neutral reading style. The speaking voices were digitized at
16 bit/48 kHz. The speaking voices were manually annotated into five kinds of
labels; vowel, consonant, boundary (transition region from vowel to consonant or
vice versa), syllable, and silence. This is illustrated in Fig. 35.1.

The syllables (e.g. ‘se’, ‘ri’) were then manually segmented and stored in a data
bank as an input data for the speech to singing synthesis system.

35.2.2 Singing Corpus

Four singers (two males and two females) were asked to sing Seri Mersing using
the same lyrics with 48-kz sampling and 16-bit accuracy. All four singers are well-
trained and have experience in performing Malay asli music. The singers were
required to perform the song with their own individual patah lagu improvising
style. The singers listen to the melody of Seri Mersing from a headphone. The
lyrics or pantun for Seri Mersing are as follows:

Seri Meresing,
Lagu lah Melayu,
Digubahlah oleh,
Biduan dahulu.

Fig. 35.1 Annotated speech waveform
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35.2.3 Musical Composition Information

Musical information of the song is synchronized with the syllables in the lyrics of
Seri Mersing. The written musical note for each syllable and its synchronized
musical note value/beat in second(s)/ms are shown in Table 35.1.

Music tempo for Seri Mersing is 60 beat per minute (BPM), with the following
note values information converted into time in seconds (Table 35.2).

35.3 F0 Fluctuations

F0 extraction is important to examine how the feature values change over time, as
well as how much of the total signal is taken up with periodic of voiced sound. F0
is perceived as pitch by human [9]. Variation of F0, if any, dictates the existence of
patah lagu. Here, the F0 contours of the patah lagu were estimated using F0
extraction method, TEMPO in STRAIGHT [4]. F0 of a signal is the lowest fre-
quency at which the signal repeats and is only relevant for periodic signals. The
extracted F0 in log of frequency represent the F0 contour in Hz. STRAIGHT uses
algorithm based on instantaneous frequency to provide source information. The
method extracts F0 as the instantaneous frequency of fundamental component of a
complex sound.

The extracted pitch from STRAIGHT were then converted into musical interval
into 12 semitones by 100 cent each. The conversion is done here to detect the
connection between the frequencies of two notes, or the perceived pitches of the
notes, at the beginning and at the end of the interval. The fundamental frequency
(F0) in Hz is converted into cent scale according to Kako et al. [3] using;

Table 35.1 Synchronization information

Syllable Se ri Me re sing
Music note D4 D4 D4 D4 D4

Note value Quaver Dotted quaver Semi quaver Crotchet Minim (patah lagu)

Table 35.2 Musical note
values in time (s)

Musical note values Note values in time (s)

Semi quaver 0.25
Quaver 0.5
Dotted quaver 0.75
Crochet 1
Dotted crochet 1.5
Minim 2
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Pitch centsð Þ ¼ 1,200 � log2
F0

440� 23=12�5
ð35:1Þ

STRAIGHT is confirmed beforehand can extract fine fluctuations in the F0
contours accurately than other methods can [7]. It was reported that TEMPO in
STRAIGHT is also one of the most useful methods for estimating F0 contours [4].

35.3.1 Analysis of F0 Contour of Patah Lagu

From the F0 extraction experimentation using STRAIGHT, about 55–60 patah lagu
were analyzed and observed to appear on almost all sustain crochet, minim and
semibreve notes by each of the four singers, throughout the song. It shows an average
of 79 % use of patah lagu in singing Seri Mersing on every central or long note.
Some of the patah lagu were accompanied with natural vibrato, and the power
changes are synchronized with pitch. The F0 contour of the patah lagu appeared to
be rendered dissimilarly in term of pitch and time/duration of rendition. It shows that
singers may perform patah lagu in their own individual style while singing.

Figure 35.2 is an example of a spectrogram for patah lagu ‘‘Sing’’ rendered
continuously on a steady pitch by a male singer. As shown in Fig. 35.2a, the patah
lagu is not heavily performed in ‘‘Sing’’, but steady vibrato can be seen. Fig-
ure 35.2b shows the energy (or perceived as loudness) increases as the vowel is
sustained, and continues to synchronize with pitch as the pitch changes in time. The

Pitch

Intensity

Formant

Vibrato

Fig. 35.2 Spectrograms analysis on pitch, formant, and intensity of patah lagu ‘‘Sing’’
performed by a male singer
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spectrogram also shows the formants (darker bands running horizontally across the
spectrogram) changing rapidly as the vocal tract vibrates to sustain the vowel.

Fig. 35.3 F0 contour of a singing voice

Fig. 35.4 F0 contour for patah lagu ‘‘Sing’’ by four different singers
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Figure 35.3 shows an estimated F0 contour along the logarithmic axis using
STRAIGHT based on an original singing voice. As shown, dynamic acoustic
features such a preparation, overshoot and vibrato is performed by the singer and
also observed on other singing voices. Overshoot is deflection exceeding the target
note after note changes, vibrato is periodic frequency modulation around 4–8 Hz,
and preparation is deflection of the opposite direction of note change just before
note changes. Fine-fluctuation is irregular fine fluctuation higher than 10 Hz
observed throughout the contour.

Figure 35.4 presents the F0 contours for patah lagu ‘‘Sing’’ performed by four
different singers. These contours show variation of individual style in improvising
patah lagu ‘‘Sing’’ by all the singers. Female singers sing at a higher pitch range
and especially the younger ones, they tend to improvise patah lagu more creatively
and longer in duration compared to the males.

Figure 35.5 shows a stepwise note transition contour to represent melody
component note change of the extracted F0 after conversion from Hz into musical
notation and values. The vertical axis indicates mucial note and the horizontal axis
indicates time in second. The pitch shows changes around 3–5 musical notes
within a patah lagu. For example in the patah lagu, the voice glides from note G#4
down to F4, and then glides back up to G4 before going down again to F4. The
variation of pitch significantly relates to the use of natural vibrato (100 cent) and
patah lagu or ornamentation in singing. A natural vibrato is usually small, it does
not alter the pitch of a note to a discernible degree. A value 0–5 was given to
indicate the duration for a note in the singing. Proper discussion on its method and
procedure was discussed in [12].

35.4 Conclusion

The existence of patah lagu is proven through F0 extraction experimentation
where results reveal variation of pitch changes in singing for a crochet, minim or
semibreve notes. The variation of pitch significantly relates to the use of natural
vibrato and patah lagu in singing.

Patah lagu Vibrato

Fig. 35.5 Note transition contour for patah lagu ‘‘Sing’’ by a female singer. The vertical axis
indicates musical notes and the horizontal axis indicates time in second. Note value
0 = Undefined (less than 0.0625 s), 1 = Hemidemisemiquaver (0.0625 s), 2 = Demisemiquaver
(0.125 s)
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The analysis results indicate that the F0 fluctuations such as the vibrato,
overshoot, and preparation are important in singing voice. It is also important that
patah lagu fluctuation to be embedded in the traditional Malay asli speech to
singing synthesis system. Hence, we have to consider these F0 fluctuations to be
applied in the contour to construct an F0 control model for natural Malay singing
voices in our future work.
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Chapter 36
Filled Pause Classification Using
Energy-Boosted Mel-Frequency
Cepstrum Coefficients

Raseeda Hamzah, Nursuriati Jamil and Noraini Seman

Abstract Filled pause is one type of disfluency, identified as the often occurred
disfluency in spontaneous speech and known to affect Automatic Speech Recog-
nition accuracy. The purpose of this study is to analyze the impact of boosting Mel-
Frequency Cepstral Coefficients with energy feature in classifying filled pause. A
total of 828 filled pauses comprising a mixture of 62 male and female speakers are
classified into /mhm/, /aaa/ and /eer/. A back-propagation neural network using
fusion of gradient descent with momentum and adaptive learning rate is used as the
classifier. The results revealed that energy-boosted Mel-Frequency Cepstral
Coefficients produced a higher accuracy rate of 77 % in classifying filled pauses.

Keywords Malay filled pause � Energy � Mel-frequency cepstral coefficients �
Energy-boosted MFCC � Artificial neural network � Gradient descent momentum

36.1 Introduction

An Automatic Speech Recognition (ASR) system mainly processes read speech or
spontaneous speech and converts them into text. ASR for read speech is consid-
erably less complicated than spontaneous speech. One of the many hurdles of
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processing spontaneous speech is the occurrence of disfluencies such as filled
pause, repetition and sentence restart; filled pause being the highest occurred
disfluency. In this paper, spontaneous speech is defined as unprepared speech, in
opposition to read speech where utterances contain formal, well-formed sentences
close to those that can be found in written documents. Many studies have focused
on the detection and the correction of these disfluencies. Our research focuses on
classification of filled pauses as it is the most common type of disfluencies
occurring in spontaneous speeches.

Mel-Frequency Cepstral Coefficients (MFCC) feature is one of the best known
and most commonly used features for speech recognition [1]. It is a type of speech
feature involving coefficients that represent audio which are derived from a type of
cepstral representation of the audio clip [2]. MFCC has been successfully used in
recent speech processing related work such as in non-speech detection of dysar-
thric speech [3]; isolated spoken speech recognition [4] and continuous speech
recognition [5]. Prosodic features are also widely used in acoustical-based filled
pause detection. Energy, pitch and formant frequency are three prosodic features
used in filled pause detection by [6–8].

In this research, energy is chosen as the acoustical feature to be integrated with
Mel-Frequency Cepstral Coefficient (MFCC). Energy is chosen rather than pitch
and formant frequency because pitch shows no greater result of performance [9].
Formant frequency is said to be better than pitch [10]. However, formant fre-
quency is highly computational as it involves complicated calculations. Energy is a
very good acoustical representation of noisy data as the energy of the speech is
higher compared to energy of speech with background noise [11].

Several well-known modeling methods such as Hidden Markov Model (HMM),
Gaussian Mixture Model (GMM), Support Vector Machine (SVM) and Artificial
Neural Network (ANN) have been used as classifiers in ASR. Among these
classifiers, ANN is the most efficient in speech recognition as stated in previous
work by [12, 13]. ANN also has the ability to generalize after learning from the
sample given to its network. The generalization ability makes ANN to properly
understand the hidden part of the population even if the sample data contain noisy
information [14]. The raw data used in this research is gathered from Malaysia
Parliamentary Hansard Document (MPHD) debate session of the year 2008. Since
the spontaneous speech data is recorded live, it is surrounded with background
noise, interruption, and various speaking style (low, medium and high intonation).
Therefore, ANN is preferred as the classifier model in this research.

36.1.1 Data Preparation and Methodology

The Malaysia Parliamentary Hansard Document (MPHD) spoken data used in this
research consists of 51 video files (.avi) and 42 text files (.pdf). Each session of the
debate contains 6–8 hours of spoken speeches [4]. It comprises 253 topics with
222 selected male and female speakers. However, for the purpose of this research
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the selection of 10 topics with 35 speakers are used. Thus, the data collection
contains 828 filled pauses. The Malay filled pauses that are analyzed in this
research are defined as /MHM/, /AAA/ and /EER/. Based on the filled pause
collection, there are 82 /MHM/, 484 /EER/ and 272 /AAA/.

For the initial stage of data collection, 562 sentences have been extracted from
the audio MPHD. Filled pause from each sentence is manually segmented and is
grouped based on its type (/EER/, /AAA/, and /MHM/) and labeled as Manual
Datasets (MDs).

36.1.2 Pre-processing

Pre-processing is a crucial step in signal processing especially in automatic speech
recognition. Without a proper pre-processing on the recorded speech input, the
classification performance or recognition rate will be decreased. In general, the
pre-processing operations involved in this research are filtering, pre-emphasis,
frame blocking, and windowing and feature extraction. The input of the speech
waveform is initially sampled at a sampling rate of 16 kHz. Then, it is filtered
using high pass filter to suppress the noises and accentuate only the high frequency
speech waveform.

A pre-emphasis process is then applied to the input speech waveform. The pre-
emphasis is defined by:

y½n� ¼ s½n� � P � s½n� 1� ð36:1Þ

where, s[n] is the nth speech sample, y[n] is the corresponding pre-emphasized
sample and P is the pre-emphasis factor typically having a value between 0:9 and
1. The input speech waveform then will pass through frame blocking and win-
dowing processes. The common Hamming Window is applied by applying the
formula:-

0:54� 0:46 cosð2pnjðN þ 1ÞÞ; 0� n�N
0 otherwise

ffi �

ð36:2Þ

36.1.3 Features Extraction

The front-end signal processing used in ASR is feature extraction. Feature
extraction involved a process of converting the speech waveform to some type of
parametric representation.
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36.1.3.1 Energy

Let xðiÞ be the ith sample of a speech signal. If the length of the frame is N
samples, then the jth frame can be represented as Eq. (36.3).

fj ¼ xðiÞf gj:N
i¼ðj�1Þ:ðNþ1Þ ð36:3Þ

The most common way of calculating energy of a speech signal is by calcu-
lating its frame by frame energy [11] as shown Eq. (36.4).

Ej ¼ 1
N
:

X

j:N

i¼ðj�1Þ:Nþ1

x2ðiÞ ð36:4Þ

where Ej = Energy of the jth frame and fj ¼ jth frame is the considered frame
where the energy is calculated. The energy for 272 /AAA/, 484 /EER/ and 82 /
MHM/ and are calculated and the average energy of each filled pause is 0.69,
10.15 and 11.66 respectively. It shows that the /AAA/ type of filled pause has the
lowest energy while /EER/and /MHM/ produce almost the same energy value.

36.1.3.2 Mel-Frequency Cepstral Coefficient Extraction

In order to compute the MFCC, a Discrete Fourier Transform (DFT) is performed
on each of the windowed speech waveform with 512 DFT. DFT is used to cal-
culate short-term power spectrum of speech signal. The Mels-scale is then cal-
culated by using Eq. (36.5).

melðf Þ ¼ 2595 �10 log 1þ f

700

� �

ð36:5Þ

The derived log amplitudes of the spectrum are mapped onto the Mel scale
using triangular overlapping windows. After doing some analysis, a 12-cepstral
coefficient of MFCC is chosen. The Discrete Cosine Transform (DCT) of the list of
Mel log amplitudes is further calculated. The MFCCs are the amplitudes of the
resulting spectrum. The flow of MFCC feature extraction is illustrated as in
Fig. 36.1.

36.1.3.3 Data Normalization

Data normalization needs to be performed prior to feeding into Artificial Neural
Network model [4]. Raw recorded input speech is in the form of unequal wave-
form, length and amplitude. In this research, data normalization is done by taking
the mean of each MFCC and energy features extracted from the Manual Datasets
filled pause.

314 R. Hamzah et al.



36.1.4 Classification and Evaluation

Multilayer Perceptron (MLP) is one of ANN’s architecture. In this research, MLP
is chosen because its ability to function well for non-linear phenomena [15]. Multi-
layer neural networks with the backpropagation algorithm are used in this research
to classify the three types of filled pause /AAA/, /EER/ and /MHM/. A three-layer
feed-forward with three different structure neural network with one hidden and one
output layer is applied. The three structures that is implemented in this research
use same inputs, target assignments, activation functions, output layer structure,
network parameters, and differ only in the number of hidden neurons (HN) in the
hidden layers. The output layer of three neurons is corresponds to one filled pause
of each in the three-layer feed-forward network structure. Each filled pause is
assumed to correspond to a class, and each filled pause belonging to its respective
class is labeled with an integer number from one to three for the classification
purpose. The number of input layer is chosen by calculating by multiplying the
cepstral order with the total frame number as below:

Total Frame Number ¼ Signal length=Shift � ðFrame length=ShiftÞ ð36:6Þ

Input Neuron Number ¼ Cepstral order � Total Frame Number ð36:7Þ

The summarized structure of MLP used in this research is shown as in
Table 36.1.

In order to evaluate the performance each MLP structure used in this research,
different numbers of hidden neurons in the hidden layers were going through a trial
an error process. The number of hidden neuron cannot be too many, otherwise, it
cannot obtain good convergence rate [4]. A too small number of hidden neuron

Pre-Processing Discrete Fourier 
Transform 

Mel-frequency 
wrapping 

Logarithm 
Discrete Cosine 
Transform

Mel-frequency Cepstral 
Coefficients 

Fig. 36.1 MFCC extraction

Table 36.1 The MLP-ANN
structure of the research

Hidden neuron Features Training function

MFCC Energy-boosted
MFCC

7 12 13 GDM
12 12 13 GDM
24 12 13 GDM
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will causes large classification error. One of the guideline for choosing the number
of hidden neuron is by implementing Geometric Pyramid Rule (GPR) that is
calculated by the following equation

HNN ¼ ðInput number � Output numberÞ1=2 ð36:8Þ

The training algorithm that has been chosen is Gradient Descent with
Momentum (GDM) which is discussed further in the following subsection.

36.1.4.1 Training the Artificial Neural Network

Training of MLP-ANN is done using the standard Gradient Descent (GD) algo-
rithm. The training goal is set to 0.001 and to achieve this goal, 1,800 iterations of
gain 300 are done. One of the disadvantage of GD is it uses a fix step-size [16].
This procedure makes the convergence time longer causing insufficient training on
MLP-ANN. To overcome this limitation, GDM is chosen as the training algorithm
in this research due to its ability to provide variable step size thus increases the
convergence time [16].

36.1.4.2 Testing and Evaluation

In this research, a ratio of 70 % for training data and 30 % of testing data is used in
the experiment. Accuracy rate is calculated as in Eq. (36.9) to measure the
closeness of the tested data to the actual data.

Accuracy ¼ Actual data� tested data

Actual data
ð36:9Þ

Another evaluation is done to assess the maximum acceptance of the filled
pauses in ANN model. This is done by calculating the overall performance scores
of true positive and false positive rates of the filled pauses. True positive is defined
as the rate of correctly accepted filled pause while false positive is defined as
incorrectly rejected filled pause in ANN. Equation (36.10) shows the equation of
score measurements.

Score ¼ True positive rate � 0:7þ ð1� False positive rateÞ � 0:3 ð36:10Þ

36.2 Results

The results of filled pause classification using MFCC and energy-boosted MFCC
are presented in Tables 36.2 and 36.3. It can be observed that the energy-boosted
MFCC outperformed the classification done by MFCC only. Among the three
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types of filled pauses, the highest accuracy rate is achieved by energy-boosted
MFCC for /AAA/ filled pause with average of 77 % accuracy rate and 63 % score.
The average energy of /AAA/ filled pause is much lower than /EER/ and /MHM/
as discussed earlier in Sect. 36.1.3.1. The integration of MFCC and energy on each
filled pause boosted the pattern of the feature vector, thus increasing the dis-
criminations of patterns among the filled pauses. The ratio of average accuracy for
each type of filled pause is calculated by finding its average accuracy differences

Table 36.2 Performance result of MFCC-based feature

HN Epoch Time Performances

MSE Accuracy (%) Score (%)

AAA EER MHM TP FP Score

7 300 0:00:02 0.029500 60 60 20 53 47 53
600 0:06:36 0.009920 60 40 20 40 60 40
900 0:12:21 0.008910 60 40 40 47 53 47

1,200 0:10:03 0.000996 20 40 20 47 53 47
1,500 0:13:11 0.000997 80 40 40 53 47 53

12 300 0:03:03 0.041100 40 60 20 40 60 40
600 0:07:27 0.001750 80 40 60 60 40 60
900 0:10:20 0.006560 60 40 40 47 53 47

1,200 0:16:48 0.000999 80 40 20 47 53 47
24 300 0:03:11 0.029700 40 60 20 40 60 40

600 0:08:02 0.018100 60 60 20 47 53 47
900 0:12:14 0.003690 40 60 60 53 47 53

1,200 0:15:13 0.001770 80 40 20 47 53 47
1,500 0:17:06 0.000999 40 60 40 47 53 47

Table 36.3 Performance result of Energy-boosted MFCC

HN Epoch Time Performances

MSE Accuracy (%) Score (%)

AAA EER MHM TP FP Score

7 300 0:03:36 0.022000 80 60 40 60 40 60
600 0:09:39 0.004800 40 60 40 53 47 53
900 0:12:54 0.002190 60 80 40 60 40 60

1,200 0:11:32 0.000998 80 80 40 67 33 67
12 300 0:03:18 0.030300 60 80 40 60 40 60

600 0:06:25 0.001470 100 60 40 67 33 67
900 0:09:42 0.003320 100 80 40 73 27 73

1,200 0:12:37 0.001880 100 60 40 67 33 67
1,500 0:15:49 0.001100 100 80 40 73 27 73
1,800 0:12:28 0.001000 80 60 40 60 40 60

24 300 0:03:21 0.015900 80 60 40 67 33 67
600 0:06:48 0.001300 60 60 40 53 47 53
900 0:10:29 0.000997 60 20 80 53 47 53
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among filled pause types. The purpose of calculating the ratio is to show the
impact of energy-boosted MFCC towards the classification of filled pause. The
ratio of average accuracy between all types of filled pauses is summarized in
Table 36.4. From the table, it shows that the ratio becomes larger as MFCC
features of the filled pauses are integrated with energy. Therefore, improving the
classification accuracy of each filled pause types.

The summarized comparison performance rate is described as Table 36.5. It
shows the average performance comparisons of MFCC and energy-boosted MFCC
in terms of score and Mean Square Error (MSE). MSE is the standard criterion for
the assessment of signal quality [17]. The MSE of energy-boosted MFCC is lower
than MFCC-based features. The score of the ANN performance that is used in this
research is also calculated to show the acceptance of filled pause throughout the
ANN. It is proven that the energy-boosted MFCC achieved higher score rate and
accuracy.
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Chapter 37
Developing a Rule Base
for Recommending Insurance Products

Siti Fatimah Abdul Razak, Shing Chiang Tan and Way-Soong Lim

Abstract This paper presents a fuzzy rule base for insurance prospects profiling
based on two main sources, i.e. from dataset and experts. A historical dataset of
Islamic insurance policyholders was used as a case study for this purpose. The
Wang and Mendel algorithm (WMA) (Wang and Mendel, IEEE Trans Syst Man
Cybern 22:1414–1472, [1]) was applied on the dataset to generate fuzzy rules
which includes five types of policies with five pre-determined most influential
variables, namely age, gender, marital status, monthly salary and job class. Fuzzy
rules from the dataset and expert were compared based on similarity and accuracy
measures. The rule base is proposed to be used by insurance advisors to make
decisions and provide appropriate proposals according to the prospect’s profile.

Keywords Rule base � Insurance � Decision support

37.1 Introduction

Insurance advisors are intermediaries between insurance companies and prospects
[1, 2]. They often employ subjective criteria in profiling prospects and suggesting
suitable policies based on the prospects’ profile. Their judgment is mainly based
on the knowledge they have about the insurance products as well as previous
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experience. Therefore, fuzzy IF–THEN rules which have been applied to represent
uncertainties and ambiguity in various disciplines and industries including insur-
ance [3] is proposed to represent the advisors knowledge. Fuzzy IF–THEN rules
are amongst the most expedient form of knowledge representation [4].

The Wang and Mendel algorithm is the most cited algorithm for generating
fuzzy rules from a dataset [1]. Since its inception, it has been cited by more than
250 publications in the Scopus repository and applied to various types of dataset in
insurance including life insurance, health insurance, general motor insurance,
investment-oriented insurance and etc. [5–7]. However, none has specifically
attempted to study the applicability of this algorithm to Islamic insurance products.

Furthermore, to the best of our knowledge, no previous research has applied
fuzzy logic approach to address Islamic insurance industry needs or represent the
insurance advisors knowledge either in Malaysia or abroad. Previous research was
conducted in the form of empirical studies related to suitable operating model [8],
factors of Islamic insurance demand [9, 10], factors leading to consumer’s
acceptance of Islamic insurance [11], influence of agents positive attitudes, high
commitment and motivation on the performance of the Islamic insurance industry
in Malaysia [12] and etc. Therefore, this study aims to fill the gap by proposing a
fuzzy rule base which brings together the knowledge from Islamic insurance
dataset and represents insurance advisors knowledge.

This paper is organized as follows. Section 37.2 describes the proposed rule
base. Section 37.3 discusses the experiments and results of the implementation
based on a case study. Finally, Sect. 37.4 concludes the study and describes future
work.

37.2 The Rule Base

The rule base is characterized by a set of IF–THEN linguistic rules derived from a
dataset and defined by expert. A fuzzy rule, Rule i-th in a rule base of size N can be
represented in the form of IF x is Ai THEN y is Bi where x is the antecedent part
which provides the input fuzzy linguistic variables conditions and y is the con-
sequent (output variable conditions). Both Ai and Bi are fuzzy sets representing
linguistic values of x and y.

Wang and Mendel [1] proposed a five step procedure to generate fuzzy rules
from dataset and group these fuzzy rules and linguistic fuzzy rules from human
expert into one joint fuzzy rule base. In general, the number of rules is based on the
number of training pairs. New rules are allowed to compete with existing rules,
making the rule base adaptive. This algorithm generates complete rules while
instantaneously considering all available variables. The steps are briefly described
as follows:

• Step 1: Divide each variable of the input space into a user defined number of
triangular membership fuzzy sets automatically.
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• Step 2: Generate a fuzzy rule for each i-th data pair in the form of IF X1 is A1
i

and X2 is A2
i and Xp is Ap

i THEN y is Ci. The Aj
i are those for which the degree of

match of xj
i is maximum for each input variable j from pair i. The fuzzy set Ci is

the one for which the degree of match of the observed output yi, is maximum.
• Step 3: Assign a degree to each generated rule. For a given rule, it is equal to the

rule weightage for the considered pair. If any a priori information is available,
the degree will be the product of the weightage by the confidence level. If there
is any identical premise for two rules, only one rule with a higher degree is
maintained.

• Step 4: Form the joint fuzzy rule base from generated rules from dataset or
linguistic rules from expert. If there is more than one rule in one box of the
fuzzy rule base, use the rule that has a maximum degree.

• Step 5: Obtain a mapping based on the joint fuzzy rule base using a defuzz-
ification strategy.

Based on Ketata et al. [13], two fuzzy rules are considered similar based on the
degree to which the fuzzy sets are equal. The similarity relations, SðAik;AijÞ
between rules induced from dataset and linguistic rules is defined by Eqs. (37.1)
and (37.2) respectively [13]. SðAik;AijÞ is equal to zero when the fuzzy sets differ
in two compared rules.

SðA;BÞ ¼ A \ Bj j
A \ Bj j þ

A \ Bj j
Aj j þ Bj j � A \ Bj j ð37:1Þ

ds ¼
P

k2input and output parameters SðAik;AijÞ
Total number of input and output parameters

ð37:2Þ
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e1; X1
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1
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1
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ffi �
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2
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2
e1
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1
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1
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a1
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a1;X
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2
a3;X
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a1

ffi �� �

ð37:3Þ

with

Xc
ab ¼

a or e dataset or expert-induced rule
b parameter number in the rule
c data pair number

8

<

:

There are three main steps involved. One, generate fuzzy rule base. Two,
calculate the similarity measure between two fuzzy rules using Eq. (37.2). Three,
set the minimal value of the degree of similarity between two rules as the
threshold. Rules with similarity measures above threshold value are merged. This
is further shown in Eq. (37.3) where X refers to input parameters while Y refers to
output parameters. By considering the degree of similarity between rules, redun-
dant and inconsistent rule can be removed, thus simplifying the rule base. Rules
which are too specific may also be removed. Even though expert rules are given a
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higher priority, rules induced from the dataset are necessary to represent hidden
knowledge which is not acquired from the expert. Rules from both sources
complement one another, making the rule base more complete.

37.3 Case Study

The fuzzy rule base is developed to bring together rules induced using the Wang
and Mendel algorithm [1] and linguistic rules from expert based on a historical
dataset of existing profiles from an Islamic insurance operator. Due to restricted
access from the operator, this study only considers 747 records of five different
policy (product) type—Policy A, B, C, D and E subscribers with 33 variables
which represent prospects and payers personal details, i.e. age, gender, occupa-
tion, address, marital status, monthly salary and etc. as well as product details, i.e.
policy type, policy effective date, sum coverage, mode of payment, participants
details and etc. The records are captured with no particular order from the
operator.

Knowledge from a product expert was acquired via interview sessions to
determine the information or variables which matters most during a prospect’s
profiling process. The expert mentioned explicitly during the interview sessions
that the profiling process is done subjectively and usually influenced by an advi-
sor’s experience, product information and perception of the prospect life style.
However, these factors are subject to his opinion. The expert outlined five
important variables which normally serve as a base guideline when considering
which product to recommend a prospect. The variables are prospect’s age, gender,
occupation, marital status and monthly salary. Other information like desired
monthly contribution, payment mode, total coverage distribution, year of product
maturity, policy rider contribution and so on will only be considered according to
the product type which appeals to the prospect.

Since the study considers a single product expert, additional measures seems
necessary to justify and support his claims. The relationship of those variables with
product type was computed based on correlation coefficients value. Result revealed
that those variables have positive relationship among them with a positive high
correlation coefficient value of 0.9728. Hence, the five variables i.e. age, gender,
occupation, marital status and monthly salary is worth to be considered for
prospects profiling process and recommending suitable product type. However,
taking into account a suggestion made by the product expert, a new variable called
job class was introduced to classify prospects occupation based on the occupa-
tional risk. For example, occupations with high risk are policeman, soldiers,
enforcement officers; occupations with moderate risk are engineers, salesman, and
factory workers; and lowest risk is for those like academics, clerks, managers and
caregivers. Therefore, the five most influential variables to recommend a suitable
product type are age, gender, marital status, monthly salary and job class.
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Next, the expert listed 21 ground rules which he has practiced when
approaching new prospects. Among those rules are listed as follows.

• IF a prospect is a married male adult with a high risk job and has a high monthly
salary, THEN the prospect is most likely to subscribe Policy B.

• IF a prospect is single and have a moderate monthly salary, THEN the prospect
is likely to subscribe either Policy C or Policy D or both.

• IF a prospect is a single parent with moderate monthly salary, THEN the
prospect is most likely to subscribe Policy B and C.

Then, Wang and Mendel algorithm [13] is applied to the dataset, also restricting
the input variables to age, gender, marital status, monthly salary and job class.
Membership functions were assigned to the variables. The variable policy type was
set as the output variable with less likely, likely and most likely membership
functions. The output result was 54 fuzzy rules, a few listed below. These rules
were then compared with 21 ground rules stipulated by the expert earlier. More-
over for the purpose of simplicity, the ground rules are transformed into similar
form as the algorithm induced rules.

• IF (Age = adult) AND (Gender = Male) AND (Marital status = married)
AND (Job Class = high) AND (Monthly Salary = low) THEN (Policy
B = most likely) AND (Policy D = most likely).

• IF (Age = young adult) AND (Marital status = single) AND (Monthly Sal-
ary = high) THEN (Policy C = most likely) AND (Policy D = most likely).

• IF (Age = young adult) AND (Marital status = married) AND (Gen-
der = Female) THEN (Policy E = most likely).

Rules from both sources are evaluated and compared based on their similarity
relations described earlier. The threshold value is set as 50 % as proposed by
Ketata et al. [13]. Rules with a degree of similarity, ds higher than the threshold
value are merged to reduce the number of rules in the rule base. The final rule base
were reduced from 78 (57 algorithm induced rules and 21 expert ground rules) to
63 rules. Rules identified by expert are given priority [14]. Out of 63 rules, 20 rules
are those originally identified by the expert. One rule is removed since it is a subset
of a more general form of rule which is also identified by expert. The remaining
rules are either originally induced by the algorithm or a result of merged rules due
to high similarity.

The accuracy of the fuzzy rules in the rule base is later measured based on
correctly classified profiles. The minimum threshold is set as 30 % accuracy [14].
The predictive verification technique was performed on fifty new profiles. The
input variables of each profile were then entered. The fuzzy rules which are fired
and the output variable (policy type) recommended were compared with existing
profile in the dataset. The result was 74.5 % accurate which is above the threshold
value.
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37.4 Conclusions and Future Work

Prospects profiling in Islamic insurance area using fuzzy logic is considered very
new. Initially, the well-known Wang and Mendel algorithm [1] is applied to this
dataset to examine the possibility of this approach. The proposed rule base is
hoped to help ease the process of profiling prospects for Islamic insurance prod-
ucts. Additionally, expert knowledge may also be preserved in the rule base for
future advisors training, as a guideline before approaching a potential prospect,
allowing insurance operators to understand their prospects better and etc. How-
ever, the fuzzy rule base requires additional experiments to evaluate the com-
pleteness of the rule base and increase the adaptability of the rules. More experts
should be involved in validating and verifying the rule base as well. In future, we
plan to compare the proposed rule base with other method from other researcher.
Future work will also include not only the recommendation of products (policy
type) but also determine suitable weightage of the policy details.
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Chapter 38
Modeling and Path Planning Simulation
of a Robotic Arc Welding System

Muhammad Hafidz Fazli Bin Md Fauadi, Fairul Azni Jafar,
Lau Ong Yee, Mohd Nazmin Bin Maslan and Saifudin Hafiz Yahya

Abstract The utilization rate of robots to execute manufacturing processes in
Small and Medium Enterprises are steadily increasing not only due to the demand
for higher productivity and higher quality but also for the sake of stable throughput
and minimizing turnover risk. Prior to the implementation of robotic manufac-
turing system (RMS), it is very important to properly plan the specific jobs that
need to be carried out. Additionally, in order to optimize the efficiency of an
industrial robot, the entire operation parameters of the particular purpose should be
carefully taken into consideration starting from the planning stage. One of an
effective method of planning RMS is through the simulation of the operation,
which could be done virtually. This paper proposes the welding work flow and
workcell design of an arc welding robot system. Analysis that has been carried out
to establish the workcell design includes forward kinematic analysis and robot path
planning analysis.

Keywords Robotic manufacturing system � Industrial automation

38.1 Introduction

Robots have long been deployed in factory to execute numerous manufacturing
processes. Recently, robots are no longer exclusive for large enterprises as a
number of Small and Medium Enterprises (SME) have already starting to deploy
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automated system in their shop floor. Among the key advantages of having robot
in SME include the ability to generate stable throughput and risk minimization of
staff turnover especially with the skilled workers. Staff turnover is a critical factor
particularly due to the reason that skilled and experienced workers naturally tend
to choose bigger organization for better remuneration. Based on the motivation,
this study focuses on the design of a robotic arc welding system.

Robot modeling and simulation is one of the critical stages in designing and
developing any industrial robotic application. Among the elements that need to be
considered when modeling a robotic application include kinematic, dynamic and
the related control system [1, 2]. Understanding these fundamental issues will
enable researcher to design and develop an efficient and reliable robot manufac-
turing system. In order to describe in detail, the first issue for industrial robot is on
how to translate the end-effectors’ position in Cartesian space from encoder
reading in joint space coordinate. While the tasks are planned in Cartesian space
the robot joints’ should still being controlled at joint space. Inverse kinematic
solutions are required to acquire joint space reference input from the tasks planned
earlier in Cartesian Space. In order to generate smooth trajectory, cubic polyno-
mial has been used to model the motor angular position from initial angular
position to its final destination value. The first and second time derivative of
angular position can be developed in order to derive the angular speed and
acceleration input. These aspects appeared either entirely or partially in the pre-
vious research works that have been conducted [3, 4, 5].

As such, the objectives of this research include

• To propose a suitable RMS for an arc welding robot that includes utility robot
for material handling and fixtures design and material transfer.

• To simulate and analyze the designed RMS.

38.2 Robot Arc Welding Operation

Modern welding operations need to be conducted in a precise manner to ensure the
joining quality produced. As such, a fixture and positioning equipment is typically
required to establish a complete robotic welding system [1, 6]. Without a fixture,
position of the workpiece could be easily misaligned during the transferring or
welding process. On the other hand, a utility robot may also be used to place and
hold the workpiece so that the welding robot can weld it at required weld joints.
Workpiece that was selected for this project is a muffler as shown in Fig. 38.1
where it consists of two weld points that are labeled as Weld Point B and Weld
Point C. The operation starts with conveyor A and B move the workpiece to supply
three muffler parts to be welded. Positioning robot will transfer the workpiece to
the workstation. Welding robot will move the end-effector to the weld joint and
execute the welding operations. After careful consideration, the research proposes
a layout arrangement for the RMS as shown in Fig. 38.2 where it consists of two
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robots and conveyor system. Conveyors operate based on intermittent synchronous
transport approach that stops at each station for specified time duration. Two
robots are employed:

• Welding robot to carry out the welding operation.
• Utility robot to position the workpiece.

The sequence of operation goes as follow. First, positioning robot picks Part C
from Conveyor A and places it to Conveyor B. Positioning robot places Part C to
the weld joint C coordinate and welding robot starts to weld first half circle.
Welding robot arm will be retracted when the first half circle has been welded.
Consequently, Positioning robot un-grips Part C on Conveyor B and moves
towards Part B on Conveyor A. When welding robot starts to weld second half
circle, positioning robot moves and grasps Part B before place it at Weld Point B.
Welding robot arm will be retracted to home position when Weld Point C has been
welded. It will then move to Weld Point B and start welding the first half of the
circle.

Welding robot finished welding for first half circle and positioning robot un-
grasped Part B and retracted to home position. Welding robot starts to weld second
half circle. Welding robot finished welding for second half circle and move back to
home position. Conveyor A and B then would transfer next workpiece to both
welding and positioning robot accordingly. When the welding robot has finished

Fig. 38.1 Components of a
muffler

Part A
Part C

Part B

Fig. 38.2 Proposed work
cell design of robotic arc
welding operation
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welding both weld joint B and C, it will return to its home position. Same rule
applies for the positioning robot. Conveyor B will start moving and transfers the
completed work piece or muffler to the unloading area.

38.3 Modeling of a Robotic Arc Welding System

In order to analyze the forward kinematics of the welding robot, firstly arm
parameter from the simulation software need to be obtained. The parameters are
summarized in Table 38.1.

There are four variables that need to be determined in analyzing robot’s forward
kinematics, those are approach vector (a), sliding vector (s), normal vector (n) and
position vector of the robot hand (p). By replacing all the information for the arm
parameter into the D-H transformation matrix show in the Eqs. (38.1) and (38.2)
[1], solution for the welding robot forward kinematics can be obtained. Mean-
while, the forward kinematics for this robot arm is given by Eq. (38.2).

Hi
i�1 ¼

Chi �CaiShi SaiShi aiChi

Shi CaiChi �SaiChi aiShi

0 Sai Cai di

0 0 0 1

0

B

B

@

1

C

C

A

ð38:1Þ

H :¼ H1 � H2 � H3 � H4 � H5 � H6

Table 38.1 Arm parameters
for (a) welding robot; and (b)
positioning robot

(a) Arm parameter for welding robot

Welding robot

Joint h d a a

1 0 900 188 -90
2 90 0 -950 0
3 0 0 -225 90
4 0 1,705 0 -90
5 0 0 0 90
6 0 200 0 0

(b) Arm parameter for positioning robot

Positioning robot

Joint h d A a

1 0 900 188 -90
2 90 0 -950 0
3 0 0 -225 90
4 0 1,906 0 -90
5 0 0 0 90
6 0 200 0 0
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H ¼
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�0:401 0:709 �0:58 �750:358
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A
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So, transformation matrix can be expressed as in Eq. (38.3).

H: ¼ n s a p
0 0 0 1

ffi �

ð38:3Þ

With regards to the problem, the matrices can be established for the welding
robot complies to Eq. (38.4).

n s a p
0 0 0 1

ffi �

:¼
�0:448 0:401 0:799 2:397 � 103

�0:401 0:709 �0:58 �750:358
�0:799 �0:58 �0:157 1:508 � 103
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A

ð38:4Þ

Path planning is a method of deciding the route a robot should take and
expressed in terms of the current internal representation of the job contour. And
it’s important for the industrial robot user to understanding it where it can reduce
the time required to reprogram the path. Using Workspace 5 Simulation software:

1. Initial position, p1 = 3,700 mm
2. Final position, p2 = 3,354 mm
3. Initial speed, s1 = 0 mm/s
4. Final speed, s2 = 100 mm/s
5. Maximum acceleration, amax = 10 mm/s2

6. Time taken to ramp to:

• Maximum acceleration, dtmax = 19 s
• Maximum allowable jerk, jmax = 20 mm/s3

With regards to the p1 and p2 data respectively, the initial and final positions,
and s1 and s2 are the initial and final speeds. The speed that is reached at the end of
the ramp from zero acceleration to the maximum acceleration, amax, is sa. The time
taken to ramp up to amax is dtmax. The speed that is reached at the end of the
acceleration cruise at amax is sb. The maximum allowable jerk is jmax. The
acceleration ramp up to amax is followed by an acceleration cruise and then an
acceleration ramp down to zero.

Based on the result obtained from Workspace simulation, it is feasible to cal-
culate the optimal path planning as shown in following Eqs. (38.5)–(38.10):

(a) Total way-point to way-point distance,

D ¼ p2 � p1 ð38:5Þ
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(b) Traveling speed between two unknown control points,

sa ¼ s1 þ
amax � dtmax

2
ð38:6Þ

sb ¼ s2 þ
amax � dtmax

2
ð38:7Þ

(c) Distances the robot arm covered during:

1. The ramp up to amax,

D1 ¼ amaxdt2
max

1
4
� 1

p2

ffi �

þ s1dtmax ð38:8Þ

2. The acceleration cruise,

D2 ¼
s2

b � s2
a

2amax

ð38:9Þ

3. The ramp down from amax to zero acceleration

Dmax ¼ amaxdt2max
1
4
þ 1

p2

ffi �

þ sbdtmax ð38:10Þ

38.4 Programming of End Effector Class Modules

Another important aspect of this research is to program the behavior of the end
effectors involved. This is carried out by developing Visual Basic class modules
for both the arc weld torch and gripper. Both class modules were then embedded in
the Workspace Simulation software. Due to limited space, brief discussion is
included.

• Arc Weld Torch module—Several commands have been developed. In order to
execute the operation, ArcOn method is called. Then the DrawToolSpark
command turns on the drawing of yellow sparks from the end of the tool to
represent the weld. This only occurs if the object rParentRobot is set to true.
The number and length of the sparks is determined by the NumLines and
MaxSparkLength variables.

• Gripper module – GraspedObject = GraspObj which defines the target object
to be attached to the tool. Meanwhile for un-grasp, it uses if statement by
determining whether the tool has grasped any object or not before it executes the
module. Once the required condition has been met, Detach method is used to
detach the grasped object from the tool (gripper).
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The involved robot welding process consists of twenty Teaching Point Coor-
dinates (TCP) and each step has been virtually simulated. Screen shots of the
simulation results are shows in Figs. 38.3 and 38.4 for two specific TCP of both
robots.

Fig. 38.3 Welding robot moves to the weld point b and positioning robot grasps part c

fig. 38.4 Welding robot welds weld point b and positioning robot un-grasps part c
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38.5 Conclusion

The research has successfully mapped arc welding requirement to establish a
robotic arc welding system. Utilization of an automated welding station would also
optimize the cycle time by using the time optimal method to generate the robot’s
trajectory plan. Ability to accurately translate the robot welding requirement into
specific automated process is important in order to optimize facility utilization and
consequently increase productivity for the industry that applies it.
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Chapter 39
A New Optimized Cuckoo Search
Recurrent Neural Network (CSRNN)
Algorithm

Nazri Mohd Nawi, Abdullah Khan and Muhammad Zubair Rehman

Abstract Selecting the optimal topology of neural network for a particular
application is a difficult task. In case of recurrent neural networks (RNN), most
methods only introduce topologies in which their neurons are fully connected.
However, recurrent neural network training algorithm has some drawbacks such as
getting stuck in local minima, slow speed of convergence and network stagnancy.
This paper propose an improved recurrent neural network trained with Cuckoo
Search (CS) algorithm to achieve fast convergence and high accuracy. The per-
formance of the proposed Cuckoo Search Recurrent Neural Network (CSRNN)
algorithm is compared with Artificial Bee Colony (ABC) and similar hybrid
variants. The simulation results show that the proposed CSRNN algorithm per-
forms better than other algorithms used in this study in terms of convergence rate
and accuracy.

Keywords Recurrent neural network � Local minima � Artificial bee colony �
Cuckoo search algorithm � Hybrid neural networks � Swarm optimization
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39.1 Introduction

The current advances in the working principles of Artificial Neural Networks
(ANN) have paved way to classify, predict and forecast on nonlinear systems and
huge datasets with high accuracy [1–5]. This makes ANN very attractive and
considered superior to the classical modeling and control techniques. Among
several possible network architectures, the feed forward and recurrent neural
networks (RNN) are most commonly used [6]. In a feed forward neural network
the signals are transmitted only in one direction, starting from the input layer,
consequently through the hidden layers to the output layer. A recurrent neural
network (RNN) has local feedback connections to some of the previous layers. It is
different from feed forward network architecture in the sense that there is at least
one feedback loop.

RNN are topologically more compact than pure feed forward networks for
applications such as time-series prediction and nonlinear system modeling. The
modified Elman network implements full return in the hidden layer, enabling this
network to realize complex temporal dynamics [7]. Elman networks are generally
trained with back propagation algorithms, and more recently with quasi-Newton
algorithms such as the self-scaling method of Oren and Spedicato [8] and the
Levenberg–Marquradt algorithm [9]. Researchers have developed a variety of
schemes by which gradient methods, and in particular back propagation learning,
can be extended to recurrent neural networks. A popular expression of gradient
descent is error-back propagation introduced by Rumelhart [10] and Werbos [11].
While back propagation is simple to implement but several problems can occur in
its use in practical applications, such as local minima entrapment and too much
time consumption. An important step of the RNN based impedance mining method
is to train the neural network in such a way that it learns the dynamic performance
of the tested system [9]. However, certain property of RNN makes many of
algorithms less efficient, and it often takes an enormous amount of time to train a
network of even a reasonable size. In addition, the complex error surface of the
RNN network makes many training algorithms more flat to being intent in local
minima. Thus the main disadvantage of the RNN is that they require substantially
more connections, and more memory in simulation, then standard back propaga-
tion network, thus resulting in a substantial increase in computational times.

To overcome these drawback many evolutionary computing technique have
been used. Evolutionary computation is often used to train the weights and
parameters of the networks. In recent years, many improved learning algorithms
have been proposed to overcome the weaknesses of RNN. These algorithms
include global search technique such as hybrid PSO-BP [10], particle swarm
optimization (PSO), genetic algorithms (GA) [11]. In this paper, we propose a new
meta-heuristic search algorithm, called cuckoo search recurrent neural network
(CSRNN). Cuckoo search (CS) is developed by Yang and Deb [12] which imitates
animal behavior and is constructive for global optimization [13–15]. The CS
algorithm has been applied independently to solve several engineering design
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optimization problems, such as the design of springs and welded beam structures
[16], and forecasting [17]. For these problems, Yang and Deb showed that the
optimal solutions obtained by CS are far better than the best solutions obtained by
an efficient particle swarm optimizer or genetic algorithms. In particular, CS can
be modified to provide a relatively high convergence rate to the true global
minimum [16].

In this paper, the convergence performance of the proposed Cuckoo Search
Recurrent neural network (CSRNN) algorithm is analyzed on XOR and OR
datasets. The results are compared with artificial bee colony sing back-propagation
(ABC-BP) algorithm, and similar hybrid variants. The main goals are to decrease
the computational cost and to accelerate the learning process using a hybridization
method.

The remaining paper is organized as follows: Sect. 39.2 gives literature review
on RNN. Section 39.3, explains the proposed CSRNN algorithm and the simula-
tion results are discussed in Sect. 39.4. Finally, the paper is concluded in the
Sect. 39.5.

39.2 Recurrent Neural Network

A simple Recurrent Neural Network (RNN) [18] has activation feedback which
has short-term memory. A state layer is updated not only with the external input of
the network but also with activation from the previous forward propagation. The
feedback is modified by a set of weights to enable regular adaptation through
learning. In this papers we used three layer network with one input layer, one
hidden or ‘state’ layer, and one ‘output’ layer. Each layer will have its own index
variable: k for output nodes, j and l for hidden, and i for input nodes. In a feed
forward network, the input vector, x is propagated through a weight layer, V;

netjðtÞ ¼
X

n

i

xiðtÞvji þ bj ð39:1Þ

where, n the number of inputs is, bj is a bias, and f is an output function. In a
simple recurrent network, the input vector is similarly propagated through a weight
layer, but also combined with the previous state activation through an additional
recurrent weight layer, U;

yjðtÞ ¼ f netjðtÞ
ffi �

ð39:2Þ

netjðt� 1Þ ¼
X

n

i

xi tð Þvji þ
X

m

l

yl t� 1ð Þujl þ bjðtÞ ð39:3Þ

where, m is the number of ‘state’ nodes. The output of the network is in both cases
determined by the state and a set of output weights, W;
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ykðt� 1Þ ¼ gðnetjðt� 1ÞÞ ð39:4Þ

netkðtÞ ¼
X

m

j

ykðt� 1Þwkj þ bk ð39:5Þ

where, g is an output function and wkj represents weights from hidden to output
layer.

39.3 The Proposed CSRNN Algorithm

Step 1: CS is Initialized and passes the weights to RNN
Step 2: Load the training data
Step 3: While MSE\stopping criteria
Step 4: Initialize all cuckoo nests
Step 5: Pass the cuckoo nests as weights to network
Step 6: Feed forward network runs using the weights initialized with CS
Step 7: Calculate the error
Step 8: CS keeps on calculating the best possible weight at each epoch until the network is

converged
End While

In the proposed CSRNN algorithm, each best nest represents a possible solution
(i.e., the weight space and the corresponding biases for RNN optimization in this
paper). The weight optimization problem and the size of a population represent the
quality of the solution. In the first epoch, the best weights and biases are initialized
with CS and then those weights are passed on to the RNN. The weights in RNN are
calculated. In the next cycle CS will updated the weights with the best possible
solution and CS will continue searching the best weights until the last cycle/epoch
of the network is reached or either the MSE is achieved.

39.4 Results and Discussions

39.4.1 Preliminary Study

The simulation experiments are performed on an AMD E-450, 1.66 GHz CPU
with 2-GB RAM and MATLAB 2009b software is used. For performing simula-
tions, two dataset like 2-bit XOR and 4-bit dataset are selected. The following four
algorithms are analyzed and simulated on the problems:
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1. Artificial Bee Colony Back-Propagation (ABC-BP),
2. Artificial Bee Colony Levenberg–Marquardt (ABC-LM),
3. Back-Propagation Neural Network (BPNN), and
4. Proposed Cuckoo Search Recurrent Neural Network (CSRNN).

Three layer neural networks is used for testing of the models, the hidden layer is
kept fixed to 5-nodes while output and input layers nodes vary according to the
data set given. Log-sigmoid activation function is used. A total of 20 trials are run
with each trial consisting of 1,000 epochs for each case.

39.4.2 The 2-bit XOR Problem

The first test problem is the 2-bit XOR Boolean function of two binary inputs and a
single binary output. In the simulations, we used 2-5-1, RNN network for two bit
XOR problem. The parameters range for the upper and lower band is used [5, -5],
[5, -5], [5, -5], [1, -1] respectively. Table 39.1, shows the CPU time, number of
epochs, MSE and the Standard Deviation (SD) for the 2 bit XOR with 5 hidden
neurons when tested on CSRNN, ABC-LM, ABC-BP and BPNN algorithms. The
CSRNN algorithm successfully avoided the local minima and trained the network.
From this, we can easily see that the proposed CSRNN can converge successfully
for almost every kind of network structure. Also CSRNN has less MSE with high
accuracy when compared with other algorithms.

In Table 39.1, the CSRNN algorithm can be seen to converge within 7 epochs,
which is quite superior convergence rate as compared to the other algorithms. The
ABC-BP and ABC-LM algorithm are not converging within 1,000 epochs. BPNN
also shows many failures in convergence to the global solution. CSRNN can be
seen outperforming the ABC-BP, ABC-LM, and BPNN algorithms with 100 %
accuracy.

39.4.3 The 4-bit OR Problem

The second problem selected for training the proposed CSRNN is 4-bit OR dataset.
In 4-bit OR, if the number of inputs all is 0, the output is 0, otherwise the output is 1.
Again for the four bit input we applied 4-5-1, Elman recurrent neural network

Table 39.1 CPU time, epochs MSE and SD for 2-5-1 ANN structure

Algorithm ABC-BP ABC-LM BPNN CSRNN

CPUTIME 172.3388 123.9488 42.643 0.7884
EPOCHS 1,000 1,000 1,000 7
MSE 2.39E-04 0.1250028 0.22066 0
MSE (SD) 6.70E-05 1.551E-06 0.01058 0
Accuracy (%) 96.47231 71.69041 54.6137 100
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structure. For the 4-5-1 network structure it has thirty connection weights and six
biases. Table 39.2 illustrates the CPU time, epochs, and MSE performance accuracy
and SD of the proposed CSRNN algorithm, ABC-BP, ABC-LM and BPNN algo-
rithms respectively. From Table 39.2, we can see that CSRNN algorithm outper-
forms ABC-BP, ABC-LM, and BPNN in-terms of CPU time, epochs, MSE,
accuracy, and SD. The proposed CSRNN is converging within 14 epochs for the 4-5-
1 network structure and again has 0 MSE, 100 % accuracy and 0 SD which is better
than the other algorithms. While the other algorithm such as ABC-BP, ABC-LM,
and BPNN still need more epoch and CPU time to achieve high accuracy and
convergence to 0 MSE.

39.5 Conclusion

Nature inspired meta-heuristic algorithms provide derivative-free solution to
optimize complex problems. A new meta-heuristic search algorithm, called cuckoo
search (CS) is used to train RNN to achieve fast convergence rate, to minimize the
training error and to increase the convergence accuracy. The proposed CSRNN
algorithm is used to train network on the 2-bit XOR, and 4-Bit OR benchmark
problems. The results show that the CSRNN is simple and generic for optimization
problems and has better convergence rate, SD, and accuracy than the ABC-LM,
ABC-BP and BPNN algorithms.
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Chapter 40
Using Time Proportionate Intensity
Images with Non-linear Classifiers
for Hand Gesture Recognition

Omar Ahmad, Basilio Bona, Muhammad Latif Anjum
and Ikramullah Khosa

Abstract Gestures are signals that contain important spatiotemporal information.
Understanding gestures is a trivial task for humans, but for machines it is a
challenging task involving thousands of computations per video frame. This paper
investigates an efficient hand gesture recognition technique which is based on time
projections of the hand location. For recognition, non-linear classifiers, namely
Support Vector Machines and Artificial Neural Networks, are tested. The proposed
method performs much faster than the conventional Markov Model based gesture
recognition techniques while achieving comparable recognition results.

Keywords Gesture recognition � Spatiotemporal segmentation � Computer
vision � Machine learning � Classification � Human robot interaction

40.1 Introduction

Gestures are parts of human movement which contain certain information. They
can convey certain meanings (like in Sign Language), or commands, or can be
used to point to certain objects in the surroundings. From a computational point of
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view they can be thought of as spatiotemporal signals that contain certain
information which is vital for robots or machines to interact with their environ-
ments. A lot of research has been carried out in the recent years to develop
techniques for gesture recognition [1]. From computer gaming to touch pads, and
other such devices, we see a lot of applications of gesture recognition as results of
this research.

As the computational power of the machines is rising with advances in IC
manufacturing technology we see a lot of research activity in the field of Human
Robot Interaction (HRI). The dream of making robots a household commodity is
suddenly looking very much realizable in near future. Recent research is aimed at
making the human-robot interaction natural and with as fewer constraints as
possible. Humans interact with each other naturally, robustly identifying gestures
as well. The robots have come a long way in understanding their environment,
being now able to see, hear and feel to a certain limited extent, but a lot more is yet
to be achieved. Understanding gestures robustly and naturally is a task that still
remains an open area for research.

In this paper we present a gesture recognition technique that can robustly detect
gestures without requiring any temporal segmentation beforehand. The proposed
method performs the higher level tasks of gesture spotting, i.e., determining the
start and end frames of the gestures (temporal segmentation) and classification, as
well as low level tasks of spatial segmentation of the hand at each frame.

The algorithm starts by spatially segmenting the hand for every incoming frame
by combining skin detection and motion calculation. This information is then sent
to the Time Proportionate Intensity Accumulator unit which stores this information
as an intensity image (TPI image). A high intensity on the TPI image corresponds
to a recent impression and lower intensities correspond to previous impressions.
Information from each new frame, after preprocessing is sent to the classifier unit
which in turn classifies whether or not a gesture has just been performed. If a
gesture is performed it is duly classified as being one of the gestures in the system
vocabulary. Figure 40.1 is a block level representation of the proposed gesture
recognition system.

A key aspect of the proposed approach is its very low computational cost. The
algorithm can classify the gestures in real time mainly because it does not model
the gestures as Markov Chains. Thus it does not have to match a Hidden Markov
Model with a video query comprising of a series of frames.

The rest of the paper is organized as follows. Section 40.2 describes the recent
research work in gesture recognition and how it relates to our work. Section 40.3
discusses the preprocessing step of spatial segmentation of hand and temporal
projection. Section 40.4 is about the nonlinear classifiers used for gesture recog-
nition and their offline training. In Sect. 40.5 we discuss the experimental setup,
the video sets used and the results of classification, concluding with recommen-
dations and remarks on future work in Sect. 40.6.
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40.2 Related Work

An important discriminating feature of the proposed algorithm from existing
gesture recognition algorithms is that it does not require temporal segmentation of
the gesture as preprocessing like other dynamic approaches [2–5]. In many gesture
recognition algorithms [6, 7], spatial and temporal segmentation is done at a lower
level and certain features of shape and velocity are extracted as preprocessing
steps. These features are then passed to the classifier for recognition [6]. Recog-
nition results deteriorate if these preprocessing segmentations fail. Although we
perform a preprocessing step involving spatial segmentation of the hand, its failure
in some frames does not make the next stages of the algorithm to fail. Ambiguities
in hand segmentation causes some noise in the background in our algorithm but the
nonlinear classifiers can handle such noise.

Pavlovic et al. [8], discuss the template matching based segmentation of the
hand useful in determining the posture of the hand. They trained a hand shape
determining classifier to detect hand posture and used skin color based classifier to
spatially segment the hand. Aaron and James [9], discuss temporal templates for
learning the history of motion. The proposed method is similar in the sense that it
also captures the history of motion onto a spatial plane but differs in linear fading
concept that we introduce.

Some algorithms like [3, 10, 11], extract global features from each frame like
motion fields or use a transformed set of images such as intensity thresholded images
or difference images as inputs to gesture recognition modules. These algorithms do

Fig. 40.1 Block diagram of the proposed gesture recognition system

40 Using Time Proportionate Intensity Images with Non-linear Classifiers 345



not incorporate tolerance to background movements which can cause these algo-
rithms to fail in noisy environments. We train our nonlinear classifiers for noisy
environments as well thus it outperforms these other algorithms.

Most of the gesture recognition algorithms model the gestures as Markov
Chains [12–14], with fixed or variable transition probabilities. The recognition of
gestures in these algorithms becomes a problem of state by state aligning the query
video sequence with the gesture model. This involves computations that increase
exponentially with the gesture models in the vocabulary. To overcome this issue of
time complexity these algorithms devise certain mechanisms to prune out certain
hypotheses and rely on Dynamic Programming (DP) to reduce the computations.
As we do not model gestures as Markov Chains our algorithm has to perform
significantly less number of computations for classification.

The proposed method is similar to algorithms like [11] and [15], which model
the gestures as rigid 3D patterns. These algorithms do not perform well if the
gesturing speed is changed. On the other hand we learn the tolerances in gesturing
speed from the training data and do not face these problems.

Finding the start and end frames in a gesture is referred to as gesture spotting.
Algorithms can be divided in two categories based on the mechanisms they adopt
for gesture spotting. One approach is to temporally segment the gestures before
classification. This is usually achieved by inserting intervals between the gestures
[16, 17]. The other approach indirectly performs the task of gesture segmentation
based on results of certain cost functions over a window in time which slides over
the temporal axis of the incoming video stream [7, 18, 19]. Our approach also lies
in this second category where we find the start and end frames of a gesture during
the classification.

Then there is the problem of sub gestures, i.e., when some gestures are part of
other longer gestures. Classifiers usually either do not consider this possibility by
imposing limitations on the gestures themselves [19] or they require additional
looping over all the gestures in the vocabulary to determine these sub gestures. The
proposed algorithm in its output not only classifies a gesture it also gives a con-
fidence measure and expectancy of a super gesture.

40.3 Preprocessing and Hand Segmentation

In this section we describe the preprocessing steps performed on each frame before
it is passed on to the classifier stage. First the spatial segmentation techniques to
get the most probable hand locations are presented. Next discussed are the
methods to incorporate multiple hand candidates and background noise removal.
At the end of this section we describe in detail, the working of Time Proportionate
Intensity Accumulator unit to get the projections of the temporal axis onto the
spatial plain (TPI image) which in turn allows us to use existing techniques of
feature based classifiers to recognize the gestures.
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40.3.1 Hand Segmentation Based on Skin Pixel Estimation

First of all a skin likelihood image is computed using the point operation of
Eq. (40.1). The mean ls, and variance

P

S from a generic skin model of [20] are
used. Next the motion mask is calculated by taking the difference of the current
frame and the previous frame. Hand likelihood image is obtained by applying the
motion mask to the skin likelihood image.

pðxjskin pixelÞ ¼ 1

2pð Þ
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2j
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s j
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The hand likelihood image is filtered with a 3 9 3 order statistic median filter
to remove background noise. This hand likelihood image is then passed onto the
next stage of k-means clustering.

40.3.2 Hand Localization Using k-mean Clustering

This module takes as input the binary hand likelihood image. The white pixels in
this image correspond to a high likelihood of hand location. The indices of all non-
zero pixels are extracted from this image and are used to find K clusters. Each
cluster corresponding to high probability of hand locations. The number of
member points for each cluster determines the size of the impression made by this
hand hypothesis on the TPI image in the next stage. This is approach is similar to
the one used in [21] except that instead of using an integral image, and moving
window, k-mean algorithm is used for more accurate hand localization.

The algorithm can be extended to accommodate two handed gestures for
example and to make the algorithm robust. This also helps reduce the background
noise due to moving distracters in the background. Figure 40.2 shows the results of
outlier rejected hand segmentation.

40.3.3 Time Proportionate Intensity Projections

We get K candidate hand locations from the clustering unit. We place K blobs on
the Time Proportionate Intensity Accumulator at the spatial locations received
from the previous unit. We assign them maximum intensity. Upon processing of
the next frame we receive further K blobs to be placed on the accumulator. Here
we decrement the accumulator first by the fading factor a before placing the blobs.
This way the TPI image periodically forgets or fades away the impressions made
by previous frames, Fig. 40.3.
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We have used a linear fade where the intensity of a pixel fades in the accu-
mulator by a constant a after each new frame.

It ¼ It�1 � a ð40:2Þ

To get training data, TPI image is thresholded (Eq. 40.3) to zero to forget all the
information n frames ago thus temporally segmenting the gesture. The gesture
length for each gesture in the training set videos is available in the ground truth
files. Average gesture length is also learned from the training data for each gesture
class.

threshold ¼ maxðIÞ � na ð40:3Þ

Fig. 40.2 Preprocessing of an incoming frame and corresponding impression onto the time
proportionate intensity accumulator

Fig. 40.3 Example time proportionate intensity (TPI) accumulators from training sample videos
(K = 1)
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40.4 Spatiotemporal Matching

In this section the implementation of our gesture class learning method using
nonlinear classifiers (Neural Networks and Support Vector Machines) is presented
first, and then we discuss the classification mechanism used.

40.4.1 Model Learning and Non Linear Classifiers

We have used the video data sets by Athitsos [18] for experimentation. These video
sets include a training set, an easy data set and a difficult data set. Each set contains 30
videos where signers make signs of the Palm’s graffiti digits 0 to 9, Fig. 40.4. In each
set of videos there are a total of 10 different signers with 3 videos from each signer.
The signers wear colored gloves in the training data set only. All the videos are
accompanied by ground truth text files which contain the temporal segmentation of
the gestures. Meaning that start and end frames of all the gestures in each video are
given. These data are useful for training and cross validation purposes.

40.4.2 Classification Using Support Vector Machines

Model learning phase includes feeding the TPI image state just after the gesture is
completed to the SVM trainer. The TPI image is thresholded to forget all the
information before the start of the current gesture. The m 9 n TPI image is down
sampled to 25 9 25 image and then reshaped into 1 9 625 feature vector that
along with the gesture label is used to train the SVM parameter vector theta h. The
optimization objective function for SVMs is a minimization problem given in
Eq. (40.4). The kernel function we have used is the Gaussian kernel of Eq. (40.5).

min
h

C
X

m

i¼1

yðiÞcost1 hT f ðiÞ
ffi �

þ 1� yðiÞ
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ffi �

¼ exp �ckxðiÞ � lðiÞk2
ffi �

; c ¼ 1
2r2

; and c[ 0 ð40:5Þ

The training data is divided into 11 classes. 10 classes for gestures 0 to 9 and
one class for training examples where no gesture has been performed. Incomplete
gestures and partially observed gestures are placed in this class. For the imple-
mentation of the SVMs we have used the library package LIBSVM [22].

Fig. 40.4 Palm’s Graffiti
digits
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For each incoming frame we get the current state of the TPI image as described
in the previous sections. A window with this TPI image is passed to the classifier
after each frame.

We use SVMs trained as multi-class classifiers. LIBSVM implements the multi-
class classifiers using one against one approach. Therefore this TPI image is
matched against all the models in the vocabulary. A positive match (based on
majority voting) gives the gesture class as well as the temporal segmentation of the
gesture as we now know the end frame of the gesture. The average time (in number
of frames) for that particular gesture class was already learnt in the model learning
stage.

Temporal segmentation can be improved if after initial classification we move
the time window and recalculate the cost finding the frame corresponding to the
minimum cost as the start frame. Of course this will be under the hypothesis that
the cost function is convex with a single minimum.

40.4.3 Classification Using Artificial Neural Networks

Artificial Neural Network (ANN) is a computing system, composed of large
number of highly interconnected units (called neurons) that emulate the organi-
zation and operation of biological nervous system. This is one of the most widely
used technique in classification and pattern recognition problems [23].

For the learning of ANN, special training algorithms are developed based on the
learning rules similar to learning mechanisms of biological systems. There are
many types and architectures of neural networks, fundamentally depending on
their learning mechanisms. For gesture recognition, we have chosen a three layer
Multilayer Perceptron Neural Network (MLPNN) with back propagation training
algorithm, consisting of one input, hidden and output layer each. Architecture of a
typical MLPNN with three layers is shown in Fig. 40.5. The input layer of our
network consists of 625 features and output layer has ten neuron; equal to the
number of target classes. The number of nodes in the hidden layer has great
influence on the performance of the network. An optimum number of nodes in the
hidden layer are selected after trial and error in network performance. For the
implementation of the ANNs we have used the OpenCV CvANN Class. For back
propagation based training, the library uses the algorithm proposed in [24].

40.5 Experiments and Results

This section explains the experimental setup. Specifically we discuss the choice of
data set of videos, the number of training examples, the validation data set and the
test sets. Here we also present the results of classification and compare them with
existing methods.
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40.5.1 Results Using Support Vector Machine

The training data set has only 30 videos, 3 from each of the 10 signers. Extracting
a single TPI image per gesture class from every video leads to only 30 samples for
training purposes. These are very few when training the SVMs to obtain good
results. One way of increasing the samples is to extract multiple TPI images per
gesture class from each video. This way multiple TPI images from above 80 %
gesture completion can be extracted to increase the training examples. Following
tables present the early stage results of the experimentation. As seen in Table 40.1,
the accuracy of classification for the difficult data set is very poor. This is due to
the background motion in the difficult data set. We are currently working to devise
methods to incorporate multiple hand hypotheses with low time complexity.

40.5.2 Results Using Artificial Neural Networks

We have a total of 4,634 samples of hand gestures corresponding to ten target
classes; 0–9. Sixty percent of the data representing each class is used for training,
twenty percent is used for cross validation (CV) and the rest twenty percent is
considered as test data. The network is trained with back propagation algorithm
and a regularization parameter is also tuned to overcome the problem of over
fitting as well as under fitting of data. The number of epochs is limited to 100.
Using the best results of network on CV data, an optimum architecture of the
network is settled with 196 nodes in the hidden layer. The network is then used to
classify the test data. The overall network accuracy is presented in Table 40.2, and
confusion matrix for test data is presented in Table 40.3.

Fig. 40.5 Architecture of a multi-layered artificial neural network
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40.6 Future Work and Conclusions

We presented a method of recognizing gestures with minimal computations thus
making run-time gesture classification possible. Currently the algorithm is
designed to recognize one-handed gestures. It can be modified to be able to
accommodate two handed gestures or even other classes of gestures. Detection of
right and left hands using the existing techniques of Viola and Jones [25] is

Table 40.1 Class wise accuracy and false positives for easy (E) and difficult (D) data sets

Gesture Accuracy percent False positives Confused with

E D E D E D

0 74 34 5 19 6 6
1 81 73 3 6 7 9
2 91 56 2 14 4 7
3 78 43 4 15 2 2
4 85 67 3 9 2 2
5 81 48 3 13 8 8
6 88 62 2 10 0 0
7 87 69 2 9 1 2
8 76 33 5 20 5 5
9 77 35 5 19 7 1

Last column shows class label a gesture is confused with the most

Table 40.2 Accuracy accross the training, cross validation and the test data sets

Number of hidden
layers

Training
accuracy (%)

Cross validation
accuracy (%)

Test
accuracy (%)

Regularization
parameter (k)

182 99.89 92.12 96.24 0.005

Table 40.3 The confusion matrix for ANN

Actual class Predicted class

1 2 3 4 5 6 7 8 9 10

1 102 0 0 0 0 0 0 0 0 0
2 0 107 0 0 0 0 0 0 0 0
3 0 0 78 0 14 0 0 0 0 0
4 0 0 0 82 0 0 0 0 0 0
5 0 0 18 0 78 0 0 0 0 0
6 0 0 0 0 0 95 0 0 0 0
7 0 0 0 0 0 0 80 0 0 0
8 0 0 0 0 0 0 0 90 0 0
9 0 0 0 0 0 0 0 0 99 0
10 0 0 0 0 0 0 0 0 0 86
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possible. In this way two handed gestures can be recognized in run-time without
having to compromise the speed.

One major drawback of the algorithm is the drop in accuracy of classification
with movements in the background (tested on difficult data set). This is mainly due
to the implementation decision of using one single reliable hand location, for
impression on the TPI image. Although we do train our classifier with the back-
ground noise, thus increasing the accuracy in recognition other techniques need to
be used to heuristically minimize the noise.

Hence the algorithm is suitable for time critical applications or for slower
systems, which are incapable of running the traditional Markov Chains based
algorithms successfully, and with fairly minimal background movements.
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Chapter 41
Applying a Multi-Agent Classifier System
with a Novel Trust Measurement Method
to Classifying Medical Data

Mohammed Falah Mohammed, Chee Peng Lim
and Umi Kalthum bt Ngah

Abstract In this paper, we present the application of a Multi-Agent Classifier
System (MACS) to medical data classification tasks. The MACS model comprises
a number of Fuzzy Min–Max (FMM) neural network classifiers as its agents. A
trust measurement method is used to integrate the predictions from multiple
agents, in order to improve the overall performance of the MACS model. An
auction procedure based on the sealed bid is adopted for the MACS model in
determining the winning agent. The effectiveness of the MACS model is evaluated
using the Wisconsin Breast Cancer (WBC) benchmark problem and a real-world
heart disease diagnosis problem. The results demonstrate that stable results are
produced by the MACS model in undertaking medical data classification tasks.

Keywords Multi-agent classifier system � Fuzzy min–max neural network � Trust
measurement � Medical data classification

41.1 Introduction

Multi-Agent System (MAS) technologies have recently gained significant atten-
tion amongst research community [20]. As an example, numerous MAS models
have been applied to undertake medical diagnosis tasks [8, 17, 26]. In general, an
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MAS model consists of several independent agents, and they cooperate and col-
laborate with one another in solving a problem [25]. When several agents operate
in a common environment, sharing resources and information among agents
becomes important. Indeed, information sharing is one of the important factors
affecting efficiency of an MAS model. In this study, the constituent agents in the
MAS model consist of classifiers. Hence, the resulting system is known as a Multi-
Agent Classifier System (MACS).

Numerous neural network models have been used for assisting medical diag-
nosis tasks [1, 2, 11, 23]. Among them, the Fuzzy Min Max (FMM) neural net-
works [21, 22] are useful for data classification and clustering problems. In this
aspect, an FMM-based MACS model with the Trust-Negotiation-Communication
(TNC) reasoning strategy was proposed to improve the classification accuracy
rates [18, 19]. In the proposed TNC strategy, having an effective trust measure-
ment is the key factor to ensure the success of the model. With the function of
providing social control in effective interactions, trust is employed to reach an
appropriate decision within the MACS model that encompasses multiple FMM
agents. Indeed, trust not only is important for the TNC strategy, but is also an
essential component that helps in enhancing the MAS performance through
knowledge-sharing [4, 10].

A variety of trust and reputation methods are available in many fields [5, 13, 24].
Accordingly, an attempt has been made in our previous work to develop a novel
trust measurement method known as Certified Belief in Strength (CBS) [12], which
is based on reputation and strength. The CBS scheme enhances the performance of
the MACS model by improving the accuracy rates of its constituent agents, i.e., the
supervised FMM classifier [21]. In this study, the application of the MACS-CBS
model is further evaluated using benchmark and real medical diagnosis problems.

The present paper is organized as follows. In Sects. 41.2 and 41.3, FMM and
MACS-CBS are introduced. Section 41.4 presents the experimental study. Con-
clusions and suggestions for further work are presented in Sect. 41.5.

41.2 The FMM Neural Network Classifier

The supervised FMM neural network classifier was introduced by Simpson [21].
The network structure is built from hyperboxes. A hyperbox is defined by its
minimum and maximum points, which are formed based on the input patterns.
When a new input pattern is provided, the FMM learning algorithm is used to
identify the best-matched hyperbox with respect to the input pattern, as shown in
Eq. (41.1) [21].

Bj Ahð Þ ¼ 1
2n

X

n

i¼1

max 0; 1�max 0; y min 1; ahi � wji

ffi �ffi �ffi ��

þmax 0; 1�max 0; y min 1; vji � ahi

ffi �ffi �ffi ��

ð41:1Þ
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where B is the membership function, j is the hyperbox, Ah ¼ ah1; ah2; . . .; ahnð Þ 2
In is the hth input pattern, Vj ¼ vj1; vj2; . . .; vjn

ffi �

is the minimum point for

Bj;Wj ¼ wj1; wj2; . . .; wjn

ffi �

is the maximum point for Bj, and y is the sensitivity
parameter that regulates how fast the membership value decreases as the distance
between Ah and Bj increases. The membership function represents the degree to
which an input pattern fits in the hyperbox. If the pattern does not belong to any
hyperboxes, even with the expansion process in FMM, a new hyperbox is to be
created to include the input pattern. In other words, FMM entails a dynamic
network structure with an online learning capability whereby the number of
hyperboxes can be increased whenever necessary; hence avoiding the problem of
re-training as faced by many neural network models with an off-line learning
capability [3, 14, 16]. Further details of FMM can be found in Simpson [21].

41.3 The MACS-CBS Model

The MACS-CBS model consists of an MACS model with two layers comprising
the manager and the agents. Figure 41.1 shows the MACS-CBS structure. The
manager chooses the winning agent, and is responsible for controlling the overall
system. The agent layer consists of a number of agents (three FMM classifiers in
this study), and the CBS trust measurement scheme is incorporated into each
agent. Two important activities occur in MACS-CBS, as follows:

• Training: Since FMM learns online, different sequences of training data samples
lead to the formation of different knowledge bases in individual FMM classi-
fiers, which, in turn, produce different predictions for a given test pattern.

• Prediction: During the prediction step, the hyperbox accuracy rate indicates the
degree of the belief element, which represents the knowledge of the agent. This
belief element is updated during the test phase during the online classification
stage.

To compute hyperbox accuracy, the number of samples predicted by each
hyperbox and the associated number of correct predictions need to be determined.
Hyperbox accuracy (in percentage) is computed with Eq. (41.2).

HAi ¼
Pn

j¼1 CPij
Pn

j¼1ðCPij þ ICPijÞ

 !

� 100 ð41:2Þ

where HA is hyperbox accuracy, CP is the number of correct predictions, ICP is
the number of incorrect predictions, i is the hyperbox number, and j is the number
of input samples classified by hyperbox (i), where j = (1, 2, …, n).
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The CBS trust measurement scheme is established based on the Bucket Brigade
Algorithm (BBA) [7]. However, in the present CBS model, the bidding part of
BBA is modified by incorporating HAi (i.e., the belief degree), as shown in Eq.
(41.2). Each agent participates in the auction by starting with a specific net worth
(amount of money) defined by the manager. The net worth is called strength (S).
Each agent then declares its maximum bid, which is proportional to its strength.
The bid ratio (B) is affected strongly by the HAi element which represents the state
of knowledge of the agent, and is calculated based on the historical information of
each agent. The information is taken during prediction, and is based on the
accuracy rate of each hyperbox, i.e. Eq. (41.2).

All participating agents start bidding with an initial strength (i.e., S = 100 in
this study), and all agents start their bids after receiving the test sample. It is found
from many trials that a suitable value for the bid coefficient (Cbid) is 0.01. Each
classifier places its bids in proportion to its strength as follows [7]:

Bk ¼ CbidSk ð41:3Þ

where k is the agent number, k = 1, 2, …, n. In this study, Eq. (41.3) is used as the
reward and penalty scheme to update the strength, as embedded in Eq. (41.5). To
compute the trust element, Eq. (41.3) is further modified as follows:

CBSk ¼ Cbid Sk þ HAkið Þ ð41:4Þ

The agent that makes a correct prediction with the largest CBS (the highest trust
value) is chosen as the winner by the manager, based on the sealed bid-first price
auction strategy. Given the final decision, the strength of each agent is updated, by
using the agent’s bid as defined in Eq. (41.3). The updated value is positive if an
agent gives a correct prediction, while it is negative in the case of an incorrect
prediction. Equation (41.5) is used to update the strength [7].

Si t þ 1ð Þ ¼ Si tð Þ � Pi tð Þ � Ti tð Þ þ Ri tð Þ ð41:5Þ

where P is penalty, T is tax, R is reward, i is the classifier index, and t is the time
step. Both the strength and HA values are updated in each step; whereby the HA

Fig. 41.1 The structure of
the MACS-CBS model
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element is updated according to the correct and incorrect predictions. The final test
accuracy rate of the MACS-CBS model is computed as follows:

Test accuracy ¼
Pn

j¼1 CPTSj
Pn

j¼1 CPTSj þ ICPTSj

 !

� 100 ð41:6Þ

where CPTS and ICPTS are the numbers of correct and incorrect predicted test
samples, respectively. Since test accuracy [Eq. (41.6)] is updated online for each
test sample, it also serves as a tie-breaker to determine the winner in the case
where all CBS values are equal. In this case, the agent with the highest test
accuracy rate is selected as the final winner.

41.4 Experimental Study

Two cases studies were conducted to evaluate the applicability of MACS-CBS to
medical data classification tasks. Firstly, the Wisconsin Breast Cancer (WBC)
benchmark problem obtained from the UCI machine learning repository [15] was
used. Then, a real medical diagnosis task was used. The overall results were
obtained by using the bootstrap method [6], and the 95 % confidence levels of the
averages were estimated.

41.4.1 Case Study I

The WBC data set was used to assess the robustness of the MACS-CBS model,
whereby the results were compared with those published in the literature. In order
to have a fair performance comparison, the experiments employed the same
numbers of test samples and followed the same experimental procedures as in Hota
[9]. A total of 75 % of the data samples were used for learning (384 samples for
training and 140 samples for prediction), with the remaining data samples used for
test. Tables 41.1 and 41.2 summarize the results from different methods published
in Hota [9] and those from MACS-CBS, respectively.

As can be observed in Table 41.2, there was no overlap between the 95 %
confidence intervals of MACS-CBS results and those from various methods
reported in Hota [9], as well as FMM from this study. This indicates that MACS-
CBS is statistically better (at the 95 % confidence level) than FMM and various
models in Hota [9].
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41.4.2 Case Study II

In this case study, MACS-CBS was applied to tackle a real medical diagnosis task.
A data set containing real medical records of Acute Coronary Syndrome (ACS)
patients from a hospital in Malaysia was used. The data set contained 118 samples
(patient records). After consultation with medical experts, a total of 16 features
comprising physical symptoms (e.g. sweating, chest pain), background informa-
tion (hypertension, smoking), and EEG signal representations, were used for the
prediction of ACS. All the features, except one, were represented by 1 when the
symptoms were present and by 0.5 when the symptoms were absent, while missing
values were represented by 0. The only continuous feature (i.e., duration of pain)
was normalized between 0 and 1. Given each input feature extracted from a patient
record, the task was to provide a prediction of the diagnosis, i.e. whether the
patient was suffering from ACS or otherwise.

To evaluate the performance of MACS-CBS, 80 % of data samples were used
for training (60 % for training and 20 % for prediction), with the remaining (20 %)
used for testing. Since the ACS data samples mainly contained three types of
values, i.e. 0, 0.5, and 1, three levels of h (hyperbox size) 0:0\h\0:5; h ¼
0:5; 0:5\h\1:0 were of interest. As such, a series of runs with h set to 0.4, 0.5,
and 0.6 was conducted. The experiment was repeated 10 times for each step, and
the overall results obtained by the bootstrap method, are shown in Table 41.3.

In general, MACS-CBS was able to yield better performances as compared with
FMM. The main reason is that CBS is built from two useful elements. The first
element is the hyperbox accuracy rate which represents the knowledge of the

Table 41.1 Test accuracy
rates of the WBC data set.
The FMM and MACS-CBS
results (in italics) are from
this study, while the rest are
from Hota [9]

Methods Testing accuracy

EBPN 95.45
LVQ 92.04
CPN 93.75
CART 93.18
SVM 95.45
C5.0 92.61
Bayesian 93.18
Ensemble of Bayesian and C5.0 95.45
FMM 96.57
MACS-CBS 97.99

Table 41.2 The bootstrap
averages of MACS-CBS

Value Test accuracy (%)

Mean value 97.99
95 % Confidence level (97.82–98.17)
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agent, whereby it indicates the degree of the belief element, while the second
element represents the strength (S). Both elements are useful indicators that help
and enable MACS-CBS to make accurate predictions.

41.5 Conclusions

The application of the MACS-CBS model to medical data classification tasks has
been evaluated. The CBS trust measurement, which is devised based on strength
(money) and reputation (hyperbox accuracy) of each FMM agent, has been shown
to be useful for the MACS model. Trust is built from meaningful elements that are
linked with the FMM agents, allowing the CBS trust measurement to improve the
performances of the overall MACS model. The first price method has been
adopted for MACS to determine the winning agent. The MACS-CBS model has
been evaluated using the WBC benchmark problem and a real ACS problem. The
results have demonstrated the superior performances of MACS-CBS as compared
with those from other existing models, in terms of accuracy and stability; hence
ascertaining its usefulness in undertaking medical data classification tasks.

As the use of CBS with the original FMM agents has shown promising results,
further work is focused on improving the performance of MACS-CBS by using
other variants of FMM. It would be interesting to evaluate the resulting model
using classification problems from different domains too.
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Chapter 42
High-Speed Transmitter Designs
for DDR3 SDRAM Memory Interfaces

Lim Zong Zheng, Mohd Tafir Mustaffa and Ch’ng Siew Sin

Abstract This work presents two high-speed transmitter designs for 2.4 Gbps
Double Data Rate Generation 3 (DDR3) memory interfaces. The transmitters
are designed using 45-nm CMOS process. Moreover, output slew rate of both
transmitters is controlled at 4–6 V/ns, while their output impedance can be pro-
grammed between 20, 30 and 40 X, respectively. Output slew rate and impedance
of both the transmitters are calibrated across process, voltage and temperature
(PVT) variations. A comparison between Multi-Module Transmitter (MMTX) and
Single-Module Transmitter (SMTX) is also presented with low pad capacitance
and small far-end eye jitter as the main figures of merit.

Keywords DDR3 � Memory interface � Multi-module transmitter � Single-
module transmitter

42.1 Introduction

The need for greater memory bandwidth to boost the computer performance has
driven system memory evolution to Double Data Rate Synchronous Dynamic
Read Access Memory (DDR SDRAM) technologies [1]. As operation frequency is
increasing, Inter-Symbol Interference (ISI) has becomes significant that degraded
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signal noise margin and increased signal jitter; thereby, causing data detection at
receiver become very challenging [2, 3]. ISI can be illustrated as a symbol
corrupted by another symbol traveling on the channel at an earlier time. When a
stream of digital symbols are transmitted over a transmission channel, the output
pad capacitance of the transmitter in combination with the skin-effect resistance in
transmission channel can form a low-pass filter that attenuates high frequency
components of a symbol; resulting ISI between successive symbols [4, 5].
Equalization techniques and pad capacitance reduction techniques have been
proposed to overcome the ISI from transmission channel and transmitter structure,
respectively [6–9]. Besides, ISI also can be resulted from signal reflection due to
termination mismatch between transmission channel and transmitter [10]. Several
impedance calibration techniques were proposed to control the transmitter
impedance to match channel impedance; thereby, minimizing reflections and ISI
across PVT variations [9–11]. This paper presents two types of transmitter design:
MMTX and SMTX with impedance control technique to reduce ISI impacts. Both
transmitters impedance can be programmed between 20, 30 and 40 X and their
output slew rate can be controlled at 4–6 V/ns. This paper is organized as follows:
Sect. 42.2 presents the design of SMTX and MMTX, Sect. 42.3 demonstrates the
simulation results and comparison between both transmitters and Sect. 42.4
concludes this work.

42.2 Transmitter Design

42.2.1 MMTX Design

Figure 42.1a depicts the block diagram of MMTX with slew rate control. MMTX
consists of six TX modules with each TX module decomposes into three TX
segments. The reason of dividing a TX module into three TX segments is to
achieve output slew rate control by means of driver segmentation. Each segment is
activated in sequence through the control signals that delayed by delay cells with
interval of DT [5]. Moreover, output impedance of each TX segment is calibrated
at 360 X (by using ZQ Calibration Block in [8]) which gives an equivalent
impedance of 120 X per TX module when all the three TX segments are activated.
Therefore, output impedance value of 20, 30 and 40 X is possible by activating
appropriate number of TX modules [12].

Additionally, Fig. 42.1b shows the structure of TX segment. It consists of an
anchor leg and 4-bit binary weights dynamic legs. In each leg, there is additional
transistor stacked into pull-up and pull-down branch that is biased by PBIAS and
NBIAS, respectively. This is electrical over-stress protection on transistor gate to
avoid any transistor operates at voltage higher than its sustainable voltage [13, 14].
Besides, in Fig. 42.2, Anchor legs are always turn on (depending on data) to
provide impedance close to the transmission channel impedance, while dynamic
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legs are turned-on to make the output impedance match to transmission channel
impedance across PVT corners. The pull-up and pull-down branch in dynamic legs
are controlled by ZQ Calibration Block through digital code adjustment using
PU[3:0] and PD[3:0].

42.2.2 SMTX Design

The block diagram of SMTX with slew rate control is shown in Fig. 42.2a. SMTX
consists of single TX module that is decomposed into three TX segments for slew
rate control described in Sect. 42.2.1. Moreover, the impedance of each TX seg-
ment is controlled either at 60, 90 or 120 X by using Impedance Calibration Block
(ICB) for an equivalent impedance of 20, 30 or 40 X per TX module when
activating all three TX segments. Figure 42.2b shows the structure of TX segment

Fig. 42.1 a MMTX design with slew rate control. b Structure of one TX segment in MMTX

Fig. 42.2 a SMTX design with slew rate control. b Structure of one TX segment in SMTX
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that is similar to Fig. 42.1b; but, it has 6-bit binary weights dynamic legs to reach
output impedance range of 60–120 X through the digital code PU[5:0] and
PD[5:0] adjusted by ICB.

Transmitter impedance is calibrated by using ICB shown in Fig. 42.3. Pull-up
branch in Pull-up Calibration block is connected to a 90 X external resistor and is
calibrated by comparing the output voltage VCP with reference voltage VREF. For
a high-gain operational-amplifier, the potential at its positive terminal must equal
to the potential at negative terminal which establishes Eq. (42.1) to show the
relationship between VREF, VCP, external resistance REXT and pull-up resistance
RPU SEG at steady state:

VREF ¼ VCP ¼ REXT= REXT þ RPU SEGð Þ½ � � VDD ð42:1Þ

Thus, by substituting RPU SEG with 60, 90 or 120 X, the desired VREF can be
obtained. The VREF is generated by reference generator and can be varied through
the VREF_SELECT[2:0] setting to calibrate the resistance of pull-up branch to the
desired value at 60, 90 or 120 X per TX segment. Then, Finite State Machine
(FSM) will adjust the six-bit dynamic legs in the pull-up branch until VCP matches
VREF and the corresponding digital codes are stored in register. These codes are
used to activate another pull-up branch that becomes reference resistance for the
pull-down branch in Pull-down Calibration block. Similarly, pull-down branch is
calibrated until its VCN is matched to reference voltage at 1=2 VDD, which implies
the resistance of pull-up branch is the same as the resistance of pull-down branch.
Again, the digital codes of pull-down branch are stored in another register and both
the pull-up and pull-down digital codes are ready to be delivered to the pre-driver
of transmitters.

Fig. 42.3 Main components in ICB with reference generator
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42.3 Simulation Results and Discussions

Both MMTX and SMTX are simulated at worst (slow transistor, 110 �C and
VDD = 1.575 V), typical (typical transistor, 50 �C and VDD = 1.50 V) and best
(fast transistor, 0 �C and VDD = 1.425 V) condition. In Fig. 42.4, pull-up and
pull-down impedance per TX module in MMTX are sufficient to reach 120 X
across worst (Green D), typical (Red h) and best (Blue e) condition. For SMTX,
pull-up and pull-down impedance per TX module can also reach 60–120 X across
worst, typical and best condition.

Besides, Fig. 42.5a shows the 2.4 Gbps far-end eye diagram of MMTX and
SMTX with 4-inch memory channel model and 60 X center-tap termination at far-
end [5]. For 40 X MMTX, the simulated eye height and jitter are 316.4 mV and
75.6 ps. Output impedance can be reduced from 40 to 20 X when higher eye
height is needed. Thus, the eye height is improved to 447.8 mV for 20 X MMTX
at the cost of larger jitter at 81.9 ps due to reflections caused by impedance
mismatched with channel impedance. Besides, simulated eye height and jitter for
40 X SMTX in Fig. 42.5b are 436.2 mV and 52.1 ps, while 20 X SMTX has
simulated eye height and jitter of 589.4 mV and 59.1 ps. It can be noticed that the
eye opening in MMTX is smaller. This is because the pad capacitance in MMTX is
larger due to larger TX module numbers as compared to single TX module in
SMTX, although MMTX only use four-bit dynamic legs in TX segment of every
TX module as compared to six-bit dynamic legs in SMTX. Large pad capacitance
from transmitter in combination with skin-effect resistance in transmission channel
can form a low-pass filter that attenuates high frequency components of a symbol,

Fig. 42.4 Pull-up and pull-down impedance range per TX module in MMTX and SMTX
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thereby resulting more severe ISI between successive symbols. Thus, it was shown
that SMTX is less sensitive to ISI through the controlled impedance and merit of
low pad capacitance in its structure.

42.4 Conclusion

This paper presents two transmitter designs, MMTX and SMTX for 2.4 Gbps
DDR3 memory interfaces. By using impedance control technique, the output
impedance of both transmitters can be programmed between 20, 30 and 40 X
across PVT variations. It was shown that SMTX has better far-end eye opening
and is less sensitive to ISI impacts as compared to MMTX. This is the advantage
of low pad capacitance in single module over multiple module structure, at the
expense of slightly silicon area overhead due to the employment of reference
generator in ICB block.

Fig. 42.5 Far-end eye diagram with 20 and 40 X impedance from a MMTX, b SMTX
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Chapter 43
Wideband Low Noise Amplifier Design
for 2.3–2.4 GHz WiMAX Application

Nor Zaihar Yahaya, Shahrul Yazid, Anwar Osman
and Helmi Huzairi

Abstract This paper describes the design of a low noise amplifier using negative
feedback topology for WiMAX 2.3–2.4 GHz base station application. The nega-
tive topology employs an enhancement mode feedback inductor and advanced
GaAs PHEMT transistor which yields excellent performance on the critical RF
parameters such as noise, gain and linearity. By using the negative feedback
topology the design is compact and uses fewer components compared to other
state-of-art wideband low noise amplifier designs. The low noise amplifier has
been designed on a Rogers 4003C substrate PCB and produced a gain of 12 dB,
noise less than 0.7 dB and IIP3 greater than 13 dBm. The design is also matched at
both input and output for 50 X and proven to be unconditionally stable across the
frequency range.
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43.1 Introduction

In WiMAX base station application, the receiver front end (RXFE) requires a good
signal to noise (SNR) ratio and linearity performances. The low noise amplifier
(LNA) is a critical part of the WiMAX RXFE, and must be able to provide a
constant gain, low noise, high linearity and unconditionally stable in order to
achieve the required SNR and linearity requirement of the RXFE [1]. To meet
these requirements, however it requires design trade off and technology challenges
for the LNA to achieve the optimum performances in terms of the RF parameters
and design size. The negative feedback enhancement mode technology is chosen
for the wideband LNA design due to its ability to produce low noise and high
linearity performance while utilizing only a single supply. Designing the
enhancement mode LNA without a feedback can produce a good performance
LNA but difficult to achieve wideband with only a single amplifier. This is
highlighted by Peng et al. [2], which describe the designing of good wideband
LNA in the 2.5–5 GHz range utilizing the enhancement mode, albeit in a two-
stage design topology. The difficulty in designing conventional LNA is that it
requires multi-stage LNA and many discrete components to achieve wideband
ability. A negative feedback drain-to-gate and/or source resistor as explained by
Pozar [3] can produce a wideband range with only a single stage design. Pozar also
highlighted the challenges in designing for achieving best noise and best gain
(matching) LNA. To design for best gain, the LNA must be match for the con-
jugate of the input impedance, namely Zin*, to get the optimum matching at input.
Similarly for noise, the LNA must be match at the optimum source reflection for
noise, Copt, to achieve optimum noise. These two optimum points are not located
on the same points in the Smitch Chart, and are usually far apart, making it difficult
to get the optimum design for the LNA. Apart from achieving wideband perfor-
mance, the source inductor feedback will also reduce the distance between these
two optimum points, thus enabling the designer to better design for optimum LNA
performance [3].

GaAs PHEMT transistor is selected for this design as it is potentially the best
amplifier transistor for realizing low noise performance at microwave frequencies
and is easily available from the market. A similar application but different
topology design has been done by Mandeep et al. [4], which highlighted the benefit
of using the GaAs PHEMT transistor for WiMAX application.

43.2 Negative Feedback Enhancement Mode LNA

The negative feedback technique is a method to design a wideband LNA while at
the same time maintains a singular circuit and minimum PCB space and part
counts. However, one disadvantage of this topology is the feedback circuit will
degrade the noise and reduce the maximum available gain of the transistor [5].
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The negative feedback enhance mode is a technique which adds another series
inductive element at the source of the amplifier to negate the degradation of the
noise and the small signal gain of the LNA. This will make the negative feedback
LNA to maintain the RF performance at the wideband frequency range and
maintain low part count and PCB space as compared to other wideband topology,
such as the balanced amplifier design, highlighted by Osman et al. [6]. A method
of applying the negative feedback technique is by using the series and shunt
resistor combination as shown in Fig. 43.1.

The addition of the drain to gate feedback resistor as proposed by Osman et al.
[6] will enable the LNA to achieve wideband performance. However, the draw-
back of this design is the additional resistance at the input (gate) will increase the
noise and reduce the overall gain. A method of enhancement mode adds a source
inductance as a series feedback which reduces the noise and gain degradation of
the LNA [7]. Figure 43.2 shows the small signal circuitry of the LNA with a
source series inductor.

Typically, the inductance can be inserted by grounding the transistor through a
short transmission line or by adding small value of inductor to the ground [7]. The
adding of inductance moves the reflection coefficient required for an input con-
jugate match closer to Copt. In Fig. 43.2, the voltage developed across the internal
Cgs capacitor is

Vc ¼
Ig

SCgs
; ð43:1Þ

Fig. 43.1 The amplifier with
feedback series and shunt
resistor

Fig. 43.2 The amplifier FET
model with series source
inductor
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where S is the complex frequency variable

S ¼ sþ jx ¼ jx: ð43:2Þ

Deriving the input impedance Zin yields

Zin ¼
Vg

Ig
¼ IgRg þ Vc þ IsSLs

Ig
: ð43:3Þ

Substituting Ig

SCgs
for Vc and (Ig ? gmVc) for Is gives

Zin ¼
IgRg þ Ig

SCgs
þ ðIg þ gmVcÞSLs

Ig
: ð43:4Þ

From Eq. (43.4), substituting Ig

SCgs
for Vc and dividing through by Ig leads to

Zin ¼ Rg þ
1

SCgs
þ SLs þ gm

Ig

SCgs
� SLs

Ig
: ð43:5Þ

Canceling out Ig in the last term yields the result

Zin ¼ Rg þ gm
Ls

Cgs
þ S Ls þ

1
S2Cgs

� �

: ð43:6Þ

Substituting S = jw into the above equation gives the input impedance as a
function of frequency. Hence the new transistor input impedance can be described
as

Zin ¼ Rg þ
gmLs

Cgs
þ j xLs �

1
xCgs

� �

: ð43:7Þ

Based on the PHEMT capacitance and RF conductance/transconductance model
explained by Wei [8], the term gmLs

Cgs
is equivalent to the FET output resistance based

on the channel length modulation theorem. For simplicity this resistance is noted as
Ro (positive value). Hence, Eq. (43.7) can be rewritten as

Zin ¼ Rg þ Ro þ jðXls � XcgsÞ: ð43:8Þ

In summary, Eq. (43.8) describes the input impedance of the FET with feed-
back. Without the feedback inductor, the impedance of FET without feedback can
be written as

Zin ¼ Rg � jXcgs: ð43:9Þ

It can be seen by Eq. (43.8) that the FET model with source inductor feedback
adds resistive elements (Ro ? jXls) to the FET’s input impedance, as compared with
the non-feedback model, as shown from Eq. (43.9). By adding both a real resistive
component Ro and a positive reactive component jXls, the source inductor feedback
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FET model moves the conjugate input impedance, Zin*, closer to the optimum
reflection coefficient, Copt [9]. As Copt remains unchanged with the addition of
source inductance, moving Zin* closer to Copt will then reduce the distance between
the noise match and the gain match optimum points in the smith chart. A graphical
proof is shown in Fig. 43.3, in which a simple FET model is simulated with and
without a source inductor (1 nH in this case). Hence, a better compromise between
best gain and best noise of the amplifier design has been achieved in the feedback
amplifier as opposed to the amplifier design without the feedback [9].

43.3 LNA Circuit Design

The LNA utilizes the Avago Technologies ATF-54143 high dynamic range, low
noise enhancement mode PHEMT device as the main transistor [10]. The tran-
sistor has a SPICE model which is readily available from the manufacturer
website. The schematic of the LNA is shown in Fig. 43.4. The transistor is biased
at 70 mA with a single supply of 5 V, which was achieved using a voltage divider
circuitry. DC block and RF choke are added to improve the isolation between the
DC and RF path. The LNA are matched using lumped element as it is simple and
save space. In order to achieve lowest noise as possible, the input stage of the
amplifier is matched to Copt (gamma optimum point). The negative feedback
resistor is set at 10 kX while for the series feedback small amount of inductance is
added to the source leading to better return loss while maintaining the noise near
Fmin (lowest noise figure point). The design of balance LNA involves an addi-
tional step which is to design the coupler in addition to the biasing network.
Optimization of the circuit is performed using the CAD software to tune the
component values to meet the design requirement.

Fig. 43.3 Comparison between the Zin* and Copt distance in a non-feedback and feedback FET
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43.4 Method of Moments and PCB Design

After the LNA circuit of Fig. 43.4 has been finalized and simulated, the PCB RF
transmission lines are then added to the schematic. A method of moments simu-
lation have been conducted to simulate the RF PCB trace and also as a simulator
for the PCB design. The method of moments simulation is a statistical estimation
simulation based on the distributed parasitic components of the PCB board chosen
for the circuit fabrication. This is an essential tool for the designers to estimate the
final RF performance of the fabricated circuit. This simulation was done using
Momentum RF simulator. The simulation is based on a standard Rogers 4003C
PCB with dielectric constant of 4.78, thickness of 1.6 mm and metal thickness of
36 lm. After this simulation, the components value will be further tuned to
compensate the parasitic effect of the PCB board. The resulting PCB design
simulation is shown in Fig. 43.5. Once the circuit of Fig. 43.4 is implemented on
PCB and has been optimized to achieve the desired specs, the PCB will then be
fabricated and populated with the components and ready for the measurements.

43.5 Simulation Versus Measurement Result

The fabricated wideband LNA board is shown in Fig. 43.6. The circuit was supplied
with a 5 V DC through the DC pins at the top of the board. The drain current was
measured to be around 70 mA, which is proven to be consistent with the simulated
performance. SMA connectors were attached at both RF input and output.

Fig. 43.4 The negative feedback LNA circuit
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The fabricated board was measured using standard RF equipment (Vector Network
Analyzers (VNA), Signal Generators, Spectrum Analyzer and Noise Figure
Analyzer) to verify the performance metrics.

Fig. 43.5 The PCB method of moments simulation

Fig. 43.6 The fabricated
LNA board
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The simulated and measured S-parameter performances are shown in Figs. 43.7
and 43.8 respectively, while the simulated and measured NF performances are
shown in Fig. 43.9. For the linearity test, Fig. 43.10 shows the simulated and
measured IIP3 performance. For the IIP3 analysis, the separations between two
fundamental signals are 1 MHz.

Looking at the results from Figs. 43.7, 43.8, 43.9 and 43.10, they can be
observed that the simulated and measured performances are almost correlated to
each other. For the return losses, the simulated input and output return loss (S11

and S22) are better compared to the measured data at higher frequency whereas for
the gain measurement, S21 is higher than the simulated data by 1 dB at higher
frequency. This is because of the larger parasitic effect of the transistor package
which has affected the simulation analysis. Parasitic components are more difficult
to predict at higher frequencies (even with the SPICE model), thus explaining the
slight differences of the small signal performances at the band. The difference in

Fig. 43.7 The LNA
simulated S-parameter results

Fig. 43.8 The LNA
measured S-parameter results
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NF is expected as the environmental (temperature) effect and equipment uncer-
tainties may contributed to the indifferences in performance. The IIP3 performance
is much better correlated with differences less than 1 dB, this is because at higher
power, the circuit is less affected by the environment and equipment uncertainties
(smaller percentage of errors compared at lower power).

Fig. 43.9 The LNA
simulation versus
measurement noise

Fig. 43.10 The LNA
simulation versus
measurement IIP3
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In addition, the K-factor of the design has been measured to be greater than 1 in
both simulated circuit and the fabricated board. Hence, not only the design is able
to achieve the desired responses, it is also unconditionally stable throughout the
frequency bands. The performances are measured at a current consumption of
70 mA of drain current (IDS) supplied by 5 V at the DC terminal. The measured
results are summarized and compared with previous reports of LNA design in
Table 43.1.

Based on the comparison of performance of Table 43.1, it can be noted that the
measured LNA is much superior in the Stable Noise Figure performance across the
2.3–2.4 GHz frequencies. This has been achieved by the exercise of Eqs. (43.7)
and (43.8) in which the addition of the feedback resistor and inductor move Zin*
move closer to the Gamma Opt of the device (Copt), while still maintaining a stable
gain across the band.

43.6 Conclusion

The wideband LNA design, which uses the negative feedback enhancement mode
topology, has been designed and developed. The design was fabricated and the
measured with simulated results compared. The LNA exhibits a small signal gain
of more than 12 dB, NF of less than 0.7 dB, IIP3 greater than 13 dBm and has
been maintained to be unconditionally stable throughout the frequency of interest.
The benefits of this feedback design are the consistency of its performances
throughout the wideband frequency range, very space required for PCB fabrication
and very few part counts due to only a single transistor is needed for the design.
Overall, the performance of the wideband LNA for 2.3–2.4 GHz application has
met the targeted performance.

Acknowledgements The authors would like to thank Universiti Teknologi PETRONAS
Malaysia funded under UTP-STIRF internal grant no. 36/2011 for providing financial support
towards publication of this work.

Table 43.1 Comparisons between measured results and other reported LNAs of similar work

References Freq (GHz) Gain (dB) NF (dB) IIP3 (dBm)

This work 2.3–2.4 12 0.7 13.2
Cimino et al. [11] 2.44 15.3 3.34 -10
Hsieh et al. [12] 2.6–6 13 2.5 -3.9
Wang et al. [13] 0.8–1.7 37 0.9 –
Chang et al. [14] 0.1–8 16 3.4–5.8 -9
Guan et al. [15] 2–10 10 4.6 –
Blaakmeer et al. [16] 2.5–4 10.6 4 -8
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Chapter 44
Development and Implementation
of Synchronous DC–DC Buck Converter
for Photovoltaic Power Generation

Muhammad Hafeez Mohamed Hariri, Norizah Mohamad
and Syafrudin Masri

Abstract This paper presents the development and implementation of non-
isolated synchronous DC–DC buck converter for photovoltaic power generation.
The intention in designing synchronous DC–DC buck converter is to provide
robust maximum power point tracker acting as an intermediate between the
photovoltaic module and load. The dead-time interval and bootstrap technique are
implemented in this topology. Experimental results demonstrate that the proposed
prototype achieved an average of 80 % efficiency with maximum output power of
60 W at a constant input voltage of 20 V.

Keywords Buck converter � MPPT � Dead-time � Bootstrap circuits

44.1 Introduction

In recent decades, research on the use of photovoltaic as an alternative source of
energy has become prominence in the field of electrical engineering [1]. A typical
photovoltaic energy system compromises DC value at its output side. It is a
promising technology and future energy demand in a sustainable and environ-
mentally friendly way. Photovoltaic (PV) is made up of cells which are wired
together into a module. A number of these modules can be arranged together to
form PV array and produce a much higher voltage. The temperature surface area of
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a cell and the intensity of the light hitting the module determined the amount of
total current produced by single PV module [2]. The amount of the maximum
voltage and maximum total current depends on the arrangement of the modules.
For instance, four BP 275F PV modules can reach up a maximum power of 300 W
when connected in parallel and the value of its output voltage is high. Due to the
load specification as well as the need to provide a lower voltage with high effi-
ciency, a regulator or converter is required in most PV applications in order to
step-up or step-down the output voltage that PV modules generate. In addition, PV
modules require an intermediate maximum power point tracker (MPPT) as their
I–V characteristics are nonlinear to harvest the maximum power available on PV
panels [3]. The proposed topology in this paper is non-isolated synchronous DC–
DC buck converter for battery charging application which it has the voltage output
lower than the input. In order to verify the proposed design, the experimental work
has been tested for 75 W.

44.2 Synchronous DC–DC Buck Converter

A DC–DC buck converter consists of two operating modes which are continuous
conduction mode (CCM) and discontinuous conduction mode (DCM). Usually
CCM technique is applied for efficient power conversion while the DCM is for a
lower power and stand-by application [4]. For the CCM, the inductor current never
reaches zero during one switching cycle. It has a smooth input current because an
inductor is connected in series with the power source [5]. The operation of DC–DC
buck converter can be divided into two modes where for mode 1 when switch, S is
on and meanwhile for mode 2 when switch, S is off. The schematic diagram of
synchronous DC–DC buck converter is illustrated in Fig. 44.1. The relationship
between output voltage, VO of buck converter and its input voltage, VI is governed
by Eq. (44.1) where k is defined as the duty cycle of the converter.

k = VO=VI ð44:1Þ

The roman numerals, I, II, III, IV, V, VI, VII and VIII denoted as current sensor
block, 12 V voltage regulators, MOSFET drivers, bootstrap circuit, high-side
MOSFET, low-side MOSFET, 2nd order low pass filter, and microcontroller block
respectively. In designing a non-isolated synchronous DC–DC buck prototype,
there are two issues that need to be considered regarding this arrangement. Firstly,
high-side, S1 and low-side, S2 MOSFET switches should never conduct simulta-
neously or otherwise there will be a short-circuit between the power and ground
which may destroy the device. Typically, a dead-time interval is inserted between
their gate drive signals. On the other hand, its turn-on resistance is positively
proportional to the gate-source voltage placed on it. The standard driven voltage of
a MOSFET is 12 V which is straightforward to achieve for the low-side switch, S2.
However, this is not the case with high-side MOSFET whose source is connected to
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the switch node. The source voltage will rise once the MOSFET is on. To ensure
that the high-side MOSFET switch, S1 has a high enough gate-source voltage,
bootstrap technology is introduced. Both of the two technologies are widely applied
in a synchronous DC–DC buck driver [6].

44.2.1 Principle of Operation

The low-side driver is constructed to drive a floating high gate charge N-channel
MOSFET, S1 as shown in Fig. 44.2. The gate voltage of the high-side switch, S1 is
established by an external bootstrap supply circuit which contains of bootstrap
diode, D3 and bootstrap capacitor, C3 connected between the power rails of the
driver. The capacitor, C3 will provide a power source to the high-side MOSFET
switch, S1. In Fig. 44.2, when the circuit is initiated, the bootstrap capacitor, C3
will be charge up through the bootstrap diode, D1 as S2 is turn-on to provide
reference ground path to C3.

When the signal input goes high, the high-side driver will begin to turn-on the
high-side MOSFET switch, S1 by injecting the charges of C3 into its input
capacitance, Ciss in order to power up the Vgs reaches its threshold voltage
resulting in conducting stage as illustrated in Fig. 44.3.

After completing the calculation, simulation and predicting the performance of
the DC–DC buck converter for PV generation system using Matlab–Simulink, a
hardware prototype of the PV system is built in order to clarify its performance. In

Fig. 44.1 Schematic diagram of synchronous DC–DC buck converter

44 Development and Implementation of Synchronous DC–DC Buck Converter 387



the later section, miscellaneous considerations of the prototype design will be
discussed.

44.2.2 Selection of Components

The selection of components plays an important role in order for the PV system to
operate at its full capacity. The design starts with the description of the BP275F
solar module as the chosen PV module for the system.

44.2.2.1 PV Module

The BP275F solar module has Vmpp of 17 V and Pmpp of 75 W is selected in this
research as it offers lots of advantages. Its mono-crystalline silicon cells, has high

Fig. 44.2 Switch, S2 is turn-on

Fig. 44.3 Switch, S1 is turn-on
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efficiency, highly resistant to water, abrasion, hail impact and other environmental
factors. However, it was represented by DC supply source in laboratory conditions.

44.2.2.2 MOSFET and Drivers

The switch chosen for the prototype is the power MOSFETs IRF 540 N from the
international rectifier. This device is rated at 100 V, 33 A. It drains current and has
low on resistance, RDSðonÞ of 44 mX. In order to provide the control signal gen-
erated by the microcontroller to operate the power circuit, a driver is needed to
connect between these two circuits. This driver boosted up the power of the control
signal so that it is able to turn-on the power MOSFET. In this research, the driver
used is HCPL-3140 from Avago Technologies.

44.2.2.3 Battery

The type of battery proposed in this research is a deep cycle battery. A deep cycle
battery is a lead-acid battery designed to be regularly deeply discharged using
most of its capacity. In this research, Matrix NP7-12 sealed lead rechargeable
battery is used. Deep cycle battery is exclusively designed such that it can be
discharged to low energy level and rapid recharge or cycle charged and discharged
day after day for years.

In addition to that, other calculated converter parameters includes inductor with
air gaps of 50 lH, free-wheeling diode, Dm MUR860, input and output capacitor
of 220 lF, load, R of 4 X, frequency switching, fs of 20 kHz. In order to verify the
performance of the proposed non-isolated synchronous DC–DC buck converter, an
experimental test is carried out. The experimental setup is displayed as in
Fig. 44.4.

Fig. 44.4 Experimental
setup
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44.3 Result and Discussion

In this testing, the reading of input current, input voltage, output current and output
voltage has been taken in order to calculate the input power and output power
correspondingly and the efficiency, g is determined. The maximum recorded g is
80 % with the maximum output power of 60.50 W. Figure 44.5 shows the output
waveform of DC–DC buck converter with VI ¼ 20 V, k ¼ 0:5, and R ¼ 4 X.
Waveform labeled (1) indicated output voltage, VO of buck converter, waveform
labeled (2) represented PWM on the high-side driver while waveform labeled (3)
correspond to PWM on low-side MOSFET driver. Subsequently, waveform
labeled (4) denoted the value of inductor current, IL. There are several factors that
contributed to the degradation of the converter efficiency. There are losses, which
exists in each component, passive elements, device elements, control circuit and
others.

Moreover, as discussed before, dead-time is introduced between the switching
signals as to avoid the short circuit condition. Dead-time of 3 ls is inserted after
high-side switching signal is in off condition and before its goes to on state again
as illustrated in Fig. 44.6.

Fig. 44.5 Output waveform of non-isolated synchronous DC–DC buck converter at k = 0.5
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44.4 Conclusion

A proposed non-isolated synchronous DC–DC buck converter can be developed
and implemented for photovoltaic power generation by considering the two issues
regarding this arrangement. The introduction of dead-time interval as well as
bootstrap technology could overcome certain limitations in this topology. The
result has shown that the proposed design has achieved at an average of 80 %
efficiency with maximum output power produced of 60 W at a constant input
voltage of 20 V. Selection of right components with right parameters plays an
important role in order to increase the converter’s performance as well as its
reliability.
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Chapter 45
An Investigation of Raindrop Size
in Raindrop Energy Harvesting
Application via Photography and Image
Processing Approach

Chin-Hong Wong, Joanne Neoh, Zuraini Dahari
and Asrulnizam Abd Manaf

Abstract Renewable energy is gaining more attention as a new source of energy.
Among all the renewable energies, kinetic energy is the most readily available
energy source. One of potential kinetic energy to be utilized in energy harvesting is
from the raindrop energy. The generated energy depends greatly on the size of
raindrops. Therefore, it is important to study the raindrops characteristics prior for
further investigation in the raindrop energy. This paper discusses the prediction of
the size of raindrop based on simulated droplet using syringe pump. Edge detec-
tion segmentation method is applied to the image to detect the diameter of water
droplet.
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45.1 Introduction

Due to the increasing concern about global warming, harvesting renewable energy
sources has gained some researcher interests. Recently, there are a growing
number of researches which study on the harvesting vibration energy from envi-
ronment using piezoelectric technology recently [1, 2]. Nevertheless, only a lim-
ited number of researchers have explored research related to the vibration based
raindrop energy harvesting application [3–6]. In raindrop energy harvesting
application, the energy generated is greatly influenced by the size of raindrops and
also its velocity. Therefore, it is important to study the raindrops characteristics in
order to estimate the power generated by impact of water droplet on raindrop
energy harvester. From Guigon et al. [4, 5] research, the raindrop energy harvester
produced 73 lW from a single droplet with 3 mm diameter fall at the speed of
4.5 ms-1 impacted on a 25 lm thick, 3 mm wide and 10 cm long PVDF bridge
piezoelectric mechanism. Whereas, it only produced 8 lW for a droplet with
1.6 mm diameter and fall at speed of 3.2 ms-1 impacted on the same structure.

To date, a few on-going researchers have conducted methods to measure
raindrop size and fall speed. Based on the data collected by Gunn and Kinzer [7],
the raindrop diameter is ranging from 0.1 to 5.8 mm. Most of them use high speed
camera [8, 9] or laser-based optical sensor disdrometer [10], which are the easiest
way to predict the droplet size and fall velocity. The data will be generated
automatically during rain event which make it very convenience to use. However,
the utilization of disdrometer is very costly. Another option is to apply the imaging
method in order to estimate the raindrop size which is a cheaper option. In this
paper, we present the prediction of the size of droplet via combination of pho-
tography and image processing approaches.

45.2 Methodology

Generally, there are two major steps which are firstly, the photography part and
secondly, the image processing part. In order to generate a consistent and identical
water droplet, a water droplet generator, NE 300 New Era Just Infusion Syringe
pump was used. The syringe pump is used to adjust the injection flow rate. Various
sizes of blunt needles which can be attached on a syringe were used to adjust the
water droplet size. The size of the water droplet as shown in Fig. 45.1 can be
calculated using expression.

Ddrop ¼
ffiffi

½
p

3�ð6DneedlecÞ=ðgqÞ ð45:1Þ

where Ddrop is the diameter of the water droplet, Dneedle is the external diameter of
the blunt needle, g is the constant gravity, c is the water surface stress at the liquid
interface and q is the water density [4]. A needle with external diameter of
2.87 mm can generates a droplet with diameter of 5 mm, which is in the range of

394 C.-H. Wong et al.



typical raindrop sizes, as mentioned in the previous section. With the aid of
Eq. (45.1), the kinetic energy, KE of the falling raindrop can be calculated by using
expression.

KE ¼ ðqpDdropv2Þ=12 ð45:2Þ

where q is the water density, Ddrop is the diameter of the water droplet and v is the
droplet terminal velocity. In Eq. (45.2), the water droplet is assumed to have
constant volume during drop, and spherical droplet.

A digital camera, Nikon J1 is used to record a high falling speed of water
droplet. The camera is capable to record slow motion videos. The videos are
recorded at 1,200 frames per second and play back at 30 frames per second.
Figure 45.2 illustrates the experimental setup for the recording process.

The recorded video is then extracted into single gray scale images. The images
are adjusted with the imadjust function from MATLAB image processing. The next
step is to filter the image with a predefined 2-D filter. The filter used is an averaging
filter with a vector of five rows and five columns. Sobel method of edge detection is
used to calculate the threshold value to obtain a binary mask that contains the
segmented droplet. The binary gradient mask shows lines of high contrast in the
image, gaps can be seen in the lines surrounding the object in the gradient mask.
These linear gaps will disappear if the Sobel image is dilated using linear struc-
turing elements, which can be created with the strel function. However, there are
still holes in the interior of the droplet. To fill these holes the imfill function is used.
After that, the object is smoothening by eroding the image twice with a disk
structuring element. The function bwareaopen is used to remove small objects in
the image so that the image only contains the interested segmented droplet. Finally,

Fig. 45.1 Water droplet falling from a capillary
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the droplet diameter is ready to be calculated. Using the regionprops function,
which measures a set of properties for each connected component (object) in the
binary image, the diameter of the droplet is obtained in pixels.

45.3 Results and Discussions

The water droplet was released from a syringe pump from tested heights of 0.5 and
1 m and the process of falling droplet was recorded by using Nikon J1 high speed
camera. The experiments was repeated and recorded for five times for both heights.

From Fig. 45.3, it can be seen that the Nikon J1 camera is capable of capturing
object with high fall velocity. However, it is unable to focus on the object clearly.
The shape and the diameter of the droplet calculated have been observed as
changing along the fall distance. Figure 45.3 shows the same droplet at three
different positions. From these different positions, the calculated droplet diameter
varied slightly. Therefore, an average of these values is taken as the final acquired
value. The graphs illustrated in Fig. 45.4 show the comparison of the theoretical
and MATLAB image processing calculation of droplet diameter. The details of the
results are shown in Tables 45.1 and 45.2.

Figure 45.4 shows good correlations between theoretical and MATLAB image
processing results. The MATLAB image processing results agree to the theoretical
results. It is noticed that the highest percentage error occurred for the droplet generated
by blunt needle with external diameter of 1.81 mm, which are 6.46 and 11.75 %, for
both heights. This is due to the droplets in the images are too small and therefore it
is more difficult to extract the exact size from the image. Bigger blunt needle size
generated bigger droplets as a result it is easier to be segmented from image.

On the other hand, droplet released from 1.0 m height of has higher percentage
error compared to the 0.5 m. As the released height of droplet increases, the falling

Fig. 45.2 Experimental setup for capturing droplet image
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Fig. 45.3 Droplet fall along the vertical distance at different position

Fig. 45.4 Droplet diameter with respect to different blunt needle size released from a 0.5 m
height, b 1 m height

Table 45.1 Comparison between theoretical and MATLAB results of droplet diameter released
from 0.5 m height

Needle
diameter (mm)

Theoretical results of
droplet diameter (mm)

Imaging processing results
of droplet diameter (mm)

Percentage
error (%)

1.81 4.31 4.60 6.46
4.02 5.62 5.69 1.15
6.31 6.53 6.47 0.94
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droplets are more vulnerable to the wind, which makes the droplets do not fall
back to the origin position.

Tables 45.1 and 45.2 showed that the percentage error of droplet diameter
between theoretical and image processing is ranging from 0.94 to 11.75 %. The
reasonable results showed that the proposed technique can be used to measure
raindrops size.

45.4 Conclusion

Based on the findings in this paper, the droplet sizes are successfully predicted
using the photography technique combined with the image processing technique. It
is a cheaper way to measure droplet size suing photography and image processing
approaches compared to laser-based optical sensor disdrometer. The results
obtained from this algorithm agree to the theoretical results. The percentage error
is ranging from 0.94 to 11.75 %. In this experiment, there are a few issues and
challenges if it is to be tested in real application. In real rain event, raindrops size
and shape are normally inconsistent while falling. It breaks up simply when it
comes down due to air resistance or collision with their neighbours. It is difficult to
calculate the kinetic energy of falling raindrop using Eq. (45.2) since it required
constant raindrop size and shape. Besides, larger raindrops are usually impacted
with splash. The splash of raindrop leads to significant energy loss and the amount
is unpredictable. The delivered output of single droplet impact on a piezoelectric
film is still small but the prospect for improvement looks positively inclined.
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Chapter 46
Latency Insertion Method with MNA
Blocks Via Node Tearing

Patrick Goh

Abstract In this work, a method to interface simulations using the latency
insertion method with blocks utilizing the modified nodal analysis method by a
node tearing approach is presented. Using the proposed method, the insertion of
fictitious latencies into blocks without latencies is avoided and thus the simulation
of the traditional LIM is sped up.

Keywords Latency insertion method (LIM) � Modified nodal analysis (MNA) �
Node tearing

46.1 Introduction

The shrinking trend of the semiconductor industry has resulted in an increase in the
density of interconnects and the complexity of high-speed packages. As a result,
signal integrity issues are becoming more prominent and can no longer be over-
looked in the design of modern devices. In this aspect, the ability to accurately
simulate large interconnect circuits in a reasonable amount of time is invaluable to
capture the complicated electromagnetic behaviors of complex circuits. As a
result, there is a constant need and push toward faster circuit simulation methods
that are able to handle large circuits in a fraction of the time taken by conventional
circuit simulators.

The latency insertion method (LIM) [1] has recently emerged as an efficient
approach for performing fast simulations of very large circuits. The basic idea of
LIM is to exploit the latencies in the circuit to solve the voltages and the currents
explicitly at each time step. The resulting algorithm has been shown to exhibit a
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linear numerical complexity with respect to the number of nodes [1], and thus is
significantly faster than conventional matrix inversion-based methods. For
example, results in [2] show that LIM is over 5009 faster than HSPICE [3] for the
simulations of large tightly coupled transmission lines. However, LIM has a dis-
advantage in that it requires latencies to be present at every node and branch in the
circuit. When they are not present, small fictitious values are inserted to enable the
method. This reduces both the accuracy and the efficiency of the method as LIM is
only conditionally stable, whereby the maximum stable time step depends on the
smallest latency in the circuit [4]. In this work, a method to combine LIM with a
modified nodal analysis (MNA) circuit block via a node tearing approach [5] is
proposed. While there have been previous work related to this topic, they are
significantly different from the present work. For example, the work in [6] strips
SPICE of its matrix solver engine and replaces it with LIM while [7] reformulates
LIM using a block-matrix formulation. The present work, on the other hand,
maintains both LIM and MNA blocks and works on interfacing the two
components.

46.2 LIM Formulation

LIM can be applied to any arbitrary network, where it is assumed that through the
use of Thévenin and Norton transformations, the branches and nodes of the circuit
can be described by the general topologies shown in Fig. 46.1.

Each node is represented by a parallel combination of a current source, a
conductance, and a capacitor to ground. The connection between two different
nodes forms a branch and it is represented by a series combination of a voltage
source, a resistor, and an inductor. In order to solve for the voltages and currents in
the circuit, LIM discretizes the time variable whereby the voltages and currents are
collated in half time steps. Specifically, the voltages are solved at half time steps
while the currents are solved at full time steps. From Fig. 46.1, writing Kirchhoff’s
current law (KCL) at node i yields

Ci
Vnþ1=2

i � Vn�1=2
i

Dt

 !

þ Gi
Vnþ1=2

i þ Vn�1=2
i

2

 !

� Hn
i ¼ �

X

Mi

k¼1

In
ik ð46:1Þ

where the superscript n is the index of the current time step, Dt is the time step and
Mi is the number of branches connected to node i. Solving for the unknown voltage
yields
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for i = 1, 2, …, Nn, where Nn is the number of nodes in the circuit.
Similarly, writing Kirchhoff’s voltage law (KVL) at branch ij yields
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and solving for the unknown current yields
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Note that a semi-implicit formulation of (46.1)–(46.4) as detailed in [4] has
been adopted. The computation of the node voltages and the branch currents are
alternated as time progresses in a leapfrog manner. It is clear that the LIM algo-
rithm relies on the latencies in the network to perform the leapfrog time stepping
formulation. Thus, at every node, a capacitor to ground has to be present. If it is
not, a small fictitious capacitor is inserted. Similarly, small fictitious inductors are
inserted into branches without latencies. The values of these fictitious latencies
must be made sufficiently small so as to not affect the accuracy of the overall
simulation. However, having small fictitious latencies is detrimental to the overall
simulation efficiency as LIM is only conditionally stable where the time step for a
stable simulation is given by [4]

Dt\
ffiffiffi

2
p

min
Nn

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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Li;p

� �

s

 !

ð46:5Þ

where Mi is the number of branches connected to node i and Li,p denotes the value
of the pth inductor connected to node i. From (46.5), it can be seen that if the
circuit contains portions of very small latencies (such as from fictitious latencies),
the maximum stable time step for the entire simulation will decrease. This results
in an increase in the number of computations that must be performed for a given
simulation. Note that (46.5) is only valid for RLC or GLC circuits. For general
RLGC circuits, the general criteria in [8] must be used. However, the observation
above remains valid. In this work, a node tearing approach is applied to split the

Fig. 46.1 Node and branch
topologies for LIM. Left
node. Right branch
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circuit into partitions with and without latency. LIM is then used to simulate the
partition with latency while a traditional MNA is used to simulate the partition
without latency. The result is a computational efficient method since no fictitious
latency is inserted.

46.3 LIM-MNA Interface Via Node Tearing

Consider the circuit shown in Fig. 46.2 which contains sections with and without
latency. The concept of the node tearing approach is summarized as follows. First
the circuit is broken up at the nodes connecting the two sections. Voltage sources
are then inserted on the side without latency to account for the response from the
broken connection while current sources are inserted on the side with latency. This
creates two separate partitions and at each time step, the voltage VLIM is used to
update the voltage source VMNA while the current source ILIM is updated using the
current through the voltage source, IMNA. Note that IMNA is automatically solved
for in an MNA formulation. In addition, at each time step, each partition is sim-
ulated using the two methods where LIM is used to simulate the partition with
latency while MNA is used to simulate the partition without latency. No fictitious
latency is inserted and as a result, the overall computational advantage of using
LIM is retained. Numerical results will be presented in the next section.

46.4 Numerical Results

In this section, an example circuit is simulated to illustrate the method. Consider
the circuit shown in Fig. 46.3 which consists of three transmission lines connected
through a resistive connection. The circuit is driven by a voltage source Vin which
is a single trapezoidal pulse with a magnitude of 1 V, rise and fall times of 1 ns,
pulse width of 40 ns and an initial delay of 10 ns. The approach presented in the
previous section is then applied to split the circuit into four distinct partitions as
shown in Fig. 46.4 where each transmission line is modeled by 250 unit cells of a
p-model RLC circuit where R = 0.01 X, L = 1 nH and C = 1 pF. The voltage at
Vout is plotted in Fig. 46.5 along with the input voltage. For comparison, the same
circuit is also simulated using the traditional LIM where fictitious latencies of
Lfict = 0.01 nH were inserted into the branch without latencies to enable the
method. The results are plotted in the same figure where no notable differences are
observed in terms of accuracy. In terms of runtime, the stable time step for the
traditional LIM method was limited to
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due to the fictitious latencies while the stable time step for the proposed method
was limited to
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since no fictitious latencies where added. The time steps of 2.5 and 25 ps were
used for the traditional LIM and the current proposed method respectively. This
resulted in a runtime of 18.85 s for the traditional LIM and 1.87 s for the proposed
method for a simulation interval of [0, 120 ns]. A speedup of about 109 is

Fig. 46.2 Partitioning circuit via node tearing. Left original circuit. Right partitioned circuit

Fig. 46.3 Example interconnect circuit

Fig. 46.4 Partitioned interconnect circuit
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achieved in this example as the time step of the proposed method is not limited by
the fictitious latencies. All simulations were performed in Matlab R2009a on an
Intel Xeon 2.4 GHz computer with 4 GB of RAM.

46.5 Conclusion

In this work, a method to interface LIM simulations with MNA blocks via a node
tearing approach has been presented. The proposed method avoids the insertion of
fictitious latencies and thus allows for a larger time step which in turn speeds up
the simulation. Future work on the subject will focus on parallelizing of the
individual partitions.
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Chapter 47
A Fully-Integrated Dual-Band Concurrent
CMOS LNA for 2.45/5.25 GHz
Applications

Hamidreza Ameri Eshghabadi, Mohd Tafir Mustaffa, Norlaili Mohd
Noh, Asrulnizam Abd Manaf and Othman Sidek

Abstract This paper presents a fully-integrated dual-band concurrent CMOS low
noise amplifier (LNA) which is implemented in Global Foundries 0.13 um RF
CMOS technology. The LNA is designed to receive signals at 2.45 and 5.25 GHz
frequency bands simultaneously. The concurrent operation of the proposed LNA
makes it suitable for WLAN (802.11 b/g/a) applications. Based on post layout
simulation results, this design achieved the power gain of 16 dB at 2.45 GHz and
11.7 dB at 5.25 GHz, the NF of 3 dB at 2.45 GHz and 4.3 dB at 5.25 GHz and the
input and output return loss of -14 dB at the desired frequencies. Total power
consumption of this design is only 6.5 mW.

Keywords Concurrent CMOS low noise amplifier � WLAN (802.11 b/g/a) �
Power gain � NF � Input and output return loss
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47.1 Introduction

Recent developments in wireless communication systems and the fast growth of its
competitive market have resulted in spread range of wireless standards. Each
standard adopted a specific range of bandwidth from the available spectrum.
Table 47.1 shows some of the famous standards and their related bandwidths as
well.

Accordingly, many RF receivers have been designed to perform in one or more
frequency ranges. Standard receiver architectures, such as super-heterodyne and
direct-conversion, accomplish high selectivity and sensitivity by narrow-band
operation at a single input frequency [1]. These receivers suffer from the limitation
on available bandwidth. Another approach is to use the conventional dual-band
receivers. In conventional type, a signal path is allocated for each frequency band
and a single-banded LNA is selected according to the operating band. This method
leads to high implementation costs and large chip area [2].

Many wide-band LNAs have been introduced to operate at wide frequency
range. These kinds of LNAs are more sensitive to out-of-band unwanted signals
(blockers) due to transistor nonlinearity and the out of band blockers can severely
degrade receiver’s sensitivity [1].

Another approach is to use a multi-band concurrent LNA at the first stage of the
receivers. It is capable to operate at multiple frequency bands (simultaneously) at
any time. This approach resulted in significant decrease of the manufacturing costs
due to the optimum area. Also the power consumption of the LNA is minimized
comparing to the other methods [3].

This article presents a fully-integrated concurrent dual-band CMOS LNA which
operates at 2.45 and 5.25 GHz for WLAN (IEEE 802.11 b/g/a) applications.
Section 47.2 describes the design methodology of the proposed LNA, its topology
and the theory of input and output matching circuits. Section 47.3 discusses the
s-parameter results and noise performance based on post layout simulation. Finally
Sect. 47.4 concludes this work and compares it to similar designs.

Table 47.1 Wireless
standards

Wireless standard Frequency band (MHz)

WCDMA 2,110–2,170
WLAN (802.11 b/g) 2,400–2,483
WLAN (802.11 a) 5,150–5,825
Bluetooth 2,400–2,483
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47.2 Concurrent Dual-Band CMOS LNA Design

47.2.1 Topology

The topology of the proposed LNA is shown in Fig. 47.1. It is based on a combi-
nation of a cascode stage and a buffer stage added to the output. The cascode stage
provides some advantages as well as decreasing the Miller Effect, increasing the
isolation between the output and the input of the stage even added power gain of
high frequency [3]. Also, the inductive source degeneration structure applied to the
input circuit which helps to increase the stability of the LNA through the negative
feedback at the expenses of negligible decrease in power gain [4]. A buffer circuit
implemented at the output of the cascode to improve the output matching.

47.2.2 Input Matching

Figure 47.2 depicts the input matching circuit of concurrent LNA. The input
circuit is made up of three inductors (L1, L2 and L3) and three capacitors [C1, C2
and Cgs1 (gate-source capacitance of M1)]. The input matching circuit is fully
integrated using the on-chip inductors. Assuming R1, R2 and R3 as the resistances
of L1, L2 and L3 inductors, as mentioned in [4] we can calculate the real and
imaginary parts of the input impedance as:

Fig. 47.1 Topology of concurrent dual-band CMOS LNA
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Re Zinð Þ ¼ gmL3
C2þ Cgs1

þ xL1ð Þ2=R1

1� x2C1L1ð Þ2þðxL1=R1Þ2
þ R2þ R3ð Þ ð47:1Þ

Im Zinð Þ ¼ xL1 1� x2C1L1ð Þ
1� x2C1L1ð Þ2þðxL1=R1Þ2

þ x L2þ L3ð Þ � 1
x C2þ Cgs1ð Þ

� gmR3
x C2þ Cgs1ð Þ ð47:2Þ

The input impedance matching achieved by making the real part matched to
50 X [Eq. (47.1)] while eliminating the imaginary part [Eq. (47.2)]. To satisfy the
matching conditions at both frequencies, L1, L2, C1, C2 and L3 need to be
adjusted accordingly. L3 should be chosen to match the real part of Zin and C2 is
implemented to enhance the specified frequency bandwidth. As the input matching
circuit is fully integrated, it suffers from the low quality factor (Q) of on-chip
inductors [5].

47.2.3 Output Matching

Figure 47.3 depicts the output matching circuit of the concurrent LNA before
adding the output buffer. A series LC branch connected in parallel with a standard
LC-tank to shape the output matching circuit. Neglecting the effects of the buffer
load to the circuit, if we consider the non-ideal models for inductors and after
massive calculations that mentioned in [4, 5], the output impedance is achieved as:

Zout ¼
SL4 1þ S2L5C4 1� j=QL

ffi �ffi �

1� j=QL

ffi �

1þ S2 L4C3þ L5C4þ L4C4ð Þ 1� j=QL

ffi �

þ S4L4C3L5C4 1� j=QL

ffi �2 :

ð47:3Þ

Fig. 47.2 Input matching
circuit
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Making the imaginary part of the output impedance zero and after simplifying
the achieved equations, the roots of the equation are:

x2 1þ 1�
QL2

ffi �

L52C42 þ L4L5C42
� �

� 2L5C4x2 þ 1 ¼ 0 ð47:4Þ

x1; 2 ¼
2L5C4�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2L5C4ð Þ2�4 1þ 1
QL2

ffi �

L52C42 þ L5L4C42ð Þ
r

2 1þ 1
QL2

ffi �

L52C42 þ L4L5C42ð Þ
ð47:5Þ

There are two desired resonance frequencies at 2.45 and 5.25 GHz that the
concurrent output impedance should be matched to them. As mentioned in [4],
here is a brief description on calculations that made to find the proper values for
matching components.

Based on (47.4) we define two parameters P1 and S1 as:

P1 ¼ x12x22 ¼ 1

1þ 1=QL2

ffi �

L52C42 þ L4L5C42ð Þ
ð47:6Þ

S1 ¼ x12 þ x22 ¼ 2L5C4

1þ 1=QL2

ffi �

L52C42 þ L4L5C42ð Þ
ð47:7Þ

From (47.6) and (47.7) and considering the notch frequency as:

x0 ¼ x1þ x2
2

ð47:8Þ

Equation (47.9) is defined as the assisting equation to calculate L5:

L5 ¼ 1
2C4

S1
P1

� 	

ð47:9Þ

Fig. 47.3 Output matching
circuit
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Equations (47.4)–(47.9) are used to find the proper values of the components.
QL (quality factor) of the inductors is provided in their model parameters from
process design kit. Also, the real part of the Eq. (47.3) should be matched to 50 X
as well. A buffer stage is added to the output of this circuit in order to improve the
output matching of the LNA. Table 47.2 shows the values of both input and output
matching circuits and other components.

47.3 Simulations Results

The fully-integrated concurrent CMOS LNA for 2.45/5.25 GHz applications was
designed using the Global Foundries 0.13 um RF-CMOS process. Figure 47.4
depicts the s-parameter results based on post layout simulation. This design
achieved the input matching (S11) of -19.08 dB at 2.45 GHz and -15.4 dB at
5.25 GHz and the power gain of 16 dB at 2.45 GHz and 11.67 dB at 5.25 GHz.
Also the output matching parameter (S22) is -15.78 dB at 2.45 GHz and
-15.15 dB at 5.25 GHz. There is a shift of frequency to the left side of S11 and
S22 curves. This shift is produced by the parasitic capacitors which are more
significant at high frequencies (5.25 GHz). The results are based on the optimi-
zation of worst case corner that influenced the shift of frequency. At lower fre-
quency, the S11 is -19.08 dB that resulted in higher power gain compared to the
upper frequency. C2 at the input matching circuit contributed to better input
matching. Also the added buffer stage at the output of LNA, improved S22 sig-
nificantly at higher frequencies.

Figure 47.5 shows the noise performance of the concurrent dual-band LNA. As
the results show at both 2.45 and 5.25 GHz, the minimum noise figure (NFmin)
and noise figure (NF) curves placed close to each other and this means the noise
matching is acceptable for both bands. Figure 47.5 shows that, at 2.45 GHz, the
NF is 3 dB and at 5.25 GHz, it is 4.3 dB. For the DC power consumption of this
design, the first stage (cascode) is optimized to consume 3.2 mA and the buffer
stage dissipates less than 2.2 mA under the supply voltage of 1.2 V. So the total
power consumption of this LNA is less than 6.5 mW which considered as low-
power design.

Table 47.2 Values of used
components

L1 1.5n C1 2.2p
L2 5n C2 75f
L3 1.82n C3 150f
L4 4.8n C4 450f
L5 5.1n R1 25 k
M1 (75/0.13)u M3 (35/0.15)u
M2 (35/0.13)u M4 (35/0.15)u
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Fig. 47.4 S-parameter
results

Fig. 47.5 Noise
performance
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47.4 Conclusion

This article discussed a fully-integrated dual-band concurrent CMOS LNA for
2.45/5.25 GHz applications. The LNA has been designed using the Global
Foundries 0.13 um RF CMOS technology. Based on the post layout simulation
results, the LNA performs at desired bands simultaneously. Comparing the similar
works as shown in Table 47.3, this design achieved acceptable results considering
its lower power consumption. According to the additional buffer at the output
stage, the design achieved better S22 results compared to [2] and [3] at lower
frequencies and the input matching parameter is improved compared to [3] at both
frequencies. The gain of the LNA improved at lower frequencies compared to [1]
and [3]. At higher frequencies the gain is better than [3]. The noise performance of
the design is improved at lower frequencies compared to [3] and also the high
frequency noise performance is improved compared to [1]. Finally the proposed
LNA dissipates less power compared to all the related designs mentioned in
Table 47.3.
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Chapter 48
Three Dimensional Through-the-Wall
Imaging Using Ultrawideband (UWB)
Sensors with Enhanced Delay-and-Sum
Algorithm

N. S. N. Anwar and M. Z. Abdullah

Abstract In improving through-the-wall imaging technology, a 3-D imaging
technique is developed combining enhanced delay-and-sum algorithm, EDAS and
multistatic radar measurement. In this research, the scene was simulated using
finite-difference time-domain, FDTD based software Meep, and then the image
was reconstructed in Matlab and visualized using ParaView. A method to
compensate the wall refraction in 3-D is developed and tested. The effect of
freespace assumption on the 3-D images are presented and discussed. The result
shows that 3-D imaging reveals more geometrical information of the target and
EDAS had significantly increased the contrast and reduced the clutter.

Keywords Through-the-wall � Three dimensional � Imaging � Delay-and-sum �
Wall refraction

48.1 Introduction

Through-the-wall imaging or in short TWI, has gained much interest in the last
decade. This is mostly motivated by its potential applications in many critical
areas either in civilian or military. The objective of TWI is to provide see-through-
wall ability, and detect obscured objects in an enclosed structure. In military, the
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possibility to detect threats behind walls especially in urban warfare could increase
situation awareness so that preemptive actions could be taken. In civilian area, the
demand for TWI for example in airport and seaport security, disaster recovery and
forensic discovery is also increasing as pointed out by Daniels [1].

The application of TWI can be divided based on the dimensions of the imaging
space as explained by [2]. The simplest application is in 0-D, in which the system
is considered as motion detector, 1-D as ranging, 2-D as a cross sectional view of
the scene, and 3-D the volumetric representation of the scene. The 3-D imaging
offers the possibility for object recognition, size determination, differentiation
between clutter and real object, however at the expense of more computational
cost. To take full advantages of TWI, this research was done in 3-D.

The biggest challenge in TWI arises from the effect of non-free space scattering
of the wave which lead to attenuation, dispersion, multi-reflection, refraction and
diffraction of the signal. The wall itself is accounted for the high insertion loss of
the signal, since it has to pass through the wall twice. The signal will be distorted
by the wall and suffers multiple reflections at the front and back surface of the
wall. Due to these challenges, UWB is deemed as the best suited technology as it
offers a good penetration property as well as compactness in time domain.

In this paper we investigate the effect of non-free space scattering on a Delay-
And-Sum (DAS) based three-dimensional TWI. DAS is actually a free space
imaging method, therefore some error and distortion are expected. The effect of
the multiple reflections from the wall and the effect of the limited view imaging on
the image are also studied.

48.2 Simulation Tools and Setup

In this work three main simulation tools were used starting with Meep, a free
FDTD solver for electromagnetics [3]. The output from Meep is a 4-D Hierar-
chical Data Format, HDF which represents the volume vs simulation time,
(Pointx 9 Pointy 9 Pointz 9 T). In this work a scene with a dimension of
160 9 130 9 100 9 520 or equivalent to 208,000 points, with a size of memory
of 845 MB was used. The HDF data will be imported into Matlab for image
processing, which produces an output in form of Visualization Toolkit, VTK
format that later will be imported into ParaView, an open source scientific 3-D
visualization tool.

The primary work in Meep is to simulate cross-port transmission gains of
unique transmitter–receiver pairs from 16 antennas, which produced 240 pairs of
data. The antenna gap was set at 16 cm and arranged in a 4 9 4 array. The signal
used was UWB Gaussian pulse with a central frequency of 2 GHz and bandwidth
4 GHz (Fig. 48.1).
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48.3 Enhanced Delay-and-Sum

Enhanced delay-and-sum, EDAS is an improvement of DAS, which is based on
coherent summation of the reflected signal from different transmitter–receiver
pairs. The number of transmitting antenna is denoted by M, and number of
receiving antenna by N. Given the distance and the propagation speed of wave, the
focusing delay, s for each point, X can be calculated. Then, the energy reflected
from each point is computed using DAS formula as follows:

EnðXÞ ¼
Z

W

0

X

M

m¼1

X

N

n¼1

X t� sð Þ
" #2

dt ð48:1Þ

where W represents the window size.
In EDAS two more clutter suppression techniques which are (1) focusing

quality weighting and (2) pairwise multiplication are applied. The formula for the
focusing quality could be found in many literatures or as reported in here [4], and
for pairwise multiplication in [5]. By applying focusing quality weighting, energy
with low coherence factor will be weighted out before the summation. And
through pairwise multiplication technique, more transmitter–receiver pair data was
synthetically generated resulting in 32,640 pairs from originally 240 pairs for 16
antennas. The effectiveness of EDAS had been tested for breast cancer detection as
reported in [6].

Fig. 48.1 The 3-D simulation scene

48 Three Dimensional Through-the-Wall Imaging 421



48.4 The Wall Refraction Model in 3-D

Based on Eq. (48.1), the accuracy of calculation of the reflected energy is highly
dependent on s, which is directly related to time of arrival (TOA). In this case the
TOA is the time taken by an electromagnetic signal to travel from a source to a
target. For this reason, the signal’s refraction path in the wall must be modelled
correctly.

However unlike the positions of the antennas and the target points, the points of
incident of the signal at the wall’s surfaces are indeterminate. In a research, Aftana
[7] pointed out that the distance between the antenna and the wall does not play any
role in TOA, as long as the wall is in between the antenna and the target. Based on
this finding, the refraction path could be modelled as in Fig. 48.2, by assuming the
flight distance in air before the wall (sa1) is equal to the flight distance in air after
the wall (sa2). The exact solution for TOA in xy plane would be as expressed in
Eq. (48.2), assuming that the wall has a constant permittivity and thickness.

TOA ¼ sa

c
þ sy

Vw

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Hx � Dwð Þ2þ Hy � dy

� �2
q

c
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

D2
w þ d2

y

� �

r

vw

ð48:2Þ

Fig. 48.2 3-D wall refraction model
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where sa and sy are the flight distances in air and wall respectively, c and vw are the
propagation speeds in air and wall respectively, Hx and Hy are the distances
between the antenna and the target in x- and y-direction respectively, Dw is the
wall thickness, and dy is the component of sy in y-direction.

Now the only unknown parameter in calculation of TOA is dy. To calculate dy,
Eq. (48.2) can be differentiated with respect to dy and equating the result to zero.
This is based on Fermat’s principle which dictates that an electromagnetic wave
must follow the path with minimum time. Solving this is, however, a very time
consuming procedure. A much faster way is to use the estimation derived by
Thanh [8]. Mathematically,

dy �
ffiffiffiffiffi

ea

ew

r

HyDw

Hx
ð48:3Þ

This equation was implemented in data processing reported in this paper. It pro-
duced only negligible error up to an incident angle of 65�.

48.5 Results

Figure 48.3 shows the pulse propagation in the constructed scene which consisted
of a brick wall with thickness 16 cm and a target cylinder with permittivity of 10,
20 cm radius, 60 cm height and located at 52 cm from the wall. The target is
simulated in a very wide room by enclosing the volume of interest with an artificial
absorbing layer or Perfectly Match Layers, PML. It can be seen from that the
wavefront changes when passing through the wall. The reflection of the pulse from
the target can also be clearly visualised.

Figure 48.4 shows the corresponding imaging results. The first four images show
the vertical cross sectional view of the cylinder. The final two images show the 3-D
image which is made-up from isosurfaces, or surface with same intensity value.

Fig. 48.3 The propagation
of a point source UWB
impulse at 5.3 ns after
triggering
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48.6 Conclusion and Future Work

In conclusion the 3-D TWI offered a new perspective in interpreting images as
compared to 2-D cross sectional view. A 3-D image shown Fig. 48.4f gives more
geometrical information such as height and width of the target, even though it
appears distorted due to the freespace assumption in DAS and limited viewing

(d)

(f)

60 70 80 90 100 110 120 130 140 150 160

-100

-90

-80

-70

-60

-50

-40

-30

-20

-10

0

20

40

60

80

100

120

60 70 80 90 100 110 120 130 140 150 160

-100

-90

-80

-70

-60

-50

-40

-30

-20

-10

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

60 70 80 90 100 110 120 130 140 150 160

-100

-90

-80

-70

-60

-50

-40

-30

-20

-10

0

20

40

60

80

100

120

60 70 80 90 100 110 120 130 140 150 160

-100

-90

-80

-70

-60

-50

-40

-30

-20

-10

0

20

40

60

80

100

120

Image Target’s  real 
position

(a) (b)

(c)

(e)

Fig. 48.4 a Vertical cross-sectional view of the cylinder, no wall, EDAS. b Vertical cross-
sectional view, through-wall, 52 cm from wall, simple DAS. c Vertical cross sectional view,
through wall, 52 cm from wall, EDAS. d Vertical cross-sectional view, through wall, 92 cm from
wall, EDAS. e The cylinder at distance 92 cm from the wall. f 3D image of the cylinder using
EDAS
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angles. With 3-D imaging, object recognition and risk elimination in real appli-
cation would be possible. Closer examination of image in Fig. 48.4a–d reveals that
EDAS had significantly increased the contrast and reduced the clutter. The
agreement between the images for no wall and through-wall proves the correctness
of the 3-D refraction model.

Migrating from 2-D to 3-D imaging comes with an extra computational and
time cost as demonstrated by this work. FDTD calculation for one antenna took
approximately 4 min of CPU time, resulting in a total time of 64 min for
16 antennas. Image reconstruction required another 30 min with DAS and 50 min
with EDAS. All the computations were carried on a 32 bit desktop with Intel Core
i7-3770 @3.4 GHz, 4 GB RAM. Further research includes validating these results
using real experimental data and optimizing between speed and resolution.
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Chapter 49
A Wideband LNA for Cognitive Radios

Chee Han Cheong, Norlaili Mohd. Noh and Harakrishnan Ramiah

Abstract This paper presents a wideband three-stage common-source (CS) low
noise amplifier (LNA) with negative feedback for cognitive radio applications
covering the range of 0.4–11.5 GHz. Designed in 0.13 lm CMOS process and
through pre-layout simulations over the covered band, the minimum and maxi-
mum voltage gain are 11 dB and 14.3 dB respectively with noise figure of 3–4 dB.
S11 \ -10.4 dB for the covered band and IIP3 achieves a minimum of -2.4 dBm
and a maximum of -1.2 dBm. The power consumption is 36 mW at 1.2 V.

Keywords Wideband LNAs � Cognitive radio � Three stage � Common-source �
Negative feedback

49.1 Introduction

The explosive growth of number of wireless devices and data traffic are leading to
congestion of the pre-allocated bands. However, certain bands are still underuti-
lized given the time and location. Cognitive Radios (CRs) can be viewed as a
potential solution to improve spectrum utilization by dynamically sensing and
reconfigure itself to match the operating environment. This enables CRs to auto-
matically detect vacant frequency bands and access them, while changing the
transmission parameters to improve the overall efficiency of the radio communi-
cations [1–3].
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Efforts have been made to expand the bandwidth of the LNA to open the way
for more CR applications. The challenges may include a more stringent bound for
linearity to tolerate interferers at any frequency bands (WCDMA, GPRS and GSM
to name a few) in the bandwidth covered. Secondly, the broadband characteristics
where CR receiver has to provide a relatively flat gain with adequate input return
loss across these decades wide of frequency, thus traditional RF circuit techniques
are struggling to comply [4].

The popular broadband LNA topology that employs noise cancellation technique
is able to achieve a low noise figure but may face difficulties if the bandwidth
is stretched wider as the noise figure escalates especially at higher frequencies
[6, 8, 10]. An inductorless multi CS stages design with resistive feedback as
demonstrated by [5] is able to achieve decades-wide bandwidth. This topology
exploits the inductive effect possessed by the negative feedback so as to cancel the
input capacitance to achieve a good input matching at low frequencies. As the
design was implemented in 65 nm CMOS process, this would be an issue for
processes having high terminal capacitance as it is too large for the inductive effect.
In this work of the similar topology, in order to improve the input matching and
overall performance in a 0.13 lm process, a gate inductor is added to generate a
resonance at high frequencies.

Section 49.2 covers the design methodology of the proposed LNA. Section 49.3
presents the simulation results with analysis on the findings. Section 49.4 wraps up
this paper with concluding remarks.

49.2 Proposed LNA

The concept in [5] is extended by adding a gate inductor, Lg and the schematic of
the proposed wideband LNA is shown in Fig. 49.1. Component Z is replaced by a
balun and the external capacitor, C1 is for AC coupling. The circuit is biased by the
output of each preceding cascaded common-source stage.

For high gain and low noise figure, the width of M1 has to be relatively larger.
Consequently, this introduces large gate-source capacitance, Cgs of *30 fF. The
total input capacitance can even reach a higher value if the Miller effect and
capacitance of the succeeding stages are taken into account, which further upsets
the S11. By using the peaking inductor Lg which can be estimated by resonant
frequency given by (49.1) and through a series of modeling, the value of Lg can be
obtained at 10 GHz.

x0 �
1
ffiffiffiffiffiffiffiffiffiffiffi

LgCgs
p ð49:1Þ

Achieving a better S11 could give room to optimize the feedback resistor, RF

where the gain and noise figure can be further improved. The parameters obtained
are as shown in Table 49.1.

428 C. H. Cheong et al.



49.3 Simulation Results

The S11 was simulated under three conditions, without Lg, with Lg and after
optimization as shown in Fig. 49.2. Without the inductor, the S11 ranges from
-48 dB at 0.4 GHz to -10 dB at 10.8 GHz. With the inductor, the bandwidth was
extended to 14 GHz with S11 \ -10 dB. After the optimization, S21 and NF were
improved in the expense of S11 which achieved \-10 dB up until 11.5 GHz.
Figures 49.3 and 49.4 show the results of S21 and NF after optimization. S21

achieved a maximum of 14.3 dB at lower frequencies and 11 dB at 11.5 GHz.
Noise figure achieved a maximum of 4 dB at 0.4 and 11.5 GHz and a minimum of
approximately 3 dB throughout the frequency range of 3–5.8 GHz. S12 and S22

achieved a relatively flat value of average -18.5 and -19.5 dB respectively. This
confirms the statement in Sect. 49.2 where with the improvement in S11, the S21

and NF had improved by approximately 2 and 1 dB, respectively. The results were
obtained for the design without inductor from prior experiment. In other words, the
bandwidth can be increased by up to 30 % with the introduction of gate inductor to
the circuit, with the option to further improve both the S21 and NF by sacrificing
part of the bandwidth.

The stability factor, Kf is plotted in Fig. 49.5. Kf is slightly more than 1.0 at
0.4 GHz and increases exponentially as frequency increases. The low stability
factor is caused by the use of multiple stages where multiple poles were generated.
In this case, the LNA may risk becoming unstable and oscillate at lower frequency.
IIP3 and P1 dB are plotted in Fig. 49.6. P1 dB shows an increasing trend from
0.4 GHz with -18.2 dBm to 11.5 GHz with -15.6 dBm, while IIP3 achieved
relatively flat trend with a minimum of -2.4 dBm at 0.4 GHz and -1.2 dBm at
11.5 GHz. Finally, Table 49.2 shows a comparison of the designs of other pub-
lished broadband LNAs.

Fig. 49.1 Schematic of the proposed wideband LNA

Table 49.1 Parameters of
the wideband LNA

Parameter Value Parameter Value

M1 (W/L) 110 lm/130 nm RF 350 X
M2, M3 (W/L) 66 lm/130 nm Lg 1 nH
R1, R2, R3 50 X C1 1 nF
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Fig. 49.2 Simulated S11

Fig. 49.3 Simulated S21 and noise figure

430 C. H. Cheong et al.



Results from Table 49.2 show that this work is able to provide performance as
expected from the 0.13 lm technology used. It is performing better than works by
[9, 10] (which were designed using a lower technology). With the design from this
work, it is obvious that the bandwidth is superior to the bandwidth of others and
achieving good linearity too. Tradeoff of this topology is clearly on the power

Fig. 49.4 Simulated S22 and S12

Fig. 49.5 Simulated Kf
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consumption as the design is constructed of three CS stages. Overall performance
is expected to perform slightly worse if this work is implemented in a lower
technology. However, the power consumption can still be improved with the
expense of linearity. Also, area of the LNA of this work will be slightly larger as
opposed to the inductor- less design in [5] but the impact should be manageable as
only one inductor is used in this work.

49.4 Conclusions

The wideband LNA presented shows an improved bandwidth and overall perfor-
mance with the use of the gate inductor. In the bandwidth from 0.4 to 11.5 GHz,
the minimum and maximum voltage gain achieved are 11 and 14.3 dB respec-
tively with noise figure from 3 to 4 dB. S11 \ -10.4 dB for the covered band and
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0
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P1dB

Fig. 49.6 Simulated IP3 and
P1 dB

Table 49.2 Comparison of LNA performance

[5] [6] [7] [8]a [9] [10] This worka

CMOS Tech. (nm) 65 65 90 90 180 180 130
Bandwidth (GHz) 0.05–10 0.2–5.2 0.5–8.2 1–5 0.7–6.5 3–10.6 0.4–11.5
S11 (dB) \-10 -12 -7 \-

11
\-11 \-10 \-10.4

S21 (dB) 18–20 13–16 22–25 \11 12.5 \10 11–14.3
NF (dB) 2.9–5.9 2.9–3.5 1.9–2.6 \2 3.5–4.2 4.5–5 3–4
IP3(min/max) -11.2/-7 [0 -4/-

16
2.4 -5 -6.2 -2.4/-1.2

Power (mW) 22 14 42 30 11 20 36
a Simulation results
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IIP3 achieves a minimum of -2.4 dBm and a maximum of -1.2 dBm. The power
consumption is 36 mW at 1.2 V. The bandwidth covered is able to serve frequency
bands of UHF and SHF where applications may include TV broadcasting, WLAN,
GPS, mobile phones, satellite, etc.
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Chapter 50
Direct Digital Synthesizer Based Clock
Source for ADC Sampled System

Desmond Tung and Rosmiwati Mohd-Mokhtar

Abstract In this paper a Direct Digital Synthesizer (DDS) clock source
application in sampled system is proposed. It is used to replace the analog Phase-
Locked Loop (PLL) of a multi-formats test set that supports wireless mobile
telecommunication. The DDS in this work operates from 1 lHz to 150 MHz with
utilization range of 2.5–40 MHz. The rms jitter is less than 8 ps and peak jitter less
than 20 ps for a reference clock signal of 20 MHz. From result, the design
achieves phase noise less than -100 dBc/Hz at 1 kHz offset. It also demonstrates a
total cost reduction of 61 % as compared to analog PLL implementation.

Keywords DDS � PLL � Clock source � Phase noise � Jitter

50.1 Introduction

In modern technology, frequency synthesizer is a fundamental part that can be
found in wireless and telecommunication. The application includes mobile phone,
wireless test set, Global Positioning System (GPS), walkie-talkie, wire or wireless
network devices and many more. Mature products in the market utilize Phase-
Locked Loop (PLL) frequency synthesizer to provide a referencing element either
in Radio Frequency or digital application. The designs in old times used bulky
passive components and rather expensive to achieve high performance.
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Furthermore, most of the PLL design can only be used within a limited range of
frequency [1].

Prior to that, Direct Digital Synthesizer (DDS) was introduced. DDS is a
technique to generate sine wave with phase accumulator and digital-to-analog
conversion. Since the operation of DDS is in digital, it offers a fast switching time
compared to conventional analog PLL with excellent frequency resolution. Hence,
it becomes key common requirement to number of industries [2]. DDS imple-
mentation varies from Field Programmable Gate Array (FPGA) to single chip
solution. With FPGA, it enables migration in different implementations [3]. For
mass production, single chip solution is preferred. Analog Devices who had been
the leader in DDS market offers a single chip that fits customer’s need. Through
coding, the frequency, phase and amplitude can be adjusted. There are some that
comes with modulation capabilities. Hence, the adaptive and flexibility of DDS
makes it ideal for not only Radio Frequency but as many applications.

The purpose of this research work is to solve the Design for Manufacturability
(DFM) issue in which the DDS will be used in replacing the analog PLL as a clock
source of ADC system. The AD9852A from Analog Devices will be used for
research investigation. A proper reconstruction filter will be designed to ensure the
jitter and phase noise performance is met without jeopardizing the existing
specification. In addition, the aim is also on reducing the cost and to improve the
system performance so that its tunable frequency range can be increased. The
ability of the proposed design in improving the system performance with reduced
cost will be the main contribution of this work.

In brief, this paper will go as follow. Section 50.2 elaborates the DDS theory of
operation. It will be followed by DDS clock generator implementation which
available in Sect. 50.3. Section 50.4 will give result and analysis that have been
conducted from the investigation. The magnitude and phase response, the phase
noise performance and the outcome from jitter measurement will be demonstrated
in this section. Finally, Sect. 50.5 concludes the paper.

50.2 DDS Theory of Operation

DDS can be used to generate variable frequency signal by controlling the rate of
change of phase. It comprises of basic component like frequency multiplier
(MUL), phase accumulator (PA), sine look-up table (LUT), digital-to-analog
converter (DAC) and a low pass filter (LPF) as shown in Fig. 50.1.

A basic DDS takes in two inputs, an external reference clock and frequency
tuning word, M. The frequency multiplier was added typically with ranging factor
from 1 to 20 giving a possible of having low external clock frequency for syn-
chronization. The reference frequency (fREF) must satisfy both the system fre-
quency (fSYS) and output frequency (fOUT) expressed as
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fOUT �
fSYS

2
ð50:1Þ

where

fSYS ¼ fREF �MUL ð50:2Þ

Frequency tuning word is essential to DDS implementation. It controls and
steers how fast of that phase accumulator complete one revolution by interpreting
them as a vector in digital phase wheel as shown in Fig. 50.2. A revolution of the
vector around the circumference with a constant speed represents a sine wave [4].
Greater M will increase the speed of revolution and hence, increase the output
frequency.

Ultimately the frequency resolution around the circumference is defined by the
phase accumulator length. A 48 bits PA will generate fine frequency resolution of
1 lHz while 32 bits for 70 mHz at 300 MHz system clock. In other words, fre-
quency resolution is

fOUTmin ¼ Df ¼ fSYS

2N
ð50:3Þ

Therefore, the output frequency can be written as

fOUT ¼
M � fSYS

2N
ð50:4Þ

And the corresponding analog output signal will be

f tð Þ ¼ A sin 2pt
M � fSYS

2N
þ h

� �

ð50:5Þ

The analog output being expressed with two other distinct variables, amplitude
(A) and phase (h). Both of them appeared to be adjusted in DDS chip provided by
Analog Devices. It allows scalable amplitude to meet several of voltage thresholds
such as transistor–transistor logic (TTL), Complementary metal–oxide–semicon-
ductor (CMOS) stub-series terminated logic (SSTL) and more. On the other hand,
the phase is adjustable to allow phase sensitive application. It is often applied in
multiple microprocessor system to achieve synchronization and to avoid any data
loss.

Fig. 50.1 Basic block of
DDS
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Output from phase accumulator is basically fed into a sinusoidal LUT. Typi-
cally ROM with hardcoded sine coordinate is being used. It converts the linear
incremental digital words from PA into nonlinear digital words which represent
the sine waveform. Its output will be supplied to the DAC dedicated to generate
the analog output voltages. Due to the DAC that generated sine spectral compo-
nents, it is necessary to ensure spectral purity. Another essential part of DDS
implementation is the reconstruction of LPF. It helps to filter of the higher order
spectral as well as ensure the output jitters reduction.

50.3 DDS Clock Generator Implementation

The DDS was implemented with both hardware and software. AD9852A comes in
as a core device that generates the clock for system synchronization as well as
sampling. To support multiple formats, variable frequency is inevitable. A fast
switching time would be ideal for test and measurement industries. Accuracy is a
critical measure to test and measurement company for performance and protocol
analysis therefore, customer satisfaction.

In clock application, jitter and phase noise performance at the output are impor-
tant. If the phase noise distribution is too large, the jitter might fall out of specification
causing overall SNR degraded at the output. With this regards, phase noise and jitter
can be used to define the specification of the intended clock design [5].

A wireless mobile test set fundamentally comes with receiver that utilizing
down converted intermediate frequency (IF). The reason being the actual digital
processing power is running at a lower speed that of the modulated radio frequency
(RF) signal. Demodulation took place with the analog-to-digital converter (ADC)
which requires number of sampling frequencies show in Table 50.1 to do the job.
It occurs that the frequency resolution is important to a sample system where DDS
played a main role on this (Fig. 50.3).

In test set, the performance optimization with enhanced RISC performance
computing of PowerPC (PPC) serves as the main controller. It runs with real time
operating system (RTOS), in this case, vxWorks. The DDS control module is

Fig. 50.2 Digital phase
wheel
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developed and bundled into the RTOS of operation. To save number of input
output (IO), 2-wires operation was configured. Output of DDS is filtered by LPF
and match through a 3 dB pad attenuator with a low noise amplifier (LNA) to
increase the strength of signal. The sine to square conversion is done with two
ultra-high speed (UHS) inverters. The seventh order elliptic reconstruction LPF is
shown in Fig. 50.4.

To account for temperature and tolerance, a bandwidth of 42 MHz has been
synthesized. The inductors were designed as ideal to synthesis value to achieve
accuracy. LNA were used to suppress the amplification of noise at low output
frequencies ranging from 2.5 to 5 MHz. This will widen the frequency range
allows support towards more formats than original intended. However, the output
performance of this design (Fig. 50.3) appears to be jittery. A rms jitter of 15 ps
and peak jitter of 150 ps was measured from LNA and the inverters.

Table 50.1 Sampling
frequency requirement

Formats Sampling frequency (MHz)

GSM 18.95833
19.9899
13
19
20

TD-SCDMA 19.2
15.36
12.8

WCDMA 20.48
20
23.04

CDMA 16
10
14.7456

LTE 40

Fig. 50.3 DDS Clock
generator in ADC sampled
system
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Therefore, an alternative approach being taken with the use of high speed
comparator (Fig. 50.5). The specification of typical performance at about 4 ps is
contributed by the comparator. Unlike LNA and inverters that has total jitter of
100 ps.

50.4 Result and Analysis

Characterization of reconstruction filter appears to be essential ensuring the output
from DDS is reliable. The process took place with respect to temperature. A
specification budget of operating temperature from 0 to 55 �C is guaranteed,
hence, three temperatures were evaluated; those are 0, 25 and 55 �C.

Figure 50.6 shows LPF magnitude response with corner frequency of
41.6–42.18 MHz between 0 and 55 �C. The passband is not ideal as it would but
with maximum voltage of 5 V, a -2.4 dB drop will reduce the output voltage to
3.7 V. With 2.4 V voltage threshold of UHS inverters, a noise margin of 1.3 V is
sufficient. Within the passband, phase increases linearly as frequency increased. If

Fig. 50.4 Seventh order elliptic reconstruction LPF

Fig. 50.5 Improved DDS
clock generator
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phase is critical in the system, AD9852 output can be adjusted programmatically to
compensate the offset.

As shown in Fig. 50.7, the output frequency generated by DDS appeared to be
precise. For GSM sampling frequency, the DDS was programmed to provide
18.95833 MHz. Measurement was made exactly at power level of 11.87 dBm. On
the other hand, CDMA sampling frequency was programmed and measured with
14.7456 MHz at 11.93 dBm. The results show that DDS is capable to generate
what an analog PLL does. Its output can be used to drive CMOS device without a
problem.

As previously mentioned in Sect. 50.2, phase noise is important to be charac-
terized as it is a function that defines the jitter in time domain [6, 7]. From
Fig. 50.8, the phase noise at 1 kHz offset is measured at -101.6 dBc/Hz for GSM
while -102.8 dBc/Hz for CDMA that is below -100 dBc/Hz. It shows that the
DDS offers a better performance over the analog PLL.

The jitter measurement shown in Fig. 50.9 has also given promising perfor-
mance. In GSM, the periodic rms jitter is measured at 6.75 ps while peak at
15.55 ps. For CDMA, since the frequency is low, the jitter appeared to be poorer
with rms jitter of 7.38 ps and peak jitter of 19.79 ps.

Overall, the total cost of DDS implementation has reduced significantly. The
new design that contain DDS chip AD9852, single-ended to differential converter
and passive components accumulatively USD$25 while equivalent analog PLL
that cost about USD$65 on the use of digital devices, VCOs and other components.
There is a 61 % of cost reduction prior to the design. Comparison of initial design
and alternative design is shown in Table 50.2.

Fig. 50.6 LPF magnitude and phase response across temperatures
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Fig. 50.7 Frequency accuracy of a GSM, b CDMA
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Fig. 50.8 Phase noise performance for a GSM, b CDMA
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Fig. 50.9 Periodic jitter measurement a GSM, b CDMA
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50.5 Conclusion

The design has demonstrated an analog clock source replacement with DDS. It is
ideal and provides an accurate and finest output frequency. Internal update clock
was utilized since only one clock source is required. A total of 915 multiplication
was used to increase the system clock from reference clock of 20 to 300 MHz.
This kept the first harmonic out from interest bandwidth.

Smallest frequency can go as low as 1 lHz. Actual maximum output frequency
can go as high as 40 MHz as limited by the LPF. In terms of phase noise, at
frequency offset of 1 kHz, a -100 dBc/Hz below has achieved. This ensures the
output frequency is less jittery, less than 8 ps rms and 20 ps peak jitter and
therefore, a clean and steady clock source. Finish product cost about USD$25
which is 61 % reduction compared to analog PLL implementation. For most of the
industries, this will turn into revenue and increase the return over invested capital
(ROIC).

Acknowledgments The authors would like to thank the Agilent Technologies and Universiti
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Chapter 51
An Enhanced ITU-R 837-6 Rain Rate
Prediction Model for Tropical Region

Folasade Abiola Semire, Rosmiwati Mohd-Mokhtar, Widad Ismail,
Norizah Mohamad and J. S. Mandeep

Abstract This paper presents an enhanced rain rate model based on ITU-R 837-6
rain rate prediction. The improved model is derived from well behaved cumulative
distribution function of over 100 rainfall rate samples from tropical region. The
performance evaluation results show an improvement of -24.93 and 16.67 % in
term of bias and root mean square of the relative estimation error respectively.

Keywords Rain rate � ITU-R-837-6 � TRMM � Rainfall database
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51.1 Introduction

The most difficult task faced by link design engineers is on how to prevent signal
outage in any communication link operating above 10 GHz. Most rain attenuation
prediction models require 1-min rainfall rate cumulative distribution function as
one of the main parameters in the estimation of propagation impairment along the
communication link [1–4]. However, rainfall rate measurements for short inte-
gration time are not typically available around the world most especially in the
tropical and equatorial regions, where accurate rainfall measurements still remain
a difficult task and most importantly in the remote areas [5–7]. Therefore, a pre-
diction model is required to predict the local cumulative distribution of 1-min
rainfall rate. The ITU-R P 837-6 rain rate prediction model is the globally
accredited model for the prediction of 1-min rainfall cumulative function [8].
However, the model is developed based on scattered rainfall data around the
world. The temperate rainfall database is adequately represented while tropical and
equatorial regions are sparingly presented. For instance, Malaysia was represented
with only one location in Kuala Lumpur. Therefore, rainfall measurements for
over 100 stations are employed in the derivation of this enhanced model, couple
with satellite radar rainfall derived from TRMM products [9].

51.2 Enhanced ITU-R 837-6 Rain Rate Model

The modelling of the enhanced rain rate prediction was based on 10 year rainfall
data collected from Meteorological Departments of both Malaysia and Nigeria,
and TRMM website for over 100 stations. The rainfall database was made up of 66
stations around Malaysia and 38 stations from Nigeria. The rainfall database of the
two countries was combined because the two regions are located in the same
latitudinal belts within the same tropical region. The rainfall distributions patterns
around the region are closely related. From the reference rainfall database, an
ample number of 72 locations were selected for modelling purposes while the
remaining 32 stations are devoted for testing. The conditions for selection were
largely based on well behaved shape of the curve with respect to the analytical
model so as to obtain reasonable parameters from the fittings and geographical
distribution of stations.

In this enhanced model, the analytical function proposed in ITU-R 837-6 was
maintained. The expression is described as

P Rð Þ ¼ P0 � e�aR1þbR
1þcR ð51:1Þ

where

P0 ¼ Pr6h � 1� e�x Ms
Pr6h

ffi �

ð51:2Þ
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b ¼ Mc þMs

y � P0
¼ MT

y � P0
ð51:3Þ

c ¼ z � b ð51:4Þ

The coefficients of P0, a, b and c were derived from the linear regression fittings
of cumulative distribution function of the rainfall rate of each location. The
probabilities of rainy 6-h periods Pr6h were derived from 3-hourly TRMM 3B42
V7 with resolution 0.25 by 0.25. The parameters to be enhanced are as given in the
Eqs. (51.5)–(51.8). The unknown coefficients are derived from in situ data and
linear regression fitting parameters (afit; bfit; cfit; p0 fit)

x ¼ Pr6h

Ms
� ln 1� p0 fit

Pr6h

� �

ð51:5Þ

y ¼ MT

bfit:p0 fit
ð51:6Þ

z ¼ cfit

bfit
ð51:7Þ

a ¼ afit ð51:8Þ

The weighted averages of all the derived parameters are obtained by taking an
arithmetic average for the coefficient ‘a’ and a geometric average for coefficients
‘x’, ‘y’, and ‘z’. The geometric average shows that the parameters are not inde-
pendent of each other. The new coefficients obtained are shown in Table 51.1.

51.3 The Prediction Results of the Proposed Model

The result of rain rate cumulative distribution function of the proposed model is
compared with measured data and ITU-R model. Results of the proposed model
are closer to measured rain rate than ITU-R predictions. Figure 51.1 shows results
for eight selected stations. The improved model gives a percentage error of ±10 %
for time percentage from 1 to 0.001 % for the selected stations in Malaysia. Higher
percentage error is recorded in some of the stations representing Nigeria. This is

Table 51.1 ITU-R 837-6
and the new optimized
coefficients

ITU-R 837-6 Proposed coefficients
for tropical region

a 1.09 0.395
x 0.0079 0.01033
y 21,797 50,192
z 26.02 14.429
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Fig. 51.1 Comparison of proposed model with measured and ITU-R model for some selected
stations
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evidenced in the cumulative distribution function of rainfall rate shown for Uyo
and Abakaliki stations. The proposed model produced a slightly higher rain rate
values as compared with the measured one. The percentage error recorded is
slightly above ±12 %. In all the stations considered for testing, ITU-R 837-6
underestimates rain rate prediction in the area except for stations at Uyo and
Abakaliki where rain rate is overestimated at higher time percentage from 1 to
0.1 %.

The reason for the closeness of the proposed model to measured rain rate from
Malaysia may be attributed to the larger number of station database employed for
model derivation compared to Nigeria and difference in rainfall distribution pattern
observed due to topographic differences in the upper northern stations of Nigeria.
Some of the results that are close to the proposed prediction are the ones that have
similar distribution pattern with Malaysia within the same ITU-R zone P (Rainfall
classification). The Northern parts of Nigeria are classified under zone N semi-arid
region while Southern part are under zone P tropical wet region [10]. Therefore,
the proposed model is most suitable for tropical wet and equatorial regions.

51.4 Performance Evaluation of the New Optimized
Parameters Over ITU-R 837-6

The performance evaluation of the new constant coefficients derived from tropical
region database over ITU-R 837-6 is evaluated based on three tests (Testing with
all database, modelling database and testing database). The evaluation of the new
model performance is tested using the following evaluation expressions

e ¼ Rest pð Þ � Rmeas pð Þ
Rmeas pð Þ � 100 % ð51:9Þ

E ¼
PN

i¼1

Pn
j¼1 /i �e

PN
i¼1 ni � ai

ð51:10Þ

RMS ¼
PN

i¼1

Pn
j¼1 /i �e2

PN
i¼1 ni � ai

ð51:11Þ

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

RMS2 � E2
p

ð51:12Þ

As a result of differences in the number of years of observation of the data
employed, a weighting factor as recommended by ITU-R is applied in order to
account for the statistical stability of the experimental distribution. The weighting
function is described as

ai ¼
ffiffiffiffi

N
p

r
ð51:13Þ
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with r being the standard deviation of the year-to-year variability of rainfall and
N is the number of years of measurements.

The results of the performance evaluation of the proposed model for the three
categories of testing are as shown in Table 51.2. The weighted average error, root
mean squares (RMS) and standard deviation (STD) are depicted in Figs. 51.2a–c, 51.3

Table 51.2 Performance evaluation results

Mean error (%) RMS (%) STD (%)

Test result for all the sites in the database
ITU-R 837-6 -36.359 39.508 15.458
Proposed model for tropical -11.425 22.842 19.779

Test result for the testing sites in the database
ITU-R 837-6 -37.071 38.561 10.618
Proposed model for tropical -22.303 27.751 16.513

Test result for the modelling sites in the database
ITU-R 837-6 -37.013 40.013 15.201
Proposed model for tropical -12.553 24.309 20.817

Fig. 51.2 Performance evaluation results for all sites. a Mean, b RMS, c STD

Fig. 51.3 Performance evaluation results for testing sites. a Mean, b RMS. c STD
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and 51.4a–c for all databases, testing database and modelling database respectively.
The obtained results revealed that there is an improvement of 22.84 % (for the whole
database), 27.75 % (for testing database) and 24.3 % (for modelling database) on the
RMS of the estimated error over ITU-R 837-6 rain rate prediction model. Based on
these results, the new enhanced ITU-R model is expected to perform better in tropical
regions.

51.5 Conclusion

In this paper, an enhanced rain rate prediction model is presented. The new
improved model followed the analytical function proposed in ITU-R 837-6. Well
sampled rain rate cumulative distribution functions of over 100 stations from
tropical regions were used. The results produced a new set of coefficients that are
well fitted to rainfall distribution pattern in tropical regions. The results of the
performance evaluation of the new improved rain rate prediction model over ITU-
R 837-6 rain rate model, revealed that there was an improvement of 22.84 % (for
the whole database), 27.75 % (for testing database) and 24.3 % (for modelling
database) on the RMS of the estimated error.

Acknowledgments Authors would like to thank Universiti Sains Malaysia for the awarded
RU-PRGS grant (1001/PELECT/8046022) to support this project.
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Chapter 52
Study on the Effect of Dielectric Structure
to the Cylindrical Dielectric Resonator
Antenna (DRA)

Mohamadariff Othman, Mohd Fadzil Ain, Ubaid Ullah,
Seyi S. Olokede, Mohd Zaid Abdullah, Arjuna Marzuki,
Wan Fahmin Faiz Wan Ali, Zainal Arifin Ahmad, Julie Juliewatty
and Srimala Sreekantan

Abstract This paper presents the effect of variation of diameter and height of DR
to the resonant frequency and radiation pattern of DRA. Analysis was carried out
on the DR with diameter of 10.66 mm and height of 4.4 mm. The simulated and
measured resonant frequencies were 3.67 and 3.77 GHz, respectively. The E-plane

M. Othman (&) � M. F. Ain � U. Ullah � S. S. Olokede � M. Z. Abdullah � A. Marzuki �
W. F. F. W. Ali � Z. A. Ahmad � J. Juliewatty � S. Sreekantan
School of Electrical and Electronic Engineering, Universiti Sains, Penang, Malaysia
e-mail: andikalusia83@yahoo.com

M. F. Ain
e-mail: mfadzil@eng.usm.my

U. Ullah
e-mail: xs2ubaid@yahoo.com

S. S. Olokede
e-mail: solokede@gmail.com

M. Z. Abdullah
e-mail: mza@eng.usm.my

A. Marzuki
e-mail: eemarzuki@eng.usm.my

W. F. F. W. Ali
e-mail: wanfahminfaiz87@gmail.com

Z. A. Ahmad
e-mail: zainal@eng.usm.my

J. Juliewatty
e-mail: srjuliewatty@eng.usm.my

S. Sreekantan
e-mail: srimala@eng.usm.my

H. A. Mat Sakim and M. T. Mustaffa (eds.), The 8th International Conference
on Robotic, Vision, Signal Processing & Power Applications,
Lecture Notes in Electrical Engineering 291, DOI: 10.1007/978-981-4585-42-2_52,
� Springer Science+Business Media Singapore 2014

457



radiation pattern of CDRA was bi-directional pattern. The analysis was based on
the CST simulation which varied the thickness and height of DR with the same
increment and decrement of 1 mm. The resonant frequency of CDRA shifts sig-
nificantly when the height of DR is varied, in contrast to the variation of DR’s
diameter. The radiation pattern of antenna does not change when the dimension
(height or diameter) of DR were altered.

Keywords Antenna � Dielectric material � Dielectric resonator � Dielectric
resonator antenna

52.1 Introduction

Dielectric resonator antenna (DRA) is famously well known in the world of
antenna for their appealing features of inherent hardness, lightweight, small in size
as well as high efficiency due to absence of conductor loss and high flexibility to
the various feeding method. It can also be formed into various shapes such as
cylindrical, rectangular and ring [1–4]. Out of all the shapes, cylindrical and
rectangular DRA are most commonly used in design [2, 5]. In cylindrical DRA
(CDRA), it has aspect ratio of radius to height which can be manipulated to control
the properties of antenna. A variety of modes in the CDRA can be excited to
produce either broadside or omnidirectional radiation pattern [4]. In various
papers, they discuss on the effect of dielectric resonator (DR) dimension on the
microwave DR-based filter [6–8]. This later leads to the mechanical tuning screw
method in controlling frequency of DR-based filter. However, there is less dis-
cussion on the effects of DR dimension to DRA. For instance, the application of
stacked DR with different DR to perturb the permittivity of DRA [9, 10]. Variation
of diameter as well as height of DR definitely alters the resonant frequency of
DRA. Yet, it is interesting to observe whether either of DR height or diameter will
have more significant influence on the resonant frequency and radiation pattern of
DRA. This will pave the way for a simple method to control the resonant fre-
quency of DRA especially during the prototyping stage. Hence, in this paper,
analysis on the variation of the diameter and thickness of a cylindrical DRA is
presented. The variation is carried out in equal increment and decrement for both
the diameter and height. The influence of the both variation to the resonant fre-
quency and pattern is investigated and compared.

52.2 Methodology

The DRA under investigation consists of cylindrical DR feed by simple 50 X
microstripline. Figure 52.1 shows the structure of the CDRA. The DR was fab-
ricated via conventional solid state reaction with permittivity of 55. The diameter
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of DR is 10.66 mm while its height is 4.4 mm. The characterization of permittivity
of DR was made using Agilent 85070E Dielectric Probe Kit connected externally
to the PNA-X Network Analyzer. Measurement on the S-parameter (S11) was
done using PNA-X Network Analyzer. In order to predict the resonant frequency
of CDRA, the simulation software of CST Microwave Studio was used. Later on,
based on this particular CDRA, analysis on the variation of diameter and height
was also done using CST Microwave Studio. The height of DR was varied from
2.4 to 6.4 mm with 1 mm increment. Whereas, the diameter of DR was changed
form 8.66 to 12.66 mm with the same increment. The analysis was carried out on
the resonant frequency and radiation pattern performances of CDRA. Comparison
was made to reveals which variation of dimensions (height or diameter) of DR has
much influence to CDRA.

52.3 Results and Discussion

Simulated and measured return loss for 10.66 mm diameter of CDRA is shown in
the Fig. 52.1. Simulated return loss is -35.69 dB at 3.675 GHz. Measured return
loss is -36.4 dB at the frequency higher than the simulated one at 3.77 GHz. The
measured bandwidth is 201.5 MHz which is lower than the simulated bandwidth
of 331 MHz. The dissimilarities occur because of inconsistencies value of per-
mittivity and tan loss from the DR (Fig. 52.2).

As shown in Fig. 52.3, there are two curves representing the variation of the
height and diameter of DR with the same differences of 1 mm each. As stated by
[1], resonant frequency of DRA is proportional to the size, shape and dielectric
constant of the DR. The frequency of DRA tends to decrease when the diameter
and height of DR increases, and inversely proportional as the dimensions of height
and diameter decrease. However, it can be clearly seen that the frequency shifting
due to the height variation is much bigger compared to the variation of the
diameter. When the height of DR reduces from 4.4 to 3.4 and 2.4 mm, the resonant
frequencies of DRA shift to higher frequencies from 3.717 to 4.236 and
5.211 GHz, respectively. Comparing to the diameter’s variation from 10.66 to 9.66

Fig. 52.1 Geometry of
CDRA
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and 8.66 mm, the resonant frequency only increases to 3.922 and 4.175 GHz,
respectively. Even when the diameter or height of DR is decreased, the frequency
shifting occurs due to the height’s variation is still larger. Additionally, based on
the pattern of the curves, when the height of DR decreases (6.4–2.4 mm), the
resonant frequency decreases exponentially whereas decreasing the diameter of
DR (12.66–8.66 mm) reduces the frequency steadily.

The height of DR has more influence due to the electric field, E of excited HE
mode which is perpendicular to the surface of the DRA. According to [8], the
resonant frequency of any mode, in which the E is perpendicular to the DR’s
surface, is strongly dependent on the height of DR. As the height of DR changes,
the E field is disturbed and resonant frequency shifting occurs.

Based on Figs. 52.4 and 52.5 the E-plane radiation pattern of CDRA is a
bi-directional type pattern. These E-plane patterns were viewed in U (XY plane) at

Fig. 52.2 Return loss of CCTO DRA for 10.66 mm diameter

Fig. 52.3 Variation of DR
height and diameter versus
frequency

460 M. Othman et al.



their respective resonant frequency. It is clear that bi-directional pattern does not
suffer any side effect from the variation of diameter and height of DRA. Only
when the height of DRA decreases to 3.4 and 2.4 mm, there are additional dips in
90� and 270�. Increasing the dimension of either the diameter or height of DR does
not have any effect on the bi-directional type radiation pattern of this CDRA.

x

y 

Fig. 52.4 E-plane radiation pattern of CDRA as the DR dimension decreases

Fig. 52.5 E-plane radiation
pattern of CDRA as the DR
dimension increases
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52.4 Conclusion

In conclusion, a simple CDRA design operating at 3.675 GHz was simulated and
measured. The return loss shows good agreement between the simulation and
measurement results. The variation of both the height and diameter does alter the
resonant frequency of CDRA but not the bi-directional type radiation pattern. It
indicates that by varying the height of CDRA, the frequency shifting occurs sig-
nificantly as compared to the diameter. The maximum frequency shifting occurs
from 3.675 to 5.211 GHz when the height is reduced to 2.4 mm. As a result, the
height of CDRA is a better option in altering manually the resonant frequency of
CDRA without any degradation on the radiation pattern.

Acknowledgments The works was supported by research university team grant (RUT) of 1001/
PELECT/854004, postgraduate research grant scheme (PGRS) of 1001/PELECT/8044046 from
Universiti Sains Malaysia and MyBrain scholarship from Malaysian ministry of higher education
(Ref. No. KPT/B/831219045295).

References

1. Cuhaci M, Ittipoboon A, Petosa A, Roscoe D, Simons N (1996) Dielectric resonator antennas
as an alternative technology for PCS applications. In: Canadian conference on electrical and
computer engineering (CCECE’96). IEEE Press, Calgary, pp 867–870

2. Kishk AA (2003) Dielectric resonator antenna, a candidate for radar applications. In: IEEE
radar conference. IEEE Press, Alabama, pp 258–264

3. Petosa A (2007) Dielectric resonator antenna handbook. Artech House, Bolton
4. Luk KM, Leung KW (2003) Dielectric resonator antenna. Research Studies Press Ltd,

Hertfordshire
5. Mridula S, Pau B, Menon SK, Aanandan CK, Vasudevan K, Mohanan P, Bijumon PV,

Sebastian MT (2006) Wideband rectangular dielectric resonator antenna for W-LAN
applications. In: IEEE Antennas and Propagation Society International Symposium, IEEE
Press, California, pp 1363–1366

6. Pratsiuk B, Tkachov D, Prokopenko Yu, Poplavko Yu (2010) Tunable dielectric resonator:
design and parameters. In: 20th International crimean conference microwave and
telecommunication technology, IEEE, Ukraine, pp 655–656

7. Poplavko Yu, Prokopenko Yu, Molchanov VI, Dogan A (2001) Frequency-tunable
microwave dielectric resonator. IEEE Trans Microwave Theory Tech 49(6):1020–1026

8. Karp A, Herbert JS, Donald KW (1968) Circuit properties of microwave dielectric resonators.
IEEE Trans Microwave Theory Tech 16(10):818–828

9. Sebastian MT, Jawahar IN, Mohanan P (2003) A novel method of tuning the properties of
microwave dielectric resonators. Mater Sci Eng B97:258–264

10. Li L, Chen XM (2009) Ba2Ti9O20–Ba1.85Sm4.1Ti9O24 layered dielectric resonators with
adjustable effective dielectric constant. Mater Lett 63:252–254

462 M. Othman et al.



Chapter 53
Feed Coupling Comparative Assessment
of Selected Microstrip Patch Antenna

Seyi Stephen Olokede, Mohd Fadzil Ain, Ubaid Ullah,
Arjuna Marzuki, Julie J. Mohammed, Srimala Sreekantan,
Sabar D. Hutagalung, Zainal A. Ahmad and Mohd Z. Abdullah

Abstract Feed coupling comparative assessment of some selected patch antennas
is presented. Different available feed configurations were implemented ranging
from the conventional microstrip feed line to coaxial feed probe, quarter wave-
length feed, inset coupled, and a few available capacitively loaded coupled feed
which are also optimized for maximal excitation, and hence, efficiency. Experi-
mental results were understudy and a thorough comparative assessment summary
table is presented. It was noted that the inset feed looks more promising.

Keywords Feed coupling � Comparative analysis � Maximal excitation �
Performance assessment
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53.1 Introduction

Antenna feed has always been a crucial requirements to determine its efficiency.
Alternatively, the less efficient the antenna, the lower is its power utilization.
Antenna impedance is the ratio of voltage to current at the antenna’s terminals.
The fundamental of antenna theory requires that the antenna be impedance mat-
ched to the feed. Otherwise, the antenna will not radiate. The extent to which this
antenna radiates (the radiation efficiency) and also, its bandwidth depend largely
but not solely on the feed mechanism. In [1], it was reported that an improved
impedance match will ideally increase the bandwidth, the return loss, antenna size,
and improved performance by reducing the excitation of unwanted modes of
radiation. It is as a response to the severity of this implication that have led to the
introduction of the concept of voltage standing wave ratio (VSWR), as a measure
in order to determine the extent to which an antenna is matched. It is this same
motive that has driven us to examine or rather understudy the assessment of feed
coupling performance particularly for some selected patch antenna, with the view
to determine their performance profile.

Therefore to accomplish this, these four objectives were set. The first one is to
do a theoretical framework for these feeds in a bid to better understand them. The
second is to design an antenna say for 5.8 GHz, and feed it with different feed
mechanisms. When this is done, its performance and radiation characteristics are
taken and documented. The third one is to critically compare these performance
parameters with the view to determine the most efficient type, and finally, to draw
our conclusion and suggest necessary recommendation. To that extent, Sect. 53.2
will be dedicated to the antenna theoretical framework, Sect. 53.3 to the antenna
specifications and geometry, Sect. 53.4 to performance profile comparison, and
finally, Sect. 53.5 will conclude our stand as regards feed coupling performance
assessment.

53.2 Theoretical Framework

The input impedance is the impedance presented by the antenna at its terminals
[2]. It is a complex function of frequency, and as such the frequency response of an
antenna at its port is defined as the input impedance. Concisely, the input
impedance Zin can be stated as [3],

Zin fð Þ ¼ Rin fð Þ þ jXin fð Þ ð53:1Þ

where Xin is the energy stored in the near field of the antenna, f is the frequency of
operation, and Rin is the energy used. This energy can be used in two ways namely:
first for radiation, and secondly, as ohmic losses. Therefore, Eq. (53.2) states the
energy utilization potential of a typical antenna [2].
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Rin ¼ Rradiation þ Rohmic ð53:2Þ

Theoretically (and even in practice), antenna design engineers labour to ensure
that Rrad � Rohmic as their design objective seeing that Rohmic is undesirable,
where equation to evaluate the radiation resistance is stated in [4]. Effort to attain
this will be determined by the efficiency of the feed employed. To this end, a
proper study of types of feeds is imperative, with the view to assess their effi-
ciency. In coaxial feed therefore, the probe position provides the impedance
control in a similar manner to inserting the feed for an edge-fed patch [5]. Because
of the direct contact between the feed transmission line and the radiating element,
probe (coaxial) feeding is referred to as a direct contact excitation mechanism. The
advantage of this technique is the direct coupling to the 50 X system and useful at
lower frequency application where aperture-coupling may not be practical. The
feed network, where antenna element may be located, is isolated from the radiating
elements via a ground plane, and thus allows independent optimization of each
layer. Of all the excitation methods, probe feeding is probably the most efficient
because the feed mechanism is in direct contact with the radiating element and
most of the feed network is isolated from the antenna, minimizing spurious
radiation [6]. The microstrip feed line basically simplifies the problem of making
many connections in a complex microwave circuits. Usually, it consists of a
conductor, an insulator, and a flat plane called the ground plane.

The strip on the top is like the inner conductor, and the space in between is the
insulator. Otherwise, the maximum amount of coupling is significantly reduced
[7]. Notable but specific advantages include: ease of control of the level of the
input impedance, relatively easy to model, simple transmission line models to
estimates the input impedance performance of the antenna, several microwave
transmission lines can be easily connected together by putting them on the sub-
strate while the bottom serves as the grand plane, and finally, the feeding mech-
anism offers ease of integrations with the other microwave circuit. However, it has
bandwidth and gain characteristics that are relatively narrow and moderate, poor
surface wave efficiency, suffers from relatively high spurious feed radiation, and
finally, because the feed network is not separated from the antenna, this causes the
feed network to radiate. In a conventional microstrip-fed patch antenna, the input
impedance is high at the edges and nose dive as it approaches the centre.
Simultaneously, the current is low at the ends of a half-wave patch and increases in
magnitude toward the centre. Therefore, the input impedance (Zin = V/I) could be
reduced if the patch is fed closer to the centre. An inset-fed method is an appro-
priate solution. Also, the voltage decreases in magnitude by the same amount of
the increased current. Consequently, using (Zin = V/I), the input impedance scale
is [8],

Zin Rð Þ ¼ Cos2 pR

t

� �

Zin 0ð Þ ð53:3Þ
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where Zin is at a point of the application of the feed to the assumed resonator. In
coupled feed, the feed line is stopped just before the resonator. Consequently, a
capacitive effect is introduced due to the presence of gap that existed between the
patch and the feed. Therefore, the advantage of the feed is the effect of the
introduced capacitance, which neutralizes the inductance added by the probe feed.
A quarter wavelength transmission lines can be used to match the input impedance
(Zin) of an antenna to the transmission line (Z0). When this is done, the input
impedance is given as [8],

Zin ¼ Z0 ¼
Z1

2

ZA
ð53:4Þ

where Z1 is the impedance of the quarter wavelength transmission line, and ZA is
the impedance of the antenna. The parameter Z1 can be altered by changing the
width of the quarter wavelength transmission line. This alteration in turn changes
the input impedance Z1. Basically, the wider the transmission line, the lower the
impedance Z0.

53.3 The Antenna Specification and Geometry

Figures 53.1 and 53.2 below show microstrip patch antennas designed for 5.8 GHz
frequency operation. These antennas were fed in turn by different feed mechanism.
The first one was excited by a coaxial feed probe, the second by a microstrip feed
line, the third by an inset feed line, the fourth by an inset feed line forming a
capacitively coupled, and finally, by a quarter wavelength transmission line. All
the designs were understudy to specifically examine the efficiency of the feeds
with respect to their return loss, bandwidth advantage, radiation characteristics.
The simulation was done using full wave Finite-Integration Technique (FIT) CST
microwave studio. The designs were later fabricated on a grounded Duriod
RO4003C dielectric substrate with dielectric permittivity of 3.38 with a thickness
of 0.813 mm, and of metal thickness of 0.035 mm.

53.4 Results and Discussions

Essentially, the conventional microstrip patch was excited with microstrip feed of
width 1.898 mm. The simulated and measured return losses are as given in
Fig. 53.3. The simulated return loss was -21.98 dB with a bandwidth of 68 MHz.
The measured return loss was -18.22 dB with a bandwidth of 60 MHz and
impedance of 50.01 - j1.21 X. The simulated voltage standing wave ratio
(VSWR) shown in Fig. 53.4 was 1.38:1 at a frequency of 5.78 GHz whereas the
measured VSWR was 1.29:1 at a frequency of 5.8 GHz. The inset-fed Microstrip
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patch was designed and excited with Microstrip inset-fed (at an inset distance of
R = 0.096k0 mm) of width 1.898 mm. The simulated return loss was -18.05 dB
at 5.8 GHz with a bandwidth of 169 MHz. The measured return loss was -

15.36 dB and the bandwidth was 145 MHz. The simulated and measured
impedances were 51.18 - j1.91 X and 49.18 ? j7.91 X respectively. The simu-
lated voltage standing wave ratio (VSWR) was 1.57:1 whereas the measured
VSWR was 1.48:1. Also, the inset-coupled Microstrip patch antenna was excited
with Microstrip inset-fed (at an inset distance of R = 0.096k0 mm) of width
1.898 mm. The simulated return loss was -14.55 dB at 5.8 GHz with a bandwidth
of 139 MHz. The measured return loss was -13.98 dB with the bandwidth of
119 MHz and measured impedance of 48.51 ? j12.22 X.

The simulated voltage standing wave ratio (VSWR) was 1.28:1 at the frequency
of 5.808 GHz whereas the measured VSWR was 1.61:1. The quarter wavelength
Microstrip patch antenna was excited with a Microstrip feed line of width
1.898 mm and a quarter wavelength width of 1.025 mm. The simulated return loss
was -21.18 dB at 5.8 GHz with a bandwidth of 151 MHz The measured return loss
was -19.24 dB at the same resonant frequency as obtained in the simulation but
with the bandwidth of 130 MHz and measured impedance of 50.32 - j08.14 X.

Fig. 53.1 Differently fed conventional microstrip patch antenna designs

Fig. 53.2 Differently fed performance enhancement microstrip patch antenna designs
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The simulated voltage standing wave ratio (VSWR) was 1.316:1 at the frequency of
5.8 GHz. The measured VSWR was the same with the simulation and both occur at
the same frequency of 5.8 GHz.

The radiation pattern was as shown in Fig. 53.5a. The simulated gain was
6.49 dBi with main lobe magnitude of 2 dB, main lobe direction of 35� and
angular width (3 dB) of 155.8� for E-plane. In H-plane, the main lobe magnitude
was 3.8 dB, main lobe direction of 90�, a side lobe level of -0.9 dB and an
angular width of 81.1�. In Fig. 53.5b, the radiation pattern of the inset-fed Mi-
crostrip patch antenna was depicted.

Fig. 53.3 Simulated and measured return loss of different MPAs

Fig. 53.4 Simulated and measured VSWR of different MPA
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Fig. 53.5 Simulated radiation pattern of the microstrip patch enhancement antennas. a Coaxial
fed, b Microstrip feed, c Inset-fed, d Inset-coupled, e k/4 Wavelength
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The simulated gain was 9.32 dBi with main lobe magnitude of 6.5 dB, main
lobe direction of 10�, angular width (3 dB) of 76.5� and a side lobe level of
-4.7 dB for E-plane. In H-plane, the main lobe magnitude was 6.2 dB, main lobe
direction of 0�, and an angular width of 73.6�. Similarly, the radiation pattern of
the inset-coupled Microstrip patch antenna was shown in Fig. 53.5b. The simu-
lated gain was 8.66 dBi with the main lobe magnitude of 6.67 dB, main lobe
direction of 6�, a side lobe of -5.2 dB and angular width at 3 dB of 69.9� for
E-plane. For H-plane, the main lobe magnitude was 6.24 dB, main lobe direction
of 10�, a side lobe level of -4.7 dB and an angular width of 66.2�. Finally, the
radiation pattern of the quarter wavelength Microstrip patch antenna was as shown
in Fig. 53.5d. The simulated gain was 6.004 dBi with main lobe magnitude of
3.6 dB, and main lobe direction of 90� for E-plane. For H-plane, the main lobe
magnitude was 2.7 dB, main lobe direction of 30�, and an angular width of 141�.

(e)

E-Plane H-Plane

(d)               

E-Plane H-Plane

Fig. 53.5 (continued)
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53.5 The Performance Comparative Assessment

Table 53.1 above shows the performance profile of various printed single element
microstrip patch antenna with the view to compare their performance vis-à-vis the
feed mechanism. The resonator itself is the same for all the antenna irrespective of
the feed arrangements. Going by the table, it was obvious that coaxial fed presents
a compact capability in terms of the size advantage with a good gain of about
8.19 dBi, only second to that of the Inset-coupled. The return loss of -17.18 dB (a
convenient way of characterizing mismatch especially when the reflection is small)
is much better than 10 dB.

However, it exhibits small bandwidth characteristics in the neighbourhood of
about 75 MHz similar to that of a conventional microstrip line feed. Inset-coupled
exhibited a bandwidth in excess of 119 MHz, a gain of 8.66 dBi and a marginal
return loss of -13.98 dB with VSWR of 1.61:1. The same trend was also noticed in
quarter wavelength transmission line feed with a good bandwidth of 130 MHz, gain
of 6.0 dBi, a very good return loss of -19.24 dB and VSWR of 1.316:1. On a
general note, the inset-fed demonstrated a bandwidth advantage of 140 MHz, a gain
excess of 9.32 dBi, and reasonable return loss of -15.36 dB, and hence a VSWR of
1.48:1. Assessing these feeds on a 4-scale yardstick namely: gain, bandwidth, return
loss and VSWR therefore, it was obvious that the inset-fed stand tall among its
peers, as it has the best gain of 9.32 dBi, bandwidth of 145 MHz, a side lobe level
of -4.7 dB. It also has reasonable return loss, VSWR, and beam width.

53.6 Conclusion

Performance profile comparison assessment of some selected microstrip antenna
feeds were investigated and presented. These antennas were fed with different feed
configurations and their performance recorded. In all cases, the antennas were

Table 53.1 The performance profile assessment of some selected feeds

Antenna type Size (mm) Bandwidth
(MHz)

Return
loss
(dB)

VSWR Gain
(dBl)

E-Plane
side lobe
(dB)

E-plane
beamwidih
(Degree)

Inset gap
coupled
patch

28 9 13.81 119 -13.98 1.61:1 8.66 -4.7 66.2

Coaxial fed
patch

17.48 9 13.81 75 -17.18 1.115:1 8.19 -1.4 99.8

Microchip fed
patch

28 9 13.81 60 -18.22 1.29:1 6.49 -0.9 81.1

Inset fed patch 27 9 13.81 145 -15.36 1.48:1 9.32 -4.7 73.6
Quartet

wavelength
patch

28 9 13.81 No -19.24 1.316:1 6.0 -2.8 59.3
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designed, fabricated and measured under the same conditions. Detailed compari-
sons between all of the results were properly presented and in a tabular form for
clarity. In most cases, the return loss characteristics indicated that the resonant
frequency and impedance bandwidth were properly matched.
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Chapter 54
Design of a 5.8 GHz Bandstop Filter Using
Split Ring Resonator Array

Nor Muzlifah Mahyuddin and Nur Farah Syazwani Ab. Kadir

Abstract Nowadays, ISM band has been widely used by communication, mili-
tary, medical and scientific department. The frequencies for this band are 2.4 GHz
and 5.8 GHz. Heavy traffic has occurred in this frequency range due to high usage
which makes noise easily to occur. Thus, in this work a 5.8 GHz bandstop filter
has been designed to filter the noise that present at this frequency band using SRR
array. It is designed using CST Microwave Studio software. Designing this filter
also requires optimization process i.e. varying the different length of split gap and
number of array used. Subsequently, the design is fabricated using Rogers 4003 as
the substrate and is measured using Agilent PNA-X network analyzer. The result
obtained satisfies a bandstop filter parameters such as insertion loss, return loss,
and bandwidth. A 5.8 GHz SRR bandstop filter is successfully designed with
390 MHz bandwidth, insertion loss and return loss of -26.68 and -2.91 dB
respectively.

Keywords Split-ring resonator � Bandstop filter � ISM band

54.1 Introduction

Nowadays, microwave filters are widely used in many RF and microwave design
application. According to the filter specification, the filter will allow only partic-
ular band of frequencies. Subsequently, filter performs some functions which allow
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certain electrical frequencies to pass through, blocking certain frequencies from
passing through the filter and completely blocking direct current electrical energy.

For this work, a band-stop filter is required to block any signal coming from the
ISM band, specifically at 5.8 GHz. The ISM band is Industrial, Scientific and
Medical radio bands, where the frequency bands of 2.4 and 5.8 GHz are consid-
ered unlicensed. As time goes by, there are more commercial products or devices
operating within this band. More problems occur as more unwanted signals dis-
rupting operation of other devices within this frequency band, thus the reason why
band-stop filter is required for this purpose.

For low frequencies, lumped elements such as inductors and capacitors are used
in filter design while transmission line sections and waveguide elements is used in
filter design for microwave frequencies [1]. Additionally, microstrip filters also
have been useful in new technology application such as military application,
satellite application and mobile communication.

Recently, there have been high demands on designing microstrip filter using
Split Ring Resonator (SRR) compared to other resonator. Using SRR in designing
filter carries biggest advantage as it is smaller in size that lead to compact size
filter. In addition, SRRs also provide easy fabrication, low radiation loss, high
frequency stability and sharp selectivity in desired resonant frequency [2].

Therefore, in this paper, a square SRR array is designed for a 5.8 GHz band-
stop filter which includes two optimization processes, i.e. varying the different
length of split gap and number of array used. The design metric of interests are the
centre frequency as well as the bandwidth, the insertion loss and the return loss.
Several SRR designs are simulated using CST Microwave Studio and fabricated
and measured using Agilent’s PNA-X N5245 Network Analyzer.

54.2 SRR Band-Stop Filter Design

Essentially, SRR behave as a negative index metamaterial structure or also known
as left handed materials (LHM). LHM is a material that has negative permittivity
and permeability over a band of frequency. An example of metamaterial that
carries LHM characteristic is SRR and metallic rods [3]. Characteristics of a
negative index metamaterial structure are permittivity, e\ 0, permeability, l\ 0
and index of refraction, n \ 0. LFM was first proposed by Veselago [4]. His
research was continued by Pendry after three decades. Pendry had successfully
designed the SRR structures and his work was fabricated by Smith et al. in the year
2000 [5].

According to Mustafa K. Taher Al-Nuaimi and William G. Whittow [6], a
microstrip line which is loaded with the SRR is a single negative medium that
leads to exhibit a stop band characteristic. The resonance frequency obtained from
designing a bandstop filter using SRR is much smaller compared to other reso-
nators. This is due to the large distributed capacitance between the two rings. In
designing the microstrip of the bandstop filter, SRR can only be etched at the upper
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substrate side near the transmission line [6]. To improve the coupling process, the
distance between the transmission line and the ring should be as small as possible.

Magnetic field is generated when the microstrip transmission line is placed
close together. As for example, if two arrays of SRR are placed at both side of the
transmission line, a magnetic field line is induced by the transmission line across
the SRR [7]. Electric Field, E is perpendicular the SRR plane which is at
z-direction while magnetic field, H is perpendicular to the split gap of the SRR
which is in y-direction.

54.2.1 Split-Ring Resonator Modeling

SRRs commonly known as metamaterial structure are resonators that have split in
the opposite ends of each concentric annular ring. Usually the ring is designed in a
pair which have small gap between them. Usually, it is made up of copper or gold
[6]. Figure 54.1 shows the schematic diagram of a single split-ring resonator with
its parameters. These parameters are tabulated in Table 54.1 indicating the
equations used to calculate these parameters, which was derived by Saha, Siddiqui
and Antar [8].

The resonant frequency and the bandwidth of the SRR can be determined by its
total length and its physical width [9]. Other than that, according to Markos et al.
the resonance frequency also depends on the thickness of the ring, inner diameter,
and the split gap as well as the electrical permittivity of the board itself [10].
Additionally, the gaps of the inner and the outer rings are the main features in
designing the SRR. It represents the capacitance of the rings while the inductance
is represented by the area of both inner and outer rings.

Referring to Volkan Oznazl and Vakur B. Erturk [11], the microstrip line will
have higher Q factor and act as a bandstop filters when it is loaded with the SRR.
This also indicates that better performance will be realized when SRR is in array
coupling to the microstrip transmission line, as shown in Fig. 54.2. Width of the
transmission line is represented by w, b represent the gap between transmission
line and SRR, a represent the gap between ring of SRR, g represent the split gap,
c represent width of ring of SRR and lastly, d represent length of SRR. Values for
the gap between transmission line and SRR, gap between ring of SRR, width of
SRR ring and length of SRR are fixed (Table 54.2). The only parameters that are
varied are the split gap as well as number of arrays.

The SRR array is modeled together with the RO4003C substrate and a 50 X
microstrip line. The substrate has a thickness of 0.813 mm and a dielectric con-
stant of 3.38. Figure 54.3 shows the side view of SRR modeling in CST MWS, as
well as the dimension of a 50 X transmission line with a width of 1.8653 mm and
length of 30 mm. For substrate in this design, it has been laminated with copper
layer at both sides. The copper layer has an electrical conductivity of 5.9E ? 007
S/M and a height of 0.035 mm.
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Fig. 54.1 Schematic view of a a square SRR formed with metallic strips of width, w, outer
length, aext, and inner length, aavg with inter ring spacing, d and split gap, g, b with thickness of
metallic strip, t, printed on dielectric substrate having thickness, h

Table 54.1 SRR dimension and parameters [8]

Parameter Definition

fo Resonant frequency
1

2P
ffiffiffiffiffiffiffiffiffi

LT Ceq

p

LT Total equivalent inductance for a wire of rectangular cross section of a single SRR
having finite length, l and width, w

0:0002l 2:303 log10
4l
w � c

� �

lH

l ¼ � 8aext � g
c Constant for a wire loop of square qeometry, 2.853
Ceq Total equivalent capacitance with series capacitance, Co and gap capacitance, Cg

CoþCgð Þ
2

Co 4aavg � g
� �

Cpul

aavg aext � w� d=2
Cpul Capacitance per unit length

ffiffiffiffi

er
p

=coZo

Zo Characteristic impedance, 50 X
co Velocity of light in free space, 3 9 108

Cg
eowt

g
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54.2.2 Optimization Process of SRR Band-Stop Filter Design

Optimization process is needed to make sure the design fulfill the requirement of
the bandstop filter specification. In this work, the number of SRR array and the
length of split gap are optimized. Firstly, one SRR array is designed with fixed
split gap length at 0.5 mm to observe the simulation result for design with different
number of array. After the simulated result is obtained, the result is analyzed to
choose the best number of SRR array that satisfy the SRR bandstop filter
specification.

The number of array is increased up to 5 arrays, starting with a single array
SRR filter (Fig. 54.4a). The distance between the SRR arrays has been set as in
Fig. 54.4, where 2 SRRs have been added on each side of the transmission line.
According to Prof. Tzong-Lin Wu from Department of Electrical Engineering
National Taiwan University in his lecture on Microwave Filter Design, the dis-
tance between each resonator is kg/4. The wavelength, kg can be obtained by using
Eq. (54.1) [12]. In order to acquire the best SRR array performance whilst still

Fig. 54.2 Schematic view of a square SRR coupled to a microstrip line with its dimension
parameters

Table 54.2 Dimension of
SRR

Parameter Dimension (mm)

Gap between transmission line and SRR, b 0.3
Gap between ring of SRR, a 0.3
Width of ring of SRR, c 0.5
Length of SRR, d 4.8
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maintaining the small and compact size, five different types of SRR array are
designed.

kg ¼
c
ffiffiffiffiffiffi

erf
p : ð54:1Þ

where
c speed of light, 3 9 108 m/s
er dielectric constant of a substance, 3.38
f resonant frequency, 5.8 GHz

Finally, the best SRR bandstop filter design is obtained with optimized split-gap
length and number of array. The final design is then fabricated and measured using
Agilent PNA-X network analyzer, where its S-parameter results are analyzed.

Fig. 54.3 Side view of SRR modeling with its parameters and dimension

Fig. 54.4 Design of 2 SRR array at both side of the transmission line
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54.3 Result and Discussion

The previous design process begins by a single SRR array using CST software to
observe the behavior of the bandstop filter, and then increased gradually up to 5
array, taking account all the parameters that can influenced the performance such
as the split gap length.

54.3.1 Optimization Results of SRR Band-Stop Filter Design

SRR Band-Stop Filter with Different Number of Array. The design of SRR
bandstop filter is implemented by using different number of SRR array. The S11
parameter and S21 parameter results are tabulated in Table 54.3 to summarize the
finding. From Table 54.3 below, the centre frequency is measured between 5.7 and
5.8 GHz for all different number of arrays. However, the most nearest to 5.8 GHz
is the filter design with 5 SRR array and a single SRR array. Subsequently, the
filter with 5 SRR array design has higher return loss and lower insertion loss
compared to other array types. Therefore, for this first set of optimization, the 5
SRR array design is chosen.

SRR Band-Stop Filter with Different Split Gap Length. The split gap of
SRR is the main feature in designing the SRR bandstop filter. Thus, to make sure
the design fulfils the specification limit; the split gap is varied for three different
lengths which are 0.5, 0.6 and 0.7 mm. This helps in analyzing which length of
split gap satisfy the specification of the SRR bandstop filter for 5 array of SRR. In
terms of centre frequency, the most nearest to 5.8 GHz is the filter design with split
gap length of 0.7 mm. In addition, this design also has the best return loss per-
formance, which is near to 0 dB. Even though the design with the split gap length
of 0.7 mm has the worst insertion loss performance compared to the other designs,
it is still acceptable as it still resides below -20 dB. Therefore, for this set of
optimization, the SRR filter design with split gap length of 0.7 mm is chosen
(Table 54.4).

54.3.2 Final Result of Optimized SRR Band-Stop
Filter Design

The final design that successfully satisfies the bandstop filter design is the bandstop
filter with 5 SRR array with split gap length of 0.7 mm. Figure 54.5 shows the
layout and fabricated design of bandstop filter with 5 SRR array. The final design
is simulated using CST Microwave Studio and measured using network analyzer
where both simulated and measured results are compared as shown in Figs. 54.6
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and 54.7 indicating the centre frequency, insertion loss and return loss from both
results.

The filter performance is simulated and measured at 4–7 GHz frequency range.
The centre frequency is measured at 5.78 GHz where there is only 0.8 %

Table 54.3 Specification of SRR bandstop filter for different SRR array

Number of SRR array Centre frequency (GHz) S11 parameter (dB) S21 parameter (dB)

1 5.8 -3.26 -9.36
2 5.69 -2.78 -30.7
3 5.67 -3.17 -18.97
4 5.68 -3.18 -26.33
5 5.7 -1.89 -60.91

Table 54.4 S-parameter results for different split gap length of SRR

Gap length, Cp (mm) Centre frequency (GHz) Return loss, S11 (dB) Insertion loss, S21 (dB)

0.5 5.7 -3.48 -60.91
0.6 5.76 -2.71 -51.2
0.7 5.81 -1.89 -29.59

Fig. 54.5 a The layout and b fabricated design of 5 SRR array bandstop filter
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difference with the simulated one. In terms of bandwidth, the simulated result
produces a bandwidth of 220 MHz whilst there is 44 % increase of bandwidth
when measured, resulting in 390 MHz of bandwidth. However, both results show
that the bandwidth for this filter design is slightly wider than the expected band-
width of 5.8 GHz ISM band, which is at 150 MHz.

From previous simulated analysis, the insertion loss and return loss are mea-
sured at -29.59 and -1.89 dB respectively. However, when measured, the
insertion loss decreases to -26.68 dB whilst the return loss is at -2.91 dB, with
10.9 and 35 % differences respectively. These differences may occur due to the
losses that may present during fabrication process, soldering process, temperature
of surrounding, the SMA connector used and testing apparatus which are cable and
connector.

54.4 Conclusion

A bandstop filter incorporating SRR array is successfully designed at 5.8 GHz
with a bandwidth of 390 MHz. The insertion loss obtained is more than -20 dB,
which is at -26.68 dB and the return loss obtained is close to 0 dB, at -2.91 dB.
This is acquired through two optimization processes, i.e. the length of split gap, g,
and the number of SRR array are varied to find the best bandstop filter perfor-
mance. From the results obtained, it can be concluded that the bandstop filter
design with 5 SRR array with split gap of 0.7 mm meet the bandstop filter
requirements at 5.8 GHz.

Fig. 54.6 The return loss of
5 SRR array bandstop filter
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Fig. 54.7 The insertion loss
of 5 SRR array bandstop filter
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Chapter 55
Optic Flow Based Occlusion Analysis
for Cell Division Detection

Sha Yu and Derek Molloy

Abstract The computer vision domain has seen increasing attention in the design
of automated tools for cellular biology researchers. In addition to quantitative
analysis on whole populations of cells, identification of the cell division events is
another important topic. In this research, a novel fully automated image-based
cell-division-detection approach is proposed. Differing from most of the existing
approaches that exploit training-based or image-based segmentation methods, the
main idea of the proposed approach is detecting cell divisions using a motion
based occlusion analysis process. Testing has been performed on different types of
cellular datasets, including fluorescence images and phase-contrast data, and it has
confirmed the effectiveness of the proposed method.

Keywords Motion estimation � Optic flow � Cell division detection � Occlusion
detection � Forward–backward motion consistency

Thanks the National Biophotonics and Imaging Platform
Ireland (NBIPI).

55.1 Introduction

Within cellular biology research, recognition and identification of cell division
events is an important task for monitoring the health and growth rate of a cell
population. Existing work on cell division detection largely relies on training
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based methods, or morphological segmentation: (1) In order to recognise cell
division patterns, trained classifiers usually assume cells have particular appear-
ance changes during the cell division processes. For example, cells will become
more round in shape and abruptly display bright intensities. However, different
types of cells may show large variances in appearances and behaviours (see
Fig. 55.1). And, within the same cell type, the frequency of the images being
taken, i.e. the time resolution of an image sequence, significantly affect the cell
division pattern. Therefore, the training based approaches have relatively weak
application generality; and, considering an offline pre-training is required, those
methods are usually not suitable for online event detection. (2) Segmentation
based approaches have difficulties in segmenting cells within low contrast images,
i.e. where cells and the background have similar intensity distributions, and closely
packed cells in dense environment. Fluorescence cellar images are relatively easier
to segment due to the high image contrast. However, fluorescence-microscopy
techniques usually require additional preparation such as staining, which may kill
the cells. Therefore, a large amount of cellular datasets have been captured by non-
fluorescent microscopy, such as phase-contrast microscopy. Within the obtained
images, cells usually have vague boundaries. For this case, image-based seg-
mentation and detection of interest regions is not trivial [1].

Fig. 55.1 Illustrating three samples of dividing cells displaying differing behaviours. The image
details will be described in Sect. 55.4
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55.2 Related Work

Within the work of Padfield et al. [2], dividing cells are assumed to have intensity
changing from bright to dark. Division events are recognised and tracked within an
unified framework combining a level-set algorithm with a fast marching method,
which has an associated cost function favoring objects with bright-to-dark changes
during the image sequence. Nath et al. [3] also adopted a level-set method for the
task of cell division detection and tracking. Level-set based methods, are
acclaimed well suitable for identifying and tracking cell division due to their
flexible topology [3, 4]. However, at least one important pre-condition should be
satisfied: the mother cell in one image frame should have some overlapping image
information with its children cells in the subsequent frame. This pre-condition
requires the image sequence has sufficiently high time resolution.

Li et al. [4] proposed a simple cell-division-detection method by measuring a
set of cell shape and appearance criterion. A nuclei division detection method,
contributed by Li et al. [5], relies on a support vector machine (SVM) classifier,
which is constructed based on manually selected cell features. Kanade et al. [6],
also applied a trained classifier to recognising cell division events. Huh and Chen
[1], presented a probabilistic model for division event detection. The model is
obtained by a carefully designed learning process. The aforementioned approaches
have the limitation of being applied to datasets that have been chosen by the
authors.

Quelhas et al. [7], proposed an optic-flow based cell-division-detection method.
Their approach is based on the difference of speeds of the cell division, i.e. they
assume cell division is a much faster process. This method cannot guarantee a
correct recognition of cell division when applied in a dataset with large cell speed
variations, which is common in most of the cases.

For a detailed literature survey about cell division detection, please refer to the
work of Huh and Chen.

55.3 Proposed Approach

At the heart of our approach is the assumption that where cell division happens, a
group of pixels newly appearing/disappearing in one frame cannot be found in the
adjacent frame within an image sequence. The most similar work to our approach
is the one proposed by Quelhas et al. However, it worth noting that we assume
neither particular changes about cell colour and shape, nor cell speed character-
istics during divisions.

In this section, the key techniques chosen for the proposed approach will be
introduced, including optic flow based motion estimation, and occlusion detection.
After that, the major components of the overall system will be briefly explained.
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55.3.1 Optic Flow Based Motion Estimation

Optic flow (OF) estimation computes approximate motion fields for time-varying
image sequences. All OF approaches rely on the temporal conservation of some
image elements, e.g. conservation of pixel intensity and/or gradient magnitude.
Except for data conservation, another important assumption is that nearby pixels
share similar motion, which is usually referred as the motion smoothness con-
straint. One classic formulation of OF techniques—the Horn-Schunk (HS) OF
algorithm [8], can be defined as:

Eðu; vÞ ¼ ED þ aES ð55:1Þ

EDðu; vÞ ¼
X

ðx;yÞ2X
ðI2ðxþ ux;y; yþ vx;yÞ � I1ðx; yÞÞ2 ð55:2Þ

ESðu; vÞ ¼
X

ðx;yÞ2X
ðjux;y � uxþ1;yj2 þ jux;y � ux;yþ1j2Þ

þ
X

ðx;yÞ2X
ðjvx;y � vxþ1;yj2 þ jvx;y � vx;yþ1j2Þ

ð55:3Þ

for any one pixel (x, y) inside a frame I1, a corresponding OF vector ðux;y; vx;yÞ is to
be calculated, representing the pixel displacement between the frames I1 and I2.
The data term ED measures how much the intensity information is conserved
during the pixel translocation. In practice, for robustly estimating objects with
illumination change, gradient-magnitude based conservation can be exploited. ED

calculates the smoothness of nearby OF vectors. a[ 0 denotes a constant
parameter controlling the balance between the terms ED and ES. In order to find the
most probable displacement field, E(u, v) is to be minimised, which is usually
achieved by Euler–Lagrange equations [9].

Within our work, we choose the HS based optic flow algorithm, featured by
having both data conservation and motion smoothness terms, and resulting in a
dense OF field (u, v). Other motion estimation algorithms such as the Lucas–
Kanade (LK) [10] based ones rely on texture features, and thus lead to sparse flow
fields. Demons based image registration methods [11], which are firstly introduced
for estimating non-rigid motions, lack smoothness assumptions and usually suffer
from relatively high rate of motion estimation noise.

One problem with the HS based optic flow is the estimation of large dis-
placements. The chosen OF algorithm is embedded within the coarse-to-fine
framework. Within such a framework, the main components of the OF vectors are
first estimated between a down-sampled image pairs. Then, the higher resolution
versions of the same images will refine the flow estimation progressively.
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55.3.2 Occlusion Detection

Given two subsequent image frames, occlusions that happen in motion estimation
are caused by: that pixels inside one of two frames fail to be found inside the other,
which is due to an object appearing/disappearing, for example an object being
shielded by other object; that pixels are mismatched between two frames, because
of shade and/or illumination change, etc. In this work, occlusions caused by newly
incoming cells or cells exiting the image field will not be considered. This can be
easily achieved by ignoring occlusion regions detected near image borders. Motion
estimation errors caused by illumination changes can be largely reduced by adding
a gradient-magnitude data conservation into Eq. (55.2).

The chosen occlusion detection method checks the mutual consistency between
the forward and backward optic flow fields [9, 12]. Based on this scheme, an
occlusion map O1 is defined in this way: for a match found between two pixels
ðx; x0Þ according to the backward OF field (the two pixels are respectively inside I2

and I1), if using the forward flow field x0 is not matched to x, the pixel x will be
flagged as an occluded pixel, i.e. O1(x) will be set as 1. Flow vectors for off-grid
pixels are obtained by interpolation. In addition, a second occlusion map O2 is also
constructed, defined as

O2ðxÞ ¼
0 if 9ðx0 þ v0x0 Þ � x;
1 otherwise:

ffi

ð55:4Þ

where v0 represents the forward OF field. The symbol & is for checking if x has
been matched by any x0 according to the forward flow.

In theory, O1 and O2 should have similar results, however, because of the
interpolation process required for O1, there ar e some occlusions not detected
inside O1 but appear in O2. Therefore, the final occlusion map is a combined
binary field: O = O1 [ O2. In practice, a gray-value occlusion map can be
obtained, taking fractional values, ranging from 0 to 1, in both of the occlusion
maps.

55.3.3 System Design

This paper implements an automated cell-division-detection system, which con-
sists of four major components:

• Image based motion estimation. For every two adjacent frames within the image
sequences, a forward–backward optic flow estimation, within the coarse-to-fine
framework, will be applied.

• Motion based occlusion detection. This process results in a binary or gray-value
map indicating where the occlusions happen.
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• Morphology operations. Two morphology operations will be conducted in order: a
morphology erosion for removing scattered noises in the estimated occlusion map,
and a morphology close for connecting nearby small occlusion regions.

• Cell division map output. This process calculates region centroids within the
binary occlusion map. The regions that have their area sizes less then a threshold
s will be ignored. s can be manually or automatically selected according to the
average cell size in the tested data. For a gray-value occlusion map, a simple
peak detection method or the mean-shift algorithm [13] can be used to detect the
cell division positions.

55.4 Evaluation and Discussion

To demonstrate the validity of the proposed approach, experiments on several
representative datasets have been conducted, including: Henrietta Lacks (Hela)—
the donor of a cervical cancer cell dataset, captured under fluorescence micros-
copy, and phase contrast image sequences of C2C12 myoblastic stem cells, wound
healing (WH) cells (taken from [3] ), and Madin Darby Canine Kidney Epithelial
cells (MDCK).

In regard to the related parameters adjustment: (1) The morphology operation
parameters. Both of the morphology operations take disk-shaped structuring ele-
ments with radius as 1; (2) The parameter s. Assuming the average cell size is ac, s
can be set as c 9 ac with c a positive fractional value less than 1; (3) The pyramid-
level number l for the coarse-to-fine framework. With experiments, it is noticed
that occlusions also happen in the regions where cells have large displacements.
Therefore, the value l should be accordingly adjusted for different cellular datasets.

The cell-division-detection results returned by the proposed approach are
compared against the manually annotated data. Three values will be recorded for
each image sequences, the total number of dividing cells manually annotated, the
correct number of automatically detected division events (for each dividing cell,
multiple detection on the same cell will be counted just once), the number of non-
division cells detected by the proposed method.

Figure 55.2 illustrates cell division events that are detected within the sample
images. The statistical results about detection accuracy1 and recall2 values are
listed in Table 55.1. High accuracies and recalls have been achieved within the
HeLa and C2C12 image sequences. There are relatively lower detection accuracies
for the WH and MDCK datasets. The main reason is that a considerable number of
cell death events (within WH and MDCK) occur and there is much cell debris (in

1 The rate of the correct automatically detected division number out of the total automatically
detected number.
2 The rate of the correct automatically detected division number out of the total manually
annotated number.
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MDCK), and therefore this affects the detection accuracies. However, the mean
recall value of the four tests is 87.0 %, which reflects that most of the division
events have been successfully identified.

We also add some clarifications, taking account of the comments of the
reviewers, on the performance of the proposed approach under several challenging
conditions: (1) In the case of a large spatial location change during a cell division
process. This situation is reported in both of the HeLa and the C2C12 datasets,
which have relatively lower time resolutions than the other considered datasets. In
the HeLa case, two newly born cells can have large location deviations from their
motion cell’s spatial location. The proposed motion estimation method will match
the mother cell region into one or both of the two children cells. So, the motion
occlusion can be effectively detected by the proposed method. For the C2C12
dataset, large location changes usually take place when a mother cell has not
started splitting itself. This case will be detected as a large motion, and therefore
will not affect the robustness of the proposed approach for cell division detection.
(2) OF based motion estimation can be tolerant to a small ratio of a cell region
appearing/disappearing due to cell growing/shrinking. So, our approach works
better in detecting occlusions caused by a relatively larger ratio of a cell region
being occluded. By observation, we find division cells indeed have much larger
ratios of region occlusion than growing/shrinking cells. (3) Distinguishing cell
overlapping and cell division events are currently out of the scope. Furthermore,
because the image sequences being tested are taken from in vitro cells that are

Fig. 55.2 Cell divisions being detected in the circle-marked regions

Table 55.1 Quantitative results for cell division detections

Data No. of
frame

Total division
events (manually
annotated)

Correct division
detected

Non-division
detected

Recall
(%)

Accuracy
(%)

HeLa 54 69 58 10 84.1 85.3
C2C12 200 98 89 11 90.8 89.0
WH 104 21 19 11 90.5 63.3
MDCK 150 51 42 24 82.4 63.6
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cultured within considerably thin containers, so the rate of cells that heavily
overlap with each other is small within this kind of cellular datasets. (4) The
proposed approach is robust in the presence of scattered noise, due to the motion
regularisation scheme embedded within the selected dense motion estimation
algorithm.

To summarise, the generalised approach proposed in this paper is achieving
good performance levels when it is considered that it is being tested under chal-
lenging conditions, where the cell division behaviours are very different in each of
the four image sequences.

55.5 Conclusion and Future Work

In this paper, we have described a novel cell-division-detection approach. The
proposed approach adopts a motion based occlusion detection strategy, which is
quite different from the existing segmentation or training based methods. The
major contribution of this work is that the proposed approach can successfully
detect dividing cells with a variety of division behaviours. This has been proven by
our experimentation on four different types of image sequences.

For future work, our major plan will be to combine the proposed approach with
existing cell tracking techniques, so as to extend this cell-division-detection
method into an unified tracking framework.
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Chapter 56
Design of Coreless PCB Transformer
for DC/DC Converter Applications

Mohammadali Hashemi, Mohd Fadzil Ain and Majid Rafiee

Abstract This study offered a compact planar, low cost and high density power
converter for applications. A fly-back DC/DC converter using a new coreless PCB
transformer which operates in MHz band is simulated and fabricated. This is the
fact that the size of all passive components such as capacitors, inductors or
transformers will be reduced by increasing the frequency. In the proposed trans-
former, appropriate switching components with high power dissipation level in the
vital current/voltage range are chosen so that the efficiency and power of afore-
mentioned converter are improved. The fly-back DC/DC converter uses zero
voltage switching (ZVS) technique to reduce switching losses. The assessment of
the input and output displays efficiency in the range of 78 %.

Keywords Coreless PCB transformer � Zero voltage switching (ZVS) � Fly-back
converter � Energy efficiency � High frequency region

56.1 Introduction

The conventional linear power supplies use a bulky power transformer to prepare
isolation and lessen voltage from AC sources. The working frequency of the power
transformer used in this case is at about 50/60 Hz due to which its weight is heavy
in and its size is large. The linear power supply is considered as an ineffective
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method of transmitting the signal/power from the primary side to the loads owing
to the losses caused by series pass element and bulky transformer. For decreasing
losses in the large transformer and converter, there is a rising need for offering a
high frequency transformer to lessen the converter size and weight. Coreless
printed circuit board (PCB) transformer includes of spiral windings which printed
on the PCB laminate. Coreless PCB transformers do not have restrictions con-
nected with magnetic cores, like frequency restriction, core losses and magnetic
saturation [1]. In modern uses, features like power density and transient response
are important in the DC/DC power converters function. With the enhancement of
switching frequency of the operating converter the size of the passive components
like transformers, inductors and capacitors get lessened [2]. The fly-back converter
is the most frequently used SMPS circuit in low power uses. As, in converter the
switching frequency is amplified, the power MOSFET’s switching losses increase
which brings about a reduced hard switched power converter efficiency accord-
ingly high electromagnetic interference (EMI) [3]. Besides, with the assist of the
soft switching tactics like zero current switching (ZCS) and zero voltage switching
(ZVS), the electromagnetic interfering would be reduced [4, 5]. By using such
approaches, each switch cycle renders a quantized ‘packet’ of energy to the
converter output, and switch turn-off and turn-on happens at zero current and
voltage, results in an fundamentally lossless switch [6]. In this study, design and
real application of high frequency DC/DC fly-back converter employing coreless
PCB step-down transformer is discussed.

56.2 Description of Coreless PCB Transformer

In this research, three circular spirals as primary and secondary winding which are
printed on the two-layer of the FR-4 PCB laminate are employed. There are two
primary windings (P1 and P2) in two dissimilar layers that they are linked in series
by using via hole. In this case, to achieve better coupling [7] and lessening the
leakage inductances, one secondary winding (S) is inserted between the primary
windings on the reverse side of the one doubled-side PCB laminate. The number of
turns is 24 in all P1, P2 and S consequently the total number of primary turns is 48.
The formation of the suggested PCB transformer is illustrated in Fig. 56.1. The
geometrical parameters have a significant position in the transformer function [8].
The electrical parameters like resistance, capacitance and inductance rely on
geometrical factors. The coils dimensions, the PCB outline, the copper thickness
and the track width should be chosen concerning the utmost allowable power
losses. The geometrical parameters of coreless PCB step-down transformer are
shown in Table 56.1.
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56.3 Design and Practical Application of Fly-Back Power
Converter

This section explains a preferred fly-back power converter works at high fre-
quency. This topology is preferred comparing to the other topologies for its high
speed. It is significant to choose the appropriate components for working in high
frequency range. All the parameters have been discussed in [7] in details. In this
circuit, the ZXMN10A11G is regarded as a power MOSFET which has drain-
source voltage of 100 V with an on-state resistance ‘Rds–on’ of 350 mX at ‘Vgs’
of 10 V. The MOSFET driver (LM5111-1 M) has a vital function in the drive
power MOSFET.

The features like rise, fall and typical propagation delay of MOSFET driver are
14, 12 and 25 ns at 2 nF load respectively. Besides, a Schottky diode
(STPS15L45CB) which has a forward current rating of 15 A with a blocking
capacity of 45 V was used owing to low voltage drop of 0.46 V. The offered tools
are located in the circuit as illustrated in Fig. 56.2. The coreless PCB transformer
works very well in MHz band and could be planned for that aim [9, 10]. Since the
converter switching operates in high frequency, the size of the filters become

Fig. 56.1 Formation of the suggested PCB transformer

Table 56.1 Transformer
geometrical factors

S. No Factors Value

1 No. of primary/secondary turns 24/24
2 Track division (mm) 0.4
3 Conductor width (mm) 0.6
4 Outermost diameter (mm) 36
5 Conductor height (lm) 35
6 Board thickness (mm) 1.6
7 Air space between two layers PCB (mm) 0.4
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decreased so that the proposed design is smaller comparing to the previous designs
in [9] and [10]. The filter capacitor has to be planned rooted in fly-back topology
situations like load current and allowable ripple magnitude. In this circuit, 10 lF
capacitor and 1 lF have located on input and output parts respectively. The output
capacitor of the MOSFET could be employed in soft switching conditions. In this
case, one small value of capacitor like 6 pF added to soft switching conditions.

56.4 Simulation and Experimental Results

For assessing the function and reactions of the suggested power converter, a
replica of power converter was planned by SIMetrix simulation software. In this
case, the planned fly-back DC/DC converter simulated and checked at nominal
input voltage of 32 V and a load resistance of 30 X. The output voltage (VO), the
gate-source voltage (Vg) provided for the MOSFET, the drain-source voltage
crosswise switch (Vd), and the mean current flowing through MOSFET (Im) at
2.3 MHz are graphically illustrated in details in Fig. 56.3. It shows the impact of
zero voltage switching (ZVS) condition on the output voltage (VO) and the mean
current flowing through MOSFET (Im). Besides, it is illustrated that the converter
output voltage is highest at a frequency of 2.3 MHz. In accordance with the
attained outcomes from simulation procedure, a sample of the suggested circuit is
made and checked. The converter energy efficiency is specified by (56.1) [10]:

Efficiency ¼ Pout

Pin
¼ V2

out=Rl

VinIin
ð56:1Þ

The energy efficiency of the converter in both soft and hard switched conditions
at a load resistance of 30 X in the dissimilar input voltage Vin (10–32 V) is

Fig. 56.2 The preferred fly-back DC/DC converter using coreless PCB step-down transformer
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illustrated in Fig. 56.4. In this case, the 50 % duty cycle is regarded. By using soft
switching techniques for example ZVS, the converter energy efficiency can be
developed. It is revealed that the energy efficiency power converter is uppermost at
nominal input voltage of 10 V and it has lessened at higher input voltages due to
the increased switching losses of the power converter.

56.5 Conclusions

The fly-back converter energy efficiency applying coreless PCB step-down
transformer is measured to be almost 78 % of the supposed input voltage of 10 V
at switching frequency of 700 kHz. At the utmost input voltage of 30 V, the output
power of the fly-back converter is roughly 1.24 W. It could be seen that the energy
efficiency is decreased at higher input voltages due to the increased switching
losses. In this case, the conduction losses, the gate power consumption and the

Fig. 56.3 Waveforms of Vo, Vg, Vd and Im of fly-back converter at 2.3 MHz

Fig. 56.4 Fly-back converter
energy efficiency for Vin

variations
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switching losses could be regarded as major losses. The results of the converter
using coreless PCB transformer shows high energy efficiency and a suitable power
quality for both output voltage and current. In addition, in this type of transformer,
the greater part of losses is linked with copper losses owing to no core existence.
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Chapter 57
Vector Control of Induction Motor Using
Neural Network

Azuwien Aida Bohari, Wahyu Mulyo Utomo, Zainal Alam Haron,
Nooradzianie Muhd. Zin, Sy Yi Sim and Roslina Mat Ariff

Abstract This paper deals with field oriented control of induction motor drive
system with an online neural network for speed control. The field oriented control
used to decoupling the flux and torque in order to get the performance as well as
direct current motor. The online neural network is designed to maintain the output
speed variation. To verify the effectiveness of the proposed method, a simulation
model was developed. The result shows that the performance of transient response
is improved in term of overshoot and settling time by using neural network field
oriented control system. It is concluded that neural network based field oriented
control schemes of induction motor drive is more effective to replace the con-
ventional proportional integral derivative based field oriented control technique.

Keywords Induction motor � Field oriented control � Neural network controller

57.1 Introduction

Induction motor (IM) operated in variable speed alternating current (AC) drives
with the employment of vector control (VC) method is expand in recent years to
achieve better performances set by direct current (DC) drives. In order to provide
good performance in dynamic response, decoupling between the torque and flux is
highly recommends. The translation of coordinate from the fixed references stator
frame to the frame of rotating synchronous is implied by the VC [1]. High dynamic
performance in IM can be achieved by means of field oriented control (FOC)
where it provides a suitable mathematical description of three phases IM.
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By applying the control techniques such as adaptive control [2], a good per-
formance can be achieved with parameter sensitive property. The neural network
(NN) has capability for tolerance, to miss data, to fault, and to carry out in noise
environment [3]. In order to identify and control nonlinear dynamic systems and
nonlinear parameter estimation, the use of NN has been proposed [4, 5]. The NN
model adapts to variation quickly in the nonlinear behavior of the system [6]. The
NN are excellent estimators in non-linear system because it does not use the
mathematical model of the system [7]. An estimation of the stator flux and trained
to map the nonlinear behavior of a rotor flux is performed on the proposed NN [8]
which presents robust neural controller and against parameter variation.

This study has been focus on developing the speed tracking control strategies in
order to obtain an approach on modeling of the IM drives system for vector control
purposes focusing on FOC. Intelligent controller which is NN controller are
implemented and the space vector pulse with modulation (SVPWM) is used to
generate pulse for switching three phase inverter to provide a higher voltage to the
motor with lower overshoot and settling time to improve the overall performance
of the motor.

57.2 Proposed NNFOC of IM Drive System

The controller is designed to compare between the references and the actual speed
of IM to generate signal of quadrature current so that the desired speed will be
reached. IM based proportional integral derivatives (PID) controller will be
compared with the neural network field oriented control (NNFOC) by varying the
speed reference. The block diagram of the proposed NNFOC of IM drive system is
shown in Fig. 57.1.

57.3 Structure of NNFOC

The input and output neuron number of the NN control system will be based on the
input signal and output signal numbers [9, 10]. In order to develop the NNFOC a
multilayer perception with certain structure was proposed as shown in Fig. 57.2.

The controller consists of input layer, hidden layer and output layer. Based on
number of the neuron in the layers, the NNFOC is defined as a 1-5-1 network
structure. The first neuron of the output layer is used as a torque reference signal
ða2

1 ¼ mf Þ: The connections weight parameter between jth and ith neuron at mth
layer is given by wm

ij , while bias parameter of this layer at ith neuron is given by
bm

i : Transfer function of the network at ith neuron in mth layer is defined by:
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nm
i ¼

X

Sm�1

j¼1

wm
ij a

m�1
j þ bm

i :z ð57:1Þ

The output function of neuron at mth layer is given by:

am
i ¼ f mðnm

i Þ ð57:2Þ

where f is activation function of the neuron. In this design the activation function
of the output layer is unity and for the hidden layer is a tangent hyperbolic function
given by:

f mðnm
i Þ ¼

2

1þ e�2nm
i
� 1: ð57:3Þ

PARK-1

I
M

SVPWM

d-q

-

Id

SLIP

P

IqNN CONTROLLER

-

CLARKEPARK

d-q

-

Fig. 57.1 The proposed NNFOC diagram
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Updating of the connection weight and bias parameters are given by:

wm
ij ðk þ 1Þ ¼ wm

ij ðkÞ � a
oFðkÞ
owm

ij

ð57:4Þ

bm
i ðk þ 1Þ ¼ bm

i ðkÞ � a
oFðkÞ
obm

i

ð57:5Þ

where k is sampling time, a is learning rate, and F performance index function of
the network.

57.4 Simulation and Results

Simulation was constructed to investigate the performance of NNFOC of IM. The
dynamic model of a three-phase IM, SVPWM and NN controller model have been
developed by using MATLAB/Simulink software in this section. The parameters
for the motor are 240 V, 50 Hz, Poles = 4, Rs = 0.3 X, Rr = 0.25 X,
Ls = 0.0415 H, Lr = 0.0412 H, Lm = 0.0403 H, and J = 0.1 kg-m2.

The effectiveness of the proposed NNFOC is verify with the comparison of
simulation results between conventional proportional integral derivative field
oriented control (PIDFOC) and NNFOC system. With the same speed and load
torque reference, the simulations of both methods are run simultaneously. Start-up
response from time 0–1 s are shown in Fig. 57.3.

Figure 57.3 shows the start-up response for IM drive system. The NNFOC have
a start-up response improved compared to PIDFOC system. The results show the
overshoot of transient response for NNFOC is reduce and improved the settling
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Fig. 57.3 Start-up response for PIDFOC and NNFOC controller
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time. The step-up response for both PIDFOC and NNFOC system is shown in
Fig. 57.4.

The improvement of the step-up response by great reduce in overshoot for
NNFOC as well as the settling time is shown in the result in Fig. 57.4. The
simulation testing is carry on by vary the speed reference from 110 to 100 rad/s
with a constant load is shown in Fig. 57.5.

Regarding to the Fig. 57.5 the settling time and the overshoot is also greatly
reduced by applying the proposed neural technique thus; improve the system
performance at the same time.
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Fig. 57.4 Step-up response for conventional PIDFOC and NNFOC controller
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57.5 Conclusion

This paper presents a comparative study on speed response of NNFOC and
PIDFOC system. The performances differences due to both NN and PID controller
were examined. Both controllers are tested for reference speed variation with
constant load. The results show that the performance of transient response is
improved in term of overshoot and settling time by using NNFOC system. It is
concluded that NN based FOC schemes of IM drive is more effective and, hence,
found to be a suitable replacement of the conventional PID controller. The
NNFOC of IM drive system that has been proposed is useful and able to improve
the performance.
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Chapter 58
Autonomous Dual Axis Solar Tracking
System Using Optical Sensor and Sun
Trajectory

Wong Yoong Wai Adrian, Vickneswari Durairajah
and Suresh Gobee

Abstract In our daily life, the need of energy increases each and every day.
However, the amount of natural resources on the earth is limited so this makes
renewable energy rapidly gaining importance as an energy resource. Solar power
is one of the most popular energy sources that available and can be converted into
electricity by using solar panels. For solar panels to produce maximum output
power, the incidence angle of the sunlight needs to be constantly perpendicular to
the solar panel. However, most of the solar panels that used by the users in
nowadays are in static direction. As the sun’s position changes, low output power
will be generated. In this paper, a two axis solar tracking system was proposed to
keeps the solar panel perpendicular to sunlight by using sunflower tracking and
path calculation modes. Additionally, a friendly graphic user interface (GUI)
system also has been built for monitoring the performance of the system. In order
to validate the design, a scaled down dual axis solar tracker was designed, built
and tested. As results, the built system had been calculated to have an energy gain
of 58.59 and 59.24 % compared to a stationary solar panel during sunny and
random weather condition respectively.

Keywords Two axis solar tracking system � Sunflower tracking mode � Path
calculation mode � GUI for monitoring the performance of the system
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58.1 Introduction

Electricity is an important energy source for human beings that live in 21st
century. Electrical generation is commonly provided by fossil fuels but the amount
of fossil fuels on the earth is limited and it is not environmental friendly so this
makes renewable energy rapidly gaining importance as an energy resource [1].
Solar power is one of the most popular and ideal renewable energy sources
because it is clean, unlimited, economical and universal. Solar energy can be
converted into direct current (DC) electrical energy through solar panel and the
amount of DC electrical energy that generated is directly proportional to the angle
and the intensity of the sunlight that falls on the panels [2]. In recent years, many
residential around the world started to use solar panels for electricity generation.
For the solar panels to produce maximum output power, the incidence angle of the
sunlight needs to be constantly perpendicular to the solar panel. However, most of
the solar panels in residence areas are mounts statically aligned on a roof and not
facing towards the sun perpendicularly throughout the day. As the sun’s position
changes, low output power will be generated by the solar panels [3]. Many
researches were conducted to increase the efficiency of solar panels and one of the
methods is by employing a tracking system. Generally, there are two fundamental
types of solar tracking systems. They are single axis and dual axis solar tracking
system. A dual axis tracker usually will be having higher efficiency compare to the
single axis tracker. This is because the dual axis tracker able to maintains the panel
surface to the optimal during the day to collect maximum energy from the sun [4].
Besides that, tracking control method that used in solar tracker can also be divided
into open loop and closed loop tracking. Both tracking methods will be having
their individual limitations. Therefore, in this paper, a two axis solar tracking
system was proposed to keeps the solar panel perpendicular to sunlight by using
sunflower tracking (Closed loop) and path calculation (Open loop) modes to
eliminate the limitations from previous conventional designs. In this presented
tracking system, the tracker is able to select different modes for operating in
different weather conditions to improve the tracking precision, the power gener-
ation efficiency of photovoltaic system and reduce the energy consumption of
tracking system. In sunny condition, sunflower tracking mode will be employed to
track the movement of sun by using optical sensors (positioning sensors). Mean-
while, in cloudy condition, path calculation mode will be used to track the sun.
Lastly, a hibernation mode will also be integrated in the tracking system and to be
used in sunless weather condition. Additionally, a monitoring system will also be
used to monitor the performance of the tracking system according to the weather
conditions. This paper will be structured as follows: In Sect. 58.2 the conceptual
development; In Sect. 58.3 hardware design of the tracking system; In Sect. 58.4
the solar tracking software designed for tracking and monitoring systems; In Sect.
58.5 testing of the design. In Sect. 58.6 the results of simulation experiments will
be analysed and In Sect. 58.7 is conclusion.
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58.2 Concept Development

58.2.1 Solar Tracking System

In order to improve the efficiency of the solar panel, a conceptual dual axis tracker
that contains of three modes which suitable for three different kinds of weather
condition were proposed. Figure 58.1 shows the block diagram of the proposed
conceptual tracking system.

The presented dual axis tracker is contains of sunflower tracking mode, path
calculation tracking mode and hibernation mode. At the beginning, the system will
determine the light intensity in the surrounded environment by using the intensity
sensor for selecting the appropriate tracking mode. In sunny day, sunflower
tracking mode will be selected and the positioning sensors will be used for sensing
the sun direction and directing the motors to the desired position. Meanwhile, path
calculation tracking mode will be selected in cloudy day. The rotation angles for
the motors to direct the solar panel to face the sun will be based on astronomical
formula. During sunless condition such as night and raining day, the system will be
hibernated. In addition, this system also contain of three different colour of LEDs
for representing the modes selection in different weather conditions and a LCD for
displaying the current real time and the rotation angles of both motors.

Fig. 58.1 Block diagram of solar tracking system
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58.2.2 Monitoring System

Besides that, another microcontroller is also been used in this system for data
collection purpose. This monitoring system (Graphic User Interface system) is
built for monitoring and collecting the voltage that generated by the solar panel
throughout the day. These resulted data will be used to calculate the efficiency of
the tracking system compared to a stationary solar panel. The block diagram of the
monitoring system is shown in Fig. 58.2.

58.3 System Hardware Design

In the real setup, a base with four legs is used as the main structure of the tracking
system which supports the weight of the upper portion of the tracker. Besides that,
a ‘‘Cross’’ shape of four quadrants structure as shown in Fig. 58.3 has been design
for the placement of positioning sensors (LDRs) to improve the tracking efficiency
in sunny condition. An LDR is a variable resistor whose output value changes with
the change of incident light intensity. When the incidence angle of the sun is
perpendicular to the positioning sensors, each sensor will be generating the same
amount of output voltage to cause the system to stop rotating because of the
sunlight is equally distributed on each sensor. When the sun moves, the distri-
bution of the sunlight on each sensor is changed and its output voltages will also
change accordingly too. Therefore, this principle has been utilised to position the
solar panel for facing the sun.

In this design, LDR’s WN ? EN and WS ? ES work as the altitude sensors
that track the sun in North-South direction. Meanwhile, LDR’s WN ? WS and
EN ? ES work as the azimuth sensors to track the sun in East–West direction.

Fig. 58.2 Block diagram of monitoring system

Fig. 58.3 Arrangement of
LDRs in four quadrants
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Therefore, it provides wider measurement range. The movement of the sun in the
directions of x-axis and y-axis shows the changes of sun azimuth and altitude
angles respectively. Furthermore, an intensity sensor was also mounted on top of a
side pole so the light intensity of the environment can be determined accurately
without affecting by shadows. In order to fully track the sun from sunrise to sunset,
a dual axis motion mechanism which consists of azimuth rotation axis perpen-
dicular to the horizon plane and altitude rotation axis which parallel to the horizon
plane has been employed. This solar tracker is design to rotate around the hori-
zontal axis from 0� to 180� for the East–West tracking of the sun and rotate around
the vertical axis from 0� to 90� for the North–South tracking of the sun. The 3D
mechanical design of the solar tracker is shown in Fig. 58.4.

Fig. 58.4 Mechanical design of solar tracker
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58.4 System Software Design

58.4.1 Solar Tracking Control System

Tracking control method involves of open loop and closed loop tracking. Open
loop tracking calculates the solar altitude angle and azimuth angle of the sun
position to track the sun. Meanwhile, closed loop tracking is using optical sensors
to track the sun according to illumination with high precision. In this proposed
system, the tracking system will be utilising only one tracking method each time
and the methods will be selected based on the sunlight intensity in the environment
by using an optical sensor (intensity sensor). According to the time, the system
also controls the tracker back to the reference position after sunset. The flowchart
of the solar tracking system is shown in Fig. 58.5.

The details of the presented dual axis solar tracking system are discussed
below:

Fig. 58.5 Flowchart of solar tracking system
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1. During sunny condition:

• Sunflower mode (closed loop tracking method) will be selected.
• This mode will be using four LDR sensors to track the movement of sun.

2. During cloudy condition:

• Path calculation mode (open loop tracking method) will be selected.
• This mode will be using real time clock and astronomical formula to cal-

culate the solar azimuth angle and altitude angle of the sun position to track
the sun [5].

• The sun position (altitude and azimuth angles) can be determine by using
Eqs. (58.1)–(58.3):

sin hz ¼ ðcos / � sindÞ þ ðcos / � cosd � cosxÞ ð58:1Þ

sin hA ¼
cos d sin x

cos hz
ð58:2Þ

d ¼ 23:45 sin
360
365

284þ Nð Þ
� �

ð58:3Þ

where:
hz Altitude angle of the system.
hA Azimuth angle of the system.
/ Latitude of the area.
x Hour angle (15�/h) where noon is 0�.
d Solar declination.
N Day of the year, where 1 is 1st of January.

3. During sunless/night condition:

• Hibernation mode will be selected.
• Both tracking modes are set to be in rest for saving energy.

58.4.2 Monitoring System

Besides that, a LabVIEW monitoring system (Graphic User Interface system) has
been built for monitoring and collecting the voltage that generated by the solar
panel throughout the day in this project. This system will be collecting one data in
each two second in real time into a table and then saved into text file. In addition,
the monitoring system also designs to plot the collected data (voltage and power)
for each day into graph to compare the performance of solar panel between sta-
tionary and design dual axis tracking system. The flowchart for the monitoring
system is shown in Fig. 58.6.
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In main display of the monitoring system, there is a ‘‘Start Recording Button’’
for user to begin data collection process. When the system starts to collect data, the
voltage that generate by the solar panel will be recorded. Current and power that
generated by the solar panel will be calculated by the system itself through the
collected voltage data with some electrical formulas. The collected voltage, cur-
rent and power data will be displayed in their individual real time graph. The data
collection process will be continued until a ‘‘Pause’’ button was press by the user.
The monitoring system also designs to plot the daily collected data (voltage and
power) which had been saved into a waveform graph and chart by pressing a
‘‘Plotting the entire collected data’’ button. The main display of the monitoring
system is shown in Fig. 58.7.

Fig. 58.6 Flowchart of monitoring system
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58.5 Testing of Design

The prototype of the solar tracking system will be tested in real life and output
voltage that generated by the solar panel will be collected by the monitoring system.
In addition, a stationary solar system also will be tested simultaneously under the
sun by placing the panel inclined according to the latitude angle 30�. Both systems
will be tested from morning 7 a.m. to evening 6 p.m. under two conditions which are
the sunny weather condition and random weather condition in Kuala Lumpur,
Malaysia. In sunny weather condition, optimum power that generated by both
systems can be analysed. Meanwhile, in random weather condition, the performance
of both systems under sunny, cloudy or sunless condition can be analysed. Finally,
these collected data can be used to plot the ‘‘Power’’ against ‘‘Time’’ graph for
comparing the efficiency between the tracking system and the stationary solar panel.

58.6 Experimental Results and Conclusion

58.6.1 During Sunny Weather Condition

The data of power which generated by the static solar panel and solar tracking system
is tabulated in Table 58.1. Besides that, the power characteristic curve of static solar
panel and solar tracking system is shown in Figs. 58.8 and 58.9 respectively.

Fig. 58.7 Main display of monitoring (GUI) system
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Based on the data in Table 58.1, the total power collection for stationary system
is 4.771438 W. Meanwhile, the total power collection for solar tracking system is
7.567153 W. The efficiency of the solar tracking system can be calculated by using
the Eq. (58.4):

Table 58.1 Power data for
stationary system and solar
tracking system for sunny
weather condition

Local time (H) Power (W)

Stationary
system

Solar tracking
system

7.00 a.m. 0 0
7.30 a.m. 0.000618 0.00061
8 00 a.m. 0.010387 0.02451
8.30 a.m. 0.031162 0.090162
9.00 a.m. 0.061456 0.209262
9.30 a.m. 0.168083 0.318218
10.00 a.m. 0.309867 0.399867
10.30 a.m. 0.409024 0.517391
11.00 a.m. 0.467391 0.528717
11.30 a.m. 0.51974 0.598717
12.00 p.m. 0.507198 0.629509
12.30 p.m. 0.508187 0.617063
1.00 p.m. 0.478367 0.581145
1.30 p.m. 0.418367 0.568735
2.00 p.m. 0.312648 0.523144
2.30 p.m. 0.244765 0.514377
3.00 p.m. 0.136213 0.433319
3.30 p.m. 0.075188 0.373175
4.00 p.m. 0.040586 0.294012
4.30 p.m. 0.033069 0.185331
5.00 p.m. 0.027125 0.083625
5.30 p.m. 0.007468 0.048777
6.00 p.m. 0.004529 0.027487
Total power collection 4.771438 7.567153

Fig. 58.8 Power characteristic curve of static solar panel for sunny weather condition
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E ¼ PowerTracking � PowerStationary

PowerStationary
� 100 %

¼ 7:567153� 4:771438
4:771438

� 100 %

¼ 58:59 %

ð58:4Þ

It seems that the efficiency of the solar tracking system is 58.59 % better than
the stationary system. Therefore, it can be concluded that the solar tracking system
is able to receive more sunlight and consequently generate more power as com-
pared to stationary system on sunny weather condition.

58.6.2 During Random Weather Condition

The data of power which generated by the static solar panel and solar tracking
system is tabulated in Table 58.2. Additionally, the power characteristic curve of
static solar panel and solar tracking system is shown in Figs. 58.10 and 58.11
respectively.

Based on the data in Table 58.2, the total power collection for stationary system
is 3.901788 W. Meanwhile, the total power collection for solar tracking system is
6.21319 W. The efficiency of the solar tracking system can be calculated by using
the Eq. (58.5):

E ¼ PowerTracking � PowerStationary

PowerStationary
� 100 %

¼ 6:21319� 3:901788
3:901788

� 100 %

¼ 59:24 %

ð58:5Þ

Fig. 58.9 Power characteristic curve of solar tracking system for sunny weather condition
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It seems that the efficiency of the solar tracking system is 59.24 % better than
the stationary system. Therefore, it can be concluded that the solar tracking system
is able to receive more sunlight and consequently generate more power as com-
pared to stationary system on random weather condition.

Table 58.2 Power data for
stationary system and solar
tracking system for random
weather condition

Local time (H) Power (W)

Stationary
system

Solar tracking
system

7.00 a.m. 0 0
7.30 a.m. 0.000648 0.000748
8 00 a.m. 0.01051 0.025887
8.30 a.m. 0.032608 0.086162
9.00 a.m. 0.020884 0.056888
9.30 a.m. 0.155218 0.289984
10.00 a.m. 0.236509 0.344867
10.30 a.m. 0.368289 0.449585
11.00 a.m. 0.437391 0.515064
11.30 a.m. 0.219695 0.35374
12.00 p.m. 0.485914 0.579509
12.30 p.m. 0.476187 0.57794
1.00 p.m. 0.449671 0.545096
1.30 p.m. 0.095343 0.207798
2.00 p.m. 0.324364 0.426648
2.30 p.m. 0.224377 0.484377
3.00 p.m. 0.164516 0.455327
3.30 p.m. 0.089388 0.327384
4.00 p.m. 0.053683 0.264012
4.30 p.m. 0.015894 0.077294
5.00 p.m. 0.027115 0.091625
5.30 p.m. 0.009467 0.046768
6.00 p.m. 0.004117 0.006487
Total power collection 3.901788 6.21319

Fig. 58.10 Power characteristic curve of static solar panel for random weather condition
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58.7 Conclusion

Based on the experimental results, the dual axis solar tracking is able to deliver a
maximal power from solar panel and having the best efficiency of conversion
compared to a static solar panel with fix inclination under the climatic and geo-
graphical conditions of the testing site. Additionally, it also proves that the
tracking system is characterized by the following advantages:

• The solar tracking system is able to follow the sun according to its movement
with two tracking modes.

• The tracking system plays an important role especially in the morning and
evening for generating power when the static solar panel hardly receive direct
sunlight.

Through experimental testing, the obtained results show that the designed solar
tracking system has approximate 60 % energy gain over a fixed solar panel setup
during sunny and random weather conditions assuming the solar panel mounted on
the solar tracker and the stationary solar system are a similar 1W panel. Therefore,
it can be concluded that the Autonomous Dual Axis Solar Tracking System using
Optical Sensor and Sun Trajectory built in this project shows apparent benefits
over the widely use stationary solar system. In addition, the designed system also
has wide suitability which can be applied in all types of solar panel for reducing
the overall cost of photovoltaic power generation system and setting up the
environmental protection economy society.
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Chapter 59
Image Acquisition System for Boiler
Header Inspection Robot

Dickson Neoh Tze How, Khairul Salleh Mohamed Sahari,
Adzly Anuar, Mohd Zafri Baharuddin,
Muhammad Fahmi Abdul Ghani and Mohd Azwan Aziz

Abstract This paper aims to present development of an image acquisition in the task
of power plant boiler header inspection. Among the content of this paper includes
hardware selection and software selection and integration of both systems to form a
complete image acquisition system. The real challenge behind the project is the
miniature scale of the robot that will be used to carry the image acquisition system
into the boiler header, since a boiler header entrance is normally only about 80 mm in
diameter. Hardware system needs to be small enough to fit into the boiler header
entrance. This paper also discusses the results from testing in Stesen Janakuasa
Sultan Ismail, Paka as a verification of the workability of the designed system.
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59.1 Introduction

In the world of autonomous robotics, guidance for mobile robots to ensure colli-
sion free travel path has become essential. Mobile robots need to have the capa-
bility to efficiently access the situation around to make critical decisions ensuring
its own survival. Visual image acquisition is one of the techniques used to acquire
and sense the environment of the mobile robot. Blais et al. [1] pointed out that
environment sensing serve five fundamentally important roles are collision
avoidance, detection of the limits of free space, position estimation, environment
description detection of unknown objects and scene identification. For the role of
environment description and scene identification, the visual image acquisition
system will be able to acquire the image and identify the image via image pro-
cessing whether or not the image acquired is the object or ‘scene’ that is expected
by the robot i.e. cracks on the boiler header wall.

For boiler header maintenance, it has also become a necessity for occasional
inspection to be carried out to maintain the condition of the boiler headers. Liu
et al. [2] pointed out that failures that occur in piping environment are affected by
static and dynamic factors. Static factors include pipe material, size, age, etc. while
dynamic factors pressure, humidity, etc. Newman and Jain defined the task of
inspection as follows: Inspection is the process of determining if a product deviates
from a given set of specifications [3].

This version of development is a continuation of the first stage development in
[4]. In [4], Sahari et al. had utilized the image acquisition device of a borescope.
The probe of the borescope is mounted on a robot that carries it into the boiler
header. The image is captured by an operator that controls the borescope while the
robot traverses deeper into the boiler header. The disadvantage of this method is
that the navigational and image acquisition system is not integrated, therefore; it
requires more operators to carry out the inspection process. Integrating both the
systems not only reduces the operators needed for the inspection process but also
eases the task of automating the inspection robot in upcoming developments.

59.2 Imaging Device Selection for Image Acquisition

Imaging device selection is the first step in constructing the image acquisition
system for the inspection robot. Before deciding on the camera module that will be
used, a study has been done on inspection robots and its camera modules. In [5],
Lim et al. who researches on indoor pipeline inspection robot utilizes a camera
module that consists of an analogue CMOS camera. The camera utilizes the
analogue composite signal for long distance transmission (15 m) of the images to a
PC. The camera resolution is 250,920 pixels. In [6], Suzumari and team utilize an
analogue CCD camera with resolution of 410,000 pixels. In [7], Ohya et al. utilizes
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analogue CCD camera with resolution of 380,000 pixels. The common point of
these inspection robots is that they all utilize analogue cameras with resolution
between 200,000 and 410,000 pixels.

Devices from various range and types are explored to ensure an accurate
selection of the imaging device. The two classes of camera are tested before
selecting the best candidate for the purpose of this project. The two classes of
camera are the analogue camera (Fig. 59.1) and digital camera (Fig. 59.2).

Table 59.1 shows the summary of the types of cameras and its basic specifi-
cation to undergo evaluation for camera selection for this project. The camera
module that is selected for this research project is the CMOS analogue spy camera.
The resolution of the camera is 480 9 640 pixels (307,200 pixels). The size of the
camera is 15 mm 9 15 mm 9 20 mm. The main reason behind the selection of
this imaging device is the size factor. This camera module offers the smallest size
among all the candidates.

From the literature review, it is concluded that the main advantage of digital
camera over their analog counterpart is the resolution. Digital cameras can provide
far greater resolution compared to analog cameras. The data are also packaged in a
digital format ready to be fed to a PC. However, digital cameras have a major
disadvantage in terms of the size. Analog cameras are packaged in sizes far smaller
than that of the digital cameras. Since the constraint of size is more crucial for this
development, the advantage of miniature size weighs over smaller resolution. The
subsequent chapters cover the integration of analog cameras with software in the PC.

Fig. 59.1 Types of analogue camera tested. a CMOS spy camera. b Vehicle reverse camera.
c Closed circuit television board level camera

Fig. 59.2 Types of digital camera tested. a USB snake camera with LED. b High definition web
camera. c High definition digital board level camera. d High definition network camera
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59.3 Image Acquisition Software and GUI

As for the software portion of the image acquisition system, C# programming
language is used as a platform to create a friendly Graphical User Interface (GUI)
for users to interact. The flexibility and universality of the C# programming lan-
guage enables developers of the image acquisition software to adopt various
libraries to acquire image from the camera hardware. The library that is being
utilized in this project is named as ‘‘Touchless Library’’. The library is adopted
because of the flexibility of open source programming. This library enables the
image to be viewed from the PC via the GUI. The library enables the user to view
the image from the camera hardware and to capture any frame if needed.

The best candidate selected for the application in the project is by utilizing the
analogue CMOS spy camera. The output of the analog camera is in video com-
posite signal. Therefore, there is a need of a hardware to digitize the analog signal
before channeling it into the PC. The solution of this task would be to use a USB
frame grabber. This device grabs the frame from the analog signal and converts it
into digital format and relays the picture through the USB port.

In the PC, a GUI is constructed for the convenience of viewing the camera live
feed and capturing the image in the boiler header. Figure 59.3 shows the screen
capture of the GUI that is constructed in the PC. As can be seen from the GUI the
camera’s view in the boiler header is visible from the PC for the purpose of
inspection and image acquisition.

Table 59.1 Camera type and basic specifications

Camera Type Resolution
(in pixels)

Size (in mm) Advantage Disadvantage

CMOS spy
camera

Analogue 307,200 15 9 15 9 20 Small in size Moderate
resolution

Vehicle reverse
camera

Analogue 250,920 30 9 30 9 42 Wide view angle Big in size

CCTV board
level camera

Analogue 307,200 40 9 40 9 30 Moderate resolution Big in size

USB snake
camera

Digital 307,200 20 9 20 9 40 Long cable for
transferring to
PC

Big in size

HD web camera Digital 921,600 50 9 30 9 30 Very high resolution Big in size
HD digital

board
level camera

Digital 9,000,000 65 9 40 9 25 Ultra high resolution Big in size

HD network
camera

Digital 1,251,936 29 9 29 9 55.5 Ultra high resolution Big in size
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Fig. 59.3 GUI in the PC for grabbing picture from the capture card

Fig. 59.4 Robot with the image acquisition system is tested on a real specimen of the boiler
header in SJSI to verify the results tested previously in the lab
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59.4 Results and Analysis

A series of tests have been carried out in the lab. A visit to the Stesen Janakuasa
Sultan Ismail (SJSI), Paka, Terengganu was also organized to proceed with
extensive testing and verification of the lab test results. In SJSI, a real specimen of
a boiler header is taken out of the power plant and placed in the lab for testing.
Figure 59.4 shows the robot mounted with the image acquisition system at the
SJSI testing lab.

Fig. 59.5 Comparison image showing the Field of View (FOV) as seen in the GUI and on the
actual robot

Fig. 59.6 Sample picture taken inside the actual boiler header indicating a possible defect in the
boiler header
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Images in the boiler header are taken as the robot moves along in the boiler
header. The aim of the image acquisition system is to acquire image from the
inside of the boiler header to inspect for any visible defects on the surface of the
boiler header wall. The series of pictures are visible from the GUI and are taken in
a circular sequence to get a 360� view of the boiler header pipe. The image
capturing in the pipe can be set to autonomous mode where the robot will take the
picture in circular sequence every 5 cm of robot movement in the pipe. This
method of image acquisition will ensure that every bit of the boiler header section
is taken and an analysis of the images can be done by expert to determine if there
are any defects in the boiler header. Figure 59.5 show the FOV as seen on the GUI
and robot.

Apart from that, an overall mapping of the boiler header can also be done by
combining the images that is taken in sequential manner into a strip of flatten
images. Figure 59.6 shows a sample of the picture taken in a boiler header indi-
cating a possible defect inside. Figure 59.7 shows a strip of images as combination
of a series of individual images. Also highlighted are possible defects on the boiler
header and test-rig.

59.5 Conclusion

This paper has presented briefly on a method of setting up an image acquisition
system for an inspection robot. The main challenges in setting up the system
includes the size constraint, clarity of image and the software to be used to tap the
frames from the image acquisition hardware. The test in SJSI, Paka proved to be a
successful test and further development of the robot is still being done to enable
the robot to operate autonomously with minimal human operators involved.

Fig. 59.7 Highlighted in the picture above includes the possible defect on the boiler header.
a shows the combined individual pictures taken inside the boiler header with possible defects
indication. b shows the combined images taken in the test-rig with inserted defects
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Currently the detection of flaws and defects in the boiler header is done post
inspection of the boiler header separately and requires the human expertise to
determine the possibilities of defects. Future development may include online
processing of the defects while the robot is still in inspection mode inside the
boiler header. Development may involve heavy image processing and algorithms
to identify and determine the defects in real time during inspection.
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Chapter 60
Some New Findings on Gauss–Seidel
Technique for Load Flow Analysis

Lea Tien Tay, Tze Hoe Foong and Janardan Nanda

Abstract In this paper, research is conducted using conventional Gauss–Seidel
(GS), GS with acceleration factor (AF), first iteration of Newton–Raphson (NR)
and followed by Gauss–Seidel (with and without acceleration factor) for load flow
(LF) solution on three IEEE test systems, i.e. IEEE-30 bus system, IEEE-57 bus
system and IEEE-118 bus system. Besides, GS with and without acceleration
factor were also tested on different loadings of these IEEE bus systems to ascertain
the robustness of the acceleration factors. The results are compared in terms of
number of iterations and computation time taken for convergence.

Keywords Power flow � Gauss–Seidel method � Newton–Raphson method �
Acceleration factor

60.1 Introduction

In today’s world, many aspects of the electrical power industry have to be taken
into consideration. This is due to the ever increasing power generation cost,
scarcity of energy resources available, environmental issues and also the growing
demand for electrical energy. This led to the necessity to produce and use elec-
tricity economically and wisely [1].
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Load flow studies have played an important role in power system analysis and
design throughout these years. They are highly essential for the optimized plan-
ning, operation and economic scheduling of power between the utilities [2].

In power flow analysis, the key is to determine the state variables of a system
i.e. the magnitude and phase angle of voltage at each bus. Once these variables are
determined, it is then possible to determine the real and reactive power flowing in
each transmission line [3]. A closed form solution for the load flow problem is
very difficult since it involves the solution of many non-linear algebraic equations
with constraints especially in a large system. Therefore, numerical methods that
make use of iterative techniques are used to approach these problems [1]. These
problems can be solved with the help of powerful computers available now.

There are many methods to solve a particular load flow problem [2]. The best
method that should be chosen to solve a particular problem depends on the size of
problems to be solved, availability of computing facility, and also the precision of
the desired solution [4–10].

60.2 Power Flow Overview

Power flow analysis is very crucial especially in the planning, expanding or design
stage of power system because it helps determine the addition of generator sites,
transmission line sites and also increment in load demand. It develops an operating
condition where the voltages of some particular buses are kept within a specified
tolerance level. It also determines the nodal voltage magnitudes and phase angles
that enable the computation of power injection at all buses and also power flows
through the transmission lines. The line flows can be computed and hence can be
made sure not to exceed its stability or thermal limits. This is important in order to
prevent damage to the system.

The aim of this paper is to solve load flow problems in four ways, i.e. using
conventional GS, conventional GS with acceleration factor, hybrid of first iteration
of NR at the beginning and followed by GS with and without acceleration factor
for convergence. The analysis is implemented using MATLAB program and
applied on three standard IEEE test systems, i.e. IEEE-30 bus system, IEEE-57 bus
system and IEEE-118 bus system. Besides, GS with and without acceleration
factors were tested on different loading of these IEEE test systems to explore the
robustness of the acceleration factor used for nominal loading for other credible
loadings of the systems. Such studies to the best of the author’s knowledge have
not been yet conducted. The results obtained are compared in terms of number of
iterations and computation time taken for convergence.
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60.3 Power Flow Analysis

The real and reactive power at bus i is given by

Ii ¼
Pi � jQi

V�i

Consider a large bus system, this equation can be rewritten to be

Pi � jQi

V�i
¼ Vi

X

n

j¼0

yij �
X

n

j¼1

yijVj j 6¼ i

where n is the total number of buses.
This is also known as the power flow equation and is the fundamental equation

in load flow analysis.
The MATLAB program was developed to simulate the results of conventional

GS, conventional GS with optimum acceleration factor, hybrid of first iteration of
NR and followed by GS and hybrid of first iteration of NR with GS including
optimum acceleration factor in solving load flow problems on three standard test
systems, i.e. IEEE-30 bus system, IEEE-57 bus system and IEEE-118 bus system
for their nominal loadings.

The voltage at each bus can be formulated by rearranging the power flow
equations shown earlier.

Vðkþ1Þ
i ¼

Psch

i �jQsch

i

V�k
i

�
P

j 6¼i YijV
ðkÞ
j

Yii

where Psch
i and Qsch

i are the net real and reactive powers in per unit. The real and
reactive power equations are expressed as follows:

P kþ1ð Þ
i ¼ Real fV� kð Þ

i ½V
kð Þ

i Yii þ
X

n

j¼1
j 6¼i

YijV
kð Þ

j �g j 6¼ i

Qðkþ1Þ
i ¼ �Imag fV� kð Þ

i ½V
kð Þ

i Yii þ
P

n

j¼1
j 6¼i

YijV
kð Þ

j �g j 6¼ i

For voltage-controlled buses, jVij is already specified, therefore only the

imaginary part of Vðkþ1Þ
i is retained and the real part is selected based on the

equation below:

ðeðkþ1Þ
i Þ2 þ ðfðkþ1Þ

i Þ2 ¼ jVij2

where ðeðkþ1Þ
i Þ and ðfðkþ1Þ

i Þ are the real and imaginary components of the voltage

Vðkþ1Þ
i in the iterative sequence.
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The reactive power of the buses must be kept within the reactive limits of the
generator capability. The iteration process is carried on until the specified toler-
ance level is met.

In order to improve the convergence rate of the method, acceleration factor (a)
can be added to the solution as shown in the following equation.

x kþ1ð Þ
i ¼ x kð Þ

i þ a x kþ1ð Þ
ical � x kð Þ

i

ffi �

Acceleration factors tried in the analysis are in the range of 1–1.8 with the
increment step of 0.001 to search for the best acceleration factor. Further, con-
ventional GS with and without acceleration factor were also applied on 30, 50, 75
and 125 % of nominal loading of the three standard test systems—IEEE-30 bus
system, IEEE-57 bus system and IEEE-118 bus test system. Different loadings are
used to test the robustness of the optimum acceleration factor evaluated for the
nominal loading condition. The results are compared in terms of number of iter-
ations and computation time taken for convergence. Computational time for ten
simulations was recorded and the average computational time was taken over these
ten values.

60.4 Results and Discussions

Table 60.1 presents the results on the computational time obtained for the three
test systems. From the results obtained, it is observed that the best method for all
three test systems is the GS method with optimum acceleration factor as it shows
the fastest computation time. As compared to the conventional GS method, the
introduction of the optimum acceleration factor drastically decreases the amount
of time taken for convergence. As the system size increases, this improvement
becomes more pronounced.

On the other hand, the hybrid method of performing an iteration of NR before
proceeding with GS method tends to increase the computation time. However, this
is not true for the 30 bus system as this method shows faster computation time as
compared to conventional GS. For all three cases, the introduction of acceleration
factor to this hybrid method shows improvement. Although not as good as the
Gauss–Seidel method with acceleration factor, this hybrid method is also another
good alternative approach as compared to the conventional Gauss–Seidel method.

Apart from that, it can also be observed in Fig. 60.1 that the computation time
for all the methods is proportional to the size of the system involved. As system
size increases, the computation time needed for convergence also increases. The
computation time needed for Newton–Raphson method increases with a bigger
extend compared to Gauss–Seidel method as the system bus size increases.
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The test system parameter is changed to a loading of 30, 50, 75 and 125 %. This
is to test the robustness of the acceleration factor (AF) selected using the con-
ventional GS method. Table 60.2 shows the results obtained on IEEE-30, IEEE-57
and IEEE-118 bus systems. For IEEE-30 bus system, the previously selected AF
for conventional GS method is 1.75 with 26 iterations. For all the different
loadings, the AF of 1.75 also yielded 26 iterations. For 30 and 50 % loading, the
least number of iterations possible is 23 with AF of 1.73 and 1.735, respectively.
For 75 % loading, the least number of iterations possible is 25 with AF of 1.73.
For 125 %, the AF is the same as 100 % loading. Therefore, it can be concluded
that the AF selected for conventional GS method is applicable for different loading
and will produce a result that is almost as good as possible.

Based on the previous analysis on IEEE-57 bus system, the selected AF for
conventional GS method is 1.715 with 43 iterations. For 30 % loading, AF of
1.715 required 40 iterations compared to 39 iterations with best AF of 1.72. For 50
and 75 % loading, GS with AF of 1.715 which is also the best AF, take 42 and 43
iterations. For 125 % loading, AF of 1.715 required 44 iterations compared 43
iterations with best AF of 1.72. As the number of iterations using AF of con-
ventional GS method does not differ much from their own best AF, the original AF

Table 60.1 Results of three test systems

Test systems GS NR GS Time (s)

IEEE-30 Bus GS 158 – – 0.08443
GS ? AF 1.75 26 – – 0.05188
NR ? GS – 1 38 0.07487
NR ? GS ? AF 1.7 – 1 16 0.06881

IEEE-57 Bus GS 218 – – 0.17068
GS ? AF 1.715 43 – – 0.07582
NR ? GS – 1 127 0.20273
NR ? GS ? AF 1.725 – 1 29 0.14773

IEEE-118 Bus GS 416 – – 0.85361
GS ? AF 1.84 69 – – 0.21642
NR ? GS – 1 315 0.94189
NR ? GS ? AF 1.85 – 1 59 0.49185
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Fig. 60.1 Comparison of
methods in computational
time
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is deemed to be robust for all cases of loading. Based on the previous results on
IEEE-118 bus system, the selected AF for conventional GS method is 1.84 which
required 69 iterations. For 30 % loading, AF of 1.84 requires 67 iterations com-
pared to 54 iterations with the best AF of 1.875. For 50 % loading, AF of 1.84
requires 69 iterations compared to 56 iterations with the best AF of 1.874. For
75 % loading, AF of 1.84 required 69 iterations compared to 62 iterations with the
best AF of 1.858. For 125 % loading, AF of 1.84 requires 86 iterations compared
to 76 iterations with the best AF of 1.815. As can be observed in the results in
Table 60.2, the best AF and original AF for each loading cases differ more
compared to the previous two test systems. However, the difference is still
acceptable and the original AF chosen is still applicable for different loading cases
as the computational time taken are very close.

60.5 Conclusion

The number of iterations for load flow solutions using Gauss–Seidel method
increases with the system size. Hybrid methods of combining the two conventional
methods of GS and NR do not show significant improvement over the GS method
and is therefore not appealing to the utilities.

The best possible method that can be concluded from this research is the
Gauss–Seidel method with optimum acceleration factor. It can also be concluded
that the optimum acceleration factor selected for the nominal loading condition
using conventional GS method holds good for different loadings.

Table 60.2 Summary of three IEEE bus systems with different loading

Loading % IEEE-30 bus system IEEE-57 bus system IEEE-118 bus system

AF N Time AF N Time AF N Time

100 W/out AF 158 0.084 W/out AF 218 0.171 W/out AF 416 0.854
AF 1.75 26 0.052 AF 1.715 43 0.076 AF 1.84 69 0.216

30 W/out AF 116 0.071 W/out AF 184 0.157 W/out AF 397 0.832
AF 1.75 26 0.049 AF 1.715 40 0.076 AF 1.84 67 0.210
AF 1.73 23 0.046 AF 1.72 39 0.075 AF 1.875 54 0.206

50 W/out AF 135 0.078 W/out AF 201 0.163 W/out AF 407 0.855
AF 1.75 26 0.049 AF 1.715 42 0.075 AF 1.84 69 0.214
AF 1.735 23 0.047 AF 1.715 42 0.075 AF 1.874 56 0.202

75 W/out AF 148 0.080 W/out AF 212 0.169 W/out AF 415 0.867
AF 1.75 26 0.049 AF 1.715 43 0.077 AF 1.84 69 0.213
AF 1.73 25 0.047 AF 1.715 43 0.077 AF 1.858 62 0.212

125 W/out AF 164 0.087 W/out AF 225 0.179 W/out AF 415 0.869
AF 1.75 26 0.049 AF 1.715 44 0.079 AF 1.84 86 0.253
AF 1.75 26 0.049 AF 1.72 43 0.079 AF 1.815 76 0.252

N Number of iterations
W/out without
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