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Preface

The electrical grid in the twenty-first century is experiencing major changes all over
the world in order to become smarter, cleaner, more efficient, and reliable. Among
different sources of renewable energy, wind and solar energy are gaining popularity
in most countries. Due to the variable nature of renewable energy sources, in terms
of power including real and reactive power, output voltage, and frequency, it is a
major challenging issue for the current power industry to integrate large-scale wind
and solar photovoltaic (PV) energy into the grid. There are over 69.68 GW of PV
and 250 GW of wind power generation installed worldwide. More than 200 PV
power plants have already been installed in the world, each of them generating an
output of more than 10 MW. In these plants, 34 are located in Spain and 26 in
Germany. The number of PV power plants will continue to rise. More than 250 PV
power plants will be installed for the next few years. The output power of today’s
wind generators has exceeded 7 MW. For example, since 2011 ENERCON has
been producing wind turbine E-126/7500 with a power capacity of 7.5 MW. Cur-
rently, Sway Turbine and Windtec Solutions are developing 10 MW wind turbine
generators, which are expected to be commercially available by 2015.

This book is intended to cover the technical and regulatory issues related to the
large-scale renewable power generation, transmission and distribution, storage,
and protection to form a smart grid with sustainable environment. A main
objective of the book is to show the relevance of large-scale renewable power
generation and the role that this emerging field of technology can play for the
transition toward a sustainable world. The latest developments and advances in
technology, materials, systems, and processes in energy generation, transmission
and distribution, energy storage, and protection are highlighted in this book.

The book is focused on different issues, such as generation, transmission and
distribution, storage, and protection. It presents the critical issues related to large-
scale renewable power generation, such as uncertainty modeling techniques, sta-
tistical characteristics of renewable sources, energy conversion efficiency, and
compact and lightweight generation systems. It also contains the development of
medium voltage converters for step-up-transformer-less direct grid integration of
renewable generation units, grid codes, and resiliency analysis for large-scale
renewable power generation, active power and frequency control, and HVDC
transmission. The emerging SMES technology for controlling and integrating
large-scale renewable power systems is also discussed. As the protection issues
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with large-scale distributed renewable power systems will be different compared to
the existing protection system for one-way power flow, this book will provide new
protection technique for renewable generators.

‘‘Taxonomy of Uncertainty Modeling Techniques in Renewable Energy System
Studies’’ of this book discusses different uncertainty modeling tools used for
renewable energy system studies and then the appropriate ones for renewable
energies are identified. The probabilistic modeling and statistical characteristics of
aggregated wind power in large electrical systems are discussed in ‘‘Probabilistic
Modeling and Statistical Characteristics of Aggregate Wind Power’’ and the con-
version efficiency improvement methodology for GaAs solar cells are presented in
‘‘Conversion Efficiency Improvement in GaAs Solar Cells.’’ ‘‘Emerging SMES
Technology into Energy Storage Systems and Smart Grid Applications’’ presents
the application of superconducting magnetic energy storage (SMES) in the energy
storage systems and the future smart grids. Different multilevel converter topolo-
gies with switching and control issues analyzed for their medium voltage appli-
cations are provided in ‘‘Multilevel Converters for Step-Up-Transformer-Less
Direct Integration of Renewable Generation Units with Medium Voltage Smart
Microgrids.’’ ‘‘A Review of Interconnection Rules for Large-Scale Renewable
Power Generation’’ presents a comprehensive study of the grid interconnection
rules set by various transmission system operators and regulators for large
renewable-based power plants. A complex network framework-based network
resiliency (percolation) analysis, for the future grid with large-scale renewable
energy, is presented in ‘‘Resiliency Analysis of Large-Scale Renewable Enriched
Power Grid: A Network Percolation-Based Approach.’’ The aims of ‘‘Frequency
Control and Inertial Response Schemes for the Future Power Networks’’ and
‘‘Active Power and Frequency Control Considering Large-Scale RES’’ are to
present the fundamental aspects about system frequency and active power control
for the power networks with low inertia renewable.

One of the important aspects of renewable energy integration is to analyze its
impact on power system reliability which is discussed in ‘‘Impact of Large
Penetration of Correlated Wind Generation on Power System Reliability’’ and
‘‘HVDC Transmission for Offshore Wind Farm’’ present an overview of different
topologies for grid integration of offshore wind farms. The protection schemes,
technical challenges, and difficulties for different wind generators are given in
‘‘Wind Farm Protection’’ and its impact on distance relay is discussed in ‘‘Wind
Power Plants and FACTS Devices Influence in the Performance of Distance
Relays.’’ Next the protection scheme of high voltage direct current (HVDC)
transmission systems for large-scale offshore wind farms is presented in
‘‘Protection Schemes for Meshed VSC-HVDC Transmission Systems for
Large-Scale Offshore Wind Farms.’’

As brushless doubly-fed reluctance generator (BDFRG) for large-scale grid-
connected wind turbines is a promising technology, its operation and control
strategy are addressed in ‘‘Control of Emerging Brushless Doubly-Fed Reluctance
Wind Turbine Generators’’ and an optimal energy management in energy hub for
intermittent wind power is presented in ‘‘Energy Hub Management with

viii Preface

http://dx.doi.org/10.1007/978-981-4585-30-9_1
http://dx.doi.org/10.1007/978-981-4585-30-9_1
http://dx.doi.org/10.1007/978-981-4585-30-9_2
http://dx.doi.org/10.1007/978-981-4585-30-9_2
http://dx.doi.org/10.1007/978-981-4585-30-9_3
http://dx.doi.org/10.1007/978-981-4585-30-9_4
http://dx.doi.org/10.1007/978-981-4585-30-9_4
http://dx.doi.org/10.1007/978-981-4585-30-9_5
http://dx.doi.org/10.1007/978-981-4585-30-9_5
http://dx.doi.org/10.1007/978-981-4585-30-9_5
http://dx.doi.org/10.1007/978-981-4585-30-9_6
http://dx.doi.org/10.1007/978-981-4585-30-9_6
http://dx.doi.org/10.1007/978-981-4585-30-9_7
http://dx.doi.org/10.1007/978-981-4585-30-9_7
http://dx.doi.org/10.1007/978-981-4585-30-9_8
http://dx.doi.org/10.1007/978-981-4585-30-9_8
http://dx.doi.org/10.1007/978-981-4585-30-9_9
http://dx.doi.org/10.1007/978-981-4585-30-9_10
http://dx.doi.org/10.1007/978-981-4585-30-9_10
http://dx.doi.org/10.1007/978-981-4585-30-9_11
http://dx.doi.org/10.1007/978-981-4585-30-9_12
http://dx.doi.org/10.1007/978-981-4585-30-9_13
http://dx.doi.org/10.1007/978-981-4585-30-9_13
http://dx.doi.org/10.1007/978-981-4585-30-9_13
http://dx.doi.org/10.1007/978-981-4585-30-9_14
http://dx.doi.org/10.1007/978-981-4585-30-9_14
http://dx.doi.org/10.1007/978-981-4585-30-9_15
http://dx.doi.org/10.1007/978-981-4585-30-9_15
http://dx.doi.org/10.1007/978-981-4585-30-9_16


Intermittent Wind Power.’’ Finally, ‘‘Adopting the IEC Common Information
Model to Enable Smart Grid Interoperability and Knowledge Representation
Processes’’ discusses the philosophy and processes underpinning smart grid
information interoperability to enable power utilities to build and control the
emerging smart grid and it elaborates upon how the common information model
fits within a standardized power system interoperability framework.
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Taxonomy of Uncertainty Modeling
Techniques in Renewable Energy System
Studies

Alireza Soroudi

Abstract With the introduction of new concepts in operation and planning of
power systems, decision making is becoming more critical than ever before. These
concepts include restructuring, smart grids, and the importance of environmental
concerns. The art of decision making is defined as choosing the best action among
available choices considering the constraints and input data of the problem.
Decision making is usually a complex task which becomes more sophisticated
when the input data of the problem are subject to uncertainty. This chapter presents
a critical review of the state-of-the-art uncertainty in handling tools for renewable
energy studies. Different uncertainty modeling tools are first introduced and then
the appropriate ones for renewable energies are identified. Then, each method is
implemented on a simple two-bus case study.

1 Introduction

Power system studies include a wide range of issues from short term (e.g. real-
time, hourly, daily, and weekly operating decisions) to long-term horizons (e.g.,
planning or policy making). The decision making process involves dealing with
uncertain input data especially in engineering systems. Due to the increasing
penetration level of renewable energy resources, like wind and solar power, the
uncertainty is increased in operation and investment decisions of various involved
entities. Different techniques have been developed to deal with uncertainties in
decision making. It is of interest to know the differences and similarities as well as
the application areas. In this chapter, a new standard classification of uncertainty
modeling techniques for renewable energy resource impact assessment under
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uncertainty is proposed. These methods are introduced and implemented and their
strengths and weaknesses demonstrated. The existing uncertainty modeling tech-
niques cover a wide range such as probabilistic approach [1, 2], possibilistic
approach [3], hybrid possibilistic-probabilistic approaches [4], information gap
decision theory [5], and robust optimization [6, 7] as shown in Fig. 1.

Among these methods, the probabilistic techniques are more appropriate for
impact assessment of renewable energies. The main reason for this fact is that the
output of renewable energy resources basically depends on the characteristics of
their primary energy resources such as solar radiation, wind speed, environmental
temperature, etc. The historic data of these parameters is usually available and they
can be modeled using a probability density function (PDF).

2 Probabilistic Approach

In this approach, a multivariate function, namely y, y = f(X) is available. X is a
vector containing the uncertain parameters of the form X ¼ fx1; x2; . . .; xng. It is
assumed that the PDF of X is known. The question is how to determine the PDF of
y? Three probabilistic uncertainty modeling techniques are described here as
follows:

Uncertainty

Modeling

Probabilistic 
models

Possibilistic
models

Robust 
optimization

Info gap 
decision 
theory

Interval 
arithmetic

Hybrid 
models

Fig. 1 Different uncertainty
handling tools

2 A. Soroudi



2.1 Monte Carlo Simulation

The Monte Carlo simulation (MCS) is an iterative method which is carried out as
the following steps [8]:
Step 1. Set MSC counter c = 1.
Step 2. Generate a sample for the vector X using the PDF of each component xi.
Step 3. Calculate yc assuming that X ¼ Xc as yc ¼ f ðXcÞ.

Step 4. Calculate the expected value of y, N(y) as N yð Þ ¼
P

c0 yc0

c .
Step 5. Calculate the variance of y, r(y) as r yð Þ ¼ N Y2

� �
� N2 Yð Þ:

Step 6. Stopping criteria is met? End, Else set counter c ¼ cþ 1 and go to
Step 2.

Step 7. End.

The stopping criteria can be defined in various ways such as maximum number
of MCS iterations, convergence of the expected value of y, etc.

• The strength of MCS method can be listed as follows:

– It is not needed to exactly know the f for calculating the y. The problem can be
solved as a black box which receives samples and gives an output for each.

– It also works well in non-differentiable and non-convex problems (complex
systems) as well as behavior problems.

– It supports all PDF types.
– It is intuitive and relatively easy to implement [9].
• The shortcomings of MCS method can be listed as follows:

– It is only applicable in problems that are described using a PDF.
– The computation burden is usually high since it is iterative and needs several

evaluations of function f.
– This technique is approximate [9].

There are some methods for reducing the computational burden of MCS like
Latin Hypercube Sampling (LHS) [10]. It is also applied in practical applications
such as power systems reliability analysis with renewable energy sources [11, 12],
probabilistic load flow [13, 14], evaluation of available load supply capability for
distribution system [15], and assessment of capacity factor of distributed wind
generation in microgrids [16].

2.2 Monte Carlo Simulation

The Point Estimate Method (PEM) is a strong technique which approximately
calculates the expected value and variance of y based on the PDF of xi. If there are
n uncertain parameters in vector X then this method performs 2n calculations to

Taxonomy of Uncertainty Modeling Techniques 3



obtain the N yð Þ and Nðy2Þ. The PEM is implemented through the following steps
[17, 18]:

Step 1. Set N yð Þ ¼ N y2ð Þ ¼ 0. and f = 1
Step 2. Determine the locations and probabilities of concentrations cf;i and pf;i,

respectively as follows:

cf;i ¼
1
2

M3ðxfÞ
r3

xf

þ ð�1Þiþ1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

nþ 1
2
ðM3ðxfÞ

r3
xf

Þ2
s

ð1Þ

pf;i ¼ ð�1Þi
cf;3�i

2n
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

nþ 1
2 ð

M3ðxfÞ
r3

xf

Þ2
r ð2Þ

where M3 xfð Þ is the third moment of parameter xf.
Step 3. Determine the concentration points xf;i, as given below.

xf;i ¼ lxi
þ cf;i � rxi ; i ¼ 1; 2 ð3Þ

where, lxi
and rxi are mean and standard deviation of xf, respectively.

X ¼ ½x1; x2; . . .; xf;i; . . .; xn�; i ¼ 1; 2 ð4Þ

Step 4. Calculate N Y2ð Þ;N2 Yð Þ using:

NðyÞ ¼ NðyÞ þ
X2

i¼1

pf;if ðx1; x2; . . .; xf;i; . . .; xnÞ ð5Þ

Nðy2Þ ¼ Nðy2Þ þ
X2

i¼1

pf;if
2ðx1; x2; . . .; xf;i; . . .; xnÞ ð6Þ

Step 5. f ¼ fþ 1 if f\n then go to Step 2; else continue
Step 6. Calculate the mean and the standard deviation as follows:

ly ¼ NðyÞ ð7Þ

ry ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Nðy2Þ�N2ðyÞ
q

ð8Þ

• The strength of PEM method can be listed as follows:

– It is a non-iterative, computationally efficient technique.
– It is simple and easy to implement.
– There is no convergence problem.
– It is applicable to problems with spatial correlation among multiple

uncertain input parameters [19].

4 A. Soroudi



• The shortcomings of PEM method can be listed as follows:

– It only gives the mean and standard deviation of the uncertain output
[20].

– No information about the shape of the PDF of the output is provided
[19].

– It gives more reliable answers for non-skewed PDFs [20].
– It is only applicable in problems which are described using a PDF.

This method is applied in various applications such as: Probabilistic power flow
[21, 22], probabilistic optimal power flow in electricity markets [23], and transfer
capability assessment [24].

2.3 Scenario-Based Decision Making

Usually the uncertain parameters have infinite uncountable realizations. However,
it is impossible to consider all these realizations. Instead, the realization space is
divided into countable finite sections (scenarios) with a specific weight (proba-
bility). To do this, a list of scenarios is generated using the PDF of each uncertain
parameter, X. The expected value of output variable, y, N(y) is calculated as
follows:

NðyÞ ¼ ps � f ðXsÞ ð9Þ

where
P

s
ps ¼ 1and psis the probability of scenario s.

• The strength of scenario-based decision making method can be listed as follows:

– It is computationally efficient and simple to implement.
– It converts the contentious space of uncertain environment into discrete finite

scenarios with a given probability.
• The shortcomings of scenario-based decision making method can be listed as

follows:

– It only gives the expected values of the uncertain output.
– The method is approximate.
– The model size tends to increase drastically with the number of considered

scenarios.
– It requires probabilistic inputs and does not support uncertain parameters which

are not described probabilistically.

This method is applied in various applications such as: Probabilistic determi-
nation of pilot points for zonal voltage control [25], stochastic scheduling for
simulation of wind-integrated power systems [26], and wind power impact
assessment [4].

Taxonomy of Uncertainty Modeling Techniques 5



3 Uncertainty Modeling of Wind Turbine Power
Generation and Load

In this section the common ways of modeling wind power and load uncertainty are
discussed.

3.1 Wind Turbine Power Generation Modeling

Suppose that the probability density function (PDF) of wind speed (v) is known in
the region under study and it is described as follows [4]:

PDFðvÞ ¼ 2v

c2
exp ð � ðv

c
Þ2Þ ð10Þ

The theoretical power obtained from wind at wind speed v depends on the air
density (q), radius of the rotor determining its swept area (R), power coefficient
(Cp), blade-pitch angle (b), and the tip-speed ratio (k) [27]. It is described as
follows:

PwðvÞ ¼ 1
2
qpR2Cpðk; bÞv3 ð11Þ

where Pw(v) is the power captured by the rotor of a wind turbine.
The producible power of wind turbine in wind speed v can be approximated by

a linear relation as described in (12).

PwðvÞ ¼

0 v� vc
in or v� vc

out

v�vc
in

vrated�vc
in

Pw
r vc

in� v� vrated

Pw
r vrated� v� vc

out

8
>><

>>:
ð12Þ

The approximate linear power curve of a wind turbine is depicted in Fig. 2.
This method of wind power generation uncertainty modeling is used for various
applications like DG impact assessment [4] and optimal multi-area generation
schedule considering renewable resources [28].

The formulation of power curve provided in (12) is the theoretical power curve.
In practice, the actual power curve (which relates the wind speed with the wind
turbine power generations) deviates from its theoretical value due to the following
reasons [29]:

• Wind speed measurement errors.
• Variations in air density which affects the output power.
• Yaw and pitch misalignments.
• Shading effects and wind obstacles caused by neighboring turbines.
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3.2 Probabilistic Modeling of Load

In this case, it is assumed that the historic data of load is in hand and it can be
modeled using probabilistic approach. The normal distribution is an appropriate
choice for modeling the load as shown in Fig. 3. The only necessary data for this
uncertainty modeling is the mean and variance of historic data. This method of
load uncertainty modeling is used for DG planning [30, 31], optimization of power
system operation [32].

3.3 Possibilistic Modeling of Load

The possibilistic modeling of uncertainty or fuzzy arithmetic refers to a model
developed by Zadeh in 1965 [33]. In this approach, a membership function is
assigned to each uncertain parameter ~X which describes the behavior and the
known data about it. The membership function defines the degree that the com-
ponent x belongs to fuzzy set~X. Recall the function ~y ¼ f ð~XÞ; if the membership
function of X, l(x) is known then what is the membership function of y, l(y)? One
of the common fuzzy membership functions is fuzzy trapezoidal number (FTN)
with a notation ~X ¼ ðxmin; xi

min; x
i
max; xmaxÞ as shown in Fig. 4. The membership

function of ~y is determined using the a-cut method as follows [34]. The a-cut of
parameter X is a set which contains all components x which belong to ~X with the
degree more than a as calculated in (13).

Xa ¼ x 2 ~XjlðxÞ� a
� ffl

ð13Þ

The a-cut of each uncertain parameter, xa
i , is determined using (13), then the a-

cut of y, ya, is calculated as follows:

Fig. 2 Power curve of a
wind turbine
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ya ¼ ðya;�yaÞ ð14Þ

ya ¼ min f ðXaÞ ð15Þ

�ya ¼ max f ðXaÞ ð16Þ

In other words, for each a-cut, the upper/lower bounds of ya are calculated.
After determination of membership function for y, it is sometimes necessary to
convert it into a real number. This procedure is called deffuzzification [35]. Dif-
ferent deffuzzification techniques exist such as centroid method [36], weighted
average deffuzzification technique, etc. The deffuzzified value of a given fuzzy
quantity, i.e. ~Y , is calculated as follows:

Y� ¼
R

lYðyÞ:ydy
R

ydy
ð17Þ

This method of load uncertainty modeling is used for power flow [37], DG
impact assessment [3].

Fig. 3 Stochastic model of
load

Fig. 4 Fuzzy model of load
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4 Simulation Results

The introduced approaches are implemented in GAMS [38] environment solved by
CONOPT solver running on an Intel� CoreTM2 Duo Processor T5300 (1.73 GHz)
PC with 1 GB RAM. In order to illustrate the concept of each introduced uncertainty
modeling method, a simple two-bus network is used as shown in Fig. 5. A load is fed
by a wind turbine (WT) and through a feeder with the impedance of Z ¼ Rþ jX Xð Þ.
The apparent power of load is L ¼ S � h ¼ SðcosðhÞ þ j cosðhÞÞ. It is assumed that
the magnitude of load (S) is uncertain. Another uncertain parameter is the power
generation of WT. The rated capacity of wind turbine is 0.1 pu.

The impedance of the line is Z\h ¼ 0:2667\1:0717 pu. The sending end
voltage is kept constant as E = 1.05 pu. The mean value of load is S = 0.2 pu
with cos(u) = 0.9 lag.

y ¼ f ðS;PwðvÞÞ ð18Þ

subject to:
(19)–(21)

P ¼ �PwðvÞ þ VE

Z
cosðhþ dÞ � V2

Z
cosðhÞ ð19Þ

Q ¼ VE

Z
sinðhþ dÞ � V2

Z
sinðhÞ ð20Þ

S ¼ Pþ jQ ð21Þ

P ¼ S cosðhÞ ð22Þ

Q ¼ S sinðhÞ ð23Þ

Ploss ¼ Pgrid � P ð24Þ

The function f can be defined based on the requirement of the decision maker. It
can be active losses, voltage magnitude at load bus, etc.

In case there is no uncertainty about the load value and assuming zero power
injection by WT, the problem is solved and the values of unknown variables are
found to be as follows: V = 1.006 pu, d = -0.029 Rad, Ploss ¼ 0:005 pu,
Pgrid ¼ 0:185 pu. The scale parameter of Rayleigh PDF for wind speed is 8,
respectively. The vc

in; vrated; v
c
out are 4, 14, 25 (m/s), respectively.

4.1 Monte Carlo Simulation

In this section, it is assumed that the wind generation is dependent on wind speed
as described in Sect. 3.1. The uncertainty of load is modeled probabilistically
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using a normal PDF as shown in Fig. 3. The mean value of load is S = 0.2 pu with
cos(u) = 0.9 lag. The variance of load is 1 % of its mean value. In this case, the
results are as follows:

NðPlossÞ ¼ 0:0038 pu; rðPlossÞ ¼ 1:9202� 10�6 pu; NðVÞ ¼ 1:0108 pu; rðVÞ
¼ 3:5841� 10�5 pu:

The stopping criteria is defined as the maximum number of iterations that
should not exceed 2000. This number chosen is arbitrary, however, it is a typical
choice for the maximum number of MCS iterations. It can be observed in Figs. 6
and 7 that the expected values of uncertain parameters are converged in iteration
1000.

4.2 Point Estimate Method

Using the PEM gives the NðPlossÞ ¼ 0:0037 pu rðPlossÞ ¼ 1:1319� 10�3 pu,
NðVÞ ¼ 1:0111 pu rðVÞ ¼ 4:5865� 10�3 pu.

4.3 Scenario Based

The probability that wind speed is in scenario s (v1;s� v� v2;s) is calculated as
follows:

ps ¼
Zv2;s

v1;s

2v

c2
exp ð � ðv

c
Þ2Þdv ð25Þ

vs ¼
v1;s þ v2;s

2
ð26Þ

Fig. 5 Simple two-bus illustrative network
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where v1;s; v2;s are the limits of wind speed’s interval in states. The generated
power of wind turbine in states is calculated using the obtained vs and (12). The
percentages of producible wind power in each scenario are given in Table 1.

In order to cover the whole wind speed variation range, 12 different scenarios
are considered in this study. The scenario s1 refers to the case where the wind
speed is more than vc

out or less than vc
in. The scenario s12 refers to the case where

the wind speed is between vrated and vc
out. The probabilities of these scenarios

occurring are calculated using (25). The scenarios s2–s11 are those considered for
the wind speed between vc

in and vrated. This interval is divided into ten scenarios.
The scenarios describing the load values and the associated probabilities are given
in Table 2.

Fig. 6 Convergence of
active losses in MCS

Fig. 7 Convergence of
voltage magnitude at
receiving end in MCS
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The combined set of scenarios as well as the corresponding loss and voltage are
given in Table 3. The expected values of active losses and voltage magnitude are
0.0041 and 1.0110 pu, respectively.

4.4 Hybrid Case

In this case, it is assumed that the PDF of wind speed is available, however, no
historic data is at hand for load values. This situation can be handled using the
fuzzy arithmetic and expert opinion regarding the membership function of load.
The expert gives the following trapezoidal fuzzy number for describing the nature
of uncertainty. S = (0.16, 0.18, 0.22, 0.25). Using the introduced technique in
Sects. 2.3 and 3.3, the problem described in (14) is solved for each scenario and
the components of output’s TFN are calculated. The FTN values of active loss and
voltage magnitude in different scenarios are given in Table 4. The expected fuzzy
membership function of active losses and voltage magnitude are shown in Figs. 8
and 9, respectively.

The crisp values of active loss and voltage magnitude are 0.0042 and 1.0105 pu,
respectively. In order to have a better understanding of the obtained results, the
expected values of active loss and voltage magnitude given by different methods

Table 1 Wind turbine available percentages of rated power in different scenarios

Scenario Pwð%Þ ps

S1 0 0.2059
S2 5 0.0661
S3 15 0.1123
S4 20 0.1037
S5 35 0.1122
S6 45 0.0912
S7 55 0.0773
S8 65 0.0501
S9 75 0.0451
S10 85 0.0326
S11 95 0.0250
S12 100 0.0784

Table 2 Normal PDF states for electric load

Scenario Mean value ps

S4 l� 2:5r 2.5
S3 l� 1:5r 13.8
S1 l 68.0
S2 lþ 1:5r 13.8
S5 lþ 2:5r 2.5
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Table 3 Values of load and wind power generation in different scenarios

S# Ploss V Pw S ps S# Ploss V Pw S ps

s1 0.0048 1.0076 0 0.1950 0.0051 s31 0.0027 1.0151 0.0550 0.1950 0.0019
s2 0.0049 1.0071 0 0.1970 0.0278 s32 0.0028 1.0147 0.0550 0.1970 0.0104
s3 0.0050 1.0064 0 0.2000 0.1400 s33 0.0029 1.0140 0.0550 0.2000 0.0526
s4 0.0052 1.0057 0 0.2030 0.0278 s34 0.0030 1.0133 0.0550 0.2030 0.0104
s5 0.0053 1.0053 0 0.2050 0.0051 s35 0.0031 1.0129 0.0550 0.2050 0.0019
s6 0.0046 1.0083 0.0050 0.1950 0.0017 s36 0.0024 1.0164 0.0650 0.1950 0.0013
s7 0.0047 1.0078 0.0050 0.1970 0.0089 s37 0.0025 1.0160 0.0650 0.1970 0.0068
s8 0.0048 1.0071 0.0050 0.2000 0.0449 s38 0.0026 1.0153 0.0650 0.2000 0.0341
s9 0.0050 1.0064 0.0050 0.2030 0.0089 s39 0.0027 1.0146 0.0650 0.2030 0.0068
s10 0.0051 1.0060 0.0050 0.2050 0.0017 s40 0.0028 1.0142 0.0650 0.2050 0.0013
s11 0.0041 1.0097 0.0150 0.1950 0.0028 s41 0.0021 1.0178 0.0750 0.1950 0.0011
s12 0.0042 1.0092 0.0150 0.1970 0.0152 s42 0.0022 1.0173 0.0750 0.1970 0.0061
s13 0.0044 1.0085 0.0150 0.2000 0.0764 s43 0.0023 1.0167 0.0750 0.2000 0.0307
s14 0.0045 1.0078 0.0150 0.2030 0.0152 s44 0.0024 1.0160 0.0750 0.2030 0.0061
s15 0.0046 1.0074 0.0150 0.2050 0.0028 s45 0.0025 1.0155 0.0750 0.2050 0.0011
s16 0.0039 1.0103 0.0200 0.1950 0.0026 s46 0.0019 1.0191 0.0850 0.1950 0.0008
s17 0.0040 1.0099 0.0200 0.1970 0.0140 s47 0.0020 1.0186 0.0850 0.1970 0.0044
s18 0.0042 1.0092 0.0200 0.2000 0.0705 s48 0.0020 1.0180 0.0850 0.2000 0.0222
s19 0.0043 1.0085 0.0200 0.2030 0.0140 s49 0.0021 1.0173 0.0850 0.2030 0.0044
s20 0.0044 1.0081 0.0200 0.2050 0.0026 s50 0.0022 1.0169 0.0850 0.2050 0.0008
s21 0.0034 1.0124 0.0350 0.1950 0.0028 s51 0.0017 1.0204 0.0950 0.1950 0.0006
s22 0.0034 1.0119 0.0350 0.1970 0.0151 s52 0.0017 1.0200 0.0950 0.1970 0.0034
s23 0.0036 1.0113 0.0350 0.2000 0.0763 s53 0.0018 1.0193 0.0950 0.2000 0.0171
s24 0.0037 1.0106 0.0350 0.2030 0.0151 s54 0.0019 1.0186 0.0950 0.2030 0.0034
s25 0.0038 1.0101 0.0350 0.2050 0.0028 s55 0.0020 1.0182 0.0950 0.2050 0.0006
s26 0.0030 1.0138 0.0450 0.1950 0.0023 s56 0.0016 1.0210 0.1000 0.1950 0.0020
s27 0.0031 1.0133 0.0450 0.1970 0.0123 s57 0.0016 1.0206 0.1000 0.1970 0.0106
s28 0.0032 1.0126 0.0450 0.2000 0.0620 s58 0.0017 1.0199 0.1000 0.2000 0.0533
s29 0.0033 1.0120 0.0450 0.2030 0.0123 s59 0.0018 1.0193 0.1000 0.2030 0.0106
s30 0.0034 1.0115 0.0450 0.2050 0.0023 s60 0.0019 1.0188 0.1000 0.2050 0.0020

Table 4 FTN values of active loss and voltage magnitude in different scenaarios

S# V Ploss

s1 0.9948 1.0018 1.0110 1.0155 0.0032 0.0040 0.0062 0.0081
s2 0.9955 1.0025 1.0117 1.0162 0.0030 0.0038 0.0059 0.0078
s3 0.9969 1.0039 1.0131 1.0176 0.0027 0.0035 0.0054 0.0072
s4 0.9976 1.0046 1.0137 1.0182 0.0025 0.0033 0.0052 0.0069
s5 0.9998 1.0067 1.0158 1.0202 0.0021 0.0028 0.0045 0.0061
s6 1.0012 1.0081 1.0171 1.0215 0.0018 0.0024 0.0041 0.0056
s7 1.0026 1.0095 1.0184 1.0229 0.0016 0.0022 0.0037 0.0052
s8 1.0040 1.0108 1.0198 1.0242 0.0014 0.0019 0.0034 0.0047
s9 1.0054 1.0122 1.0211 1.0255 0.0012 0.0017 0.0030 0.0043
s10 1.0067 1.0135 1.0224 1.0267 0.0010 0.0015 0.0027 0.0040
s11 1.0081 1.0149 1.0237 1.0280 0.0009 0.0013 0.0025 0.0036
s12 1.0088 1.0155 1.0243 1.0287 0.0008 0.0012 0.0023 0.0034
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are described in Table 5, although the case analyzed in hybrid method is inherently
different from the first three ones. In the first three stochastic cases, the value of
load was described using a probabilistic method. It did not hold for the hybrid
case. In this case, the load was described using a fuzzy membership function.
Obviously the computational burden of hybrid case is higher than scenario based
approach since it needs to run two optimizations in each a level. In this simulation,
just two a levels are considered (a = 0, 1) so four optimizations are needed to
obtain the final solution.

Fig. 8 Expected fuzzy
membership function of
active losses

Fig. 9 Expected fuzzy
membership function of
voltage magnitude
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5 Future Research

The following is a list of possible future studies that tangent this chapter:

• The possibility of uncertainty handling in hybrid modes (when different types of
uncertainties exist in problem) should be investigated.

• With the deregulation of the power system industry, the uncertainties of
renewable energies are not limited to their power generation output. The deci-
sions of the private sector regarding the investment are also subject to
uncertainty.

• The introduced stochastic uncertainty handling tools provide the possibility of
tradeoff for the decision maker between the accuracy and the high computational
performance.

• With the development of smart grid concepts, methods that will provide accu-
racy with low computational burden have to be developed. This would make the
decision maker enable to use them in real-time applications.

6 Conclusion

The taxonomy of uncertainty modeling of renewable energies is introduced in this
chapter. Three main stochastic methods including Monte Carlo simulation, point
estimate method, and scenario-based modeling are analyzed and implemented. The
simulation results showed that although Monte Carlo simulation is inherently an
iterative approximate model for handling the stochastic uncertainties, it is more
accurate than others. On the other hand, the computational burden of this method
is higher than the rest of them. This chapter also deals with situations where both
stochastic and possibilistic uncertainties exist in the problem. The applicability of
each model is demonstrated by applying it on a simple two-bus network.

Acknowledgments To my lovely, beautiful, and faithful wife, Soudeh Ziapour Razlighi. She
always comforts and consoles, never complains or interferes, asks nothing, and endures all.

Table 5 The expected values of active loss and voltage magnitude obtained by different methods

Method Voltage Ploss

MCS 1.0108 0.0038
PEM 1.0111 0.0037
Scenario based 1.0110 0.0041
Hybrid 1.0105 0.0042
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Probabilistic Modeling and Statistical
Characteristics of Aggregate Wind Power

H. Louie and J. M. Sloughter

Abstract The stochasticity of the electrical power output by wind turbines poses
special challenges to power system operation and planning. Increasing penetration
levels of wind and other weather-driven renewable resources exacerbate the
uncertainty and variability that must be managed. This chapter focuses on the
probabilistic modeling and statistical characteristics of aggregated wind power in
large electrical systems. The mathematical framework for probabilistic models—
accounting for geographic diversity and the smoothing effect—is developed, and
the selection and application of parametric models is discussed. Statistical char-
acteristics from several real systems with high levels of wind power penetration
are provided and analyzed.

Keywords Copulas � Correlation � Geographic diversity � Smoothing effect �
Wind generators � Wind power modeling

1 Introduction

Wind turbines are classified as weather-driven renewable resources due to the
dependency of their power output on local meteorological conditions [1]. These
conditions are inherently transient and often erratic. Consequently, the power
output by wind turbines—hereafter also simply referred to as ‘‘wind power’’—is
appropriately characterized as being variable and uncertain. Variability refers to
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the unintentional tendency for wind power to change—perhaps rapidly—from one
moment to the next, whereas uncertainty refers to the wide range of unknown
future values of wind power.

The stochasticity of wind power is a concern for system operators, as the legacy
electric grid was designed to be operated with primarily deterministic sources
[2, 3]. Although stochastic, wind power often exhibits identifiable patterns and
quantifiable statistical distributions, which can be modeled and exploited to better
manage the system. These models, whether mathematically formalized or tacitly
understood, have applications in several areas, including wind power forecast
systems, stochastic unit-commitment programs, risk analysis, and Monte Carlo-
based simulations for resource planning and research [4–6].

This chapter focuses on the aggregate system-wide wind power, rather than the
wind power from individual wind plants or turbines. We are motivated to take this
macro-level view because for many system operators it is the aggregate—not
individual—wind power that is of utmost concern. Our goal is to identify and
develop probabilistic models of aggregate wind power and analyze its statistical
characteristics. More specifically, we use parametric distributions—probability
density functions (pdf) and cumulative distribution functions (cdf)—to model the
instantaneous and moment-to-moment variations of aggregate wind power.

The remainder of this chapter is organized as follows. Section 2 describes the
general characteristics of aggregate wind power. Section 3 formulates an idealized
probabilistic model of wind power output from an individual wind plant. Aspects
of geographic diversity including correlation, dependency structures, and practical
considerations are discussed in Sect. 4, leading to probabilistic models for
instantaneous and moment-to-moment wind power variation in Sect. 5. Aggregate
wind power data from four large systems are analyzed and discussed in Sect. 6.
The concluding remarks are given in Sect. 7.

2 General Characteristics of Aggregate Wind Power

Aggregate wind power is defined as the sum of the real power delivered by all
wind plants in a system as measured at their point of interconnection with the grid.
We are concerned with both the instantaneous and moment-to-moment variations
of aggregate wind power. The statistical characteristics of instantaneous aggregate
wind power provide information about the uncertainty, whereas the statistical
characteristics of moment-to-moment variation of aggregate wind power provide
information about the variability. Rather than formulating models in the power
domain, it is more useful to do so in the normalized power domain. This facilitates
easier comparison and allows the models to be scaled to the desired capacity level,
increasing their applicability. The units in the normalized power domain are per-
unit (p.u.), where the normalization is done with respect to the total capacity of the
wind plants in the system.
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The characteristics of aggregate wind power are derived from—but different
than—the characteristics of wind power from individual wind plants. Aggregate
wind power is strongly influenced by the geographic diversity of the wind plants in
the system. Geographic diversity is a term describing the tendency for wind plants
in different wind regimes and separated by large distances to exhibit low corre-
lation in their instantaneous wind power and moment-to-moment variations.

Many aspects of geographic diversity have been widely explored in the liter-
ature [7–21]. All other things being equal, a system with high geographic diversity
has lower variability and uncertainty than one with low geographic diversity. The
reduction of variability caused by geographic diversity is also known as the
smoothing effect. The benefits of high geographic diversity include less frequent
occurrences of extremely high and low power output; less frequent ramp events;
and improved accuracy of wind power forecasts. The results are greater economy
and reliability, decreased reserve requirements, and more efficient commit-
ment and dispatch of generators [22].

2.1 Uncertainty of Aggregate Wind Power

We first consider the uncertainty characteristics of aggregate wind power. The
definition of uncertainty can be subjective, with several appropriate interpretations
possible, depending on the application or situation. For example, a system operator
may be concerned about the probability of extremely high or low aggregate wind
power. In this case uncertainty is best measured using quantiles. Another operator
may be interested in the general spread of potential values of aggregate wind
power, in which case the standard deviation is an appropriate measure. Rather than
strictly defining uncertainty, our approach is to recognize that the uncertainty
information of aggregate wind power is contained in its probability density
function, from which the quantiles, standard deviation, and other metrics of
uncertainty can be measured or computed.

The shape of the probability density function can be approximated by con-
structing an empirical histogram of instantaneous aggregate wind power. Figure 1a
shows a typical histogram of wind power from an individual wind plant and is
provided for comparison purposes. Figure 1b–d shows aggregate wind power from
three large systems. We will discuss the specific details of these systems and others
in greater detail in Sect. 6. For now it suffices to know that each system has over
4 GW of installed wind capacity—a considerable amount. The computed standard
deviation is provided with each plot. From inspection of Fig. 1, we make two
important observations: (1) the modality of the wind power from an individual
wind plant is different from that of wind power aggregated across a large system,
and (2) different systems exhibit different uncertainty characteristics.

By most measures, the system corresponding to Fig. 1b has higher uncertainty
than other systems. The standard deviation is greater than in other systems, and
there are more frequent occurrences of zero and near rated (1.0 p.u.) power
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production. These characteristics are similar to those of the individual wind plant,
and as such the system can be described as having low geographic diversity. The
wind plants in systems with low geographic diversity are often in close proxim-
ity—perhaps separated by 200 km or less—and are in the same or similar wind
regime. The Bonneville Power Administration (BPA) is an example of a system
with low geographic diversity.

The system corresponding to Fig. 1c exhibits less uncertainty than Fig. 1b. The
standard deviation and occurrences of low output are reduced, and the maximum
power output rarely exceeds 0.75 p.u. Figure 1d exhibits the lowest uncertainty of
the systems, which is characteristic of a system with appreciable geographic
diversity. Episodes of extremely low and high production are rare, and the standard
deviation is lower than the others. Systems with this level of geographic diversity
tend to have wind plants spread over very large territories. The Midwest ISO
(MISO) and PJM systems are examples of systems with higher geographic
diversity.

It is evident that there is no proto-typical histogram or probability density
function of instantaneous aggregate wind power, and so the uncertainty will vary
depending on system specifics—mainly the level of geographic diversity. Our
approach, therefore, is to seek a flexible multi-parametric model capable of rep-
resenting the commonly exhibited probability density function shapes by systems
with various levels of geographic diversity.

(a) (b)

(c) (d)

Fig. 1 Histograms of normalized wind power from an individual wind plant (a), and from large
systems (b–d) with standard deviation displayed. a Single wind plant, b Lower diversity,
c Medium diversity and d Higher diversity
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2.2 Variability of Aggregate Wind Power

Instantaneous wind power values provide us with information on uncertainty, but
we are also interested in wind power variability. The variability of wind power is
examined through the statistical characteristics of wind power variation. Wind
power variation is defined as the difference in instantaneous wind power at two
points in time, usually 1 h: DP t½ � ¼ P t½ � � P t � q½ � where DP is the variation of
wind power, t is the time, and q is the variation period. Similar to our approach
with uncertainty, the variability of aggregate wind power is assessed by consid-
ering the probability density function of DP, as well as its statistical characteristics
such as standard deviation and quantiles. We will see that variability in aggregate
wind power is strongly influenced by geographic diversity.

Figure 2 shows typical normalized hour-to-hour wind power variation in an
individual wind plant (a) and system (b) over a period of 1 year. Note that for
clarity the ordinate is logarithmically scaled. The trace for the individual wind
plant is much broader than for the system aggregate, indicating more frequent
extreme variability. Aggregation, therefore, tends to smooth wind power vari-
ability. In Fig. 2a, b, the nearly linear decrease in occurrences on the logarith-
mically scaled ordinate suggests that an appropriate parametric model will have an
exponential form. The slope of the decrease is influenced by the geographic
diversity of the system, as well as the variation period, with shorter periods having
steeper slopes.

In the above we have briefly described typical uncertainty and variability
characteristics of aggregate wind power. These characteristics depend on the
geographic diversity in a system, as well as the characteristics of the constituent
individual wind plants. Therefore in order to thoughtfully propose aggregate wind
power models, we must begin by modeling individual wind plants and then
establishing the mathematical framework for geographic diversity’s effect on
uncertainty and variability.

(a) (b)

Fig. 2 Normalized hourly variability in wind power from an individual wind plant (a) and
a large system (b) over the course of 1 year
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3 Individual Wind Plant Model

The characteristics of aggregate wind power—especially at low levels of geo-
graphic diversity—depend on the characteristics of the system’s constituent wind
plants. We first derive an analytic model of wind plant power output under ide-
alized conditions: that the wind speed follows a parametric probability density
function and the energy conversion process is deterministic, among other
assumptions. We conclude the section by considering non-idealities in wind plant
power production.

The power delivered by a wind plant Pi is the sum of the real power produced
by its constituent wind turbines, less collector system losses:

Pi ¼
XM

j¼1

PWT; j � PL; i ð1Þ

where M is the number of wind turbines in the wind plant, PWT, j is the real power
generated by the jth wind turbine and PL,i is the ith wind plant’s collector system
losses at the current operating state.

Although (1) appears straightforward, wind turbines are nonlinear energy
conversion devices whose power output is primarily dependent on wind speed,
which is a random variable. This implies that Pi will be stochastic, and that a
probabilistic model of Pi can be derived by transforming the probability density
function of the wind speed.

3.1 Probabilistic Wind Speed Model

Let ~v be a random variable representing the wind speed at a certain wind turbine
with corresponding probability density function fv ~vð Þ. The presence of the tilde
indicates that the variable is random. We can approximate fv ~vð Þ by the repeated
independent sampling of ~v. These samples can be binned into a histogram and
scaled to approximate fv ~vð Þ. Two typical, yet specific, scaled histograms of wind
speed are shown in Fig. 3.

Although histograms are helpful visual approximations of probability density
functions, it is often desirable to represent them using a parametric function. Let

f̂v ~v; hð Þ be the model of fv ~vð Þ with parameters arranged in the vector H. For the
sake of brevity, we will suppress H in all distributions hereafter, so that, for

example, f̂vð~vÞ represents the parametric model of fv ~vð Þ.
Returning to Fig. 3, we see that each histogram is asymmetric with a distinctly

positive skewness, indicating that high wind speeds are less frequent than low
wind speeds. These characteristics can be modeled using the three-parameter
Generalized Gamma distribution [23]. However, estimating the parameters of this
distribution can be difficult. Instead, the two-parameter Weibull distribution, which
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is a special case of the Generalized Gamma distribution, is commonly used. The
Weibull probability density function [24] is

f̂v ~vð Þ ¼ 0 ~v\0
k
k

~v
k

� �k�1
e� ~v=kð Þk ~v� 0

ffi

ð2Þ

where k and k are the shape and scale parameters, respectively. The parameters can be
estimated from sampled data using the maximum likelihood estimation (MLE)
method or the method of moments, though for the Weibull distribution these methods
can be mathematically cumbersome [25, 26]. Examples of Weibull distributions with
parameters estimated using MLE are shown as the solid traces in Fig. 3. In each case,
the parametric function is a reasonable approximation to the data.

The two-parameter Weibull model can often be simplified to a single parameter
model without appreciably sacrificing accuracy. For locations with wind regimes
suitable for wind plant development, the estimated shape parameter of the Weibull
distribution is often near 2.0. Therefore, the Weibull distribution can be reduced to
the Rayleigh distribution [24]. A useful feature of the Rayleigh distribution is that
its parameter can be estimated with the method of moments using only the mean of
the wind speed, which is sometimes the only quantity available.

3.2 Idealized Wind Turbine Power Curve

We next examine the effect of the wind turbine in shaping the wind power
probability density function. Wind turbines convert a portion of the kinetic energy
into a mass of moving air to electrical energy by way of electric generator. The
electrical power output by a wind turbine is computed from:

~PWT ¼
1
2

CpAq~v3 ð3Þ

(a) (b)

Fig. 3 Histograms of wind speed from two locations with fit Weibull probability density
functions. a wind speed distribution for location 1, b wind speed distribution for location 2
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where Cp is the dimensionless power coefficient, A is the area swept by the rotor
blades in m2, and q and ~v are the density and velocity of the air mass incident to the
wind turbine, in kg/m3 and m/s, respectively [27]. The power coefficient represents
the overall efficiency of the energy conversion process, which depends on turbine
design and operating state. If a constant Cp can be maintained, then the wind speed
and wind power are cubically related. Under low or high wind speed conditions the
wind turbine is operated such that Cp is zero, for reasons discussed later. Although
(3) is useful, a more common and illustrative way to show the relationship between
wind speed and wind turbine power output is with the power curve.

A power curve deterministically maps each wind speed to the corresponding
power output of a wind turbine. An example of an idealized power curve is shown
in Fig. 4. In general, there are four regions of operation.

3.2.1 Below Cut-in Wind Speed v\vcið Þ

At low wind speeds no electrical power is produced and Cp is zero. The power in
the wind is not enough to either overcome the friction of the drivetrain, or to result
in positive net power production. The threshold wind speed at which power
generation begins is known as the cut-in wind speed (vci).

3.2.2 Between Cut-in and Rated Wind Speed vci� v\vrð Þ

When the wind speed is between the cut-in and rated wind speed (vr), the wind
turbine generates power. In this region, the turbine is designed or controlled to
maximize Cp, and a nearly cubic wind speed-turbine power relationship is
observed. This relationship can be approximated as

PWT ¼ av3 � bPr ð4Þ

where a and b are coefficients and Pr is the rated power of the wind turbine [27].
The coefficients can be determined by enforcing Pr ¼ av3

r � bPr and 0 ¼
av3

ci � bPr and then numerically solving the resulting set of equations.

Fig. 4 Idealized power
curve of a 2.5 MW wind
turbine with cut-in speed of
2.5 m/s, rated wind speed of
3 m/s, and cut-out wind speed
of 25 m/s
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3.2.3 Between Rated and Cut-out Wind Speed vr � v\vcoð Þ

At wind speeds above rated and below cut-out (vco), the wind turbine is controlled
to maintain constant power production. As the wind speed increases over this
region constant power is maintained by reducing Cp through active pitch control or
passive stall design.

3.2.4 At and Above Cut-out Wind Speed vco� vð Þ

At excessively high wind speeds, the wind turbine is in danger of mechanical
failure. The turbine is aerodynamically slowed and stopped, and then mechanically
locked into place to prevent rotation. Cp is zero over this region.

The effect of the varying power coefficient can be implicitly accounted for by
expressing (3) as the piecewise function PWT = g(v), where g(v):

PWT ¼ g vð Þ ¼

0 v\vci

av3 � bPr vci� v\vr

Pr vr� v\vco

0 vco� v

8
>><

>>:
ð5Þ

As previously mentioned, the power curve in Fig. 4 and expressed as (5) are
idealized. Most utility-scale wind turbine manufacturers develop the power curve
for a particular wind turbine model under carefully controlled conditions according
to accepted standards [28]. Field performance of wind turbines can be inconsistent
and appreciably differ from the manufacturer-supplied power curve. These non-
idealities are discussed in detail in Sect. 3.4.

3.3 Idealized Wind Plant Model

A basic model of power from a wind plant is

~Pi ¼ M~PWT ¼ Mg ~vð Þ ð6Þ

where ~Pi is the total real power from the M wind turbines of wind plant i. This
model makes several assumptions, such as all wind turbines experience the same
wind speed and have the same power curve. We will discuss the reasonableness of
these assumptions in Sect. 3.4. However, for the following, we will assume that (6)
holds. Since ~Pi is a random variable, we can characterize it with a probability
density function or cumulative distribution function (cdf).

Let the cdf of the wind speed be Fv ~vð Þ and let the cdf of the wind power from
the wind plant be FP ~Pi

� �
. The cdf of the power from the wind plant is the

piecewise function:
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FP ~Pi

� �
¼

Fv vcið Þ þ 1� Fv vcoð Þ ~Pi ¼ 0

Fv g�1 ~Pi
�
M

ffl �ffl �
þ 1� Fv vcoð Þ 0\~Pi\MPr

1 ~Pi ¼ MPr

8
><

>:
ð7Þ

where g-1(PWT) is the inverse power curve.
We can see that this gives us the following probabilities:

Prf~Pi ¼ 0g ¼ Fv vcið Þ þ 1� Fv vcoð Þ
Prf0\~Pi\MPrg ¼ Fv vrð Þ � Fv vcið Þ

Prf~Pi ¼ MPrg ¼ Fv vcoð Þ � Fv vrð Þ
ð8Þ

As there is a measurable probability of wind power being exactly equal to either
0 or MPr, we do not have a purely continuous distribution function. We instead
have a mixed discrete/continuous distribution function.

Our pdf for wind power, then, will need to use the Dirac delta function dð�Þ to
address the probabilities of wind power being exactly equal to either 0 or MPr. For
all other values of wind power, we can calculate the pdf using the traditional
change-of-variables method. Using (5), the inverse power curve for the region
between 0 and MPr is

v ¼ g�1ðPWTÞ ¼
PWT þ bPr

a

� 	1=3
ð9Þ

The corresponding probability density function of wind power for this region is
found by taking the derivative of (7) with respect to ~Pi so that:

fP ~Pi

� �
¼

dFP ~Pi

� �

d~Pi
¼

dFv g�1 ~Pi
�
M

ffl �ffl �

d~Pi
¼

dFv g�1 ~Pi
�
M

ffl �ffl �

dg�1 ~Pi
�
M

ffl � �
dg�1 ~Pi

�
M

ffl �

d~Pi

¼ dFv ~vð Þ
d~v

�
dg�1 ~Pi

�
M

ffl �

d~Pi

ð10Þ

We note that dFv ~vð Þ
d~v

is just the pdf of the wind speed f̂v ~vð Þ evaluated at ~v ¼

g�1 ~Pi
�
M

ffl �
and that

dg�1 ~Pi
�
M

ffl �

d~Pi
¼

~Pi=MþbPr
a

0

@

1

A

�2=3

3aM
ð11Þ

For the specific case of a Weibull wind speed distribution (10) becomes:
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fp ~Pi

� �
¼ k

k

g�1 ~Pi
�
M

ffl �

k

0

@

1

A

k�1

e
�

g�1 ~Pi=M
� �

k

� 	k0

B
B
@

1

C
C
A

~Pi=MþbPr
a

0

@

1

A

�2=3

3aM
: ð12Þ

We now have closed-form algebraic expressions for the probability density
function of wind power when 0\~Pi\MPr.

Applying (6), the idealized individual wind plant model for a Weibull distri-
bution of wind speed is therefore:

fp ~Pi

� �
¼ k

k

g�1 ~Pi
�
M

ffl �

k

0

@

1

A

k�1

e
�

g�1 ~Pi=M
� �

k

� 	k0

B
B
@

1

C
C
A

~Pi=MþbPr
a

0

@

1

A

�2=3

3aM

þ Fv vcið Þ þ 1� Fv vcoð Þð Þd ~Pi

� �
þ Fv vcoð Þ � Fv vrð Þð Þd ~Pi �MPr

� �

ð13Þ

For 0� ~Pi�MPr, and 0 everywhere else. For a Rayleigh distribution of wind
speed:

fp ~Pi

� �
¼

g�1 ~Pi
�
M

ffl �

k2

0

@

1

Ae
�

g�1 ~Pi=M
� �2

2k2

� 	0

B
B
@

1

C
C
A

~Pi=MþbPr
a

0

@

1

A

�2=3

3aM

þ Fv vcið Þ þ 1� Fv vcoð Þð Þd ~Pi

� �
þ Fv vcoð Þ � Fv vrð Þð Þd ~Pi �MPr

� �

ð14Þ

again for 0� ~Pi�MPr, and 0 everywhere else.
The models of individual wind plant power output in (13) and (14) were ana-

lytically derived and are dependent only on a small number of wind speed and
power curve parameters. Figure 5 shows an example of the pdf and cdf of a wind
plant. We note that the pdf shown is similar in appearance to that of Fig. 1a, which
is reassuring. However, there are differences, particularly near rated power. Our
analytic model overestimates the probability of rated power production from the
wind plant. This discrepancy is an artifact of the idealized assumptions implied by
(6). Despite the differences the derived model has utility—it serves as a reasonable
starting point in the absence of additional data, and it allows for further analytic
manipulation, as we will see later.
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3.4 Non-idealized Wind Plant Modeling

The derived probability density functions in (14) and (15) are idealized models of
wind power under several assumptions implied by (6), including:

1. the collector system is lossless;
2. all wind turbines are in service;
3. the power curves are deterministic for each wind turbine;
4. the wind speed and air density are the same at each wind turbine.

The first and second assumptions allow the wind plant to reach 100 % rated
output. However, collector system losses are nonzero—usually between 1 and 5 %
[29]—and wind turbines are routinely taken out of service due to scheduled
maintenance or malfunction. A typical wind turbine requires regularly scheduled
maintenance at 6 month intervals, although online condition monitoring may yield
more optimal schedules [30]. Maintenance and malfunction-related outages can
last several hours or longer, with offshore wind turbines generally requiring longer
outages. For these reasons, a large wind plant may have one or more wind turbines
out of service at any given time. Although rated power is not achieved, occur-
rences of near rated power may be common, as shown in Fig. 1a.

The third assumption, while greatly simplifying the model, is not substantiated
by empirical data. Even after correcting for air density, power production strays
from the manufacturer-supplied power curve for several reasons, including:
dependency of power output on wind direction; forced curtailment; wind shear and
turbulence; manufacturing and installation defects; efficiency degradation over
time; and internal power consumption for control systems, lighting, pumps, and
other functions. These effects are illustrated by an empirical power curve. An
empirical power curve is constructed by plotting repeated in situ simultaneous
measurements of wind speed and wind power, as shown in Fig. 6. It is clear from
this figure that the idealized power curve model in (5) does not capture the true
in situ relationship between wind speed and wind power.

(a) (b)

Fig. 5 Analytic pdf (a) and cdf (b) of wind power from an individual wind plant with power
curve in Fig. 4 and a Rayleigh distribution of wind speed with scale parameter k = 5
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The fourth assumption implied by (6) is naïve, though often used. In reality,
wind turbines can be separated by several kilometres and installed in varying
terrain. The wind turbines almost never simultaneously experience the same wind
speed. In other words, there is geographic diversity within each wind plant that
must be accounted for. Over the years, several approaches to more realistically
account for non-idealities in power curves have been proposed [32–34]. Some
involve creating sub-groups of wind turbines, where each sub-group has its own
wind speed. Other methods involve creating data-driven wind plant power curves
using statistical methods. Provided they are well-defined, wind plant power curves
can be used in place of (5) to analytically derive a probabilistic model of wind
power using the same steps detailed in Sect. 3.3.

To summarize our progress, we started by identifying suitable parametric
probabilistic models of wind speed: Rayleigh or Weibull. We then developed pdfs
and cdfs for individual wind plant power output by transforming the wind speed
models using an idealized power curve, as in (13) and (14). This method can be
used to account for non-idealities using a wind plant power curve if desired. We
are now poised to consider the aggregate power production from a fleet of wind
plants in a common system. To do this, we must model the correlation and
dependency of wind power among the wind plants. In other words, we must model
the geographic diversity.

4 Geographic Diversity

The most important influencer of the uncertainty and variability of aggregate wind
power is the geographic diversity of the system. A system’s geographic diversity is
a reference to the general level of dependence between the wind power from its

Fig. 6 Empirical power
curve of a wind turbine
showing effects of non-
idealities � 2007 IEEE.
Reprinted, with permission,
from [31]
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constituent wind plants. Dependence is often quantified using a correlation coef-
ficient, with lower correlation generally resulting in decreased uncertainty and
variability. The goal of this section is to formulate the mathematic basis for this
phenomenon, discuss factors influencing correlation and dependency, as well as to
comment on practical considerations.

4.1 Theoretical Basis

Aggregate wind power can mathematically be represented as

~Pagg ¼
1
N

XN

i¼1

~Pi

Ci
ð15Þ

where ~Pagg is the normalized aggregate wind power, N is the number of wind
plants considered, and Ci and Pi are the capacity and real power delivered by the
ith wind plant.

Hereafter, subscripts are used to associate a variable with a specific wind plant,
so that xn pertains to the nth wind plant. We start with the idealized assumption
that the wind speed at each wind plant ~v1; . . .;~vN are independent random vari-
ables. Consequently, ~P1; . . .; ~PN will also be independent random variables, and
are therefore uncorrelated.

As a result of the assumption of independence, the probability distribution of
the aggregate power output is found through convolution and change-of-variables:

fPagg
~Pagg

� �
¼ N

XN

i¼1

Ci

 !

fP1
~P1
� �

� � � � � fPN
~PN

� �
ð16Þ

where * is the convolution operator.
By the Central Limit Theorem, as N increases fPagg

~Pagg

� �
will approach the

Gaussian distribution so that:

fPagg
~Pagg

� �
¼ 1

ragg

ffiffiffiffiffiffi
2p
p e

�
~Pagg�laggð Þ2

2r2
agg N ! inf ð17Þ

where lagg and ragg are the mean and standard deviation of fPagg
~Pagg

� �
. The

transformation of the probability density function to a Gaussian distribution
according to the Central Limit Theorem has important implications to the
uncertainty of aggregate wind power.
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4.2 Uncertainty and Variability Reduction

The normalized aggregate wind power’s statistical variance will decrease as more
wind plants are added to the system according to

r2
agg ¼

1
N2

XN

i¼1

r2
i ð18Þ

where r2
i is the variance of the normalized power output of the ith wind plant. The

decrease in variance causes the Gaussian distribution to contract, which can be
interpreted as a decrease in the uncertainty of the wind power.

The evolution of fPagg
~Pagg

� �
to a Gaussian distribution can be noticeable even

for small values of N. This is illustrated in Fig. 7 where fPagg
~Pagg

� �
for N = 2, 4, 6,

and 8 are plotted using numerical convolution based on the pdf in Fig. 5a and
assuming independence in power output. Note how the distribution contracts as
more wind plants are aggregated, resulting in decreased standard deviation and
decreased probability of extremely high or low power output. In other words, the
uncertainty decreases.

The effects of geographic diversity also apply to the moment-to-moment var-
iation in aggregate wind power: under the assumption of independence, as more
wind plants are aggregated the moment-to-moment variation approaches a
Gaussian distribution with decreasing variance.

(a) (b)

(c) (d)

Fig. 7 Probability density functions of normalized aggregate wind power for systems with 2 (a),
4 (b), 6 (c) and 8 (d) wind plants under assumption of independence
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The preceding derivation showed the mathematical mechanism by which
geographic diversity reduces uncertainty and variability in aggregate wind power.
Its foundation is the assumption that the wind speed (and power) at all N wind
plants are independent, and hence not correlated, but how realistic and restrictive
is this assumption? It is intuitive that a pair of wind plants in close proximity will
experience similar wind conditions. However, if they are separated by several
hundred kilometres, the same claim becomes unreasonable. In other words, wind
power tends to exhibit high spatial dependency of its correlation. It is these fea-
tures that ultimately determine the geographic diversity of a system.

4.3 Correlation of Instantaneous Wind Power

The dependency of two random variables can be quantified by correlation coef-
ficients. The correlation coefficient does not fully capture the underlying depen-
dency structure between the variables as the joint distribution would, but
nonetheless it is useful in quantifying the dependency. Among the most used
correlation coefficients are Pearson’s q and Kendall’s s. Pearson’s q measures
linear correlation, whereas Kendall’s s measures rank correlation [35]. There is no
compelling reason to believe that wind power would be linearly correlated, and it
has been argued that Kendall’s s is a more suitable metric for wind speed or power
[36]. Nonetheless, many studies to date have focused strictly on Pearson’s q.
Whichever metric is used, it is widely recognized that there exists a strong rela-
tionship between separation distance and correlation coefficient [10–16].

Empirical studies have shown that the relationship between separation distance
and correlation coefficient can be modeled as

s ¼ e�rds ð19Þ

where r is the so-called decay constant, s is the stretching coefficient, and d is the
distance between wind plants in kilometers [7, 16]. Figure 8 shows the computed
Kendall’s s for various randomly sampled wind plant pairings obtained from the
NREL Eastern Wind Integration Data Set [37]. Similar traces have been reported
for Pearson’s q [7, 14]. The solid trace is for hourly averaged data; the dashed
trace is for daily-averaged data. The decay and stretching coefficients for the
hourly averaged data are 0.0037 and 0.92, respectively; and 0.0096 and 0.81 for
the daily averaged data, respectively. In general, longer averaging periods result in
larger correlation coefficients. Zero correlation in wind power among wind plant
pairs does occur but is rare, and when it does occur it is usually at separation
distances greater than 1,000 km.

34 H. Louie and J. M. Sloughter



4.4 Correlation of Wind Power Variation

Geographic diversity tends to have more pronounced effect on the moment-to-
moment variation of wind power than on instantaneous wind power. Figure 9
shows the rank correlation coefficient for variation periods of 1 h (solid) and 6 h
(dashed) for the same 100 wind plant pairs that were considered in the previous
section. As before, an equation of the form of (19) suitably fits the data. The decay
and stretching coefficients are 0.108 and 0.532 for the hourly variation, and 0.029
and 0.692 for the 6-hourly variation, respectively. From Fig. 9, and in general,
longer variation periods tend to have higher correlation than short ones.

When compared to instantaneous power, the correlation coefficients of wind
power variations are smaller and decay faster with distance. Near-zero correlation
is exhibited at closer distances, around 750 km. The reduction of variation
(smoothing effect), therefore, is noticeable in many systems.

4.5 Other Factors Influencing Correlation

Correlation of wind power is not solely dependent on separation distance. Other
variables influencing correlation of wind power are:

• Terrain. Wind plants located close to each other but in different terrain may
experience different wind regimes, which may decrease correlation.

Fig. 8 Kendall’s s computed
for 100 samples with hourly
averaging (solid) and daily
averaging (dashed). Only the
data points for hourly
averaging are shown for the
sake of clarity

Fig. 9 Kendall’s s computed
for 100 samples of aggregate
wind power variation with
hourly variation periods
(solid) and 6-hourly variation
periods (dashed). Only the
data points for hourly
variation periods are shown
for the sake of clarity
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• Averaging and variation period. Shorter periods tend to exhibit less correlation.
Compare, for example, the solid and dashed lines in Figs. 8 and 9.

• Direction of the separation. For example, many North America wind plants with
East–West separation have greater correlation than those with North–South
separation [38].

• Number of wind turbines. Correlation between aggregate wind power in systems
tends to be higher than the correlation between wind plants of individual wind
turbines [16]. High frequency fluctuations tend to be uncorrelated and are fil-
tered by dispersed wind turbines.

It is also notable that the correlation coefficient itself may exhibit erratic var-
iation. Wind plant pairs may exhibit high correlation one day, and low correlation
the next [15, 18].

4.6 Wind Power Dependency Structures

The correlation coefficient, while useful in quantifying dependence, does not
provide sufficient information to construct the pdf of aggregate wind power from a
pair of wind plants. Rather, information on the dependency structure of the wind
power contained in the pair’s joint distribution is needed.

The dependency structure of wind power is best explained visually and by
considering the bi-variate case. Figure 10 shows typical, yet specific, contour plots
of joint probability density functions for four different wind plant pairs, each with
different rank correlation coefficients. The darker shading indicates greater density.
The marginal histograms are shown on the top and right side of each plot.

Inspecting Fig. 10 shows how rank correlation tends to influence the joint
distribution of wind power. At the lowest levels of correlation (Fig. 10a), mutually
high power output is rare. Mutually low power output does occur, but that is an
artifact of the marginal distributions having increased density at low power output.

At correlation levels in Fig. 10b—around 0.25—a concentration of higher
density appears in the area of mutually high power output, but the density at
mutually lower power remains. As correlation increases (Fig. 10c, d), the density
begins to align along the diagonal, with areas of increased density at the extremes.

The normalized power output from each wind plant pair can be summed to
examine the aggregate wind power in each of the four cases. The resulting his-
tograms of aggregate power are shown in Fig. 11. Note that the power has been re-
normalized by dividing the aggregate power by two, using a simplifying
assumption that the capacities of each wind plant are identical.

As can be expected from its near-zero correlation, Fig. 11a resembles a system
with higher geographic diversity. The standard deviation is lower than the others,
and there is decreased probability of extreme power output. As correlation
increases in Fig. 11b–d, so does the standard deviation and propensity for extreme
power output. In Fig. 11d, the histogram appears similar to that of an individual
wind plant, which is a signature of low geographic diversity.
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(a) (b)

(d)(c)

Fig. 10 Joint probability density function contours for wind plant pairs with increasing rank
correlation. Darker shading indicates greater density. a s = 0.01, b s = 0.25, c s = 0.52 and
d s = 0.76

(a) (b)

(c) (d)

Fig. 11 Histograms of aggregate wind power for increasing rank correlation coefficients.
a s = 0.01, b s = 0.25, c s = 0.52 and d s = 0.76
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Figure 11 also illustrates that the wind plants in a system do not need be
uncorrelated to realize the benefits of geographic diversity. Rather, uncertainty and
variability are decreased even if the wind plants exhibit higher correlation—
although not as noticeably as if the wind plants are uncorrelated.

4.7 Multivariate Models and Simulation

In the special case that aggregate and individual wind power need to be modeled or
simulated, a multivariate model is required. For example, a Monte Carlo simu-
lation can be performed by sampling from the joint distribution of the power from
the wind plants. However, a proper joint distribution model must be identified.

Returning to Fig. 10, we see that the joint distributions do not obviously con-
form to any common parametric functions, and are certainly not Gaussian. One
reason for this is that the marginal distributions add complexity to the overall
structure. It is possible to decouple the influence of the marginal distributions from
the joint by transforming the data from the wind power domain to the rank/uniform
domain by way of the cdf of the individual wind plants. The result is uniform
marginal distributions, with a joint distribution that is more amenable to para-
metric modeling. The resulting dependency structure can be modeled using cop-
ulas [39]. Though beyond the scope of this chapter, other works have shown that
Gumbel and Gaussian copulas are appropriate for multi-variate wind power
dependency modeling [40, 41]. The selection of a specific copula depends on the
number of wind plants and the desired rank correlation.

One method of Monte Carlo simulation of wind power using copulas is: (1)
identify the separation distances of the wind plants to be modeled; (2) using (19),
compute the corresponding rank correlation matrix; (3) select an appropriate multi-
variate copula to model the dependency structure, using the correlation coefficient
to determine the copula’s parameters; (4) randomly draw the desired number of
samples from the copula in the rank/uniform domain; (5) transform the samples to
the wind power domain using the inverse cdf of (7). See [40, 41] for additional
implementation details.

4.8 Practical Considerations

Geographic diversity can theoretically reduce uncertainty and variability of aggre-
gate wind power. However, in many systems, the perceived benefits of geographic
diversity have failed to materialize. There are four main reasons for this [16]:

1. In many electricity markets, the system-wide benefits of reduced uncertainty
and variability do not directly translate into gains for individual wind plants—
they do not have compelling economic reasons to seek geographic diversity.
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2. Wind plants tend to have greater capacities, resulting in high concentrations of
wind turbines.

3. There is limited access to suitable transmission limits the number of geo-
graphically diverse regions that can be interconnected.

4. There is only so much geographic diversity that can be had. In a given region,
as wind plants are added, the benefits of geographic diversity saturate. Addi-
tionally, large-scale forces such as insolation similarly influence very wide
areas (e.g., the continental United States).

In this section we have shown that geographic diversity, particularly in the
separation distance between wind plants, reduces dependency and correlation. This
in turn leads to a transformation of the probability density function of instanta-
neous and moment-to-moment variations in aggregate wind power toward a
Gaussian distribution, with decreased standard deviation, and hence less uncer-
tainty and variability. However, geographic diversity can and should not be viewed
as a panacea for eliminating variability and uncertainty. Wind plants exhibit sta-
tistically significant correlation at large separation distances, and there are several
practical reasons for geographic diversity not to occur. The prospects for vari-
ability reduction, however, are better as the correlation of wind power variability
rapidly decreases with separation distance.

5 Aggregate Wind Power Models

In many cases, especially in the absence of transmission congestion, we are less
concerned about the power from individual wind plants, and more concerned about
the aggregate wind power. In these cases, we need not model the individual wind
plants, and instead focus only on the aggregate wind power.

In this section we identify appropriate parametric models of the probability
density functions of aggregate instantaneous wind power and wind power varia-
tion. Parametric approximation has several advantages including: fewer data
points are needed to ‘‘fill out’’ the distribution; analytic calculations are more
tractable; and the model can be expressed with fewer pieces of information—
hopefully just one or two parameters.

5.1 Instantaneous Aggregate Wind Power Model

The shape of the histograms of aggregate wind power in Fig. 1 suggests that we
seek a model with two parameters—one controlling the shape at low wind power,
the other at high wind power.

One promising candidate is the Beta probability density function:
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f̂P ~Pagg

� �
¼

~Pa�1
agg � 1� ~Pagg

� �b�1

B a; bð Þ ð20Þ

where B(a, b) is the Beta function:

Bða; bÞ ¼
Z1

0

ua�1 � ð1� uÞb�1du ð21Þ

and a and b are shape parameters and u is the variable of integration. The domain
of the Beta pdf is [0, 1], thereby necessitating the use of normalized aggregate
wind power values. A wide range of shapes are possible by careful selection of a
and b, as shown in Fig. 12.

5.2 Beta Distribution Parameter Selection

An important advantage of using the Beta pdf to model aggregate wind power is
that its parameters lend themselves to meaningful interpretation [42]. Values of a
that are less than 1 indicate an increasing probability density of 0 or near-zero
power output; whereas a values greater than 1 indicate decreasing probability
density over this range. The b values have a similar interpretation. If b is greater

(a) (b)

(d)(c)

Fig. 12 Examples of Beta probability density functions with various a and b parameters
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than 1, then the probability density decreases toward full power output; whereas if
it is less than 1, there is increasing probability density.

In the absence of specific information, heuristic guides can be followed for
modeling aggregate wind power. For low diversity, a and b are both greater than 1;
for medium diversity a[ 1 and b\ 1; and for higher diversity a\ 1, b\ 1 or a
Gaussian distribution can be used. Specific values for the parameters can be
selected from estimations of the mean and variance.

The shape parameters are related to the mean as

l ¼ a
aþ b

ð22Þ

The mean wind power considered over a length of time is also known as the
capacity factor, which ranges between 20 and 40 % for most systems. Therefore
the ratio of a to b from 1:1.5 to 1:4 is reasonable. The parameters are related to the
variance as

r2 ¼ ab

aþ bð Þ2 aþ bþ 1ð Þ
ð23Þ

Typical variance values range from about 0.02 to 0.10.
The parameters of the Beta pdf can be estimated using the method of moments

according to

â ¼ l̂
l̂ 1� l̂ð Þ

r̂2
� 1

� 	

ð24Þ

b̂ ¼ 1� l̂ð Þ l̂ 1� l̂ð Þ
r̂2

� 1

� 	

ð25Þ

where l̂ and r̂2 are the sampled mean and variance of the wind power data. There

is no closed-form MLE of â and b̂, but numerical methods can be used to compute
them [43].

Traces of the Beta pdf with parameters fit using MLE to aggregate wind power
data from four large systems in different years are found in Figs. 13 and 14. In
each case the Beta pdf is able to reasonably approximate the data. A rigorous
evaluation of the fit of Beta distributions to aggregate wind power is found in [42].

5.3 Aggregate Wind Power Variation Model

Wind speed and wind power tend to exhibit large autocorrelation coefficients at
short time lags. As such D~P tends to be near-zero, with only rare occurrences of
extreme deviations. The trend is that of symmetric and exponential decay.
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(a) (b)

(c) (d)

Fig. 13 Normalized aggregate wind power histograms in 2012 with fit Beta probability density
functions. a BPA, b MISO, c PJM and d 50 Hz

(a) (b)

(c) (d)

Fig. 14 Normalized aggregate wind power histograms in 2008 with fit Beta probability density
functions. a BPA, b MISO, c PJM and d 50 Hz
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An appropriate distribution for these features is the Laplace distribution, also
known as the double exponential distribution. The Laplace pdf is

f̂D~Pagg
D~Pagg

� �
¼ 1

2b
e� D~Pagg�a=bj j ð26Þ

where D~Pagg is normalized aggregation power output variation and a and b are the
location and scale parameters, respectively. The scale parameter is an indicator of
the variability, where a larger scale parameter indicates greater variability.

5.4 Laplace Distribution Parameter Selection

The parameters of the Laplace distribution can be fit using MLE method where â is

equal to the sample median, which is usually zero, and b̂ is computed from

b̂ ¼ 1
N

XN

i¼1

D~Pagg;i � â
�
�

�
� ð27Þ

The scale parameter is generally between 0.015 and 0.04 for 1 h variation
periods. The scale parameter tends to increase with longer variation periods.
Traces of the Laplace pdf with parameters fit using MLE to hourly aggregate wind
power variation data are found in Figs. 15 and 16. In each case the Laplace pdf is

(a) (b)

(c) (d)

Fig. 15 Normalized aggregate wind power hourly variations in 2012 and fit Laplace probability
density functions. a BPA, b MISO, c PJM and d 50 Hz
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able to reasonably approximate the data. A rigorous evaluation of the fit of Laplace
distributions to aggregate wind power is found in [44].

5.5 Influence of Variation Period

An important factor influencing the pdf of wind power variation is the variation
period. As discussed in Sect. 4.4, the variation in wind power from wind plants
exhibits greater correlation as the variation period increases. Additionally, there is
also more time for the wind power to change, so there is greater potential for
extreme variation. Figure 17 shows histograms and fit Laplace pdfs for hourly and
4-hourly variation periods. It is clear that a longer variation period results in a
broader distribution, and hence, more variability that must be managed. The
Laplace distribution is able to reasonably fit the data at both variation periods
mainly by adjusting its scale parameter.

6 Statistical Characteristics of Aggregate Wind Power

It has only been within the last several years that aggregate wind power data sets
have been made widely available to the research community. In this section we
analyze several data sets with the goal of documenting and discussing statistical

(a) (b)

(c) (d)

Fig. 16 Normalized aggregate wind power hourly variations in 2008 and fit Laplace probability
density functions. a BPA, b MISO, c PJM and d 50 Hz
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characteristics of aggregate wind power, as well as seeking additional insight into
geographic diversity.

6.1 Data Set Descriptions

Four data sets of aggregate wind power are considered: Bonneville Power Adminis-
tration (BPA), Midwest ISO (MISO),PJM Interconnection (PJM),and50 Hz[45–48].
BPA’s territory is located in the Pacific Northwest of the United States, primarily in
Washington State and Oregon. MISO has territory in 12 states in the midwest of the
United States and in the Canadian province of Manitoba. PJM’s territory covers all or
partsof13states in theeasternportionof theU.S.50Hz’s territory is in thenorthernand
eastern portion of Germany. Each system has a large amount of wind plant capacity.

The data correspond to hourly averages for the years 2008 and 2012. The data
have been normalized to reported system-wide wind capacity. However, these
reports are infrequently issued. To overcome this, linear interpolation between
reporting dates was used. This inherently introduces some error in the analysis, and
so the reported statistics must be interpreted with this in mind. The capacities at
the start and end of 2008 and 2012 are provided in Table 1.

(a) (b)

Fig. 17 Normalized aggregate wind power variation histograms and fit Laplace distributions for
1-h (a) and 4-h variation periods (b)

Table 1 Data set descriptions

System 2008 start
capacity (MW)

2008 end
capacity (MW)

2012 start
capacity (MW)

2012 end
capacity (MW)

BPA 1,301 1,671 4,131 4,711
MISO 2,462 4,327 10,514 12,270
PJM 1,150 1,277 5,318 6,457
50 Hz 9,091 9,493 11,570 12,420
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6.2 Statistical Analysis of Uncertainty

Several statistical quantities of instantaneous aggregate wind power for each
system for 2012 and 2008 are provided in Tables 2 and 3, respectively. In addition
to the mean and standard deviation, several quantiles were computed, where, for
example, Q(50) refers to the median.

The mean values range between 0.18 and 0.33 p.u., and the standard deviation
ranges from 0.17 to 0.29 p.u. These typical ranges of mean and standard deviation
can be used to construct models of aggregate wind power, as discussed in
Sect. 5.2. The Q(99) quantiles indicates the magnitude of rare wind power events.
For example, for BPA in 2012, in 99 % of the hours the aggregate wind power was
less than or equal to 85 % of the rated capacity. This means that 1 % of year—
approximately 88 h—the power was greater than 0.85 p.u. For all systems, the
values corresponding to the 99 % quantile ranged between 0.68 and 0.88 p.u.
Extremely low values were common: the 10 % quantile is 0.08 p.u. or less in all
cases. In other words, in each system the power output is less than 8 % of rated
capacity for nearly 876 h each year. The relatively high frequency of low power
output has system-wide generation capacity implications. In general, the systems
have very different levels of uncertainty that must be managed by their operators.
By several measures, MISO, PJM, and 50 Hz have less uncertainty than BPA.

6.3 Statistical Analysis of Variability

The statistics for hour-to-hour variation for each system in 2012 and 2008 are
provided in Tables 4 and 5, respectively. The variations of aggregate wind power

Table 2 Instantaneous aggregate wind power statistical information for 2012

System Mean (p.u.) Standard
deviation (p.u.)

Q(1)
(p.u.)

Q(10)
(p.u.)

Q(20)
(p.u.)

Q(50)
(p.u.)

Q(80)
(p.u.)

Q(90)
(p.u.)

Q(99)
(p.u.)

BPA 0.26 0.26 0.00 0.01 0.02 0.16 0.52 0.68 0.85
MISO 0.31 0.19 0.02 0.08 0.13 0.28 0.51 0.58 0.72
PJM 0.25 0.17 0.01 0.05 0.09 0.21 0.39 0.50 0.68
50 Hz 0.18 0.17 0.00 0.02 0.04 0.12 0.28 0.41 0.78

Table 3 Instantaneous aggregate wind power statistical information for 2008

System Mean
(p.u.)

Standard
deviation (p.u.)

Q(1)
(p.u.)

Q(10)
(p.u.)

Q(20)
(p.u.)

Q(50)
(p.u.)

Q(80)
(p.u.)

Q(90)
(p.u.)

Q(99)
(p.u.)

BPA 0.32 0.29 0.00 0.01 0.03 0.25 0.64 0.76 0.88
MISO 0.30 0.19 0.02 0.08 0.12 0.27 0.49 0.58 0.71
PJM 0.33 0.22 0.01 0.07 0.12 0.30 0.53 0.64 0.89
50 Hz 0.20 0.20 0.01 0.03 0.05 0.13 0.35 0.52 0.80
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in large systems tend to be symmetric, with near-zero mean and median. In most
system, the variations are less than 0.06 p.u. in magnitude for over 80 % of the
hours. Extreme outliers corresponding to changes of 	 0:08 to 0.17 p.u. do occur,
but are rare. The standard deviations range from 0.024 to 0.054 p.u. In each
system, the variations are leptokurtic, indicating a higher occurrence of ‘‘tail
event’’ variations. In general, MISO, PJM, and 50 Hz have less variability than
BPA.

6.4 Effect of Capacity on Uncertainty and Variability

The effect of capacity and capacity increases on aggregate wind power uncertainty
and variability are often of interest as system operators anticipate and plan for
increased amounts of wind plants in their system. The specifics of how the
uncertainty and variability associated with aggregate wind power are related to
capacity depend on the build-out of the wind plants in the system, and are difficult
to analytically derive. However, based on the available data and past experience,
there are several general observations that can be made:

1. Systems with larger installed capacities do not necessarily exhibit less uncer-
tainty and variability in aggregate wind power than systems with smaller
capacities.

2. Additions of wind plant capacity to a system tend reduce uncertainty and
variability.

3. Within a given system, the benefits of geographic diversity can become satu-
rated and insensitive to increases in capacity.

Table 4 Aggregate wind power hourly variation for 2012

System Standard
deviation
(p.u.)

Kurtosis Q(1)
(p.u.)

Q(10)
(p.u.)

Q(20)
(p.u.)

Q(50)
(p.u.)

Q(80)
(p.u.)

Q(90)
(p.u.)

Q(99)
(p.u.)

BPA 0.048 7.0 -0.130 -0.053 -0.029 0.00 0.026 0.057 0.144
MISO 0.030 4.4 -0.79 -0.036 -0.022 0.00 0.021 0.036 0.083
PJM 0.032 28.2 -0.84 -0.035 -0.022 0.00 0.021 0.037 0.083
50 Hz 0.024 6.5 -0.66 -0.027 -0.015 0.00 0.014 0.027 0.072

Table 5 Instantaneous aggregate wind power hourly variation for 2008

System Standard
deviation
(p.u.)

Kurtosis Q(1)
(p.u.)

Q(10)
(p.u.)

Q(20)
(p.u.)

Q(50)
(p.u.)

Q(80)
(p.u.)

Q(90)
(p.u.)

Q(99)
(p.u.)

BPA 0.054 8.2 -0.138 -0.061 -0.034 0.00 0.030 0.061 0.167
MISO 0.034 5.0 -0.093 -0.041 -0.024 0.00 0.024 0.040 0.089
PJM 0.049 7.3 -0.128 -0.055 -0.032 0.00 0.031 0.055 0.131
50 Hz 0.026 7.0 -0.075 -0.027 -0.015 0.00 0.015 0.029 0.073
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As an example of the first observation, we compare the statistics of instantaneous
power in PJM and BPA. At the end of 2012, there was 4.7 GW of installed wind
capacity in BPA. At the end of 2008 in PJM there was 1.3 GW of installed wind
capacity. It would seem that BPA should have less uncertainty given its much
higher installed capacity and therefore greater opportunity for geographic diversity.
However, the standard deviation of PJM (0.22 p.u.) was less than that of BPA
(26 p.u.). BPA also generally exhibited more occurrences of extremely low and
high power production, as shown by the quantiles in Tables 2 and 3. A similar
example for variability can be made by comparing 2008 MISO data with 2008 BPA
data. These cases should not be misinterpreted as evidence that systems with higher
capacities of wind plants have greater uncertainty and variability than those with
lower capacities. Rather, they are simply examples that the contrary is not always
the case. The important concept is that different systems experience different build-
outs of wind plants—some lead to appreciable geographic diversity, others do not.

The second observation—that additions of wind plant capacity to a system tend
reduce uncertainty and variability—is observed by comparing the statistics of each
system in 2008–2012. In each system, the standard deviation of the instantaneous
power and power variation decreased from 2008 to 2012. The exception is MISO,
whose standard deviation of instantaneous power remained the same. Regardless,
the data support the general notion that wind plant capacity additions decrease
uncertainty and variability.

The final observation—that the benefits of uncertainty and variability reduction
can become saturated—is supported by examining the sensitivity of uncertainty and
variability to capacity addition. For BPA, PJM and 50 Hz, for every 1 GW of new
wind plant installations, the standard deviation of instantaneous wind power
decreased by just one percentage point, based upon year-end capacity values. For
MISO, the standard deviation did not change, despite an increase in 8 GW of wind
power. The quantiles in many systems also showed modest changes despite large
capacity additions. The modest effects of capacity additions on uncertainty can be
seen by inspecting Figs. 13 and 14. The histograms and approximated probability
density functions of the system do not appear appreciably different in 2012 than
they did in 2008, despite several thousand megawatts of wind plant installations in
each system. The histograms and probability density functions of variations in
Figs. 15 and 16, however, have more noticeable differences.

The sensitivity of variability to changes in capacity are mixed. The standard
deviation of wind power variability in BPA and PJM decreased by approximately
0.25 % point for each 1 GW of new capacity. A change in percentage point of this
magnitude is appreciable since the standard deviations of variation are all less than
6 %. However, both MISO and 50 Hz exhibited small changes to their standard
deviation between 2008 and 2012.
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7 Conclusions

Many power systems around the world now have total installed wind plant
capacities in excess of several gigawatts. System operators must manage the
inherent uncertainty and variability of the aggregate wind power in their systems
in order to maintain reliability and economic efficiency. The characteristics of
aggregate wind power can be quite different from individual wind plants,
depending on the level of geographic diversity in the system. Tools such as wind
power forecast systems, stochastic unit commitment, and resource planning
require reasonable and practical probabilistic models of aggregate wind power and
wind power variation as inputs.

This chapter demonstrated that the uncertainty and variability exhibited by
aggregate wind power can be reasonably represented using parsimonious para-
metric models. More specifically, the two-parameter Beta distribution is well
suited for modeling instantaneous aggregate wind power and the two-parameter
Laplace distribution is well suited for modeling moment-to-moment variation.

Several aspects of geographic diversity were explored. Among the main con-
clusions are that geographic diversity should not be viewed as a panacea for the
challenges of wind integration. Reduction in variability—the smoothing effect—is
noticeable, but reduction in uncertainty requires exceedingly large geographic
areas. Appreciable correlation of instantaneous power amongst wind plants can
exist at distances approaching 1,000 km. Clustering and other practical consid-
erations also limit the amount of geographic diversity that occurs in many systems.
Analysis of several systems showed that the effects of geographic diversity, par-
ticularly on uncertainty, saturate when installations of wind plants reach several
gigawatts in total.
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Conversion Efficiency Improvement
in GaAs Solar Cells

Narottam K. Das and Syed M. Islam

Abstract The finite-difference time domain (FDTD) tool is used to simulate the
reflection losses of subwavelength grating (SWG) structure in GaAs solar cells.
The SWG structures act as an excellent alternative antireflective (AR) coating due
to its capacity to reduce the reflection losses in GaAs solar cells. The SWG
structures allow the gradual change in refractive index that confirms an excellent
AR coating and light trapping properties, when compared with the planar thin film
structures. The nanorod (nano-grating) structure acts as a single layer AR coating,
whereas the triangular (conical or perfect cone) and parabolic (i.e., trapezoidal or
truncated cone) shaped nano-grating structures act as a multilayer AR coating. The
simulation results show that the reflection loss of triangular (conical or perfect
cone) shaped nano-grating structure having a 300 nm grating height and an
830 nm period is *2 %, which is about 28 % less than that of flat type substrates.
The simulated results show that the light reflection of a rectangular shaped grating
structure is *30 %, however, the light reflection becomes *2 % for a triangular
(conical or perfect cone) shaped nano-grating structure, because the refractive
index changes gradually in several steps and reduces the reflection losses. It is also
noticed that the intermediate structures (trapezoidal and parabolic shaped), the
light reflection loss is lower than the rectangular shaped nano-grating structure but
higher than the triangular shaped nano-grating structure. The simulated results
confirm that the reduction of light reflection losses in GaAs solar cell will increase
the conversion efficiency. Therefore, this analysis confirmed that the triangular
(i.e., perfect cone or conical) shaped nano-grating structures are an excellent
alternative AR coating for the improvement of conversion efficiency in GaAs solar
cells.
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1 Introduction

1.1 Background of Solar Energy

The World Bank statistics displayed a number for the global population which
reaches almost 7 billion human lives by the end of 2011 [1]. This huge number of
the human race strongly influences energy consumption on a daily basis. The
International Energy Agency (IEA) recorded consumer energy usage on 2010 as
535 ExaJoule (1 eJ = 1018 J) and this number will keep increasing as time goes by
[2]. However, more than 80 % of that energy has already been extracted from
limited sources, such as coal, natural oil, and natural gas. If this continues,
extinction and even disappearance of some resources may be faced in the short
term. To avoid this critical condition, renewable energy sources such as solar cells
(i.e., solar energy) need to be developed and to assist in providing energy for the
demand of the world community.

The creation of the universe is such that all the planets revolve around the sun
which is at the center. Rotation of each planet makes it possible for the sun’s
coverage in almost all regions daily every year. The Earth, the planet where human
beings live, receives 89 petaWatts (PW) of solar radiation through its atmosphere.
In total, up to 3,850,000 eJ sun heat absorbed by clouds, oceans, and lands per
year. This irradiation is extremely big compared to the global energy consumption
[3, 4]. Thus, the sun is one of the best sources of new energy (i.e., solar cells or
energy) source because of its availability and unlimited source.

Therefore, in this modern technology era, people should maximize the avail-
ability of renewable energy in order to fulfill their demand for electricity which
keeps increasing. Photovoltaic (PV) system is a device that can convert sunlight as
renewable energy into DC voltage. This system is then connected with an inverter,
so the generated DC electricity is transformed into AC source and is applicable for
household usage. With the aid of solar cells, there is high possibility of decrement
in the demand on fossil fuels as energy sources.

Nevertheless, the performance of solar cell these days is still far from satis-
factory. Despite its high initial cost, electrical energy generation depends highly on
the surrounding situation. The most common condition is during cloudy days, the
cell will produce less power compared to when the sun is shining bright. The
installation place of the PV module is also a consideration as there are four seasons
in a country and therefore is tendency for temperature variation. It can be lower
than 0 �C during the winter and may be more than 35 �C during the summer.
Compared to a tropical country with an average temperature of 30 �C throughout
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the year, these varying seasons may decrease the cell performance, because it
cannot reach its maximum power point.

There are several problems also with the PV cell itself. Because semiconductor
is used as the main element of a solar cell, it can be chosen from many different
materials. Nowadays, silicon is one of the most popular semiconductors because of
its wide availability, making it cheaper to construct and produce. However, effi-
ciency of the silicon solar cell is considerably low compared to Gallium Arsenide
(GaAs) and others. The assembly process of the module itself can affect the
performance of the device. Any manufacturer defect may create losses of energy
through cells junction and dropped to earth connection.

Because of that, solar cell efficiency is required to be improved in terms of its
conversion efficiency to make use of plentiful solar energy. This chapter is focused
on how to optimize the cell performance, so that it can convert more sunlight into
useable energy. The improvement focuses on the design of each cell and devices
that might help instruct better final results. In this way, new methods on manu-
facturing solar cell is available to produce ample solar energy in the future for the
next generation.

In history, solar energy has been defined as the radiant light and heat emitted by
the sun. The PV effect was discovered approximately 173 years ago since the
understanding of the PV effect by Becquerel. Hence, solar energy can be converted
into electrical energy by the use of such PV panels.

The global population is increasing significantly every year, and in proportion
of this situation, the request for electrical energy has increased greatly. The data
from World Bank shows that the global electricity consumption has increased by
around 40 % per capita over the past 40 years [1]. In order to satisfy the global
high demand, natural resources such as oil, gas, coal, and others are used by the
chemical power industry leaving most of the existing world assets in a critical
condition. Therefore, renewable energy is crucial to take part in terms of covering
the electrical energy consumption. The sun has the greatest contribution as it is
very popular and almost everyone can see it daily. Fifteen thousand ExaJoule
(1 Exa = 1018) of solar energy passes through our atmosphere every year. So, it is
such a waste if the solar energy is not used maximally, where human consumption
is still less than 2 ExaJoule [5].

The PV cell is a device that can convert sunlight into electricity using the
photoelectric effect introduced by Edmond Becquerel [6]. This solar-electric-
energy demand has grown consistently by 20 to 25 % annually over the past
20 years [7]. It is popular among other energy conversion devices, because it does
not make any noise and is carbon-emission free during the conversion process. The
PV system is also a space-saver for residential and public place purposes. It can be
installed on top of the roof, where not much else can be put. The price of the
converter has also been decreased compared to the initial cost, when it was
introduced the first time by the government. However, the existing PV cell has the
lack of conversion efficiency.

Due to wide industrialization as well as urbanization, the world is facing the
danger of depletion of its existing energy resources. The alternative solution is to
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implement clean renewable energy for the green future. The renewable energy
such as solar, wind, thermal, tidal, etc., are all taken into consideration. However,
among the different types of renewable energy, solar energy research itself is the
best candidate selected for the next generation source of clean energy.

Furthermore, according to the IEA, solar energy has portrayed itself as the most
promising, affordable, inexhaustible, sustainable clean energy. Solar energy plays
an important role in Australia and the world affecting the nations in different
aspects; environmentally friendly, indigenously, socially, and economically.

The only drawback of solar energy is the low absorption rate by the PV panels.
Hence, researchers have been trying to come out with different techniques to
improve the conversion efficiency of solar panels. The most popular technique of
all is the thin film technique. Thin film technique is the implementation of an
efficient antireflection (AR) coating for solar cell applications. The AR coating
reduces the reflection losses of the cells, hence, increasing the conversion effi-
ciency of the solar cell. The initial idea of the AR coating is based on the nano-
structure of a moth’s eyes. These nanostructures can reduce the light reflection
losses by creating a medium where refractive index increases from one medium to
another.

2 Basic Structure Thin Film Solar Cell

Figure 1 shows a three-dimensional (3D) view of a thin film solar cell. The AR
coating lies below the cover glasses. The contact grid holds the gallium arsenide
(GaAs) substrate and the AR coating together, the bottom layer is the metal
backing.

Figure 2 shows the view of a 3D model of the AR coating. The AR coating is
made of nano-grating structures.

Figure 3 shows different types of nano–grating structures that are used for the
modeling. These are mainly (i) triangular shaped nano-grating, (ii) trapezoidal
shaped nano-gratings with different aspect ratios, and (iii) rectangular shaped
nano-gratings. By varying the aspect ratios, it is possible to make a triangular
shaped nano-grating structure (when the aspect ratio is ‘0’); trapezoidal shaped
nano-grating structure (when the aspect ratios are[0 and\1; however typically, it
is ‘0.1-0.9’); and rectangular shaped nano-grating structure (when the aspect ratio
is ‘1’).

The aspect ratio is defined as the ratio between the top length over the base
length of a trapezoid, triangle, or a rectangle. For a triangular shaped nano-grating
structure: the aspect ratio is ‘a/b’ = ‘0’. For the trapezoidal shaped nano-grating
structure: the aspect ratio is ‘a/b’ [‘0’ and\‘1’; typically, it is from ‘0.1’ to ‘0.9’.
For a rectangular shaped nano-grating structure: the aspect ratio is ‘a/b’ = ‘1’,
because ‘a’ is equal to ‘b’.

Subwavelength grating (SWG) structures have been identified as promising
candidates for realising high conversion efficiency in solar (photovoltaics) cells
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due to their low reflection losses. If the pitch (or period) of a single grating
structure is less than the wavelength of the incident light, it behaves like a
homogeneous medium with an effective refractive index [8]. Therefore, the SWG
structures provide gradual changes in refractive index that ensure an excellent AR
and light trapping properties compared to a planar or flat type thin film [8, 9]. This
type of nanorod (or nano-grating) structure acts as a single layer AR coating,
whereas the triangular (such as conical or perfect cone) and parabolic shaped nano-
grating structures act as a multilayer broadband AR coating [10, 11].

Fig. 1 A 3D model view/
structure of a thin film solar
cell

Fig. 2 The view of a 3D
model of the AR coating. It is
made of nano-grating

(i) (ii)

(iii)

Fig. 3 Schematic diagram of
different types of nano-
grating structures. These are
(i) triangular, (ii) trapezoidal
(with different aspect ratios),
and (iii) rectangular shaped

Conversion Efficiency Improvement in GaAs Solar Cells 57



As reserves of fossil fuels are used up, the need to find an alternative source of
energy arises. The solar, hydroelectric, wind, and biomass are considered as
renewable energy sources that can be used in a wide range of applications from
heating water and generating electricity to supply for telecommunications and
transportations, etc. Renewable energy is a clean energy being environmentally
friendly. Therefore, the solar cell is a very important area of research for the
generation of renewable or green energy in the sustainable future. The solar cell
was discovered in the nineteenth century and since then scientists and researchers
have been trying to improve its conversion efficiency which is currently 20.3 % for
the best reported silicon solar cells [12].

There are various types of losses in solar cells that always reduces the con-
version efficiency of solar cells. Among them, reflection loss is one of the most
important factors that reduces the conversion efficiency significantly in solar cells.
The thin-film AR coating can minimize the reflection losses only for certain
wavelengths and the formation of coating film can be a complex process as well
having some other drawbacks, such as adhesion and thermal mismatch, etc., and
instability under thermal cycling [9, 11]. Therefore, the SWG structure (especially
triangular or conical shaped) causes a gradual change in refractive index that lead
to a lower reflection losses over a wide range of wavelengths and angles of
incidence [9, 11, 13–16].

Finite-difference time domain (FDTD) method is used to simulate the reflection
losses for different types of nano-grating structures. The nano-grating profiles are
rectangular and triangular (i.e., conical or perfect cone) shaped. From simulation
results, an optimum nano-grating height and pitch (or period) for the SWG struc-
tures were obtained. If the nano-grating structure has a shorter pitch (or period) than
the wavelength of the incident light, it acts as a homogeneous medium with an
effective refractive index. The reflection loss for a rectangular shaped SWG
structure is[30 %, however, for a triangular (conical or perfect cone) shaped SWG
structure, the refractive index changes gradually in several steps and finally the
reflection loss becomes *2 %. However, the intermediate structures (such as,
trapezoidal or truncated cone and parabolic shaped), the reflection loss is lower than
the rectangular shaped SWG structure but higher than the triangular (i.e., conical or
perfect cone) shaped SWG structure. This reduction of reflection losses in solar cell
confirms the improvement of the efficiency in solar cells. The optimized SWG
structures confirm that the reflection loss is *2 %, which is *28 % less than that
of a flat type substrate or a rectangular shaped grating structure.

3 Background of AR Coating and SWG Structure

This section discusses the basic background of the AR coating and the SWG
structure for the reduction of reflection losses in GaAs solar cells and the
improvement in conversion efficiency of solar cells for future sustainable power
systems.
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3.1 Antireflection Coating

The efficiency of a solar cell can be increased by using an anti-reflection coating
that reduces the light reflection losses only for certain wavelengths (such as, Infra-
Red, Visible Ultra-Violet gives good performance). Minimum reflectance can be
achieved when the refractive index equates to the square root of the refractive
indices of two media [9]. The strength of the light reflection depends on the
refractive indices of both media and the angle of the surface to the beam of light.

Figure 4 shows the reflection and transmission of a glass substrate with a thin
film coating. Here, the light is travelling from air into a common glass substrate
(upper portion). The intensity of the incident light is I, reflected light is R.I, and
transmitted light is T.I. But when a thin film coating is applied on the glass
substrate, it reduces the reflection of light. In this case, I is the incident light on the
coating, R01 is the reflected light at the interface of air and thin film coating, and
transmittance light is T01I. The incident light at the coating and glass interface is
T01I, transmittance light is T1sT01I and reflectance light is R1sT01I (as shown in
Fig. 4).

The percentage of light reflection can be calculated by using Fresnel equations

R ¼ n0 � ns

n0 þ ns

� �2

ð1Þ

where, R is the reflection co-efficient or reflectance, n0 is the refractive index of the
first media (air), and ns is refractive index of the second media (glass substrate).

For such a case, if visible light is travelling from the first media (i.e., air,
n0 = 1.0) into the second media (i.e., a common glass substrate, ns = 1.5), the
value of R (i.e., light reflection) is 4 %. However, when a thin film is added on the
glass, it reduces the reflection loss. Then, the new optimum refractive index,
n1 = H(n0ns) = H(1.0*1.5) = 1.225. The reflection loss of each interface is 1 %.
i.e., the total reflection is 2 %. It was calculated that an intermediate coating
between the air and the glass can reduce the reflection losses by half (about 50 %).

Fig. 4 Light reflection of a
glass substrate (upper
portion) is reduced by using a
thin film on the glass
substrate (lower portion)
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However, the formation of a coating film can be a complex process and there are
some drawbacks such as adhesion, thermal mismatch, and instability under ther-
mal cycling [9, 11].

3.2 Moth’s-Eye Principle

The surface of a moth’s eyes is covered with nano-structured film that absorbs the
light instead of reflecting it back (as shown in Fig. 5). The nano-structured film
consists of a hexagonal pattern bump *200 nm high, which acts as an antire-
flective coating; this is because the bumps are smaller than the wavelength of
visible light. The refractive index between the air and the surface changes grad-
ually and this gradual change in refractive index decreases the light reflection. This
model is suitable for solar cells to reduce the reflection losses and increase the
conversion efficiency [13].

3.2.1 SWG Structure

The subwavelength features cause a gradual change in refractive index which acts
as a multilayer antireflective coating leading to low reflection over broadband
ranges of wavelength and angle of incidence. Figure 6 shows the gradual change
of the SWG structure as well as refractive index leading to the low reflection. The
nanorod structure acts as a single layer AR coating, whereas the triangular (or
conical) shaped SWG structure acts as a multilayer AR coating [11].

AR coating is an optical coating that is applied to the surface of lenses or other
optical devices to reduce the reflection. The coating increases the efficiency of
optical devices or lenses. Optimum reflection can be obtained when the refractive
index equates to the square root of the refractive indices of two media [9]. Mul-
tilayer AR coatings can increase the efficiency of solar cells. However, formation
of coating film can be a complex process and there are some drawbacks such as
adhesion and thermal mismatch, etc., and instability under thermal cycling [8, 9].

The idea of SWG structures has been adopted from moths’ eyes. The surface of
a moths’ eye is covered with nano-structured film that absorbs most of the incident

Fig. 5 Moth’s-eye is covered by the nano-structured film
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light instead of reflecting. The nano-structured film consists of a hexagonal pattern
bump which is about 200 nm high. This acts as an AR coating, because the bumps
are smaller than the wavelength of the visible light. The refractive index between
the air and the surface changes gradually and that decreases the reflection of light.
This model is being applied in solar cells to increase or improve the cell con-
version efficiency [9].

Figure 7 shows the nano-grating geometry of rectangular and triangular shaped
profile and the plot of SWG height versus the effective refractive index (n) for
silicon (Si) substrate [16]. It shows that for a rectangular shaped SWG structure,
the refractive index changes very sharply from air (n = 1.0) to the grating zone or
structure (approximately 2.5 at TM mode) [8]. The reflection loss of an SWG
structure can be calculated easily using Freshnell’s equation (which is very similar
to Eq. (1)),

R ¼ n2 � n1

n2 þ n1

� �2

ð2Þ

where, n1 is the refractive index of first medium and n2 is the refractive index of
second medium.

From Fig. 7, the total reflection of the grating structure can be calculated using
the following equation:

Rtotal ¼ R1 þ R2 ð3Þ

Fig. 6 Light reflection of different nano-grating shapes such as (i) a rectangular (top), (ii)
trapezoidal (middle), and (iii) triangular or conical (bottom) shaped SWG structures
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where, R1 is the reflection at the interface of the air and the grating structure and R2

is the reflection at the interface of the grating structure and the substrate.
If the grating structure has a shorter pitch (or period) than the wavelength of the

incident light, it acts as a homogeneous medium with an effective refractive index
[8]. According to Fig. 7, the calculated reflection loss is more than 20.2 % for a
rectangular shaped grating structure [8]. In the triangular (or conical) shaped SWG
structure, the refractive index changes gradually in several steps, and the reflection
becomes less than 8 % [8]. In the parabolic structure, the reflection is lower than
the rectangular shaped grating structure but higher than the triangular shaped
grating structure (*5 %) [15].

3.2.2 Geometric Shape of Nano-Gratings

This section discussed briefly the geometric shape of nano-gratings on the sub-
strate of device. The SWGs are namely (i) rectangular shaped SWG structure, (ii)
trapezoidal shaped SWG with different aspect ratios (i.e., 0.1, 0.2, 0.5, 0.8 and
0.9), and (iii) triangular shaped SWG structure. These shapes are shown in Fig. 8.

The aspect ratio is defined as the ratio between the top length over the base
length of a trapezoid, triangle, or a rectangle. It is clear from Fig. 8 that the aspect
ratio is ‘‘a/b’’, where, ‘‘a’’ is the top length and ‘‘b’’ is the base length of the
geometric shapes (such as, triangle, trapezoid, and rectangle). For rectangular
shaped nano-grating profile, the aspect ratio is ‘1’ (i.e., the top and base length of
the trapezoid or rectangle is the same or equal) and for the triangular shaped nano-
grating profile, the aspect ratio is ‘0’ (i.e., the top length of the trapezoid or
rectangle is ‘0’ compared to the base length of the trapezoid or rectangle).
However, for a trapezoidal shaped nano-grating the aspect ratio is 0 < (a/b) < 1,
i.e., it lies between ‘0’ and ‘1’ (such as, ‘0.1’-‘0.9’). These nano-grating shapes
play an important role for light trapping inside the substrate that affect the con-
version efficiency of solar cells.

Fig. 7 Nano-structured
grating geometry of
rectangular (or flat type) and
triangular (or conical) shaped
profile and the plot of SWG
height versus the effective
refractive index (n) for a
silicon (Si) substrate
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4 Design of Nano-Grating Structures

This section discusses the shape design and modeling of nano-structured gratings
(i.e., SWG structures). The modeled nano-structured gratings are (i) rectangular
shaped nano-grating profile (as shown in Fig. 9a), (ii) trapezoidal shaped nano-
grating profile (as shown in Fig. 9b) with different aspect ratios (i.e., 0.1-0.9), and
(iii) triangular shaped nano-grating profile (as shown in Fig. 9c). We discussed all
the nano-gratings shape as shown in Fig. 9a, b, and c. For trapezoidal shaped nano-
grating profile, the aspect ratio is defined as the ratios between the trapezoid-top
and base lengths [10, 14]. For the rectangular shaped nano-grating profile, the
aspect ratio is ‘1’ (i.e., the top and base length of the trapezoid is same or equal)
and for the triangular shaped nano-grating profile, the aspect ratio is ‘0’ (i.e., the
top length of the trapezoid is zero compared to the base length of the trapezoid).
These shapes are used for the simulation and the results analyzed for light
reflection, transmission, and absorption for the SWG structures [10, 14, 17].

5 FDTD Software for the Simulation of Nanostructures

5.1 The Basics of the FDTD Simulation Method

Optiwave FDTD (OptiFDTD) is a powerful simulation tool, highly integrated,
software that allows computer aided design and simulation of advanced passive
photonic components. The OptiFDTD software package is based on the FDTD
method. The FDTD method has been established as a powerful engineering tool for
integrated and diffractive optics device simulations. This is due to its unique
combination of features, such as the ability to model light propagation, scattering
and diffraction, and reflection and polarization effects. The method allows for the
effective and powerful simulation and analysis of sub-micron (nano-scale) devices
with very fine structural details. A sub-micron or nanoscale implies a high degree of
light confinement and correspondingly, the large refractive index difference of the
materials (mostly semiconductors) to be used in a typical device design [18–20].

The OptiFDTD software package was developed by Optiwave Inc. This soft-
ware is established to aid the user in the design and simulation of advanced passive

Fig. 8 Geometric shape nano-grating structures used for the simulation
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photonic components based on the FDTD method. The FDTD method is used for
integrated and diffractive optics simulations due to its ability to model the light
propagation, scattering, and diffraction and at the same time monitor light
reflection and polarization effects. It can also model material anisotropy and dis-
persion without any preassumption of field behavior, such as the slowly varying
amplitude approximation.

The FDTD method is a simple and intuitive way to solve numerically the partial
differential equations. The FDTD method utilizes the central difference approxi-
mation to discretize the two Maxwell’s curl equations, namely Faraday’s and
Ampere’s laws, both in time and spatial domains, and then it solves the resulting
equations numerically to derive the electric and magnetic field distributions at each
time step using an explicit leapfrog scheme. The FDTD solution, thus derived, is
second-order accurate, and is stable if the time step satisfies the Courant condition.
One of the most important attributes of the FDTD algorithm is that it is absurdly
parallel in nature because it only requires exchange of information at the interfaces
of the sub-domains in the parallel processing scheme.

Gallium 
Arsenide

Grating 
Pitch

Grating 
Pitch

Gallium 
Arsenide

(a)

(b)

(c)

Fig. 9 Nanograting profile
for the simulation of light
reflection, transmission, and
absorption of solar cells,
a Rectangular shaped nano-
grating profile, b Trapezoidal
shaped nano-grating profile,
where the aspect ratio is
varied from 0.1 to 0.9, and
c Triangular (or conical)
shaped nano-grating profile.
Here, the substrate is Gallium
Arsenide (GaAs)
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5.2 The Equations of 2D FDTD Method

The FDTD approach is based on a direct numerical solution of the time-dependent
Maxwell’s curl equations. Such as, the photonic device is laid out in the X–Z
plane. The propagation is along the Z-direction. The Y-direction is assumed to be
infinite in 2D simulation. This assumption removes all the derivatives from
Maxwell’s equations and splits them into two (TE: Transverse Electric and TM:
Transverse Magnetic) independent sets of equations. The 2D computational
domain is shown in Fig. 10. The space steps are Dx in the X-direction and Dz in
the Z-direction of the X-Z plane. Each mesh point is associated with a specific type
of material and contains information about its properties, such as refractive index
and dispersion parameters [20].

5.2.1 TE Waves for FDTD Simulation

In the 2D TE wave case (Hx, Ey, Hz—nonzero components, propagation along
with Z, transverse field variations along with X) in lossless media, Maxwell’s
equations can be written in the following form [20]:

oEy

ot
¼ 1

e
oHx

oz
� oHz

ox

� �

;
oHx

ot
¼ 1

l0

oEy

oz
;

oHz

ot
¼ � 1

l0

oEy

ox
ð4Þ

where, e = e0er is the dielectric permittivity and l0 is the magnetic permeability of
the vacuum. The refractive index is represented by n = H(er).

Each field is represented by a 2D array—Ey (i,k), Hx (i,k) and Hz (i,k)—
corresponding to the 2D mesh grid as given in Fig. 10. The indices i and k account
for the number of space steps in the X- and Z- direction, respectively. For the case
of TE waves, the location of the fields in the mesh (computational domain) is
shown in Fig. 11.

The TE fields stencil can be explained as follows. The Ey field locations
coincide with the mesh nodes given in Fig. 10. In Fig. 11, the solid lines represent
the mesh given in Fig. 10. The Ey field is considered to be the center of the FDTD

Fig. 10 Numerical
representation of a 2D
computational domain [20]

Conversion Efficiency Improvement in GaAs Solar Cells 65



space cell. The dashed lines form the FDTD cells. The magnetic fields Hx and Hz
are associated with cell edges. The locations of the electric fields are associated
with integer values of the indices i and k. The Hx field is associated with integer
i and (k ? 0.5) indices. The Hz field is associated with (i ? 0.5) and integer
k indices. The numerical analogy in Eq. 4 can be derived from the following
relationship [20]:

oEy

ot
¼ 1

e
oHx

oz
� oHz

ox

� �

: ð5Þ

5.2.2 TM Waves for FDTD Simulation

In the 2D TM wave case (Ex, Hy, Ez—nonzero components, propagation along
with Z, transverse field variations along with X) in lossless media, Maxwell’s
equations take the following form [20]:

oHy

ot
¼ � 1

l0

oEx

oz
� oEz

ox

� �

;
oEx

ot
¼ 1

l0

oHy

oz
;

oEz

ot
¼ 1

e
oHy

ox
: ð6Þ

The location of the TM fields in the computational domain (mesh) follows the
same philosophy as shown in Fig. 12.

Now, the electric field components Ex and Ez are associated with the cell edges,
while the magnetic field Hy is located at the cell center.

Fig. 11 Location of the TE fields in the computational domain [20]
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5.3 Lorentz-Drude Model

5.3.1 Lorentz-Drude Model in Frequency Domain

It has been shown in Ref. [21] that a complex dielectric function for some metals
can be expressed in the following form [20]:

erðxÞ ¼ ef
rðxÞ þ eb

r ðxÞ: ð7Þ

This form separates explicitly the intraband effects (usually referred to as free
electron effects) from interband effect (usually referred to as bound-electron
effects). The intraband part of the dielectric function is described by the well-
known free-electron or Drude model in Ref. [22–23].

ef
rðxÞ ¼ 1þ

X2
p

jxC0 � x2
: ð8Þ

The interband part of the dielectric function is described by the simple semi-
quantun model resembling the Lorentz results for insulators as

eb
r ðxÞ ¼

X X2
p

x2
m � x2 þ jxCm

 !

ð9Þ

where, xp is the plasma frequency, m is the number of oscillators with frequency
xm and lifetime 1/Cm, where Xp = H(Gm)xm is the plasma frequency as associ-
ated with intraband transitions with oscillator strength G0, Gm is related to the
oscillator strengths, and damping constant is C0.

Fig. 12 Location of the TM fields in the computational domain [20]
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The above Lorentz-Drude Model can be expressed as the more general equation

erðxÞ ¼ er;1 þ
XM

m¼0

GmX2
p

x2
m � x2 þ jxCm

ð10Þ

where, er,? is the relative permittivity in the infinity frequency. Xm is the plasma
frequency, xm is the resonant frequency, and Cm is the damping factor or collision
frequency.

In this general equation, if only the term m = 0 exists, and x0 = 0, then the
general equation describes the Drude model as in (8). If only the m = 1,….., M
term exists, and X1 = X2 = X3 = ……… = XM; then the general model
becomes the Lorentz model as in (9). This model can also work as the separate
Drude and Lorentz models.

Reference [21] also provided Lorentz-Drude (LD) parameters for 11 noble
metals; their unit is in electron volts. Lorentz-Drude parameters for selected
materials contain parameters compiled by Optiwave that describe noble metals.

5.3.2 Lorentz-Drude Model in Time Domain

The Lorentz-Drude model shown in (10) is in the frequency domain form.
However, the FDTD is a time domain method and therefore it would be suitable
for broadband simulations. Therefore, the need to transform (10) to the time
domain form so that the FDTD can handle the fullwave-analysis for the Lorentz-
Drude material. This transformation to time domain is accomplished using the
Polarization philosophy within Maxwell’s equation as given below. The Lorentz-
Drude model in time domain can be expressed as follows [20]:

l0
o~H

ot
¼ r�~E: ð11Þ

er;1e0
o~E

ot
þ
XM

m¼0

o~Pm

ot
¼ �r� ~H: ð12Þ

o2~Pm

ot2
þ Cm

o~Pm

ot
þ x2

m
~Pm ¼ e0GmX2

m
~E: ð13Þ

The FDTD algorithm is derived based on the above equation.
However, the FDTD simulation results have demonstrated significant

enhancement of light absorption for the design of nano-structured devices [10, 16,
17]. The FDTD algorithm was originally proposed by K. S. Yee in 1966 [18] who
introduced a modeling technique to solve the Maxwell equations applying finite
difference approach (or mathematics). The FDTD algorithm can directly calculate
the value of E (Electric field intensity) and H (magnetic field intensity) at different
points in the computational domain (i, j, k) [24]. Since then, it has been used for
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several applications and many extensions of the basic algorithm have been
developed [18–20]. Now, the FDTD method is very much efficient, accurate, and
widely used for electromagnetism computations, such as fields and resonant
modes.

6 Simulation Results and Discussion

In this section, simulation results of SWG structures and reflection losses are
discussed. The simulation results are carried out using the OptiFDTD software
package, which is based on the FDTD method developed by Optiwave Inc. [20].
This method is a powerful engineering tool for integrated and diffractive optics
device simulations. Light propagation, scattering and diffraction, reflection and
polarization effects can be simulated by this method. This software gives
numerical solutions by using Maxwell’s equation.

Figure 13 shows a simple schematic diagram for the simulation of triangular (or
conical) shaped SWG structure of Galium Arsanide (GaAs). The incident light
directly hits on top of the SWG structure (or nanostructure). A major portion of
light is absorbed by the grating zone (here, these are triangular shaped nano-
gratings) due to the gradual change in refractive index in the grating zone, some
portion of the light is reflected and the remaining portion of the light is transmitted
through the GaAs substrate.

The FDTD method is used to simulate the reflection losses on the SWG
structures for high efficiency GaAs solar cells. The nano-grating pitch (or period)
and height of the SWG structures were varied to achieve the minimum reflection
losses in GaAs solar cells. Figure 14 shows the light reflection losses spectra for
several nano-grating heights (such as the heights are from 100 to 400 nm) with
different pitches (or periods). The pitches or periods are: (a) 200 nm, (b) 300 nm,
(c) 350 nm, (d) 400 nm, and (e) 830 nm. For this simulation, the incident light
wavelength is kept constant at 830 nm. The simulated results show that with
the increase in nano-grating heights the light reflection reduces and reached to the
saturation of light reflection at 300 nm. The simulated results show that when the
nano-grating height is *300 nm the reflection loss is minimum. It is also observed
that the light reflection for 300 and 350 nm grating height is very close. This nano-
grating height for light reflection is minimum and it is saturated, which is the
similar tendency as reported in [10]. When the nano-grating height increases
further, such as 400 nm, the light reflection is increases.

Figure 15 shows the simulated light reflection versus the nano-grating height
characteristics for a triangular (conical or perfect cone) shaped nano-grating
structure of GaAs, having a constant period at 830 nm. The minimum reflection
loss (*2 %) was observed at 300 nm nano-grating height. However, when the
nano-grating height is increased to 350 and 400 nm, then the reflection loss
increases further to higher order direction. So, it indicates that the nano-grating
height about 300 nm has the minimum reflection loss for the GaAs substrate.
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It confirms that the nano-grating height *300 nm is the optimum nano-grating
height for the minimum reflection loss of GaAs solar cells.

The Poynting theorem implemented to yield the reflection, transmission, and
deflection and law of energy conservation implies

Aþ Rþ T þ D ¼ 1 ð14aÞ

D ¼
X

n 6¼0

Rn þ
X

n6¼0

Tn ð14bÞ

where, A is the absorption, R is the zeroth-order reflection, T is the zeroth-order
transmission, and D is deflection, which includes higher order reflection and
transmission. When the dimensions of the structure become comparable to or less
than the wavelength of light, the number of diffraction orders is reduced. It is
possible to create a structure that allows only the zero-th order to propagate. All
the higher orders become evanescent.

Then, the deflection component becomes negligible (i.e., it can assume that
D = 0). For this reason many researchers just use the equation as follows [25]:

Aþ Rþ T ¼ 1

A ¼ 1� ðRþ TÞ
ð15Þ

From the FDTD simulation analyzer, the light transmission and reflection can be
calculated directly [20]. Then, Eq. (15) is used to calculate the light absorption [20].

7 Minimum Light Reflection for Different Nano-gratings

This section considered different aspect ratios for the nano-grating period or pit-
ches of 830 nm to obtain the minimum light reflection for GaAs solar cells
structure.

Fig. 13 A simple schematic diagram of triangular (or conical) shaped nano-grating (such as,
SWG) structure. The top red line represents an incident light source (i.e., incident light that
directly hits on the grating zone), upper green line represents the reflection line that can detect the
reflected light and both the lower green lines (inside the substrates) represents the transmission
lines (i.e., transmission line 1 and transmission line 2)
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Fig. 14 Light reflection spectra for several nano-grating heights with different pitch (or period).
The periods are: a 200 nm, b 300 nm, c 350 nm, d 400 nm, and e 830 nm. The incident light
wavelength is kept constant at 830 nm. a Triangular (or conical) shaped nano-grating with pitch
200 nm. b Triangular (or conical) shaped nano-grating with pitch 300 nm. c Triangular (or
conical) shaped nano-grating with pitch 350 nm. d Triangular (or conical) shaped nano-grating
with pitch 400 nm. e Triangular (or conical) shaped nano-grating with pitch 830 nm
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Figure 16 shows the minimum light reflection for the grating pitch (period) of
830 nm. For this case, the minimum light reflection is 1-2 % with the nano-
grating height of 300-400 nm, when the aspect ratio is ‘0’. However, the light
reflection is increased to 1-4 % (with the aspect ratio 0.5) and grating height of
250-450 nm; and reaches to 13-17 % with the aspect ratio 0.8 and the nano-
grating height of 200-450 nm.

Figure 17 shows the minimum light reflection versus the aspect ratio charac-
teristics for different nano-grating heights. For this case, the nano-grating height is
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Fig. 16 Minimum light reflection versus grating height characteristics with the grating period or
pitch of 830 nm
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Fig. 17 Minimum light reflection versus the aspect ratio characteristics for different grating
heights (50 to 500 nm) when the grating period or pitch is 830 nm
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varied from 50 to 500 nm. Here, the grating period is kept constant at 830 nm.
Here, the aspect ratio is varied from 0 to 1. As discussed earlier, when the aspect
ratio is ‘0’ then the shape of the nano-grating is triangular, when the aspect ratio is
[0 but 1\ then the shape of the nano-grating is trapezoidal, and when the aspect
ratio is ‘1’ then the shape of the nano-grating is rectangular. The results show light
reflection for 50 nm grating height is [26 %, which is like a flat type (*30 %
light reflection) substrates. From the plot, it shows clearly that when the grating
height increasing from 50 to 250–350 nm, then the light reflection is decreasing
sharply and drops to 1-2 % (with the aspect ratio of 0.4-0.6). However, further
increasing the nano-grating height then the reflection loss is increasing rapidly and
reached toward 50 nm grating height.

8 Conclusions

This analysis presented the light reflection loss about 2 % with the optimum nano-
gratings having height of *300 nm and period of *830 nm, which is *28 %
lower than that of flat type substrates. The light reflection was calculated using the
FDTD method. The simulated results show that the light reflection of a rectangular
shaped grating structure is *30 %, however, the light reflection becomes *2 %
for a triangular (conical or perfect cone) shaped nano-grating structure, because
the refractive index changes gradually in several steps and reduces the light
reflection. It is also noticed that for the intermediate structures (such as, trape-
zoidal and parabolic shaped nano-gratings), the light reflection is lower than the
rectangular shaped nano-grating structure but higher than the triangular shaped
nano-grating structure. The simulated results confirm that the reduction of light
reflection in solar cell will increase the conversion efficiency of GaAs solar cells.
Therefore, it is confirmed that the triangular (or conical) shaped nano-grating
structure is an excellent alternative AR coating for the high efficiency GaAs solar
cells.
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Emerging SMES Technology into Energy
Storage Systems and Smart Grid
Applications

Jian Xun Jin

Abstract With the rapid development of clean and renewable energy technology,
energy storage devices are more eagerly required. The applicable high temperature
superconducting (HTS) materials achieved arouse the superconducting magnetic
energy storage (SMES) devices having unique properties to play a substantial role.
Superior characteristics have made the SMES technology attractive and a per-
spective option to practical applications broadly, especially for smart grids (SGs).
SMES technology is described and verified including principle, circuit topology,
control strategy, and device performance to form a comprehensive understanding
of the emerging energy storage technology using the advanced HTS material and
associated technology. SMES application is then introduced with the emphasis to
develop relevant concepts to suit smart grids (SGs).

Keywords SMES � HTS � HTS inductor � Smart grid � Energy storage � Energy
management � Power inductor charge � Power electronic device � Digital control �
Power conditioning system � Bridge-type chopper

1 Introduction

With the rapid development of modern and new technology industries, the ratio of
load sensitivity to power quality is continually rising in proportion, which simply
means that the modern society has the urgent need for a higher quality of power
supply. On the contrary, the problems of electric power supply caused by the rush
of reactive power, power system faults, and operating errors, etc., are becoming
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more and more serious to modern grids. Adequate action is necessary, such as to
compensate reactive power and absorb active power using energy storage systems
(ESSs). Energy storage devices and application techniques also play an important
role to cooperate with modern green, clean, and renewable energy technology in
various fields, which devices have different types and principles, from mechanical
to chemical and simple structure to novel material.

High temperature superconducting (HTS) materials and technology have
reached the stage for practical applications [1–11] and enabled a potential to
realize a practical energy storage device, i.e., HTS superconducting magnetic
energy storage—HTS SMES. SMES is in general able to offer fast reaction, high
power density, high energy density, light weight, low loss, long life, and envi-
ronment-friendly operation. Superior characteristics made the SMES attractive and
a possible option to practical applications in various fields.

SMESs are introduced with the comparison to various energy storage tech-
niques to identify the emerging technology. Principle, circuit topology, control
strategy, device performance, and applications are included to form a compre-
hensive description and understanding of this emerging technology. The contents
consequently include the following sections: (i) Comparisons of various energy
storage techniques; (ii) Principal SMES circuits and control techniques; (iii)
Experimental prototype and application characteristics; (iv) Development status of
worldwide SMES devices; (v) SMES application topologies and performance
evaluations in power grids; (vi) Prospective SMES applications in cooperation
with electric power smart grids (SGs).

2 Energy Storage Techniques

According to the specific principles, there are three main types of energy storage
systems (ESSs): (i) Physical energy storage including pumped hydro storage
(PHS), compressed air energy storage (CAES), and flywheel energy storage (FES);
(ii) Electromagnetic energy storage including superconducting magnetic energy
storage (SMES), super-capacitor energy storage (SCES); (iii) Electrochemical
energy storage including lead-acid, lithium-ion, sodium sulfur, and fluid flow
battery energy storage, etc. Various types of energy storage devices are summa-
rized in Table 1 as a guideline of technical specifications.

Physical energy storage is a kind of relatively mature and practical energy
storage technology, which is limited by topographical and geological conditions to
implement. The technology of electrochemical energy storage is evolving fastest
so far, of which sodium sulfur battery, fluid flow battery, and lithium-ion battery
technologies have made great breakthroughs in energy conversion efficiency,
safety, and economy with increasingly industrialized applications. The energy
conversion efficiency of sodium sulfur battery can reach 80 % with three times
energy density as lead-acid battery with a much longer life cycle.
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SMES devices can store the electric energy as electromagnetic energy in the
superconducting inductor and release the stored energy if required. Comparing
with other energy storage devices, SMES devices have fast response time, high
power density, high energy storage efficiency, and long lifetime with little envi-
ronmental pollution. The current focus on the applied superconducting technology
for SMES has been moving to the industrial applications from the laboratory
research stage, and the technology has been well verified for practical applications
from small to large-scale units.

SMES applications are most commonly associated with the electrical power
systems, such as considered for use in SGs recently, meanwhile other applications
can also readily be found such as in electric vehicles (EVs), uninterruptible power
supplies (UPSs), and power devices with special functions.

3 SMES Circuit and Control Techniques

3.1 Principle and Operation Theory

In general, the SMES-based power apparatuses have the dynamic electric energy
exchange between a superconducting coil and an external interface for a power
system. With regard to the SMES control, a conventional chopper having two
power switches and two power diodes is mostly applied to link the HTS coil to the
DC bus and to achieve the bidirectional power exchange for managing the gen-
erated power of distributed generators (DGs) or maintaining the uninterruptible
power of critical electric equipment. As shown in Fig. 1, a typical power condi-
tioning system (PCS) with voltage source converter (VSC), it has three main
operation states, i.e., energy charge state, energy storage state, and energy dis-
charge state. The HTS coil is charged by a DC power source through the power
switches S1, S2, then stores its magnetic energy through the power switch S2 and
the power diode D1, and finally discharges its stored energy to the external load
through the power diodes D1 and D2, respectively. Figure 2 shows the operation
principles of the conventional chopper.

C

HTS coil
S1

S2D1

D2

Chopper circuit

DC power

source
VSC Utility

Fig. 1 Circuit topology of a typical power conditioning system
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According to the state-of-the-art power electronic technologies [12], the appli-
cable voltage rating of the insulated gate bipolar translators (IGBTs) is between 0.5
and 6.5 kV. Since the most SMES devices currently are developed for low voltage
power distribution applications [13], having operation voltages across the HTS
coils at kV level, IGBTs are normally applied to form a conventional chopper. Even
when the operation voltage across the HTS coils drops to 750 V in the ongoing
2.4 GJ SMES project [14], IGBTs still have the advantages over MOSFETs.
However, if the applicable voltage ratings are below 500 V, the metal oxide
semiconductor field effect transistors (MOSFETs) are more suitable to achieve
high-efficiency and high power energy conversions for various end-users’ appli-
cations such as EVs [15] and UPSs [16]. Meanwhile, the turn-on resistances in the
commercial low-voltage MOSFETs have already been reduced to Milliohm level or
below, which results in much lower consumed power than that in the power diodes.

Recently, new focuses of low-voltage SMES applications have been formed for
various power end-users. The rapid developments of hydrogen-powered fuel cell
vehicles (FCVs) make it available to cool the HTS or MgB2 coils by fully making
use of the onboard liquid hydrogen (LH2). The SMES technology has been tech-
nically verified [17, 18] to improve the fast repeated charge–discharge performance
for regenerative braking. Meanwhile, some low-voltage direct-current (LVDC)
power transmission systems have been proposed and studied to connect with var-
ious DC output type distributed generators (DGs) [19] such as photovoltaic (PV)
cells and fuel cells (FCs), and to supply the electric loads in the commercial and

HTS coil
S1

S2D1

D2

HTS coil
S1

S2D1

D2

(a)

(b)

(c) HTS coil
S1

S2D1

D2

Fig. 2 Operation principles
of the conventional chopper.
a Energy charge state;
b Energy storage state;
c Energy discharge state
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residential buildings [20]. The superconducting DC cable with nearly zero energy
loss has been applied to achieve high power and long-distance power transmission,
with an additional SMES device introduced to enhance the whole power transfer
capacity and stability [21, 22]. In the above low-voltage applications, several
considerable benefits from the SMES technology can be derived to improve the
power quality for the end-user, to achieve high-efficiency operation for energy
saving, and to lower the capital cost of the SMES device. Therefore, beside the
current large-scale SMES applications for power transmission and distribution,
small-scale SMES devices also have very promising application prospects for use in
the power end-user systems.

Consequently, a new bridge-type chopper using MOSFETs is proposed [23] and
analyzed to reduce the energy loss for low-voltage applications. The circuit
topology of the bridge-type chopper is shown in Fig. 3. It mainly consists of four
low-loss power electronic switches, i.e., MOSFETs S1–S4 paralleled with their
reverse diodes D1–D4, and a DC-link capacitor C paralleled to the load R. Like the
conventional chopper, it also has the same three main operation states. In addition,
owning to the inevitable turn-on and turn-off delayed time of a practical power
switch, two transient operation states are necessary to avoid potential short circuits
of the DC power supply and DC-link capacitor.

When the bridge-type chopper operates at energy charge state, the HTS coil L is
charged by a DC power supply U through S1 and S3, as shown in Fig. 4. The circuit
voltage equation can be expressed by

U � L
dILðtÞ

dt
� ILðtÞðRL þ 2RsÞ ¼ 0 ð1Þ

where IL(t), transient current through the HTS coil; RL, lossy resistance from the
connection junctions and current leads in the HTS coil; Rs, turn-on resistance of
the MOSFET unit.

When IL(t) reaches its reference value, the bridge-type chopper comes into the
energy storage state. As shown in Fig. 5, the HTS coil L will form a transient

CU

D1

D3D2

S4

R

HTS coil

S1

D4

S3S2

Fig. 3 Topology of the
bridge-type chopper

D1

D3D2

S4

HTS coil

S1

D4

S3S2

Fig. 4 Energy charge state
of the bridge-type chopper
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energy storage circuit through D2 and S3 during the first transient storage time
period 0–Ti, and then form a steady energy storage circuit through S2 and S3 after
Ti. Ti is the time duration of a transient operation state, which is larger than both
the turn-on and turn-off time durations of a MOSFET. The circuit voltage equa-
tions in the above two energy storage states can be expressed by

L
dILðtÞ

dt
þ ILðtÞðRL þ Rs þ RdÞ þ Ud ¼ 0 ð2Þ

L
dILðtÞ

dt
þ ILðtÞðRL þ 2RsÞ ¼ 0 ð3Þ

Where Ud, stationary voltage drop across the diode unit; Rd, turn-on resistance of
the diode unit.

The circuit current equation in the load side can be expressed by

C
dURðtÞ

dt
þ URðtÞ

R
¼ 0 ð4Þ

where UR(t), transient voltage across the load R; C, snubber capacitance of the DC-
link capacitor.

When UR(t) is below its reference value, the bridge-type chopper comes into the
energy discharge state. As shown in Fig. 6, the HTS coil L will exist as part of a
transient energy discharge circuit through S2 and D4 during the first transient
discharge time period 0–Ti, and then exists as part of a steady energy discharge
circuit through S2 and S4 after Ti. The circuit voltage equations in the above two
energy discharge states can be expressed by

L
dILðtÞ

dt
þ IðtÞðRL þ Rs þ RdÞ þ Ud þ URðtÞ ¼ 0 ð5Þ

L
dILðtÞ

dt
þ IðtÞðRL þ 2RsÞ þ URðtÞ ¼ 0: ð6Þ

D1

D3D2

S4

HTS coil

S1

D4

S3S2

D1

D3D2

S4

HTS coil

S1

D4

S3S2

(a)

(b)

Fig. 5 Energy storage state
of the bridge-type chopper.
a Transient storage state;
b Steady storage state

Emerging SMES Technology 83



The circuit current equation in the load side can be expressed by

ILðtÞ � C
dURðtÞ

dt
� URðtÞ

R
¼ 0 ð7Þ

3.2 Principle of Control and Protection

Defining the turn-on or turn-off status of a power switch as ‘‘1’’ or ‘‘0’’, the system
operation states of the bridge-type and conventional choppers can be digitalized, as
shown in Table 2. Besides the three steady operation states of charge state, storage
state, and discharge state in the conventional chopper, the bridge-type one has two
more transient operation states to avoid the short circuits of the power source and
DC-link capacitor, as shown in Fig. 7. In practice, the HTS coil is normally
controlled to carry out the bidirectional energy exchanges with the external sys-
tem. A digital control method is consequently introduced to achieve the controlled
energy charge, storage, and discharge processes. In normal operation, when the
load resistor is operated at a power swell state, the real-time operation state of the

D1

D3D2

S4

HTS coil

S1

D4

S3S2

D1

D3D2

S4

HTS coil

S1

D4

S3S2

(a)

(b)

Fig. 6 Energy discharge
state of the bridge-type
chopper. a Transient
discharge state; b Steady
discharge state

Table 2 Digitized operation
states of the two choppers

‘‘S1S2S3S4’’ System operation states

Bridge-type chopper Conventional chopper

‘‘1010’’ Charge state Charge state
‘‘0010’’ Transient storage state Storage state
‘‘0110’’ Steady storage state N/A
‘‘0100’’ Transient discharge state N/A
‘‘0101’’ Steady discharge state N/A
‘‘0000’’ N/A Discharge state
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two choppers will be converted between charge state and storage state alternately
to absorb the surplus power. Similarly, when the load resistor is operated at a
power sag state, the real-time operation state will be converted between discharge
state and storage state alternately to compensate the shortfall power. The above
two dynamic processes can be defined as ‘‘charge-storage mode’’ and ‘‘discharge-
storage mode’’.

A concept of maximum permissible relative voltage error km(t) is introduced to
divide the three main operation states, and can be expressed by

kmðtÞ ¼
UmaxðtÞ � UrðtÞ

UrðtÞ

�
�
�
�

�
�
�
� ð8Þ

where Umax(t) and Ur(t) are the maximum overshoot voltage and rated voltage
across the DC-link capacitor and resistive load; Ur is reference voltage.

Thus the three main operation states are described as follows: (i) When the
instantaneous relative voltage error k(t) meets the condition of -km(t)
B k(t) B km(t), the chopper is operated at energy storage state; (ii) When
k(t) meets the condition of k(t) \ -km(t), the chopper is operated at energy dis-
charge state; (iii) When k(t) meets the condition of k(t) [ km(t), the chopper is
operated at energy charge state. During the dynamic energy exchange processes,
the chopper will be operated at a charge-storage mode or a discharge-storage mode
when IL(t) is larger than the shortfall current Ish(t) or surplus current Isu(t). ILr is
the rated current through the HTS coil. The whole operation flow diagram of the
digital control method developed is shown in Fig. 8.

1010 0010 0000

Charge-storage
mode

Discharge-storage
mode

0010

1010 0110

0010

0101

0100

0100

Charge-storage
mode

Discharge-storage
mode

(a)

(b)

Fig. 7 Digital state diagram
of the two choppers.
a Bridge-type chopper;
b Conventional chopper
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In addition, a fault detection and protection module is particularly required to
avoid the potential risks like short circuit, overcurrent, and overvoltage. Four main
fault operations are described as follows: (i) IL(t) exceeds its maximum allowable
value Im; (ii) UR(t) exceeds its maximum allowable value Um; (iii) The current
input signals sin of the module do not belong to the sequences ss of all the digital
control signals in Fig. 7; (iv) The value of sin xor sout does not belong to the
sequences sxor of ‘‘0001’’, ‘‘0010’’, ‘‘0100’’, and ‘‘1000’’. If a fault operation is
detected, the current operation state should be converted into storage state
immediately, as shown in Fig. 9. sout is the last output signals of the module. ssch is
the sequences of the digital control signals in the charge-storage mode. Td is an
inevitable time delay in a practical digital control system.

-λm(t)≤λ(t)≤λm(t)?

λ(t)>λm(t)? I L(t)≥ Isu(t)?

IL(t)≥Ish(t)

Discharge state

Charge state

Storage state

Charge-storage
mode

Discharge-
storage mode

Y

N

N

Y

N Y

N

Y

0≤IL(t)≤ILr?

Y
N

Fig. 8 Operation flow
diagram of the digital control
method

Fig. 9 Operation flow
diagram of fault detection and
protection
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3.3 Principle and Implementation of a Novel Digital
Prediction Control Method

To achieve high-performance applications and avoid operation risks caused by
various real-time statuses such as critical current, AC loss, and electromagnetic
force, superconducting magnets generally need to operate precisely during the
charge, storage, and discharge processes. However, owning to the existence of an
inevitable time delay consisting of the sampling time of the controlled variables,
computing time of the digital control chip, and implementing time of the con-
trolled objects [24, 25], the digital control signals from a practical digital system
usually lag behind the changes of the controlled variables, which results in some
undesired overshoots.

A new digital prediction control method is proposed to limit the controlled
variables into their desired reference ripple ranges. The principle is to predict the
instantaneous time tr when the practical controlled variable, e.g., UR(t), reaches its
reference value and to output the corresponding digital control signals at tr - Td in
advance. The whole prediction control process during the discharge-storage mode
is shown in Fig. 10 and particularly presented as follows.

3.3.1 The Estimations of the Initial Current and Voltage Values
by Linear Extrapolation Method

Assume that the digital control chip outputs the state-switching signals at a certain
time t1, and the time interval from the nearest sampling time to t1 is T2, thus the
bridge-type chopper will change its operation state at t1 ? Td. However, IL(t) and
UR(t) at t1 ? Td are very difficult to be sampled precisely because the practical
sampling time period Ts cannot be infinitely small. The number of the sampled

Fig. 10 The whole prediction control process of the proposed method
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data p can be obtained by rounding (T2 ? Td)/Ts, and the nearest sampling time to
t1 ? Td is T3 = T2 ? Td - p 9 (T2 ? Td)/Ts, thus the initial voltage U0 across the
load at t1 ? Td can be estimated by

U0 � U11

Ts þ T3
¼ U22 � U11

Ts
ð9Þ

where U11 and U22 are the sampled voltage values at T3 - Ts and T3, respectively.
The initial current I0 through the superconducting magnet at t1 ? Td can be esti-
mated by the similar method.

3.3.2 The Computations of the Critical Voltage Values by Chopper
Circuit Equations

Applying the estimated initial current and voltage values (I0, U0) into (6) and (7),
UR(t) during the current operation state can be computed and predicted. Assume
that the permissible voltage ripple range is from Ur - Urip to Ur ? Urip, thus the
time Trip, when UR(t) = Ur ? Urip, can be computed by (6) and (7) in the energy
discharge state, and the digital control chip should output the state-switching
signals at Trip - Td. As shown in Fig. 11, UR(t) at Trip - Td - Ts and Trip – Td are
computed and defined as two critical voltage values (U33, U44) for state-switching
judgement.

3.3.3 The Estimation of the State-Switching Time by Linear
Interpolation Method

The sampled UR(t) is used to compare with U33 and U44, and to predict the precise
state-switching time. When U33 B UR(t) B U44, the time interval Tsw from the
sampled time to Trip - Td can be estimated by

U44 � URðtÞ
Tsw

¼ U44 � U33

Ts
ð10Þ

Trip-Td

I0

S4

Trip

Trip-Td-Ts

U0

Ur+Urip

I0 U0

I0 U0

U44

U33

Trigger

Eq. (6)
Eq. (7)

Eq. (6)
Eq. (7)

Eq. (6)
Eq. (7)

“ ”

Fig. 11 The computations of U33, U44 by chopper circuit equations
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Thus the digital control chip outputs the state-switching signals after Tsw, and
finally makes the bridge-type chopper convert into storage state when
UR(t) = Ur ? Urip.

Figure 12 shows the voltage curve (blue line) across the external load and its
corresponding digital control signal ‘‘S4’’ for the switch S4 by using the conven-
tional and improved methods. If the turn-on and turn-off time delay of a switch is
ignored, the practical state-switching control signal (red dotted line) corresponds
to the voltage overshoots. However, if the improved method is applied, the digital
control chip will output the state-switching control signal (green line) 0.05 ms
before the time when UR(t) reaches 9.95 or 10.05 V, thus UR(t) can be precisely
limited from 9.95 to 10.05 V.

4 Experimental Verification and Characteristics

4.1 Experimental Prototype Design

Figure 13 shows the schematic diagram of a unified energy exchange prototype for
SMES study. Four Infineon N-channel MOSFETs with ultra-low turn-on resistance
(Rs & 0.65 mX, under 100 A operation current) are introduced to develop the
bridge-type chopper, with the power lines among the four MOSFETs formed by
silvered copper bars. S1, S2, and, two reverse power diodes of S2 and S4 can be also
used to form a conventional chopper for experimental tests and comparisons. The
parameters of the reverse diode are Ud & 0.65 V and Rd & 2.3 mX. Thirty-two

0 0.1 0.2 0.3
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10

10.05

t [ms]

U
R

(t
) 

[V
]

0

1
S

4

0 0.1 0.2 0.3
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10 

10.05

t [ms]

U
R

(t
) 
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]

0

1

S
4

(a)

(b)

Fig. 12 UR(t) and ‘‘S4’’
during the discharge-storage
mode (Ur = 10 V,
Urip = 0.05 V,
Td = 0.05 ms). a with the
conventional method; b with
the improved method
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Nichicon conductive polymer aluminum solid electrolytic capacitors with ultra-
low equivalent series resistance (Resr & 11 mX) are connected in parallel to serve
as the DC-link capacitor. The power-line resistor Rline is arbitrarily combined by
three 0.5 X resistors. The power-load resistor Rload has three parallel resistor
branches of R1, R2, and R3. The available resistors in each branch are one 1 X
resistor and two 2 X resistors, and can be controlled to connect or disconnect to the
power-line resistor by a MOSFET.

The HTS coil used in the experiments is a 0.2 H HTS coil wound with Bi-2223
tapes. It consists of three solenoids in series for reducing the internal connections
inside the HTS coil, and is operated under liquid nitrogen (LN2) condition. The
specifications of the HTS coil are shown in Table 3.

Based on the referred switching control requirements, a Micro-programmed
Control Unit (MCU) was employed to build the digital control module of the
system. As shown in Fig. 14, load voltage UR(t) and coil current IL(t) are sampled
back to the MCU to determine the next output signals; the drive circuit mainly
consisting of light coupling isolation devices to ensure the output signal from the

Power
source

S6 S7 S8

S5

S1

S2

S4

S3

HTS coil

∼∼

∼∼
Rline

C

R1 R2 R3

Fig. 13 The schematic
diagram of the unified energy
exchange prototype

Table 3 Specifications of
the 0.2 H HTS coil

Parameter Value

Coil structure Solenoid type, three units in series
Coil frame Reinforced fiber glass
Inner diameter 120 mm
Outer diameter 198 mm
Height 493 mm
No. of turns 3 9 748
Coil inductance 0.2 H
Critical current [60 A at 77 K and self field
HTS wire used Ag clad Bi-2223 tape, total length 1026 m
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MCU can adequately drive the MOSFETs. The protection circuit is built based on
CPLD. The protection function includes two parts: one is illegal logic protection
for signals from the MCU; the other is overcurrent and overvoltage protection.

The main operation processes are described as follows: (i) Apply the power
source to charge the DC-link capacitor through the power-line resistor,
UR(t) increases gradually to the output voltage U of the power source; (ii) Close S1,
S3 and S5, the HTS coil is charged and IL(t) increases gradually to its preset initial
value I0; (iii) Open S1, and then close S2, the chopper is operated in the storage
state; (iv) Open S5, and then close one, two or three branched switches of S6, S7,
and S8, the corresponding branched resistors are connected to the power source
through the power-line resistor; (v) The MCU and CPLD joint measurement and
control unit are to implement the online voltage monitoring of UR(t) and further to
change the next operation state of the chopper accordingly.

4.2 Experimental Verifications and Comparisons

4.2.1 Analysis on the Energy Absorption Characteristics

In the experiment, a DC power source U = 15 V is first applied to the power-line
resistor Rline = 0.5 X and power-load resistor Rload = 0.25 X. The power-load
resistor is formed by three parallel branches of R1 = R2 = 1 X, R3 = 0.5 X. Each
branched resistor is operated at its rated voltage Ur = 5 V. Assume that R2 and R3

are disconnected from the time t = 0 s to t = 6 s, UR(t) will increase quickly to
10 V without SMES, and thus the remaining branched resistor R1 is operated at a
voltage swell state. If the SMES is applied, the 0.2 H HTS coil should be con-
trolled to absorb the mean surplus power Psu = 75 W and the mean surplus cur-
rent Isu = 15 A.

Coil current

Load voltage

Drive circuit

Main circuit

MCU CPLD

Control
signals

Drive
signals

Protection circuit

Digital control module

UR(t)

IL(t)

Fig. 14 A digital control module of the system
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Figure 15 shows the measured results of IL(t) and UR(t) during the whole
energy absorption processes, which can be divided into three different segments.
The first one is an incomplete absorption segment when IL(t) \ 15 A, both the
bridge-type and conventional choppers will be operated at a charge state until
UR(t) drops to 5 V again. The second one is a complete absorption segment when
15 A B IL(t) \ 60 A, the two choppers are operated at a charge-storage mode to
maintain UR(t) around 5 V. Once IL(t) reaches its rated operation current
ILr = 60 A, the third process enters into an incomplete absorption segment, and
the surplus power cannot be absorbed completely. If an additional persistent
current switch [26, 27] with nearly zero resistance is applied to connect with the
HTS coil when its operation current reaches its rated value, the third process will
be a zero absorption segment.

Figure 16 shows the measured results of UR(t) in the first incomplete absorption
segment when IL(t) \ 15 A. If I0 \ 15 A, at the time t = 0, UR(t) will increase

Fig. 15 The measured results of IL(t) and UR(t) during the whole energy absorption processes.
a IL(t) versus t; b UR(t) versus t
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quickly to a peak voltage Um, and then decreases gradually to 5 V after an
incomplete absorption time duration Tm. Since the same MOSFETs S1 and S3 are
used, both the bridge-type and conventional choppers have the same operation
parameter in the incomplete absorption process.

In the following complete absorption segment, the maximum absorption time
duration Tabs to absorb such a 75 W surplus power in the bridge-type chopper is
shorter than that in the conventional one. As shown in Fig. 17, the measured
results match well with the calculated results from the theoretical model, and the
measured Tabs values in the bridge-type chopper are in very close proximity to the
ideal values, so the bridge-type chopper has a higher energy utilization efficiency g
than the conventional one. When I0 = 15 A, the measured g values are about 91.5
and 61.9 % for the bridge-type and conventional chopper, respectively. However,
for a practical SMES system with a determined ILr, the conventional chopper
seems to be more suitable to achieve a longer Tabs to satisfy with the external
absorption demands.

Fig. 16 The measured
results of UR(t) when
I0 \ 15 A

Fig. 17 The measured and
calculated results of Tabs

versus I0
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4.2.2 Analysis on the Energy Compensation Characteristics

In the experiment, a DC power source U = 15 V is first applied to the power-line
resistor Rline = 0.5 X and power-load resistor Rload = R1 = 1 X. The branched
resistor R1 is operated at its rated voltage Ur = 10 V. Assume that R2 and R3 are
connected from the time t = 0 to 1.8 s, UR(t) will decrease quickly to 5 V without
SMES, and thus the three branched resistors are operated at a voltage sag state. If
the SMES is applied, the 0.2 H HTS coil should be controlled to compensate the
mean shortfall power Psh = 300 W and mean shortfall current Ish = 30 A.

Figure 18 shows the measured results of IL(t) and UR(t) during the whole
energy compensation processes, which can also be divided into three different
segments. The first one is a complete compensation segment when IL(t) C 30 A,
both the bridge-type and conventional choppers are operated at a discharge-storage
mode to maintain UR(t) around 10 V until IL(t) drops to 30 A. The second one is an
incomplete compensation segment when IL(t) \ 30 A, the two choppers are
operated at a discharge state to compensate a decreasing power. Once IL(t) drops to
zero, the operation state of the two choppers should be converted into storage state
to avoid the occurrence of reverse charge, and thus the third process enters into a
zero compensation segment.

In the complete compensation segment, the maximum compensation time
duration Tcom to compensate such a 300 W shortfall power in the bridge-type

Fig. 18 The measured
results of IL(t) and
UR(t) during the whole
energy compensation
processes. a IL(t) versus t;
b UR(t) versus t
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chopper is longer than that in the conventional one, as shown in Fig. 19. When
I0 = 60 A, the measured g values are about 97.1 and 83.2 % for the bridge-type
and conventional chopper, respectively. Furthermore, if several MOSFETs are
applied in parallel to serve as a power switch, both Tcom and g can be further
enlarged to approximately equal to that in an ideal chopper. However, the method
to use several parallel power diodes cannot enlarge Tcom and g effectively because
of the inevitable power loss from the stationary voltage drop in the conventional
chopper. Therefore, the bridge-type chopper has the potential to replace the con-
ventional one in some low-voltage power applications like a SMES-based dynamic
braking drive system of an AC motor [28]. Both the absorption and compensation
efficiencies for kinetic energy of the motor will be much improved. The bridge-
type chopper can also be directly applied to connect the HTS coil with DC bus in a
micro grid (MG) [19]. Besides the significant improvement of practical energy
exchange efficiency, the practical response time to absorb or compensate the
electric energy will be reduced to microsecond level, which is very beneficial to
enhance the power quality with the end-user.

Figure 20 shows the measured results of UR(t) in the incomplete compensation
segment when I0 B 30 A. If I0 \ 30 A, at the time t = 0 s, UR(t) will decrease
quickly to a inflected voltage Uc, and then decreases gradually to 0 V after an
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Fig. 19 The measured and
calculated results of Tcom

versus I0

Fig. 20 The measured
results of UR(t) when
I0 B 30 A
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incomplete compensation time duration Tc. The measured Uc values in the two
choppers are similar, however, the bridge-type chopper will achieve a longer Tc

than the conventional one.

4.2.3 Analysis on the Energy Exchange Characteristics

The energy absorption and compensation processes of the energy exchange proto-
type have been presented independently in Sects. 4.2.1 and 4.2.2. To further discuss
the dynamic energy exchange characteristics, one branch and three branches of
R1 = R2 = R3 = 1 X are connected with the power-line resistor Rline = 0.5 X to
achieve a power swell state and a power sag state, respectively. As shown in Fig. 21,
the 0.2 H HTS coil should be controlled to absorb the mean surplus power
Psu = 100 W until the time when t = 5 s in the bridge-type chopper or t = 6 s in the
conventional chopper, and then to compensate the mean shortfall power
Psh = 100 W until the time when t = 9 s. The whole energy exchange processes can
be divided into six different segments: (i) Incomplete absorption segment when
IL(t) \ 10 A; (ii) Complete absorption segment when 10 A B IL(t) \ 60 A;
(iii) Incomplete absorption segment when IL(t) & 60 A; (iv) Complete compensa-
tion segment when IL(t) C 10 A; (v) Incomplete compensation segment when
0 A \ IL(t) \ 10 A; (vi) Zero compensation segment when IL(t) = 0 A.

Fig. 21 The measured
results of IL(t) and
UR(t) during the whole energy
exchange processes.
a IL(t) versus t; b UR(t) versus t
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Similarly, the dynamic energy exchange characteristics in all the energy
absorption and compensation segments can be fully obtained by integrating the
theoretical and experimental studies in Sects. 4.2.1 and 4.2.2. The available
parameters and data curves mainly include: (i) Um, Tm, Uc, and Tc in the incomplete
absorption and compensation segments when IL(t) \ 10 A; (ii) Tabs and Tcom in the
complete absorption and compensation segments when 10 A B IL(t) B 60 A;
(iii) IL(t) and UR(t) at an arbitrary time; (iv) Transient voltage, current, consumed
power curves of the power-line resistor and power electronic elements.

The above operation parameters and relevant relations probably follow several
power and linear functions as follows: (i) Incomplete absorption segment, Um =

-0.306I0 ? 9.514, Tm = -0.027I0 ? 0.435; (ii) Complete absorption segment,
Tabs = -1.333 9 (I0)2 9 10-3 ? 4.8 in the ideal chopper, Tabs = -5.515 9

(I0)2 9 10-2.234 ? 5.157 in the bridge-type chopper, Tabs = -4.165 9 (I0)2.945 9

10-5 ? 7.285 in the conventional chopper; (iii) Complete compensation segment,
Tcom = 3.333 9 (I0)2 9 10-4 - 0.3 in the ideal chopper, Tcom = 3.928 9 (I0)1.957

9 10-4 - 0.3054 in the bridge-type chopper, Tcom = 6.336 9 (I0)1.813 9 10-4

- 0.3054 in the conventional chopper; (iv) Incomplete compensation segment,
Uc = 0.171I0 ? 4.853, Tc = 0.024I0 ? 0.125 in the bridge-type chopper,
Tc = 0.021I0 ? 0.08 in the conventional chopper. The fitted linear and power
functions have the potential to apply in practical SMES design and optimization for
use in different power system applications. The proposed system also provides a
feasible method to build a simple and economical test apparatus for the experimental
evaluations of an SMES device before its practical applications.

Based the above theoretical and experimental results obtained, conclusions can be
made as follows: As compared to the conventional chopper, the bridge-type one has
higher energy utilization efficiency in various power end-user applications such as
EVs, UPSs, DGs, and LVDC systems. What’s more, the energy utilization efficiency
can be further improved by introducing the MOSFETs with lower applicable voltage
level or adopting the multi MOSFET in parallel connection method. However,
similar methods cannot improve the efficiency significantly in the conventional
chopper because of the inevitable power loss from the stationary voltage drop across
the two power diodes. If one simply considers the practical energy exchange effects
to satisfy with the external demands, a better application scheme is to use the charge-
storage mode of the conventional chopper during the energy absorption process, and
to use the discharge-storage mode of the bridge-type chopper during the energy
compensation process. The scheme will integrate the advantages of the two choppers
for achieving very long absorption and compensation time durations.

5 Development Status of Worldwide SMES Devices

In recent years, with the development of superconducting materials, especially
HTS materials with promising strong-current applications in large-scale magnets,
various SMES devices have been fabricated and tested for practical power grids.
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The main LTS and HTS SMES devices worldwide are summarized in Table 4 and
Table 5 [29–31].

Serious interests in SMES began in the early 1960s as reliable low-temperature
superconductors (LTSs) became available. The practical feasibility of the SMES
concept has been demonstrated with the world’s first commercial 30 MJ NbTi
SMES unit [32] used on the Pacific Intertie transmission line in the early 1980s. At
this point in time, the LTS SMES technology is relatively mature and reliable;
USA has developed several large-scale SMES devices, e.g., 30 MJ SMES in Los
Alamos National Laboratory (LANL) [32], 100 MJ SMES in University of Florida
[33], and has already achieved the primary process of commercialization. Other
countries in the world have also developed several MJ-class LTS SMES devices,
e.g., Chubu Electric Power Co. in Japan—7.34 MJ SMES [34], Chinese Academy
of Sciences in China—2 MJ SMES [35], Korean Electric Research Institute in
Korea—3 MJ SMES [36], Ansaldo Ricerche spa in Italy—2.6 MJ SMES [37], etc.
The power system applications of the current LTS SMES devices include damping
low-frequency oscillation in the interconnected grid, maintaining power system
stability, compensating voltage dip, protecting critical load, etc. However, the high
refrigeration loads, which is required to keep the LTS materials at 4.2 K, made the

Table 4 Worldwide development status of LTS SMES devices

R&D team Materials Energy
level

Applications

Los Alamos Laboratory (USA) NbTi 30 MJ Damping the low frequency
(0.35 Hz) [32]

University of Florida (USA) NbTi 100 MJ Damping the low frequency
(0.2–3 Hz) [33]

American Superconductor (USA) NbTi 1–5 MJ Already successfully commercial
applications [43]

National Nuclear Science Institute
(Japan)

NbTi 1 MJ UPS (500 kW, 1 s) [44]

Chubu Electric Power Company
(Japan)

NbTi 7.34 MJ Instantaneous voltage drop
compensation [34]

NbTi 20 MJ Instantaneous voltage drop
compensation [45]

Tokyo Institute of Technology (Japan) NbTi 270 kJ Power system stability [46]
Kyushu Electric Power

Company (Japan)
NbTi 2.9 MJ Power system stability [47]

Tsinghua University (China) NbTi 0.3 MJ Instantaneous voltage drop
compensation [48]

Institute of Electrical Engineering,
CAS (China)

NbTi 2 MJ Pulsed power source [35]

Korean Electric Research Institute
(Korea)

NbTi 3 MJ UPS [36]

Bologna University (Italy) NbTi 200 kJ Power quality improvement [49]
Ansaldo Ricerche Spa (Italy) NbTi 2.6 MJ Protect the sensitive load [37]
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LTS SMES uneconomical to practically operate. For LTS SMES further devel-
opments, the high refrigeration cost remains a significant barrier.

Immediately following the discovery of HTS materials in 1986, several studies
looked into the feasibility of HTS SMES. Due to the anisotropy of 1G HTS tapes
and immature HTS high-field magnet technology, the number of the worldwide
HTS SMES devices is relatively few by comparison to LTS SMES devices, and
the achieved capacities are limited to MJ-class, e.g., Chubu Electric Power Co. in
Japan—1 MJ SMES [38], Chinese Academy of Sciences in China—1 MJ SMES
[39], CNRS-CRTBT-LEG in France—0.8 MJ SMES [40], Korean Electric
Research Institute in Korea—0.6 MJ SMES [41], etc. The HTS magnets in the
above MJ-class HTS SMES devices are fabricated by 1G BSCCO tapes (Bi2212 or
Bi2223), which have been considered as transitional materials for studying HTS
magnet technology. With the continued development of HTS wires, the second
generation (2G) YBCO tapes became more feasible, and their outstanding high-
field properties make large-scale HTS SMES available, i.e., 2.4 GJ YBCO SMES
[14]. Recently a new promising SMES technology based on MgB2 tapes has been
proposed to combine with liquid hydrogen (LH2) for developing very compact
hybrid ESSs, i.e., 48 GJ MgB2 LIQHYSMES [42].

The continuous progresses of HTS materials and SMES devices have formed
the firm base for the SMES developments and applications ranging from small to
large scales in distribution to transmission power systems and future SGs. In
addition, the suitable reduction of capital cost for SMES devices with the price

Table 5 Worldwide development status of HTS SMES devices

Research and development team Materials Energy
level

Applications

Chubu Electric Power Company
(Japan)

Bi2212 1 MJ Instantaneous voltage drop
compensation [38]

YBCO 2.4 GJ Load fluctuation compensation [14]
Toshiba Company (Japan) Bi2212 6.5 MJ Fundamental study [50]
Institute of Electrical Engineering,

CAS (China)
Bi2223 30 kJ Fundamental study [51]
Bi2223 1 MJ Power quality improvement [39]

Huazhong University of Science and
Technology (China)

Bi2223 35 kJ Hydropower station experiments
[52]

University of Electronic Science and
Technology of China and
Innopower (China)

Bi2223 1 kJ Low-loss switching and digital
control for micro grid
applications [13, 29]

Korean Electric Research Institute
(Korea)

Bi2233 600 kJ Power system stability [41]
2.5 MJ Power system stability [53]

National Center for Scientific Research
(France)

Bi2212 800 kJ Pulsed power source [40]

ACCEL Instruments GmbH
(Germany)

Bi2223 150 kJ UPS [54]

Superconducting Technology
Laboratory (Poland)

Bi2223 34.8 kJ UPS [55]

Wollongong University (Australia) Bi2223 2.48 kJ Fundamental study [56]

Emerging SMES Technology 99



reduction of HTS conductors (BSCCO tapes for about 35 $/kA�m or below, YBCO
tapes for about 15 $/kA�m or below), large-scale SMES devices will become
economically available, and will play an important role in future SGs.

6 SMES Application Topologies and Performance
Evaluations

With the development of micro grids (MGs) and smart grids (SGs), it is expected
that combination of centralized power generation and distributed power generation
for developing modern resource-saving and environment-friendly power systems
will occur in future. The ultimate purpose is to satisfy the increased power quality
requirements from modern power consumers. Fast response, high efficiency, large-
scale energy storage systems (ESSs) play an important role for smart regulation
and control in flexible AC transmission systems (FACTS) for power transmission,
distributed flexible AC transmission systems (DFACTS) for power distribution,
and widespread renewable energy sources (RESs) penetration and replacement of
the current fossil-fuel power generation. This section summarizes the application
topologies and evaluates the high-performance SMES devices for power grid
applications.

6.1 Basic VSC and CSC Application Topologies

6.1.1 VSC-Based SMES

Figure 22, as an example, shows the basic configuration of a VSC-based SMES
unit [57], which consists of a Wye-Delta transformer, a six-pulse pulse width
modulation (PWM) rectifier/inverter using insulated gate bipolar transistor
(IGBT), a two-quadrant DC–DC chopper using IGBT, and a superconducting coil
or inductor. The PWM converter and the DC–DC chopper are linked by a DC-link
capacitor.

The PWM VSC provides a power electronic interface between the AC power
system and the superconducting coil. The control system of the VSC is shown in

Fig. 22 Basic configuration
of VSC-based SMES system
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Fig. 23. The proportional-integral (PI) controllers determine the reference d- and
q-axis currents by using the difference between the DC-link voltage EDC and
reference value EDC_ref, and the difference between terminal voltage VG and ref-
erence value VG_ref, respectively. The reference signal for VSC is determined by
converting d- and q-axis voltages which are determined by the difference between
reference d–q axes currents and their detected values. The PWM signal is gen-
erated for IGBT switching by comparing the reference signal which is converted to
a three-phase sinusoidal wave with the triangular carrier signal. The DC voltage
across the capacitor is kept constant throughout by the six-pulse PWM converter.

The superconducting coil is charged or discharged by a two-quadrant DC–DC
chopper. The DC–DC chopper is controlled to supply positive (IGBT is turned
ON) or negative (IGBT is turned OFF) voltage Vsm to the SMES coil and then the
stored energy can be charged or discharged. Therefore, the superconducting coil is
charged or discharged by adjusting the average voltage Vsm_av across the coil
which is determined by the duty cycle of the two-quadrant DC–DC chopper. When
the duty cycle is larger than 0.5 or less than 0.5, the stored energy of the coil is
either charging or discharging, respectively. In order to generate the PWM gate
signals for the IGBT of the chopper, the reference signal is compared with the
triangular signal.

6.1.2 CSC-Based SMES

Figure 24, as an example, shows the basic configuration of a current source
converter-based (CSC-based) SMES unit. The DC side of CSC is directly con-
nected with the superconducting coil, and its AC side is connected to the power
line. A bank of capacitors connected to a CSC input terminal is utilized to buffer
the energy stored in line inductances in the process of commutating direction of
AC line current. Furthermore, the capacitors can filter the high-order harmonics of
the AC line current. In the CSC, through regulating the trigger signals of the
switching devices, the current in the superconducting coil can be modulated to
generate controllable three-phase PWM current at the AC side. As the SMES
system is inherently a current system, the transfer of both active and reactive
powers between the CSC and power network is very fast.
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Fig. 23 Control system of
the VSC
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In case of a 12-pulse CSC-based SMES, to improve the total harmonics dis-
tortion (THD) of the ac source currents, an optimal PWM switching strategy is
used to minimize the 5th, 7th, 11th, and 13th harmonics. It has been proved that
the 5th, 7th, 11th, and 13th harmonics can be minimized to zero with the modu-
lation index ranging from 0.2 to 1. Compared to a 6-pulse CSC, the 12-pulse CSC
has smaller voltage ripples on the dc side, which means a further reduction of the
ac losses in the SMES coil.

For magnet training, a DC current Id control algorithm is applied. The block
diagram is shown in Fig. 25, where Idref is the reference value of Id, PI is a
proportional-integral regulator, L is the inductance of the SMES coil, Rd is the
resistance in the DC circuit, and Vd is the DC voltage. With the phase angle a
being fixed to zero, the DC voltage is proportional to the modulation index M,
which determines the charging rate.

6.2 Integrated Application Topologies in Power Grids

6.2.1 Application Topologies in Distributed Generators and Micro
Grids

To reach widespread RESs penetration and replacement of the current fossil-fuel
power generation, an innovative concept of micro grid (MG), which integrates
several DGs and distributed ESSs, has been proposed to achieve large power
quality improvements and comprehensive utilizations of various local DGs.
A typical MG system with a SMES is shown in Fig. 26 [30, 31]. The generated
power of the solar power system, wind power system, and hydro power system are

Fig. 24 SMES system with
a CSC

Fig. 25 Block diagram of
the DC current control
algorithm
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gathered in the DC bus through several power conversions. The SMES system
carries out dynamic power exchange with the DC bus to maintain the power
stabilization in DC bus. The MG system can be applied as a power supply for
independent loads and grid loads.

There are three main technical advantages in the MG system with a SMES:
(i) SMES with rapid response characteristics (ms level) can, such as voltage
interrupt, instantaneous voltage dip, etc.; (ii) SMES with very large power output
characteristics (MW level) can provide enough compensation power for DC bus;
(iii) SMES with very high energy storage efficiency characteristics can improve
the operation efficiency in the whole MG system.

6.2.2 Application Topologies in Transmission and Distribution Systems

To solve different power quality problems, e.g., voltage sag, voltage swells,
voltage fluctuation, interruptions, harmonics, etc., various power conversions,
compensation, and control devices have been introduced to regulate and control
the transmission and distribution systems. The main solutions for various power
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quality problems include FACTS for the power transmission side and DFACTS for
the power distribution side. Three basic FACTS and DFACTS devices, i.e., series-
type static synchronous series compensator—SSSC, static synchronous compen-
sator—STATCOM, unified power flow controller—UPFC, with a SMES unit in
the device, are shown in Fig. 27. The integrated application schemes of SMES-
FACTS/DFACTS in power transmission line (TL) and distribution line (DL) are
shown in Fig. 28.
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Fig. 27 Three typical FACTS/DFACTS with SMES. a SMES-SSSC; b SMES-STATCOM;
c SMES-UPFC
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6.2.3 Integrated Application Topologies in Smart Grids

Based on the above discussions, the prospect of SMES in future SG is proposed in
Fig. 29. In addition to the traditional power generation plants including hydro
power plants, thermal power plants, and nuclear power plants, various MGs or DGs
using RESs will be widely installed in future SGs. With the dynamic power
exchange and regulation from SMES or hybrid ESSs, MGs or DGs can be directly
connected to the main power transmission and distribution lines (DLs). SMES-
based FACTS and DFACTS devices can be further applied to carry out the whole
power flow control for reaching the increasing power demands from modern power
consumers (PCs). The real-time signals in the whole SG will be transmitted to the
smart control center for data processing and finally achieving the integrated power
management and control of FACTS, DFACTS, and MGs. As an auxiliary
power management technology, the SMES-based UPS devices installed in the
power terminals will guarantee the power quality for various PCs.
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6.3 Applications of SMES in Power Grids

The application topologies and advantages of SMES for MGs, transmission and
distribution systems are described in this section. The application scheme of
hybrid ESSs with distributed SMES devices are proposed and discussed to com-
bine the advantages from SMES devices and other conventional ESSs, and to
achieve better performance in practical power applications. The integrated solu-
tions for SGs are proposed with functions and application schemes of SMES
devices.

6.3.1 Applications in Distributed Generators and Micro Grids

(1) Application in wind power system
The intermittence and unpredictable nature of the wind power cause voltage
and power fluctuations. The bandwidth of the wind power fluctuations is
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generally below 1 Hz, while the power system is more sensitive to the power
fluctuations in the frequency region between 0.01 and 1 Hz. Therefore, it is
necessary to smooth power fluctuations for large wind farms. Figure 30, as an
example, shows a wind farm system integrated with an SMES unit, which
consists of a power fluctuation suppression control module for a wind farm
and a power control module for the SMES. The results obtained from the
referred wind farm show that the SMES system can perform well with respect
to the voltage fluctuation compensations [58].

(2) Application in photovoltaic power generation
Figure 31, as an example, shows the schematic diagram of a combined PV/
SMES system. The PV generation system and the SMES system are joined by
a common bus, which is connected to the utility grid. The results obtained with
or without the modulation by the PV/SMES system show that the power
generated by the SMES system can be able to satisfactorily smooth out PV
power fluctuations [59]. Power generated from PV arrays can be completely
utilized under different weather conditions and PV penetration can be
increased to significant levels without causing side effects to the power system.

(3) Application in hydroelectric power system
Figure 32, as an example, shows a hydroelectric network integrated with a 10
MVA/20 MJ SMES device connected to an 11 kV bus in a hydro power
station [45]. The SMES is operated to compensate power fluctuation generated
by the metal rolling factory near the power station. The results of a com-
pensation test for the load fluctuations show that the active power fluctuation
load at the bus is effectively compensated, and the active power load of the
generator is almost a constant after compensation by the SMES system.

SMES

Fig. 30 A wind farm system
integrated with an SMES unit

SMES

PV

Loads

Fig. 31 Schematic diagram
of a combined PV/SMES
system
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(4) Application in micro grids
Figure 33 shows a micro grid (MG) integrated with a SMES unit. The sample
system includes two diesel generators, one hydro generator, one wind gener-
ator, and one PV system. The SMES system is connected with the MG by a
VSC [60]. The stability enhancement and minimization of frequency fluctu-
ation of the MG can be achieved by using SMES and pitch control. Some
SMES cases with different energy storage capacities and their compensation
effects are discussed [60]. Simulation results show that the SMES is a very
effective device for stabilization of the MG.

6.3.2 Applications in Flexible AC Transmission Systems

(1) Application in power system dynamic stability improvement
The application of SMES for dynamic stability improvement has been studied
[61]. Take a three-machine and nine-bus power system, for example, as shown
in Fig. 34. The SMES system was first located between buses 4 and 9 (nearer
to bus 4); then, the faults obstacles were simulated with the SMES system
placed at bus 7. A three-phase ground fault was made at t = 175 s for a period
of 70 ms at different locations and the total performance of the system is
simulated with or without the SMES system. The results show that the rotor
speed is under control while the SMES system discharges into the system as
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the supply of both active and reactive power. An average active power of
about 70 MW is discharged into the system during the fault at t = 175 s with
a significant amount of reactive power being injected into the system
simultaneously.

(2) Application in power system transient stability improvement
The application of SMES for transient stability improvement has been studied
[62, 63]. The model system as shown in Fig. 35, as an example, consists of a
synchronous generator and an infinite bus through a transformer and double
circuit transmission line. In order to control the power balance of the syn-
chronous generator during the dynamic period effectively, an SMES unit is
located at the generator terminal bus. A fuzzy logic control method is applied
to improve the transient stability and is also compared with that of a con-
ventional PI-controlled SMES scheme. The simulation results of both bal-
anced (three-phase-to-ground) and unbalanced (single-line-to-ground) faults
demonstrate the effectiveness and validity of the SMES system for the tran-
sient stability improvements [63].

(3) Application in power system active filter
The passive filters have an increasing possibility of low degree harmonics and
a limit to cover all harmonics current. However, the active filter system can
reduce harmonics current at once without the problems of existing passive
filter system. SMES is a very good promising source used in the active filter
systems due to the high response time of charge and discharge. Figure 36, as
an example, shows an SMES-based active filter system consisting of both
series and shunt filter functions. The system is composed of a 3-phase DC–AC
converter for compensation of harmonic current and three 1-phase DC–AC
converters for compensation of voltage sag. Harmonic current from a non-
linear load was assumed for confirmation of the performance of the shunt
active filter. If a shunt active filter energized by SMES is applied, the har-
monic elements in the utility line current are fully compensated [64].
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(4) Application in power system SMES–SFCL
To make full use of the HTS coils for power system applications, a promising
solution is to make the superconductivity device perform more than one
function, e.g., SMES and SFCL (superconducting fault current limiter), thus
we can take full advantage of the device and the cost of each function is
reduced effectively. Figure 37 shows the circuit topology of a typical SMES-
SFCL device [65]. The combined SMES–SFCL device acts as a SMES to the
AC1 system. It can alleviate voltage swells, sags, and even momentary out-
ages. It also acts as a SFCL to the AC2 system and can restrain the fault current
by the large inductance of the superconducting coil. When the combined
device reaches its steady state, a short circuit from phase A-to-ground occurs
at 1.8 s and it lasts 0.08 s. DC current in the superconducting coil and current
in phase A are both monitored. The results show [65] that the fault current is
effectively limited, but the coil current does not rise very much because of the
existence of the part of SMES.

7 Prospective SMES Applications Toward Smart Grids

7.1 Application Solutions of SMES in the Modern Power
Systems

To cope with modern power systems, large-scale, medium-scale, and small-scale
SMES devices with different energy storage capacity and power rating are
demanded. In this section, four SMES units as shown in Table 6 are introduced to
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discuss and verify the application schemes and characteristics of SMES for power
generation, transmission, distribution, and end-users.

7.1.1 Analysis on Daily Load Levelling

Daily load leveling refers to the use of electric energy stored in the large-scale
ESSs during the time periods of low demand to supply peak demand. Large-scale
pumped hydro storage (PHS) technology with a typical storage efficiency between
70 and 80 % is currently the commercial storage option for daily load leveling. It
has been reported [66] that a TJ-class SMES device with high storage efficiency of
*90 % and no site limitation will be a promising solution in the future. Although
the capital cost of a SMES device is more than that of a PHS device with the same
capacity at present, SMES will reduce the annual operation cost for the same
capital cost to 50–60 % of that of PHS, thus the overall life cycle cost of SMES
may be lower than that of PHS.

Figure 38 shows a typical curve of a 3.6 TJ SMES device for daily load lev-
eling: (i) During the low demand time periods, the 3.6 TJ SMES device in
Scheme 1 is operated at energy charge state to absorb the surplus power Pmin -

Pdemand, and thus the base-load power plants can be operated efficiently at full
power Pmin; (ii) During the peak demand time periods, the 3.6 TJ SMES device
will be operated at energy discharge state to release the stored energy to com-
pensate the shortfall power Pdemand - Pmax for satisfying the real-time load power
demand Pdemand, which reduces the need to draw an electricity from the peaking
power plants or increase the grid infrastructures; (iii) During the medium-demand
time periods, the practical electricity generated Pgenerated can basically follow with
the Pdemand, and the 3.6 TJ SMES device is operated at energy storage state with
nearly zero energy loss.

The energy practically stored in the 3.6 TJ SMES device fluctuates along with
the dynamic energy exchange processes, and can be calculated by

ESMESðtÞ ¼ E0 �
Z t

0

PrðtÞdt ð11Þ

Table 6 Specifications of four SMES units

Items Scheme 1 Scheme 2 Scheme 3 Scheme 4

Coil structure Toroid Toroid Solenoid Solenoid
Stored energy 3.6 TJ 36 GJ 3.6 MJ 36 kJ
Rated power 100 MW 100 MW 1 MW 1 MW
Compensation time *10 h *6 min *3.6 s *0.036 s
Inductance 72 kH 18 kH 7.2 H 0.072 H
Rated current 10 kA 2 kA 1 kA 1 kA
Capital cost 3870.6 M$ 387.1 M$ 2.2 M$ 0.1 M$
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where E0, initial stored energy; Pr(t), the surplus or shortfall power. In the case of
sinusoidal AC power and energy exchange, Pr(t) approximately equals to the root
mean square (RMS) power PRMS due to the equivalence of the AC to DC power
conversion, thus the absorbed or released energy equals to the product of PRMS and
time duration Dt.

Since the 3.6 TJ SMES device can be controlled to fully compensate the ref-
erence power demand when ISMES(t) is greater than or equal to the RMS current
IRMS, the maximum compensation time duration can be calculated by

Tcomp ¼
L

2PRMS

ðI2
max � I2

RMSÞ ð12Þ

where Imax is the maximum allowable operation current through the HTS coil,
which should be limited within its critical current to avoid the occurrence of
quench.

Figure 39 shows the results of Tcomp versus Imax with LSMES = 72 kH and
ESMES = 3.6 TJ. For a specific coil inductance, Tcomp is almost proportional to the
square of Imax. For a specific energy storage capacity, Tcomp increases rapidly with
increment of Imax at first and then approaches a saturation value gradually. A
reasonable parameter optimization should be achieved by considering the external
power demands and development specifications of the HTS coil, e.g., the capital
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cost [67] for developing a large-scale HTS coil with large coil inductance, the
refrigeration cost [68] for achieving a ultra-low operation temperature with high
critical current. What is more, the coil structure should also be optimized to reduce
the electromagnetic force and stray magnetic field for further improving the crit-
ical current and lessening the electromagnetic pollutions. The multipole solenoidal
coil [33] and toroidal coil [14] are normally applied at present. Recently, three new
kinds of force-balanced coil (FBC) [69], stress balanced coil (SBC) [70], and tilted
toroidal coil (TTC) [71] have been introduced for large-scale coil developments.

7.1.2 Analysis on Load Fluctuation Compensation

As mentioned above, a TJ-class SMES or PHS device is available for daily load
leveling. However, there are still some second-level or minute-level load fluctu-
ations during the medium-demand time periods. A GJ class SMES device seems to
be a more economical option for these load fluctuation compensation applications
in the power transmission systems. Currently, two ongoing 2.4 GJ YBCO SMES
[14] and 48 GJ MgB2 SMES [42] projects are proposed to carry out the load
fluctuation compensations from hundreds of MW to GW class.

Figure 40 shows the results of SMES for minute-level load fluctuation com-
pensations. Since SMES has the shortest response time to absorb or release the
electricity as compared to other ESSs, the introduction of the 36 GJ SMES device
in Scheme 2 makes the dynamic compensation more effective and timely.

The relations between the capital cost and energy storage capacity in a SMES
device are shown in Fig. 41, and the capital cost equations [67] for a solenoidal
coil and toroidal coil can be approximatively expressed by Cost (M$) = 0.95
[Energy (MJ)]0.67 and Cost (M$) = 2.04 [Energy (MJ)]0.5.

The capital costs of the 3.6 TJ and 36 GJ SMES coils are 3870.6 and 387.1 M$,
respectively. To reduce the capital cost and make better use of a SMES device, the
SMES can be introduced to combine with other ESSs for forming a hybrid energy
storage system (HESS). The HESS has very high reliability because the hybrid
combinations of several ESSs can combine to use their advantages in full, but
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compensate for each other’s disadvantages. A typical case is the LIQHYSMES
storage unit (LSU) [42] consisting of 125 GWh LH2 energy and 48 GJ SMES,
which has the advantages of fast response speed, high power density, and high
energy density. Therefore, the 36 GJ SMES device can be used not only for short-
time load fluctuation compensations, but also for daily load leveling by combining
with a large-scale PHS device. The above HESS concept provides an economical
way for smart power generation and transmission management.
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7.1.3 Analysis on Voltage Fluctuation Compensation

Since the power density of SMES is about 100 times higher than that of a redox flow
battery, and about 10 times higher than those of a lead-acid battery and NaS battery
[72], SMES can provide much larger exchanging power as compared to the battery
energy storage (BES) for the same mass and volume. Moreover, the grid voltage
fluctuations can be compensated within a quarter of power-frequency cycle because
the response time of SMES is generally about 1–5 ms, however, the first cycle
compensation cannot be practically achieved with BES. Therefore, a number of
MJ-class and MW-level SMES devices [34–41] have been developed in the world
for the studies of the potential replacement of BES in the power distribution systems.

According to (12), Tcomp equals to several seconds for the MW-level fluctuation
compensations if the 3.6 MJ SMES device in Scheme 3 is applied. To further
enlarge Tcomp, a larger energy storage capacity is needed. For instance, the 36 GJ
SMES device in Scheme 2 can bring a very large Tcomp of about 9 h, however, the
high capital cost makes the scheme uneconomical. In view of the economy and
practicability of the current SMES technology, some small-scale HESSs [13, 30,
31] have been studied and verified that the introduction of SMES with fast
response speed and high power density can improve the dynamic performance of
HESS, especially for solving ms-level power quality problems. Figure 42 shows
the results of a typical SMES-BES HESS for voltage fluctuation compensations.
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The 36 kJ SMES device in Scheme 4 is only applied to absorb or release 20 kJ
electric energy to compensate the 1 MW voltage swell or sag within the first
20 ms, and then the BES will continue to carry out the voltage fluctuation com-
pensations for a much longer time.

7.2 Application Prospects and Considerations of SMES
in Future Smart Grid

The alternatives for the continued availability of a highly reliable and inexpensive
power supply in future SGs include the deployment of clean coal generation,
nuclear power generation, renewable energy generation, and other generation
resources. Various ESSs can be used to allow increased capacity and stability to be
derived from any given quantity of physical resources, and should be considered as
a strategic choice that allows for optimum use of existing and new resources of all
kinds. The overview and application analyses of the current SMES technology
conclude that SMES has the significant potential to combine with, and even
replace other ESSs in modern power systems. It is expected that the future SMES
devices are not only essential to improve the power quality with small-scale or
medium-scale energy storage capacity but also ensure the daily load leveling and
overall reliability of the power systems with large-scale energy storage capacity.

7.2.1 Application Prospects of SMES in Future Smart Grids

Figure 43 shows the application prospects of SMES for future SGs [73]. The main
SMES application schemes and their basic functions are described as follows:
(i) SMES installed near the large-scale centralized generators (CGs) is used to
balance the output power and to achieve daily load leveling; (ii) SMES installed in
the transmission lines (TLs) is used to form FACTS devices for compensating the
load fluctuations and maintaining the grid frequency stability; (iii) SMES installed
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in the distribution lines (DLs) is used to form DFACTS devices for improving the
power quality; (iv) SMES installed near the DGs is used to reduce the impacts
from the intermittent RESs and to facilitate the grid integration; (v) SMES
installed near the power end-users is used to form SMES-based UPSs for
enhancing the stability of electricity and protecting the critical loads.

The requirements of a single SMES unit in the above five application schemes
are shown in Table 7. Besides the application solution of sole SMES with full
energy storage scale, three additional application solutions of SMES should be
considered in future SGs.

The first solution is to install a number of SMES devices with very high power
rating and very low energy storage capacity near the commercial ESS devices for
forming an SMES-based HESS. As compared to the application solution of sole
SMES, SMES in a HESS is only used to compensate the initial fluctuations of
electricity for a very short-time period. For instance, the 10 GJ class SMES can be
used to carry out the daily load leveling for a few minutes before the initial
operation of large-scale PHS, and to compensate some rapid load fluctuations
during the whole day. The 10 kJ class SMES can be used to improve the power
quality and stability for one or a few power-frequency cycles before the initial
operation of medium-scale BES.

The HESS technology will greatly reduce the capital cost of ESSs in different
power system applications. Figure 44 shows the results of Kcost versus Kenergy with
solenoidal coil and toroidal coil. Kenergy is the ratio between the SMES energy
storage capacity needed in a HESS and the energy storage capacity in a sole SMES.

Table 7 Specification required for different applications

Items Application schemes

CGs TLs DLs/DGs UPSs

Stored energy TJ class 10 GJ class MJ class 10 kJ class
Rated power 0.1–1 GW 0.1–1 GW 1–10 MW 1–100 kW
Compensation time 1–10 h 1–10 min 0.1–1 s 0.1–10 s
Capital cost 1–10 G$ 0.1–1 G$ 1–10 M$ 0.1–1 M$
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Kcost is the ratio between the SMES capital cost needed in a HESS and the capital
cost in a sole SMES. It is noticed that Kcost & 0.1 when Kenergy = 0.01 for large-
scale toroidal coil developments, and Kcost & 0.45 when Kenergy = 0.01 for
medium-scale and small-scale solenoidal coil developments.

The second solution is to distribute several small-scale SMES units in different
locations and to make all the SMES units work harmoniously by combined control
of each SMES. This so-called distributed SMES (DSMES) technology has already
been commercially deployed and operated [74]. The DSMES technology has the
advantages of high mobility and high expandability because the SMES units in the
trucks are easy to install in arbitrary locations once they arrives on site. The results
reported [43] indicate that the DSMES technology behaves better in performance
than the concentrated installation of a large-scale SMES unit.

The third solution is to combine the HESS and DSMES technologies and to
distribute a number of HESS units in large, medium, and small scales for the
power generation, transmission, distribution, and end-users. The distributed HESS
(DHESS) technology having the advantages of both HESS and DSMES will
provide very efficient stability and reliability of the whole power system.

The comparisons of different SMES application solutions are shown in Table 8.
The three improved solutions utilize various ESS devices and technologies effi-
ciently and enhance the flexibility and economy of SMES greatly. Therefore, it can
be expected that SMES will be a flexible and efficient ESS option for smart power
and energy managements in future SGs.

Table 8 Comparisons of different SMES application solutions

Items Advantages Disadvantages

Sole SMES Fast response speed
High power density
High storage efficiency
Low control complexity

High capital cost

SMES-based HESS Fast response speed
High power density
High energy density
High reliability
High economy

High system complexity
High control complexity

DSMES Fast response speed
High power density
High storage efficiency
High mobility
High expandability

High system complexity
High control complexity

SMES-based DHESS Fast response speed
High power density
High energy density
High mobility
High expandability
High reliability
High economy

High system complexity
High control complexity
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7.2.2 Conceptual Design of a Superconducting DC Distribution
Network with Superconducting DC Cable and SMES
Technologies

The resistive energy losses consumed on power transmission lines become enor-
mous as the high-capacity of power demand is required by the dramatically
expanding and developed society. HTS technology is an alternative way to resolve
the conventional difficulties to achieve high efficiency in power transmissions
[7, 8]. The superconducting DC cable with nearly zero energy loss is favorable for
low-voltage and long-distance power transmission for future power end-users.
Various SMES devices with different application schemes have the potential to
further enhance the stability and reliability of the superconducting DC transmis-
sions. Figure 45 shows the conceptual design of a superconducting DC distribution
network with superconducting DC cable and SMES technologies. The supercon-
ducting DC distribution network is to implement the hybrid energy transfer of the
hydrogen and electricity, which has been technically verified [75–77]. The LH2

transferred can not only be used to provide hydrogen energy for the fuel cells
(FCs) and FC vehicles (FCVs) [17], but also be used as the refrigeration fluid for
cooling the superconducting DC cable and SMES devices, which can be developed
by either HTS YBCO wires or MgB2 wires.

The application schemes of SMES in the superconducting DC distribution
network are described as follows: (i) SMES and HESS devices installed in the
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cable terminal and middle parts are used to enhance the power transmission
capacity and to maintain the voltage stabilization; (ii) DSMES and DHESS trucks
with highly mobile and expandable characteristics are used to further improve the
integrated performance of scheme (i) in arbitrary locations or time periods;
(iii) SMES devices installed in the DC bus of local PV cells or FCs are used to
maintain the output voltage stabilization for connecting with the DC distribution
network and improving the reliability of electricity in off-grid loads; (iv) SMES
devices installed near the on-grid loads are used to serve as fast response and high
power UPSs; (v) SMES devices installed in FCVs are used to enhance the fast
repeated charge–discharge performance and further to enhance the reliability of
the vehicle-to-grid (V2G) [78] and vehicle-to-building (V2B) technologies [79].

The superconducting DC distribution network is able to operate with very high
current density and very low voltage allowing direct connection of the generators
to the local power end-users, eliminating the need for high voltage insulation and
transformers. For the same power delivery as in the typical 110–1000 kV con-
ventional transmission system, if a superconducting DC cable with the operation
current ranging from thousands of amperes to tens of thousands of amperes is
applied, the operation voltage might be greatly reduced to thousands of volts.

Figure 46 shows an analytical case of the superconducting DC distribution
network. A 110 V rectified DC power source is applied to a 0.1 X load resistor
through the superconducting DC cable. The energy lossy resistor from the relevant
power electronic devices is assumed as 0.01 X. If an additional 0.5 X load resistor
is connected in parallel from the time zero, the operation voltage across the two
load resistors will decrease rapidly to about 83 V at first and then increase grad-
ually to about 97 V, as shown in Fig. 47.

To maintain the practical operation voltage around their reference value of
100 V, three SMES application solutions are adopted. The first one is to install a
2 H/300 A sole SMES unit near the DC power source. The sole SMES unit can be
used to compensate the dynamic load fluctuations in different superconducting DC
cables, however, the inductive and capacitive reactance from the long-distance
cable limits the practical response speeds. As shown in Fig. 47, there is still an
inevitable voltage drop from 0 to about 0.24 s.
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The second one is to distribute several DSMES units in different cables or in
different locations along a specific cable. The DSMES unit located at the terminal
of a superconducting DC cable in Fig. 46 can be directly applied to compensate
the voltage sag within several milliseconds, which results in an effective and
timely voltage sag compensation process.

The third one is to combine the small-scale DSMES units with several local
ESSs, e.g., BES, to form a DHESS. The DSMES unit is only applied to com-
pensate the voltage sag within the first 20 ms, which reduces the energy storage
capacity and capital cost of the DSMES units.
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Multilevel Converters for
Step-Up-Transformer-Less Direct
Integration of Renewable Generation
Units with Medium Voltage Smart
Microgrids

Md. Rabiul Islam, Youguang Guo and Jianguo Zhu

Abstract For grid integration of renewable generation units, a power frequency
transformer operated at 50 or 60 Hz is generally used to step-up the low output
voltage (usually B690 V) to the medium voltage level (typically 6–36 kV).
Because of the heavy weight and large size of the power frequency step-up
transformer, the grid integration system can be expensive and complex for
installation and maintenance. To achieve a compact and lightweight direct grid
connection, a medium voltage multilevel converter may be an alternative
approach. Different multilevel converter topologies with switching and control
issues are analyzed for their medium voltage applications. The practical imple-
mentation issues are also reported in this chapter. It is expected that the medium
voltage multilevel converter would have great potential for future renewable
generation and smart microgrid applications.

Keywords Medium and large scale � Renewable power generation � Grid
integration � Multilevel converters � Step-up-transformer-less

1 Introduction

The rapid increase in global energy consumption and the impact of greenhouse gas
emissions have accelerated the renewable energy technology into a competitive
area. Hence during the last decades, renewable energy resources have become an
important part of the worldwide concern with clean power generation. Wind and
solar energy has continued the worldwide success story as the wind and solar power
development is experiencing dramatic growth. By 2012, there are over 282 GW of
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wind power generation and over 102 GW photovoltaic (PV) generation installed
worldwide and renewable power plants of more than 10 MW in capacity have now
become a reality. These multi-megawatt renewable power systems cover large
areas of land, and thus they are usually installed in offshore and remote areas, far
from cities. For example, the land area covered by a 3.6 MW turbine can be almost
0.37 km2, such that 54 turbines would cover about 20 km2 of land area [1] and the
20 MW PV power plant would cover a land area of about 500,000 m2.

Renewable energy source has very variable daily and seasonal patterns and
consumer power demand requirements also have very different characteristics.
Therefore, it is difficult to operate a stand-alone power system supplied from only
one type of renewable energy resource unless there are appropriate energy storage
facilities. If enough energy storage capacity is not available especially in medium-
scale (0.1–5 MW) and large-scale ([5 MW) systems a grid connected renewable
power generation may be the only practical solution. During the last few years,
scientists and researchers have been introducing smart distribution grid called
microgrid with distributed and renewable generation units, energy storages, and
controllable loads. A medium voltage network feeder (e.g., 6–36 kV) is generally
used to interconnect the renewable generation units.

Different power electronic converters have been developed using conventional
topologies to fulfill the requirements of renewable generations. However, it is hard to
connect the traditional converters to the grids directly, as the distortion in generated
output voltages is high and a single switch cannot stand at grid voltage level. In this
regard conventional systems having power frequency (i.e., 50 or 60 Hz) step-up
transformer, filter, and booster not only increase the size, weight, and loss but also
increase the cost and complexity of the system operation. For example, the weight
and volume of a 0.69/33 kV, 2.6 MVA transformer are typically in the range of
6–8 tons and 5–9 m3, respectively [1]. A liquid-filled 2 MVA step-up transformer
uses about 900 kg of liquid as the coolant and insulator, which requires regular
monitoring and replacement. These penalties are critical in offshore and remote area
applications, where the costs of installation and regular maintenance are extremely
high. Today, the industrial trend is to move away from these heavy and large size
passive components to power electronic systems that use more and more semicon-
ductor elements controlled by powerful processor so that smart operation is ensured.

In comparison with conventional two-level converters, multilevel converters
present lower switching losses, lower voltage stress on switching devices, and
better harmonic performance. These remarkable features enable the connection of
renewable energy systems directly to the grid without using large, heavy, and
costly power transformers and also minimize the input and output filter require-
ments. Although several multilevel converter topologies have been used in low
voltage applications, most of the topologies are not suitable in medium voltage
applications. Because of some special features, the number of components scales
linearly with the number of levels, and individual modules are identical and
completely modular in constriction and hence enable high-level number attain-
ability; the modular multilevel cascaded (MMC) converter topology can be con-
sidered as a possible candidate for medium voltage applications [2].
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The high number of levels means that medium voltage attainability is possible
to connect the renewable generation units to the medium voltage grid directly and
also to improve the output power quality. The component number and control
complexity increase linearly with the increase in number of levels. Therefore, the
optimal selection of number of converter levels is important for the best perfor-
mance/cost ratio of the medium voltage converter systems. For example, the 19-
level and 43-level converters are found optimal for an 11 kV and 33 kV systems,
respectively [3]. Moreover, the multilevel converter requires a number of
switching and control PWM signals, which cannot be generated by the available
digital signal processor (DSP) because the available DSP at present only can
provide about six pairs of PWM channels. In this instance, the field programmable
gate array (FPGA) is the natural choice for medium voltage multilevel converters.

However, the MMC converter requires multiple isolated and balanced dc
sources. In 2011, a high-frequency link operated at a few kHz to MHz was pro-
posed to generate multiple isolated and balanced dc sources for MMC converter
from a single source [3]. In 2013, a high-frequency link was developed and a
comprehensive electromagnetic analysis was reported to verify the feasibility of
the new technology [4]. Compared with the power frequency transformers, the
high-frequency link has much smaller and lighter magnetic cores and windings,
and thus much lower costs.

The chapter is organized as follows: The available multilevel converter
topologies are presented in Sect. 2. Section 3 describes the procedure to select the
multilevel converter topologies for medium voltage applications. The optimal
selection of number of levels taking into account the specified system perfor-
mance, control complexity, cost, and market availability of the power semicon-
ductors for 33 kV converters are summarized in Sect. 4. The switching and control
scheme for multilevel converter is presented in Sect. 5. Section 6 describes the
experimental validation of the new concept by a scaled down prototype of 1 kV
high-frequency link MMC converter. Finally, the chapter is concluded by brief
remarks in Sect. 7.

2 Multilevel Converter Topologies

The multilevel converter is a power electronic circuit that can be operated in an
inverter or rectifier mode. This chapter manly focuses on the inverter mode
operation of the multilevel converters. In 1975, the concept of multilevel converter
topology was proposed [5] and in the last few decades, several multilevel con-
verter topologies have been patented [6, 7]. In order to achieve high voltage using
low voltage switching devices, the multilevel converter topology uses a series of
switching devices with low voltage dc sources. The proper control of the switching
devices superimposes these multiple dc sources in a staircase form in order to
achieve high voltage at the output.
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The renewable energy sources: wind turbine generators, solar PV arrays, and
fuel cells can be used as the multiple dc voltage sources. With multilevel converter
topology, the rated voltage of switching devices is much lower because the rated
voltage of the switching devices depends on the rating of the dc voltage sources to
which they are connected. A schematic circuit of a 3-phase 2-level conventional
converter and a 3-phase m-level multilevel converter is shown in Fig. 1a, b.
According to different switching states, it is possible to achieve high voltage level
on output voltage by adding up the dc voltage sources compared with the 2-level
inverters. According to Fig. 1c, it can be extracted that the quality of output
voltage depends only on the sampling frequency, so higher sampling frequency
means better voltage waveform. In case of multilevel converter output voltage
waveform, as depicted in Fig. 1d, there is an additional factor to control the quality
of output voltage waveform, i.e., the number of voltage levels.

Synthesizing a staircase output voltage, which is closer to sinusoidal voltage
reference compared with 2-level converter output, allows reduction in harmonic
content of voltage waveforms which leads to the size and cost reduction of the
power conversion systems. Each level of the staircase consists of a few PWM
pulses, as shown in Fig. 2.

The frequency of the carrier signal of the PWM generator can be adjusted to
control the quality of the output waveform like 2-level converter. However, the

Fig. 1 Power converter circuit topologies and output phase voltage waveforms: a two-level
converter topology, b multilevel converter topology, c voltage waveform of two-level converter,
and d voltage waveform of 5-level converter
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number of levels of the staircase waveform mostly affects the quality of the output
voltage waveform. Figure 3a plots the total harmonic distortions (THDs) of 11 kV
converters with different number of converter levels.

Although the number of semiconductor devices increases with the number of
converter levels, the high-level converter enables to use low voltage devices,
which are not only cheap but also mature in technology. Figure 3b plots the per
unit price of switching devices with a rated current of 400 A. Therefore, the
semiconductor cost of multilevel converters is lower than the equivalent 2-level
converters operating at the same rating. Total semiconductor cost of high-level
multilevel converters is reported in Sect. 4.

The highest voltage rating of commercially available insulated gate bipolar
transistor (IGBT) is 6.5 kV; suitable for 2.54 kV or lower voltage converter sys-
tems with traditional 2-level converter topology. Table 1a summarizes the voltage
ratings of commercially available IGBTs, where (Vcom@100FIT) is the device
commutation voltage for a device reliability of 100 failures in time (FIT) due to
cosmic radiation. The multilevel converter topology enables the possibility to
develop medium and high voltage converters using commercially available

Fig. 2 Staircase output phase voltage waveform of a 3-phase 5-level converter

Fig. 3 Merits of multilevel converters: a THD of output voltages; possibility to design line filter-
less converter, and b per unit price of IGBTs of 400 A; possibility to use cheap and mature
semiconductors
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semiconductor devices. Table 1b summarizes the voltage handling capacity of 2-
level and multilevel converters. Series connection of switching devices is a well-
established method to develop medium voltage converter with 2-level converter
topology. In order to reduce the effects of nonunique device characteristics and
mismatch of driver circuit operations, the method uses snubber circuits and/or
active gate controller, which increases switching losses.

The switching loss mostly depends on the commutation voltage of the switching
devices, which can be much lower with multilevel converter topologies than that
with 2-level converters. Moreover, multilevel converters require no switching aid
circuits, which improve the commutation times. Therefore, multilevel converters
give lower switching losses than that of 2-level converters. A power loss com-
parison between MMC converter and 2-level converter was analyzed and it was
reported that the switching losses of MMC converters are much lower than 2-level
series connected converters operating at the same conditions [8].

Three different major multilevel converter structures have been reported in the
literature: neutral point clamped (NPC), flying capacitor (FC), and MMC converter
with separate dc sources.

2.1 Neutral Point Clamped Converter

In order to increase the converter voltage rating without increasing the voltage
rating of switching devices, the NPC converter topology was introduced in 1981
[9]. A 3-phase 5-level NPC converter circuit is shown in Fig. 4a.

A phase leg of a 5-level converter consists of four pairs of switching devices
and three pairs of diode. Each switch in a pair works in complimentary mode and
respective diodes pair provides access to the midpoint. If it is assumed that each
auxiliary diode voltage rating is the same as the active switching device voltage
rating, the number of diodes required for each phase will be (2m-4). An m-level
NPC converter has an m-level output phase voltage and a (2m-1)-level output line
voltage. Each of the three phases of the NPC converter shares a common dc-bus
voltage, which has been subdivided by (m-1) capacitors into equal m-levels. Each
phase leg of NPC converter requires (2m-2) active switching devices and the
commutation voltage of each active switching device is (m-1) times lower than

Table 1 Voltage handling capacity of (All are in kV)

(a) Available IGBTs (b) Power converters

Rated device voltage Vcom@100FIT Device voltage rating Number of levels Line voltage (rms)

6.50 3.60 6.50 2 2.54
4.50 2.25 6.50 5 10.12
3.30 1.80 6.50 11 25.45
2.50 1.20 6.50 19 45.82
1.70 0.90 6.50 21 50.91
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the total dc-bus voltage. Table 2 summarizes the five switching states for a phase
leg of a 5-level NPC converter.

In 1998, the NPC converter-based high power ac motor drive system was
proposed [10]. In 2002, another application of NPC converter for high power
medium voltage variable speed motor drives was proposed [11]. The NPC con-
verter has also attracted significant attention for an interface between a high
voltage dc (HVDC) transmission line and an ac transmission line [12]. The NPC
converter topology has the opportunity to connect the neutral point to middle point
of the dc-link, reducing the ground leakage currents, which enables this topology
to form back to back connection. Therefore, in the last few years, the back to back
NPC converters have also been largely utilized in the grid interfacing of renewable
energy sources such as wind turbine generators and solar PV arrays. In 2006, a
back to back NPC three-level converter-based wind power system was proposed
[13]. In 2013, improved control scheme has been proposed to improve the steady-
state and transient operation of back-to-back NPC converter [14].

However, when the number of converter levels is sufficiently high, the number
of diodes required will make the system impractical to implement. In addition to
the requirement of several auxiliary diodes, the capacitor voltage balancing is one

Fig. 4 Three-phase 5-level converter circuit with: a NPC topology, and b FC topology

Table 2 Switching states in a phase leg of the 5-level NPC converter

States Van SA1 SA2 SA3 SA4 SA5 SA6 SA7 SA8

1 2Vdc on off on off on off on off
2 Vdc on on on off on off off off
3 0 on on on on off off off off
4 -Vdc on on off on off on off off
5 -2Vdc off on off on off on off on
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of the notable drawbacks of NPC topology, which will be critical in high-level
converters. Unbalanced capacitor voltages may cause distortions in output wave-
form and damage to switching devices due to over voltage breakdown of switching
devices. For such a reason, many researchers are addressing their efforts in
developing extra circuit and control algorithms [15], but still it is not more than 5-
levels. Moreover, boost switch may limit the voltage and power rating of the
converter. Therefore, this topology is not suitable for medium or high voltage
applications, where higher number of levels are required.

2.2 Flying Capacitor Converter

In 1992, a new converter topology called FC converter was proposed [16]. The
overall structure of FC converter can be comparable with that of the NPC con-
verter except that the converter uses auxiliary capacitors, instead of using auxiliary
diodes. The circuit topology of 3-phase 5-level FC converter is shown in Fig. 4b.
A phase leg of a 5-level converter consists of four pairs of switching devices and
three branches of capacitors. An m-level FC converter has an m-level output phase
voltage and a (2 m-1)-level output line voltage. Each of the three phases of the
FC converter may share a common dc-bus voltage similar to the NPC converter,
which has been subdivided by (m-1) capacitors into equal m-levels. Each phase
leg of FC converter requires (2 m-2) active switching devices and the commu-
tation voltage of each active switching device is (m-1) times lower than the total
dc-bus voltage. In addition to the (m-1) dc-bus capacitors, the m-level FC con-
verter requires (m2-3 m ? 2)/2 auxiliary capacitors per phase if the voltage rating
of the capacitors is equal to that of the active switching devices. One of the
possible combinations of the switching states for a phase leg of a 5-level converter
is summarized in Table 3.

Due to some features, controllability of real and reactive power, and capability
to ride through short duration outages and voltage sags, the FC voltage source
converters have found their application in power system applications. In 2002, FC
multilevel voltage source converter-based unified power flow controller was
proposed [17]. In 2007, 3-level FC multilevel converter-based high voltage direct
current power transmission system was presented [18].

Table 3 Switching states in a phase leg of the 5-level FC converter

States Van SA1 SA2 SA3 SA4 SA5 SA6 SA7 SA8

1 2Vdc on off on off on off on off
2 Vdc off on on off on off on off
3 0 off on off on on off on off
4 -Vdc on off off on off on off on
5 -2Vdc off on off on off on off on
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However, the number of auxiliary capacitors required is quadratically related to
the number of levels. When the number of converter levels is sufficiently high, the
number of capacitors required will make the system impractical to implement. The
large number of capacitors not only increases converter size and weight but also
significantly reduces the lifetime of the converter. Due to regulation of capacitor
voltages, the FC multilevel converter requires complex control strategies. More-
over, precharging of clamping capacitors with required voltage level may increase
complexity and cost, and decrease the performances of the converter.

2.3 Modular Multilevel Cascaded Converter

In 1990, a single-phase MMC converter structure was presented for plasma sta-
bilization applications [19] and in 1997, Robicon Corporation was presented a
medium voltage high power 3-phase MMC converter for motor drive applications
[20]. The complicated multi-winding phase-shifted power frequency transformer
was used to deliver electric power to all the floating H-bridge inverter cells. In
MMC converters, each phase leg consists of a series of modular single-phase full-
bridge or H-bridge inverter cells. A 3-phase 5-level MMC converter circuit is
illustrated in Fig. 5, which is wye connected. The 3-phase MMC converter can
also be connected in delta.

Each isolated and balanced dc source is connected to a single-phase full-bridge
or H-bridge inverter cell. The four switching devices of each H-bridge inverter cell
can generate three different voltage outputs: +Vdc, 0, and –Vdc by connecting the
isolated dc source to the ac output. The proper control of the switching devices
superimposes the voltage outputs of all the H-bridge cells of a phase in a staircase

Fig. 5 Three-phase 5-level modular multilevel cascaded converter

Multilevel Converters for Step-Up-Transformer-Less Direct Integration 135



form in order to achieve high voltage at the converter output. Each H-bridge
inverter cell contributes two voltage levels in output voltage. Similar to NPC and
FC converters, an m-level MMC converter has also an m-level output phase
voltage and a (2 m-1)-level output line voltage. As the NPC and FC multilevel
converters, the MMC converter requires (2m-2) active switching devices per
phase leg and the commutation voltage of each active switching device is (m-1)
times lower than the total dc-bus voltage. Table 4 summarizes one of the possible
switch combinations for a phase leg.

The component numbers of the MMC converters scale linearly with the number
of levels, and individual modules are identical and modular in construction thereby
enabling high-level number attainability. Furthermore, in the case of a fault in one
of these modules, it is possible to replace it quickly and easily. Because of these
special features the MMC converter topology has been considered as a possible
candidate for medium and high voltage high power applications. In 1996, an
MMC-based static synchronous compensator for reactive power control was pre-
sented [21] and in 1999, the converter was proposed for heavy duty electric and
hybrid electric vehicles that have large electric motor drives [22]. A series of
isolated batteries were used to deliver electric power to all the floating H-bridge
inverter cells.

3 Selection of Multilevel Converter Topology

The main aim of this section is to find out a suitable converter topology, which can
interconnect the renewable generation units to the grid directly by using mature
semiconductor technology. A 5-level NPC, a 5-level FC, a 5-level MMC, an 11-
level NPC, an 11-level FC, and an 11-level MMC converter topologies are con-
sidered for the comparison. The comparison is made in terms of number of
semiconductors, semiconductor cost, THDs, filter size, and control complexity of
the converters. The performance is analyzed and compared in the MATLAB
environment. To generate switching pulses a level-shifted carriers-based switching
scheme is used for NPC topologies and a phase-shifted carriers-based switching
scheme is used for FC and MMC converter topologies with a carrier frequency of 1
to 2 kHz and modulation index of 0.8 to 0.90. The output voltage waveforms are
shown in Fig. 6.

Table 4 Switching states in a phase leg of the 5-level MMC converter

States Van SA1 SA2 SA3 SA4 SA5 SA6 SA7 SA8

1 2Vdc off on on off off on on off
2 Vdc off on on off on off on off
3 0 on off on off on off on off
4 -Vdc on off off on off on off on
5 -2Vdc on off off on on off off on
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The output voltage waveform of 5-level NPC converter much more coincides
with the reference sine wave as compared with other 5-level converters outputs.
All 11-level converters output voltage waveforms are very close to the reference
sine wave while NPC converter performance is better than the others. Moreover,
from the output figures it is clear that increasing the level numbers means
improving the converter performance. It is assumed that each blocking diode
voltage rating is the same as the active device voltage rating. A total of 90 diodes
are required for each phase of an 11-level NPC converter. This large number of
diodes affects the reverse recovery of the clamping diodes which is a major design
challenge in high voltage high-power systems. A list of the number of power
components required for each converter topology is summarized in Table 5. As
already stated, the availability of IGBT and diode modules is also considered when
designing the converter. For the 5-level NPC, FC, and MMC converter topology,
each IGBT switch is formed from the series connection of two 4.5 kV IGBTs so

Fig. 6 Line voltages of 11 kV multilevel converters (no filter circuit in the system) with: a 5-
level NPC converter topology, b 11-level NPC converter topology, c 5-level FC converter
topology, d 11-level FC converter topology, e 5-level MMC converter topology, and f 11-level
MMC converter topology

Multilevel Converters for Step-Up-Transformer-Less Direct Integration 137



the number of IGBTs is 48. To enable a converter output phase current of 250 A,
the simulation result is used to determine the current rating of the power
semiconductors.

A total of 45 clamping capacitors are required for each phase of the 11-level FC
converter. These large numbers of heavy and large size capacitors increase the
converter size and cost and reduce the overall lifetime of the converter. The
capacitor voltage balancing problem also becomes a challenging issue with this
high level of component numbers. There are no blocking diodes or clamping
capacitors in the MMC converter topology. The component numbers of this
topology scale linearly with the number of levels. Hence, the overall number of
components is much lower than that with other multilevel converter topologies. The
individual modules are similar and totally modular in construction, which makes it
easy to implement for any number of levels. The higher number of attainable levels
provides more scope for reducing harmonics. The high number of levels means that
it is possible to connect the converter to the medium voltage grid directly.

Table 5 also summarizes the THDs for different multilevel converter topolo-
gies. Among these three converter topologies, the NPC converter topology has the
best harmonic performance. The harmonic performance of the MMC converter
topology is not as good as that of the NPC converter topology. The harmonic
content decreases rapidly with increasing number of levels. This means that by
increasing the levels of the converter, it is possible to keep the output voltage total
harmonic distortion to less than, or equal to 5 % (according to IEEE1547 and
IEC61727). Among these converters, the 11-level MMC converter is the low cost
high performance converter and it is suitable for the connection of medium voltage
grid directly. The price data quoted for the semiconductor devices and capacitors
were collected from the Galco Industrial Electronics and Farnell catalogs where
devices were chosen from the same family so that it was possible to fit with
requirements. The IGBTs chosen are with integrated freewheel diodes and hence
these diodes do not appear in costing. The current rating of most devices is
selected on the basis of simulation results.

Table 5 also summarized the estimated cost of different converter topologies.
The number of semiconductors increases with the number of levels but the vari-
ation in cost is small because the price of the lower rated device is comparatively

Table 5 Cost and performance of different multilevel converters

Number of levels 5 11

Topology NPC FC MMC NPC FC MMC

IGBTs 48 48 48 60 60 60
Diodes 18 – – 54 – –
Capacitors – 18 – – 135 –
Total comp. 66 66 48 114 195 60
THD (%) 17.26 17.80 18.13 7.07 7.28 7.70
Complexity 19 29 29 41 55 55
Total cost(AU$) 90961 117408 82027 115663 109545 82159
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much lower. Because of the lower voltage and current requirements, the total
semiconductor cost of the 11-level MMC converter is lower than that of all other
topologies. The number of arithmetic and logic operations (ALOs) for switching
section is calculated through the MATLAB/Simulink environment. The number of
ALOs is used to compare the complexity of the converters, as summarized in
Table 5.

Based on the performance, control complexity, and semiconductor cost, an
overall comparative study is carried out among the converter topologies. If y is the
given value, ymin the minimum value, and ymax the maximum value in a group of
data, the normalized index value can be calculated as

Id ¼
y� ymin

ymax � ymin

: ð1Þ

Table 6 summarizes the index values of Table 5. For lower level number
converters NPC converter topology may be the best choice. But for higher level
number converters MMC converter topology may be the best choice. Moreover, in
MMC converter the individual modules are identical and completely modular in
construction. Thus, in the case of a fault in one of these modules, it is possible to
replace it quickly and easily. Therefore, MMC is the proper converter topology to
design a medium voltage converter for step-up transformer-less direct grid con-
nection of renewable generation systems.

4 Selection of Number of Converter Levels

The component number and control complexity increase linearly with the increase
of level number. Therefore, optimal selection of number of converter level is
important for the best performance/cost ratio of the converter system. Each H-
bridge inverter cell commutation voltage of a 15-level topology-based 33 kV
inverter is 3,467 V, which may be supported by the 6.5 kV IGBT. Thus, at least
15-level topology is required to design a 33 kV converter. The output power
quality of 55-level inverter is good enough to feed into the 33 kV ac grid directly.
The cheap 1.7 kV IGBT can be used to design 55-level converter. Therefore, 15-
level to 55-level MMC topologies can be considered for a 33 kV converter system.

Table 6 Comparison of different multilevel converter topologies

Number of levels 5 11

Topology NPC FC MMC NPC FC MMC

Performance 0.92 0.97 1 0 0.02 0.06
Complexity 0 0.28 0.28 0.61 1 1
Cost 0.25 1 0 0.95 0.78 0.003
Total index 1.17 2.25 1.28 1.56 1.80 1.063
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The device voltage utilization factor (DVUF); ratio of commutation voltage of
respective commutation cells (Vcom) and (Vcom@100FIT), are counted in the design
process. Higher DVUF is essential for cost-effective design, since semiconductor
cost is the significant figure in medium voltage converter applications. In order to
ensure cost-effective design, the converters with level numbers of 15, 23, 29, 43,
and 55 for a 33 kV converter were considered for the further analysis. These
converter systems have been designed and analyzed in the MATLAB/Simulink
environment. Figure 7 shows the simulated output voltage waveforms of 15, 23,
29, 43, and 55 level MMC converters. The number of ALOs for switching section
and cost of semiconductors are calculated. The number of ALOs is used to
compare the complexity of the converters.

The THDs are calculated through the MATLAB/Simulink environment.
Table 7 summarizes the calculated data for a 33 kV converter with different
number of levels. The component number and control complexity increase linearly

Fig. 7 Line voltages of 33 kV MMC converter (no filter circuit in the converter system) with:
a 15-level converter topology, b 23-level converter topology, c 29-level converter topology, d 43-
level converter topology, and e 55-level converter topology
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with the increase of level number. Moreover, there is no significant output power
quality improvement and semiconductor cost reduction for converters with more
than 43-level systems. Therefore, the 43-level MMC converter may be considered
for a 33 kV converter system. The output power quality of 43-level converter
system is good enough to feed the converter output into the medium voltage grid
directly (i.e., no step-up transformer or line filter circuit is required). Equation (1)
is used to calculate the normalized values of the three significant parameters:
performance, complexity, and cost of the converters. Table 8 summarizes the
index values of Table 7. Based on the index values, overall performance graphs
are plotted and shown in Fig. 8, showing that the total index value is the lowest for
43-level converter, which is the optimal level number for 33 kV systems.

Table 7 Comparison of number of levels for a 33 kV system

Number of levels 15 23 29 43 55

IGBTs 84 132 168 252 324
THDs (%) 6.40 4.54 4.12 3.61 3.47
Cost(AU$) 25,8552 237,600 229,992 141,200 110,030
ALOs 77 121 154 231 297

Table 8 Overall comparison of number of levels for a 33 kV system

Number of levels 15 23 29 43 55

Performance 1.00 0.36 0.22 0.04 0.00
IGBTs cost 1.00 0.85 0.80 0.20 0.00
Complexity 0.00 0.20 0.35 0.70 1.00
Total index 2.00 1.41 1.37 0.94 1.00

Fig. 8 Graphical presentation of converter parameters with number of levels
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5 FPGA-Based Switching Controller

A phase-shift or level-shift can be introduced between the carrier signals of con-
tiguous cells to produce a phase-shifted or level-shifted switching pattern between
them. In this way, when connected together a staircase multilevel waveform is
synthesized. For m-level converter, (m-1) phase-shifted or line-shifted carriers are
needed. The phase-shifted carriers are specially conceived for FC [23] and MMC
[24] converters and level-shifted carriers are especially useful for NPC converter.
Figure 9 shows the basic block diagram of switching controller.

One compare unit is used for each half-bridge of the H-bridge inverter cell or
each pair of active switching devices; the compare units compare the carrier signal
with a reference signal. Each compare unit generates one switching signal for the
top switching device. The inverted form of this switching signal drives the bottom
switching device. The four carrier signals and the three reference signals as
required by the 3-phase 5-level multilevel converter are shown in Fig. 10.

The performance of DSP is limited by the clock rate, and the number of useful
operations per clock. In addition, the available DSP at present only can provide

Fig. 9 Switching controllers for multilevel converters with: a level-shifted technique for NPC
converter, and b phase-shifted technique for FC and MMC converters

Fig. 10 Switching schemes for multilevel converters with: a level-shifted technique for NPC
converter, and b phase-shifted technique for FC and MMC converters, third-harmonic-injected
references
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about six pairs of PWM channels, which is clearly insufficient for multilevel
inverter systems (e.g., a 3-phase 5-level modular multilevel inverter requires 24
PWM signals). In this chapter, a fully digital switching control scheme is devel-
oped and implemented with an Xilinx XC3S500E FPGA. The most common
software such as the MATLAB/Simulink and Xilinx ISE-based design technique is
used to develop the switching controller, which may save the development time
and cost of the switching controller. Figure 11 shows the basic block of the digital
switching controller. In this technique, the switching control scheme with target
system is modeled in the MATLAB/Simulink environment first.

After having achieved satisfactory performance from the Simulink, the updated
model is used for behavioral modeling of the switching controller in the Xilinx ISE
environment. The behavioral simulation results were observed, and they were
found highly consistent with the Simulink results. After having acquired satis-
factory simulation results, the design was implemented and verified with timing
simulation. Before connecting with the target system, the gate signals were
measured and they were found highly consistent with the Simulink results and the
theoretical values.

In total, three reference signals are required, one for each phase leg. A look-up
table (LUT) is used to generate the reference signals, which makes the control
circuit totally digital and integrated. Including the inverted carrier signals, a total

Fig. 11 Basic block diagram of digital switching controller for 5-level converter (a phase leg)
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of four carriers are able to generate four gate pulses when comparing them with a
reference signal. The other four gate pulses can be generated by just inverting
these four gate pulses with a consideration of the deadtime. In this project, 9-bit
up-down counters are used to generate phase-shifted carrier signals. An LUT is
actually a set of memory locations which contains the sampled values of a desired
analog signal. The frequency of the sine wave can be increased by skipping entries
in the sine LUT as the angular resolution depends on the number of entries, for a
cycle. If A is the amplitude of the reference signal, d the phase angle, L the number
of entries, and i varies from 0 to (L-1), the sample value can be calculated as

SRðiþ 1Þ ¼ A� sin
360
L

iþ d

� �

: ð2Þ

In order to keep the output span positive between 0–A, the sample value stored
in the LUT can be expressed as

SLUTðiþ 1Þ ¼ A

2
þ A

2
� sin

360
L

iþ d

� �

: ð3Þ

The clock divider may determine the frequency of the reference signals. For
example, if there are 256 entries in the LUT, to generate a 50 Hz reference signal
from 256 entries using the 50 MHz clock, the clock divider value k is given by

k ¼ 50� 106 Hz

256� 50 Hz
¼ 3906:25: ð4Þ

The sample values of the reference signals can be calculated from Eq. (3). The
reference signals for phases A, B, and C can be generated by considering the
values of d as 0�, 120�, and -120�, respectively. A very high speed integrated
hardware description language (VHDL) code-based program is used to create the
LUT, which contains the sine reference.

6 High-Frequency Link MMC Converter

The MMC converter requires multiple isolated dc sources that must be balanced,
and therefore its application is not straightforward, especially in medium- and
large-scale renewable power generation applications. Although it is well reported
that the above limitation is not major in solar PV and fuel cell applications, grid
connected medium or large-scale generation may suffer from some critical prob-
lems. In 2012, by combination of a few quasi-Z source inverters into an MMC
converter, a medium voltage PV inverter was proposed [25], where the quasi-Z
source inverters generate dc supplies for the floating H-bridge cells of the MMC
converter. The proposed converter system does not have electrical isolation
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between PV array and medium voltage grid. Multiple isolated high-frequency link-
based medium voltage PV inverter topology was proposed [26], where the high-
frequency link generates dc supplies for the MMC converter. In these proposed
systems, the voltage balancing is the challenging issue, since each module is
connected to a PV array through separate dc/dc converter. In 2012, a common dc-
linkbased PV inverter was proposed [27]. Although this design may reduce the
voltage balancing problem in grid side, the generation of common dc-link voltage
from different PV arrays makes the converter operation complex and limits the
range of operation of the maximum power point tracker (MPPT).

In 2008, a multi-coil modular permanent magnet generator-based medium
voltage MMC converter was proposed to eliminate the step-up transformers of wind
turbine generators [28]. This multi-winding generator generates multiple dc sup-
plies for all the H-bridge cells of the MMC converter, which requires a special
winding arrangement (still large weight and volume due to power frequency
operation) and complicated control strategies. An improved control strategy was
proposed and verified on an almost similar generator converter system [29]. In
2010, another approach to eliminate the step-up transformers of wind turbine
generators with medium voltage MMC converter was proposed [30]. A few 6-phase
generators are placed in the wind turbine nacelle to generate multiple dc supplies
for all the H-bridge inverter cells of the MMC converter. However, these approa-
ches require special modular generators or multiple traditional generators to gen-
erate isolated multiple dc supplies for all the H-bridge inverter cells of the MMC
converter, and introduce electrical isolation problem between generator and grid.

On the other hand, compared with the conventional transformers operated at the
power frequency, the high-frequency transformers have much smaller and lighter
magnetic cores and windings, and thus much lower costs, which have already been
widely used in the low voltage applications. Operated at 1.2 kHz, the weight and
size of a 3 MW transformer can be less than 8 % of an equivalent 50 Hz unit [31].
Therefore, advanced magnetic material-based common high-frequency link may
be the natural choice to generate multiple isolated and balanced dc supplies for the
MMC converter. To verify the feasibility of the new concept of generation of
balanced multiple sources from single source with a high-frequency link, a com-
prehensive preliminary analysis was reported in [32]. A high-frequency link MMC
medium voltage converter is developed for step-up-transformer-less direct grid
integration of renewable sources. Figure 12 shows high-frequency link MMC
medium voltage converter for direct grid integration of solar PV arrays.

This converter can also be well applicable in wind turbine generator systems
with the replacement of PV array MPPT circuit by a rectifier circuit. The common
magnetic-link generates multiple isolated and balanced dc supplies for the modular
MMC from a single or multiple renewable sources. The grid electrical isolation
and voltage unbalance problems are solved through the common high-frequency
link. The high-frequency link MMC medium voltage converter-based grid inte-
gration system will have the following advantages: (i) no requirement of special or
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multiple generators for wind turbine generator systems, (ii) wide range of MPPT
operation for PV systems, (iii) inherent dc-link voltage balance due to common
magnetic-link, (iv) direct gird connection without using step-up transformer, (v)
overall compact and lightweight system, and (vi) inherently minimizing the grid
isolation problem through high-frequency link. To verify the feasibility of the
high-frequency link MMC converter, a scaled down 1.73 kVA laboratory proto-
type system with 3-phase 5-level MMC converter is developed, which converts
210 V dc (PV array voltage) into 3-phase 1 kV rms 50 Hz ac. Metglas amorphous
alloy 2605S3A- and 2605SA1-based 10 kHz magnetic links are developed to
generate the isolated and balanced 6 dc supplies for the 3-phase 5-level MMC
converter. As measured, before the filter circuit, the 9-level output line voltage
waveform contains about 19.3 % THDs and after the filter it is reduced to less than

Fig. 12 High-frequency link MMC converter-based direct grid connection of PV arrays
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3 %. Each level of the output voltage contains a number of PWM pulses. The
measured voltage and current waveforms of scaled down prototype converter are
shown in Fig. 13.

7 Conclusion

The MMC converter would be the natural choice to design medium voltage power
converters for step-up-transformer-less grid integration of renewable generation
units. A common high-frequency magnetic link can be considered to generate
multiple isolated and balanced dc supplies for all the H-bridge inverter cells of
MMC converter, which automatically minimizes the voltage imbalance problem.
The leakage currents and safety problems will also be solved inherently due to
electrical isolation provided by the high-frequency link. Although the additional
windings and rectifiers may increase the loss of the high-frequency link MMC
converter, it is still similar to a 2-level converter-based traditional system, because
the use of an MMC converter can eliminate three main parts, i.e., 2-level con-
verter, line filter, and power frequency step-up transformer, from the classical
system. Moreover, the elimination of heavy and large step-up transformer and line
filter will enable large amount of cost savings in installation, running, and main-
tenance of renewable power generation systems. Regardless of the type of power
transmission system, the medium voltage converter is equally applicable in high
voltage ac (HVAC) or HVDC system.
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Fig. 13 Measured output voltage and current waveforms of a scaled down prototype 1 kV high-
frequency link MMC converter: a phase voltage and line current, b zoomed phase voltage, c line
voltage before LC filter circuit, and d line voltage after filter circuit
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A Review of Interconnection Rules
for Large-Scale Renewable Power
Generation

Tareq Aziz, Tapan K. Saha and Nadarajah Mithulananthan

Abstract Around the world penetration levels of renewable-based power into
power systems have been increasing rapidly over the last few years. In the year
2011, almost half of the estimated 208 GW of newly added electric capacity was
reported from renewable-based generation. Wind and solar photovoltaic (PV)
generators accounted for almost 40 % and 30 % of new renewable capacity,
respectively, followed by hydropower. Besides rooftop and small-scale systems,
the trend toward very large-scale wind farms and ground-mounted PV systems
continued to play an important role. It is evident that renewable-based generation
will be comparable to conventional power generation in the coming decades.
Therefore, many transmission system operators (TSOs) and regulators around the
world have come up with interconnection rules/codes to request these volatile
renewable resource-based power plants to have more or less the same operating
competence as conventional power plants. Depending on system characteristics
and renewable penetration levels, the level of requirements imposed by these grid
codes are getting more stringent over time to ensure the common aim of secured
and reliable power system operation. This chapter presents a comprehensive study
of the grid interconnection rules set by various TSOs and regulators for large
renewable-based power plants. A brief discussion explaining the necessity of grid
codes has been presented in the beginning, followed by a list of principal static and
dynamic operation issues usually addressed in existing grid codes. A comparative
study has then been carried out to compare various rules among grid codes around
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the globe. The study focuses on the primary concerns such as active and reactive
power regulations under static operation, active and reactive power response
during and after faults, and fault ride-through requirements imposed by the codes.
A useful discussion on future trends for synchronizing diverse grid codes has also
been presented. The contents of this chapter will be helpful for regulators as well
as for renewable-based generator manufacturers to form better frameworks, which
will ultimately result in secure system operation with increased penetration of
large-scale renewable generation.

Keywords Renewable power plants � Large-scale integration � Grid code �
Transmission system operators �Continuous operation � Low voltage ride through �
High voltage ride through

1 Introduction

Standard interconnection rules for renewable-based generators are a comparatively
recent policy innovation to accelerate the growth of clean energy supply [1]. Grid
code regulations were primarily developed by transmission system operators
(TSOs)/regulators to summarize both privileges and responsibilities of all generation
units/customers connected to the transmission system. Developing such codes also
promoted competition in power generation and supply, hence ensuring reliability
and efficiency of power generation, transmission, and distribution [2].

As the level of penetration of renewable energy-based generation was insig-
nificant compared to fossil fuel-based generation systems, earlier grid standards
did not include rules for wind and solar power plants. However, the situation has
altered over the last few years as number of countries around the world have
observed a remarkable rise in the quantity and capacity of renewable power plants
(RPPs) included into their electricity networks [3].

As a global trend for exploration of clean and renewable power, wind power
generation has drastically increased in the generation scenarios of many countries
and is set for additional growth over the coming years. Global wind power plant
(WPP) installations reached approximately 283 GW by the end of 2012, resulting
in the greatest capacity additions of any renewable-based technology. As in 2011,
more new capacities were added in developing countries and emerging markets
than in the countries listed in the Organization for Economic Co-operation and
Development (OECD). With improvements in wind power interconnection poli-
cies and economics, the United States and China together accounted for nearly
60 % of the global market in 2012, followed distantly by Germany, India, and the
United Kingdom. Renewable resources accounted for almost 70 % of addition to
existing electricity generation capacity in European Union in the year 2012.
Majority of these additions were from wind power and solar photovoltaic (PV).
Germany remained the largest wind power market in Europe in 2012. Besides the
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domination of large wind turbines and farms, the small-scale (\100 kW) wind
industry also continued to mature in 2012 [4].

Solar PV grew the fastest of all renewable technologies during the period from
2006 to 2012. The operating capacity of PV plants increased by an average of
58 % annually, followed by concentrating solar-thermal plant (CSP), which
increased almost 37 % annually over this period from a small base of 367 MW.
Almost 30 GW of PV operating capacity was added in 2012, mounting the total
global capacity to approximately 100 GW. This was led by Europe, with signifi-
cant additions in Asia late in the year. The trend toward large-scale ground-
mounted systems continued, while small-scale rooftop systems continued to play a
significant role. From the end of 2007 through 2012, total global capacity of CSP
grew at an average annual rate of 43 %. In 2012, with an addition of 970 MW CSP
in Spain, the total global capacity was doubled relative to the 2011 capacity and
reached 2,550 MW [4].

Increased share of RPP is starting to affect the structure and management of
Europe’s electricity system and is increasingly facing barriers that include direct
competition with conventional electricity producers and saturation of local grids. It
is just a matter of time that the same phenomenon might be observed by other
systems where capacities of RPPs are becoming comparable to existing large-scale
power plants. Therefore, several TSOs/regulators around the world have come up
with newly developed grid standards requesting the RPPs to have essentially
similar operating capabilities as conventional plants. Other TSOs are also engaged
in revising their grid codes. This chapter explains the basic needs of developing
new grid codes for RPPs under changing generation scenario. Different features in
principal grid codes developed by various TSOs for integrating large RPPs are also
explained. The authors believe that the discussion presented in this chapter would
facilitate TSOs to assess their present requirements versus requirements set by
other TSOs and would also assist generator manufacturers to develop grid code
compatible RPP units.

2 Necessity of Grid Connection Rules

The grid impact of an RPP depends on a number of factors such as technology of
the plant, interconnection features/capabilities, and penetration level. The chal-
lenging features of RPP can be summarized as follows [5].

2.1 Variability and Uncertainty of Resources

Unlike customary nonrenewable resources, the output of solar, wind, and some
hydro generation units fluctuates according to the availability of the primary
resources (solar irradiance, wind velocity, and water head) that cannot be practically
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stored. These resources are considered variable and hence the output of RPP
changes according to their availability. As a result, plant output from an RPP
becomes variable and less predictable than a conventional plant [6]. The intermittent
and random characteristics of wind and PV power result in difficulties to attain
reliable energy balance and resource assurance. As wind power peaks usually occur
at load off-peak, the situation is exacerbated with widespread integration of wind
turbines [7]. It adversely influences the real power balance of the system and causes
severe system frequency problems under certain circumstances.

2.2 Location of Plant

Because of the availability of resources, RPPs are often located in distant regions
and hence require long transmission lines to deliver power to load centres. For
example, it can be mentioned that large-scale PV plant requires enormous land
area for harnessing enough power from solar irradiation. Similar justification is
applicable for large-scale integration of wind turbines too. In offshore wind plants
with lengthy submarine AC cables, high charging currents necessitate the injection
of a large amount of apparent power. Quick and large variation of wind output
causes swift changes in system voltages as well as in tie line flows. This phe-
nomenon can ultimately lead to voltage instability issues and endanger the security
of the power system [5].

2.3 Generation Technologies and System Condition

Generation technologies behind each RPP influence the voltage and frequency
regulation capabilities, harmonic emissions, and protection coordination [8].
Integration of large WPPs in a weak power system results in inadequate dispatch
and balancing capabilities.

In order to address the above technical disputes while responding to the pres-
sure of accommodating increased clean power sources, TSOs have to modify
traditional planning methods and operational practices. The foremost attitude is
that, wherever feasible, RPPs should have practical potentials comparable to
conventional generators to support secured operation of the power system [8]. The
principal grid codes discussed in the present study have been presented in the next
section.
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3 Grid Codes in Study

This chapter presents a detailed study on the international rules and regulations
imposed by TSOs/regulators on large RPPs. Primarily, the codes corresponding to
the countries with significant RPP penetration are considered. According to [4], the
top countries for nonhydro renewable power capacity at the end of 2012 were
China, United States, and Germany, followed by Spain, Italy, and India. At the end
of 2012, the EU had the maximum amount of nonhydro renewable-based gener-
ation. Most of that capacity came from solar PV and wind and it was recorded as
approximately 44 % of the global total. Along with codes of the mentioned
countries, parts of the UK, Canadian, and Australian grid codes have also been
taken into account.

Design of grid rules and their applications are dictated by the size of the RPP
unit. In order to increase utility confidence with RPPs at distribution levels,
industry organizations such as IEEE and Underwriters Laboratories (UL) began
to develop standards that enabled safe and reliable interconnection of generators to
the grid. However, with increasing size of generation, direct interconnection at
transmission level was required and hence rules were being developed by different
TSOs and regulators [1]. The present study is focused on the technical regulations
relating to large RPPs connected to transmission systems. Though regulations such
as fault level contribution, power quality, and anti-islanding protection are mostly
considered for small RPPs connected to distribution systems [9, 10], they have also
been discussed in brief in Sect. 4.2. Table 1 lists the principal grid codes proposed
by different TSOs/regulators in the top RPP integrating countries.

Along with the codes practised in the countries mentioned earlier, grid codes in
Denmark have been chosen due to the high penetration level of wind power. The
Irish grid code is also selected because of its unique system nature [22, 23].

4 Principal Technical Issues in Grid Interconnection

The purpose of outlining the requirements of a generic grid code is to provide a
suggestion of the technical specifications, which should be satisfied by a generic
RPP when connected to the system [23]. The technical terms of grid codes are
divided into two major classes—static and dynamic requirements. Among these
two classes, the static part of each code consists of issues related to continuous
operation of generation units. Voltage and reactive power control, power factor
requirements, frequency requirements, and power quality are some of the common
issues, which are addressed. The dynamic part of the codes considers issues
regarding the operation of RPPs during fault sequences and disturbances in the
grid.
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4.1 Static Regulations

The first part of the grid code focuses on the static requirements. A few of these
requirements contain time limits or operate within fixed time frames. The values
are, however, still constant within the mentioned time frames and hence semi-
static regulations are included in this static analysis. Normally, these requirements
are specified at the point of common coupling (PCC) of the RPPs [23].

4.1.1 Reactive Power and Voltage Regulation

Voltage regulation in a power system is dependent on flow of reactive power as
well as on short circuit capacity and impedance of the network. By operating in a
wide range of power factors, conventional generation units have traditionally
provided reactive power to support system voltage. Voltage regulators on their
excitation systems provide the primary voltage control function. However, lack of
this capability leads to problems such as depressed voltages and excessive voltage

Table 1 Principal international grid codes

Code title TSO/Regulator Country Date of
proposal

FERC order No. 661-A, interconnection
for wind energy [11]

Federal energy regulatory
commission (FERC)

USA December,
2005

Technical rule for connecting wind
farm to power system [12]

China electric power
research institute
(CEPRI)

China December,
2005

Netzanschlussregeln Hoch- u.
Höchstspannung [13]

Energy on (E.ON) Germany August,
2003

Datos a incluir en la solicitud de acceso
a la red de transporte para centrales
de generación fotovoltaica [14]

Red eléctrica de
españa(REE)

Spain November,
2007

Codice di trasmissione, dispacciamento,
sviluppo e sicurezzadella rete [15]

Terna Italy December,
2006

Indian electricity grid code (IEGC) [16] Central electricity
regulatory commission

India April,
2006

Regulation TF 3.2.5, wind turbines
connected to grids with voltages
above 100 kV [17]

Elkraft/Eltra Denmark December,
2004

EirGrid grid code WFPS1- wind farm
power station grid code provisions [18]

EirGrid Ireland October,
2009

Grid code[19] National grid electricity
transmission (NGET)

UK September,
2010

Wind power facility technical
requirements [20]

Alberta electric system
operator (AESO)

Canada November,
2004

National electricity rules [21] Australian energy market
commission (AEMC)

Australia September,
2010
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fluctuations, which have been found common with many old wind turbines.
Another important parameter that influences voltage at PCC is tap-changing
operation of on-load tap changer transformers. The speed of response of the tap
changer, the size of the first step, and those of subsequent steps are all relevant
parameters that influence the voltage at PCC of RPP [24].

In general, there are three common reactive power control modes for RPPs [8]:

(a) Fixed reactive power mode: As specified by TSO/regulator, reactive power
flow at certain set point is maintained.

(b) Fixed power factor mode: In this mode, the ratio between active and reactive
power is maintained. This mode is common for small-scale generators con-
nected at the distribution level.

(c) Voltage set-point control mode: Necessary reactive power is injected at PCC
to regulate the voltage magnitude.

The reactive power generation capability of the RPPs at PCC is defined by
power factor regulation. With the development of converter technology, the
doubly fed induction generator (DFIG) wind turbines have come up with both
capacitive and inductive reactive power capabilities according to active power
output. With increased rating of the grid side converter, full-converter based
variable speed wind turbines offer even wider range of reactive power capability
compared to DFIG turbines [25]. By using additional Static Var Compensator
(SVC), STATic COMpensator (STATCOM), and other reactive support equip-
ment at the plant level, reactive power capability of wind and solar plants can be
further enhanced.

Power factor requirements and reactive power capabilities are more or less
similar in the reviewed grid codes. Table 2 illustrates these requirements.

Power factor requirements in countries such as USA, China, Denmark, and
Australia are relatively simple. The RPPs are requested to operate within the range
specified by capacitive and inductive power factor. For example, in Australia
WPPs must be able to continuously operate at their rated output power within the
range of 0.93 capacitive to 0.93 inductive power factor [21]. However, this set of
requirements is applicable only to Automatic Access Standard formulated by
AEMC. The minimum access standard does not allow supply or absorption of
reactive power at PCC. Some grid codes consider the variation in voltage level
while fixing power factor/reactive power requirements at PCC. German grid code
for WPPs is one such example [13].

In Germany, the reactive power requirements for WPPs consist of two parts.
WPPs with ratings less than 100 MW have similar reactive power requirement as
in other grid codes. These WPPs need to be operated within the range of 0.95
capacitive to 0.95 inductive power factor. However, reactive power requirement
for the WPPs with ratings over 100 MW is voltage dependent [13].

Figure 1 illustrates the reactive power requirements of each turbine in WPPs
over 100 MW in size. The power factor range changes from 0.925 capacitive–0.95
capacitive at minimum operating voltage to 0.95 inductive–0.925 capacitive at the
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full power factor operation. The power factor requirement is from inductive
0.95–1.0 at the maximum operating voltage [13].

In Spain, the WPP with reactive power capability is paid an additional bonus,
whereas a lack of reactive power to maintain the mentioned power factor at PCC
results in a penalty. Bonus or penalty is calculated as a percentage of a reference
tariff expressed in €/MWh [26].

Table 2 Power factor/reactive power requirement

Country or
region

PF requirements

USA 0.95 leading to 0.95 lagging [11]
China 0.97 lagging to 0.97 leading [12]
Germany For a rated active power capacity \100 MW: 0.95 lagging to 0.95 leading

and For a rated active power capacity [100 MW: Power factor is
voltage dependent [13]

Spain 0.98 leading to 0.98 lagging without any penalty [14]
Italy 0.95 lagging to 0.95 leading [15]
India 0.95 lagging to 0.95 leading [16]
Denmark At full production: Q/Prated = 0 to Q/Prated = 0.1 and At zero production:

From Q/Prated = -0.1 through a straight line to Q/Prated = 0 [17]
Ireland At full production: 0.95 lagging to 0.95 leading, For active capacity from

100 % production to 50 % production: 32.6MVAr per 100 MW installed,
From 50 % production to idle: 0.95 lagging to 0.95 leading [18]

UK 0.95 lagging to 0.95 leading [19]
Canada 0.90 lagging to 0.95 leading [20]
Australia 0.93 lagging to 0.93 leading [21]

Fig. 1 Power factor requirements for wind farms above 100 MW, German grid code [13]
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In Canada, the reactive power requirements for WPPs are specified under
continuous as well as dynamic operating conditions. WPPs need to be operated
within the power factor range of 0.9 capacitive to 0.95 inductive under steady
state. For dynamic conditions, power factor ranges from 0.95 capacitive to 0.985
inductive. The Canadian grid code also demands WPPs to be incorporated with
voltage set-point control mode [27]. With a step change in the voltage set-point,
the voltage control loop should be adjusted to attain 95 % of the reference reactive
power within 0.1–1 s [20]. Besides the Canadian grid code, wind plants in the UK
connected to a line rated 33 kV or above are required to contribute to voltage
control with a predefined reactive power–voltage droop characteristic as shown in
Fig. 2. In case of an unexpected voltage variation in grid, the WPP is required to
start reacting within 200 ms and should provide at least 90 % of the required
reactive power within 1 s. After 2 s from the event, the fluctuations in the reactive
power output should be limited within ± 5 % of the target value [19].

4.1.2 Continuous Voltage Operating Range

Table 3 illustrates the continuous voltage operating requirements for RPPs in
reviewed grid codes. The RPPs are asked to operate within the continuous oper-
ating voltage range as mentioned in Table 3. At specified continuous operation
range, the voltages inside the RPPs must be within the tolerable voltage range of
their constituent components.

Fig. 2 Voltage-reactive
power envelope in UK code
for voltage levels [33 kV
[19]
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4.1.3 Frequency Operating Requirement

System events that embrace load-generation mismatches often result in transient
fluctuations of system frequency. Mechanical failures of generators, abrupt load
changes, or loss of line in the transmission system are a few of the reasons behind
such anomalies. The rate and depth of frequency fluctuations and the time for the
frequency to return to its pre-event nominal value are affected by the dynamics of
the generation mix.

In the presence of a large share of RPP such as WPP, this load-generation
mismatch issue is obvious during simultaneous light load and high wind periods.
Due to economic consideration, fewer synchronous generators will be operating,
which would consequently reduce the overall grid inertia.

Table 4 shows the frequency operating requirements for RPPs in the reviewed
codes.

In general, the TSOs request the generators’ primary frequency control to
maintain the continuous frequency limit at PCC. Some TSOs require wind plants
to be equipped with an inertia emulation system to support system frequency
following a major frequency event [28]. The design considerations for inertial
response emulation include: (a) the optimal amount of power that can be drawn
from the rotating masses; (b) the duration of the momentary injection; and (c) the
duration of the speed and energy recovery phase. Several frequency control
techniques reported in research and in practice can be found in [29–32].

Almost all the grid codes state that some power ramp rate limitation or active
power curtailment should be used to control frequency deviation at the wind farm
level. The Irish grid and the connected WPPs can be taken as a good example for
this control. Due to weak interconnection with the neighboring systems, the Irish
grid faces notorious frequency variation on a regular basis. Therefore, the Irish

Table 3 Continuous voltage
operating range at PCC of
RPP

Country or region Voltage operating requirement

USA ±10 % [11]
China -3 to +7 % [12]
Germany 220 kV -13 to +12 %, 400 kV -8 to

+10 % [13]
Spain 132 kV ±10 % [14]
Italy –
India 400 kV -10 to +5 %, 220 kV -9 to

+11 %, 132 kV -9 to +10 %,
110 kV -12.5 to +10 % [16]

Denmark 150 kV -3 to +13 % [17]
Ireland 220 kV -9 to +12 % [18]
UK 132 and 275 kV ±10 %, 400 kV -10 to

+5 % [19]
Canada Provided by TSO [20]
Australia ±10 % [21]

160 T. Aziz et al.



grid code demands WPPs to control active power as close to real-time as possible
according to the response curve described in Fig. 3. The rate of response should be
1 % of rated power per second for each online wind turbine generator (WTG) [18].
Other European grid codes also contain similar requirements [8].

4.2 Power Quality

The power system needs to run in a stable state and be able to deliver power to
consumers at an acceptable quality. Harmonics and flicker at PCC are two major
power quality disturbances, which need to be taken care of while harnessing power
through RPPs. Sources, which contributes in harmonics injection in RPP include
[33]:

Table 4 Continuous frequency operating range in principal grid codes

Country or region Frequency requirements

USA Not specified [11]
China Continuous operating range 49.5–50.5 Hz, No more than 2 Min for

50.5–51.0 Hz, No more than 10 Min for 48.0–49.5 Hz [12]
Germany Continuous operating range 47.5–51.5 Hz [13]
Spain Continuous operating range 49.5–50.5 Hz [14]
Italy Continuous operating range 47.5–51 Hz [15]
India Continuous operating range 47.5–51.5 Hz [16]
Denmark 30 Min for 50.5–52.0 Hz and 49.5–47.5 Hz [17]
Ireland 60 Min for 50.5–52.0 Hz and 49.5–47.5 Hz [18]
UK Continuous operating range 47.5–52 Hz, 20 s for \47.5 Hz [19]
Canada Refer to western electricity coordinating council (WECC) requirement [20]
Australia Continuous operating range 47.0–52.0 Hz [21]

Fig. 3 a Power-frequency response curve and b Power-frequency regulations in Irish code [18]
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(a) Generator technology—Wind turbines utilizing static power converters and
modern power converters used in bulk PV applications inject harmonics.

(b) Dynamic reactive power compensation equipment—SVCs and STATCOMs
also inject harmonics into the grid.

(c) Collector system feeders—In offshore WPPs, long AC submarine cables set off
critical resonances with the power system at relatively low frequencies.

(d) Electric grid itself—The impedance of grid is a function of loading level and
switching state in the grid. The worst case network impedance needs to be
assumed while determining the contribution of WPP to the harmonic voltage
distortion at PCC [8].

In the United States and Canada, the IEEE Standard 519 [34] sets out the
quality of power that an electric utility is expected to deliver to the customer at
PCC. Section 5 of Chapter ‘‘HVDC Transmission for Offshore Wind Farms’’ of
IEEE Standard 519 recommends that as a percentage of the nominal fundamental
frequency voltage in the utility service, the voltage distortion limits should not
exceed 5 % for the total harmonic distortion (THD), and 3 % for any individual
harmonic. The Danish grid code sets a more stringent rule where it demands THD
to be less than 1.5 % and distortion factor (DF) for an individual harmonic to be
less than 1 %. Engineering Recommendation G5/4 defines the harmonic require-
ments in UK and Scotland. Summary of UK THD limits at planning level are
given in Table 5. Details of allowable harmonic voltages at various levels can be
found in [35].

Flicker is fluctuation in the system voltage and it can produce noticeable
changes in light output. In many cases, flicker becomes annoying and objection-
able. Step changes in transmission system voltage can occur due to switching in
and out of lines, cables, capacitors, transformers, and other generating plant. In a
solar plant, abrupt change in the irradiance and power output of the facility occurs
due to passing clouds. This results in noticeable flicker. Variations in WTG power
output due to variation in wind speed, tower shadowing, wind shear or gradient,
blade pitching, and WTG start and stop operations are few reasons, which cause
flicker in a wind farm [36]. Flicker is only a concern for distribution intercon-
nections in areas of the system where fault currents are very low, i.e., in weak
systems [10].

IEEE Standard 1453 [37] has primarily adopted IEC 61000-4-15 [38] to provide
uniformity to international standards. Short-term flicker (Pst) is measured as a
weighted average of the flicker contribution over 10 min, whereas long-term
flicker value (Plt) is measured as a weighted average of the flicker contribution

Table 5 THD at planning
level in UK code [35]

System voltage at PCC THD limit (%)

400 V 5
6.6, 11 and 20 kV 4
22 to 400 kV 3
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over 2 h [23]. The recommended values of Pst and Plt at planning levels are given
in Table 6.

According to the Danish grid codes Pst and Plt values should be limited to
0.30–0.20, respectively. Among European grid codes, it is primarily the Danish
code, which mentions restrictive regulations regarding flicker. The German and
Irish codes do not mention anything on flicker [25].

4.3 Dynamic Regulations During and After Disturbances

Reliability of the interconnected power system is greatly affected by system dis-
turbances. System disturbances include asymmetrical or symmetrical faults on
transmission system elements. Dynamic regulations also consider associated
switching to clear the faulted elements and other system elements. It is expected
that transition to the acceptable, new steady state is stable and fast enough after
such disturbances. Along with control and protection units, generation units play a
significant role in providing satisfactory dynamic performance [6].

4.3.1 Low Voltage Ride Through

Unless the conventional synchronous generators are physically disconnected from
the system due to disturbance, they can be defined as riding through [6]. When a
fault occurs in an electric network, the supply voltage drops to a lower level until
the protection devices detect the faulty region and isolate it from the rest of the
network [3]. Depending on the type and location of the fault, RPPs experience a
voltage sag condition at PCC and consequently get disconnected from the grid.
The disconnection of RPPs under such voltage anomalies is not acceptable when
renewable energy constitutes a large share of the total generation. Thus, modern
grid codes demand large RPPs to continue their uninterrupted operation according
to given voltage–time profiles under different fault conditions. Specifications
related to undervoltage are usually identified as low voltage ride-through (LVRT).

Figure 4 shows LVRT requirement according to FERC Order 661-A as an
example. The curve in Fig. 4 represents a boundary within which voltage at PCC is
expected to be held. That means a WPP shall remain connected to the transmission

Table 6 IEEE standard 1453
adopted Pst and Plt in MV,
HV, and EHV power systems
[37]

Flicker measurement Planning levels

MV (1 to 35 kV) HV–EHV
(above 35 kV)

Pst 0.9 0.8
Plt 0.7 0.6
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system under the fault conditions when the voltage measured at PCC remains
above the solid line for any fault in the network [39].

LVRT capability curves proposed in international grid codes are somewhat
similar to Fig. 4. However, quantitative features of those curves may vary from
one TSO/regulator to another. Table 7 lists the important parameters of LVRT
requirements in the principal grid codes considered in the present study.

The German grid code has no regulations for asymmetrical voltage sags, but
demands ride-through capability for three-phase faults with the PCC voltage drop to
zero for the maximum duration of 150 ms, followed by voltage recovery to 0.8 p.u.
within 1.5 s. In USA, the older version of German LVRT curve has been adopted by
FERC. Minimum voltage for this curve is 0.15 p.u for 0.625 s and the voltage
recovery period is set at 3 s [11]. Similar requirements can be observed with EirGrid
in Ireland [18]. The Spanish grid code requires WPPs to endure three-phase faults
with PCC voltage down to 0.2 p.u. for 0.15 s, followed by the voltage recovery to
0.85 p.u. during the next 1 s. On the other hand, for two-phase faults, continuous
operation of WPPs is requested at 0.6 p.u. for the maximum duration of 0.5 s [14].
The Indian grid code has varying fault clearing times with different nominal volt-
ages at PCC. At 400 kV, fault clearing time is set at 100 ms, whereas at 220 and
66 kV the clearing times are set at 160 and 300 ms, respectively [16]. In Australian
code, WPPs must remain connected for symmetrical as well as for asymmetrical
faults with the voltage drop to 0 p.u. for 140 and 400 ms, respectively. The supply
voltage has got to return to 0.7 p.u. in 2 s and 0.8 p.u. in 10 s [21].

4.3.2 High Voltage Ride Through

Voltage swell conditions at PCC can occur due to switching off large loads,
energizing capacitor banks, or faults in the grid [40]. In order to ride through such
a condition, a requirement known as high voltage ride through (HVRT) has been
recently added in the grid codes of Germany, Spain, Denmark, and Australia. In
USA, WECC sets high voltage boundary for all kinds of RPPs [41]. Figure 5

Fig. 4 LVRT requirement proposed for WPPs in FERC 661-A [39]
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shows the HVRT requirement according to the Australian grid code. Table 8 lists
the HVRT requirements for other grid codes in quantitative form. It is obvious that
the Australian and Spanish grid codes have the most challenging HVRT regula-
tions that insist WPPs to withstand voltage swell of 1.3 p.u [14, 21].

4.3.3 Reactive Current Injection During Fault

Along with LVRT and HVRT capability curves, a few grid codes demand reactive
current support at PCC during the fault period and/or fast active power recovery
after the clearing of a fault. These rules are enforced by TSOs/regulators to utilize

Table 7 LVRT criteria in grid codes

Country
or
region

Technology addressed During fault Fault clearance Reference

Vmin
(p.u.)

Tmax
(s)

Vmin
(p.u.)

Tmax
(s)

USA WPPs 0.15 0.625 0.9 3 [11]
China WPPs 0.2 0.625 0.9 3 [12]
Germany WPPs 0.0 0.15 0.9 1.5 [13]
Spain WPPs 0.2 0.15 0.85 1 [14]
Italy WPPs 0.2 0.5 0.75 0.8 [15]
India WPPs 0.15 0.16 0.9 3 [16]
Denmark WPPs 0.25 0.15 0.75 1 [17]
Ireland WPPs 0.15 0.625 0.9 3 [18]
UK Tidal, wave, wind, geothermal,

or similar plants. Wind, wave,
and solar units are referred to
as intermittent power sources

0.15 0.14 0.8 1.2 [19]

Canada WPPs 0.0 0.15 0.75 2 [20]
Australia All technologies 0.0 0.4 0.7 2 [21]

Fig. 5 HVRT requirement in
Australia [21]
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the control potential of new WPPs to support stability during and after system
faults. Grid codes of Germany, Spain, UK, and Australia define such regulations
on the reactive power response during faults. The Australian grid code demands
that if the voltage at PCC drops below 90 %, WPPs must provide capacitive
reactive current of at least 4 % of their maximum continuous current for each 1 %
reduction in the PCC voltage [21]. Figure 6 shows the reactive current injection
rule in the German grid code, which has a similar regulation to the Australian
code. However, in the German code, WPP requires the injection of 2 % reactive
current for each percent reduction in the PCC voltage [13]. The British and
Spanish codes state that WPPs must produce their maximum reactive current
during a voltage dip at PCC due to grid fault [14, 19]. Some grid codes also specify
the active power recovery time after the fault. The active power recovery
requirement in the Irish grid code is stated as-‘‘WTG must be able to provide at
least 90 % of its maximum active power within 1 s of the system voltage
recovering to the normal operating range’’ [18].

4.3.4 Repetition of Faults

A distinctive disturbance attribute has been included in the Danish grid code where
TSO demands WPPs in operation irrespective of quick repetition of faults. Gen-
erally such repetition is the result of unsuccessful line reclosing [6, 17]. According
to that code, a wind turbine generation unit must have sufficient capacity to meet

Table 8 HVRT requirements in available grid codes

Country or region During swell condition Reference

Vmax (p.u.) Tmax (s)

USA (WECC) 1.2 1 [41]
Germany 1.2 0.1 [13]
Spain 1.3 0.25 [14]
Denmark 1.2 0.2 [17]
Australia 1.3 0.07 [21]

Fig. 6 Reactive current
injection requirement in
German code [13]
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the above mentioned requirements. According to the Danish code, the WPP must
have the capacity to withstand the following three independent sequences [23]:

(a) Minimum two single-phase ground faults within 2 min;
(b) Minimum two two-phase short circuits within 2 min;
(c) Minimum three-phase short circuits within 2 min.

5 Grid Codes for Large-Scale PV Plants

A thorough investigation of existing grid codes around the world shows inadequate
sets of rules developed for solar PV generation plants [42]. This is also noticeable
from Table 7. The reason behind such deliberate development of PV grid codes is
that PV generation has developed in a different way, starting with very small units
on rooftops connected to the local secondary distribution system. Therefore instead
of TSO, the distribution system operators were the first to adopt standards to
welcome inverter-based PV generation. Especially, IEEE Std. 1547–2003 [43], has
been the established standard governing the connection of distributed resources
including PV plants with aggregate capacity of 10 MVA or less at primary or
secondary distribution voltage levels in USA. FERC Order 661-A [11] was the first
rule to directly impact the interconnection of large RPPs in the transmission system.
However it was primarily developed only for WPP integration. On July 2, 2010, the
California Independent System Operator Corporation (CAISO) filed [44] with
FERC for revisions of its tariff relating to interconnection requirements related to
both WPPs and solar PV plants [45]. The TSOs that have incorporated separate
rules for large-scale PV integration include—State Grid Corporation of China
(China, 2011), CEI (Italy, 2006) and REE (Spain, 2010). Section 3 of Chapter
‘‘Frequency Control and Inertial Response Schemes for the Future Power Networks’’
of Spanish grid code P.O. 12.2 has provided a few guidelines on operating voltage
range and control of PV integrated systems. However, this is still in draft form [46].
Several other joint utility groups have drafted similar codes including power factor,
voltage support, LVRT, frequency ride through, real power ramping, and curtailment
capabilities for PV plants. It is expected that most of these regulations will ultimately
be adopted in some form for large-scale PV plants in coming years [45].

6 Summary and Future Trend

As can be seen from the above sections, every grid code reflects the technical
features of the individual transmission network. Every network has its own unique
technical features to deal with and these special features influence the grid code.
The static part of grid code has shown a number of significant aspects including
reactive power requirements at PCC as well as continuous voltage and frequency
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operating range. It has been observed from Table 2 that in several countries such as
Germany, Denmark, and Ireland reactive power is ordered based on the amount of
real power generation. In other countries, power factor/reactive power requirements
have not been related to real power generation. Continuous voltage operation range
has been found to be dependent on voltage level of PCC in Germany, India and UK.
In other countries, permitted range of voltage deviation has been found mostly to
be ± 10 %. RPPs are required to run continuously between 47 and 52 Hz in
Australia and this is the widest frequency range of continuous operation among all
the countries discussed. The analysis of the dynamic regulations has shown that
(except for UK) a WPP under no circumstances is permitted to trip during the first
150 ms of voltage drop due to a nearby fault. Along with WPP other technologies
have also been considered in LVRT requirements of UK and Australia. However,
HVRT requirements have been defined in only a few countries including Germany,
Spain, Denmark, and Australia.

A thorough analysis of the most recent drafts of international grid codes reveals
that more rigorous requirements for RPPs are anticipated to be in place in the
upcoming years. In particular, WPPs will be enforced to provide the following
support to the grid–inject reactive power during faults, imitate synchronizing
power feature, and damp power oscillations. TSOs in Germany, Spain, UK, and
Australia have already included reactive power injection features in their updated
codes. Recent development with variable-speed wind turbines boost flexible
reactive power control capability, which is decoupled to their output active power.
Hence, TSOs can willingly rely on those WPPs to further maintain the network
voltage stability [47, 48].

Because of the back-to-back converter connection to the grid, variable speed
wind turbines as well as solar PV plant operation is fundamentally decoupled from
the rest of the grid [49]. In a system with a large share of converter based plants,
the lack of synchronizing power results in a reduction of total inertia of the system.
To address this problem, some TSOs strongly propose WPPs to have inertia
response similar to that of conventional synchronous generators. REE in Spain is
an example TSO in this regard. Followed by Denmark, Spain had the highest
penetration of wind electricity consumption (15.9 %) among EU countries in 2011
[50]. Spanish regulations on the inertia response set by REE are as follows [14]:

(a) The gains of proportional-integral (PI) controller must be set in a way that the
active power output can vary by 5 % within 50 ms. It can be mentioned that an
extra PI controller has to be fitted in the WPP control scheme, which acts on
the input and changes the output power consequently suppressing the fre-
quency variations [51];

(b) In order to support WPPs, energy storage devices must be used. These devices
must inject or absorb at least 10 % of the output active power for 2 s;

(c) Dead-band of frequency variations is equal to ± 10 mHz; and
(d) Inertia response must be disabled for voltage sags below 0.85 p.u.

Ireland and New Zealand are also expected to include similar requirements in
their grid codes in the near future.
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7 Conclusions

This chapter has revealed the necessity for developing grid standards in integrating
RPPs into existing transmission networks. A variety of technical issues such as
reactive and real power control, voltage and frequency ride through, and frequency
and inertial response have been found to be addressed in the existing international
grid codes. However, these regulations are subject to continuous changes. HVRT
and reactive power support during the fault period are two major additions in grid
codes over the last few years. The authors believe that the comprehensive com-
parison of principal grid codes presented in this chapter would be beneficial for
network operators as well as for manufacturers of RPPs. This study would help
new TSOs to develop their requirements and compare them with the requirements
set by the TSOs in countries with a large share of renewable power. However, it is
worth mentioning that each TSO should develop its own grid codes depending on
the availability of renewable resources in the region, strength of existing network,
and local utility practices.
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Resiliency Analysis of Large-Scale
Renewable Enriched Power Grid:
A Network Percolation-Based Approach

A. B. M. Nasiruzzaman and H. R. Pota

Abstract Recent trend of integrating renewable energy into the power grid poses
new challenges like power quality, voltage stability, etc. Due to the intermittent
behavior of the renewable energy sources power flow pattern changes continuously
throughout the grid which adds more complexity to the grid monitoring and control
task. Although the percentage of renewable energy consumption is low in Australia,
the electricity generation sector shares a large proportion of the total renewable
usage and the usage rate is increasing every year. The constant increase of gener-
ation in the existing transmission network creates a huge burden on the system and
frequent large-scale contingencies are expected. The trouble encountered in
analyzing systems like power grid is that individual behavior of its components is
reasonably well understood. It is designed to behave collectively in an orderly
fashion but sometimes it shows chaotic, confusing attitude, and sometimes behave
destructively like when blackout occurs. Complex network theory provides an
alternative but promising platform to analyze networked system like power grid
where traditional approach fails to provide solution. In this chapter, a complex
network framework-based network resiliency (percolation) analysis has been pre-
sented. A topological model of transmission level Australian National Electricity
Market (NEM) with projected renewable integration has been simulated. The effects
of random and targeted removal of transmission lines or substations on the network
structure and functionality have been analyzed. A fast and simple algorithm to
analyze percolation on large-scale power grid has also been addressed.
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1 Introduction

Power systems play an indispensable role in modern society. However, there have
been several large-scale blackouts in recent years in spite of technological progress
and huge investments in system reliability and security. For instance, in August
1996, more than 4 million people in several western states of the USA were out of
the power service [1].

In August 2003, a historic blackout was triggered in the power grid of the
United States and Canada, which disconnected 61,800 MW of power to an area
spanning most of the north-eastern states of the USA and two provinces of Canada,
totally containing more than 50 million people [2]. Besides, in the summer and
autumn of the year 2003, several large-scale blackouts happened, such as London
blackout in the UK, Sweden–Denmark blackout and Italy blackout, etc. [2].

Prevention of large-scale outages is attributed to the security assessment and
monitoring system. Recent series of blackouts occurring all over the world shows
that the system designated for prevention of blackouts is not working well, which
stimulates researchers to seek solutions from alternative means. Recently advances
of research in complex network field have attracted the interest of researchers of
the power grid to model and analyze the century old power grid under the complex
network framework.

In case of a power system, the number of possibilities to be analyzed is huge.
Suppose we want to analyze the consequence of every line getting tripped with
faults in several locations in the Australian power grid. It is just too complicated,
time-consuming, and does not make any sense. So, first of all, from some topo-
logical characteristics of the network we have to find few cases which we should
study in depth. The number of contingency is too large, somehow we have to
decide which contingencies are important and which are not. Complex network
framework can be used for this purpose.

If the network structure is known, several measures or matrices could be
developed, which can identify particular features of the network. Social scientists
have used several centrality measures [3–6] to explain a person’s influence within
a network. Among these centralities most widely used measures are degree cen-
trality, betweenness centrality, and closeness centrality. To analyze the vulnera-
bility of the power grid or to measure which nodes are more important within a
power network, these centrality approaches were used by researchers [7–10]. Some
of this research considered the power grid as an abstract network and neglected
concrete engineering features, whereas some literature studies considered various
features like impedance or admittance of various lines.

Network percolation-based analysis has been carried out in case of the power
system [5, 11]; Ref. [5] provided an excellent generalized framework for resiliency
analysis for a networked system, but did not consider important vulnerability
characteristics for the power system. The theoretical analysis of [11], although
promising for planning operation of the power grid, but cannot be used for
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dynamic security assessment and monitoring systems, due to negligence of various
operating parameters while modeling the power grid.

In this chapter, a percolation-based approach is devised to analyze the resil-
iency of the power grid. A fast algorithm is formulated to facilitate percolation
analysis of large-scale power grids. Various standard IEEE test systems are sim-
ulated along with the Australian test system to simulate percolation in real power
grids. An analysis of the effect of large-scale renewable energy penetration on the
percolation threshold, which is an indicator of network robustness, is carried out at
the end.

The rest of the chapter is organized as follows: Sect. 2 discusses the power
system model for percolation-based analysis. Section 3 deals with basics of
percolation process. Sections 4–6 concern about various centrality measures of the
power system. Section 7 provides simulation results, while Sect. 8 concludes the
chapter.

2 System Model

In order to analyze the electric power using the network percolation approach, the
first thing to do is to construct a graph from the system model [12]. From the
perspective of network theory, a graph is an abstract representation of a set of
objects, called nodes or vertices, where some pairs of the objects are connected via
links or edges.

To portray the assemblage of various components of the power system, engi-
neers use single-line or one-line diagrams, which provide significant information
about the system in a concise form [13]. Power is supplied from the generator
nodes to the load nodes via transmission and/or distribution lines. The principle of
constructing a graph from the single-line diagram of the power grid is described as
follows [14]:

• all impedances between a bus and neutral are neglected,
• all transmission and/or distribution lines are modeled except for the local lines

in plants and substations,
• all transmission lines and transformers are modeled as weighted lines, the

weight is equal to the optimum power flowing in the network, and
• parallel lines between buses are modeled as equivalent single lines.

A power system network is represented by a graph G ¼ ðV;E;WÞ comprising of
a set V , whose elements are called vertices or nodes, a set E of ordered pairs of
vertices, called edges or lines. An element e ¼ ðx; yÞ of the edge set E, is considered
to be directed from x to y; where y is called the head, and x is called the tail of the
edge. A set W , whose elements are weights of the edge set elements. There exists a
one-to-one correspondence between set E and set W . In this model, we consider the
transmission line impedances in pu as weights of the edges between nodes.
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A simple example of 5 bus system [15] is used in this chapter to illustrate
various concepts of complex network in the power system. Figure 1 depicts the
system with 5 bus bars, and 7 links connecting them. We can model the system as
a graph which contains 5 nodes/vertices, which correspond to the slack, voltage-
controlled, and load bus bars of the original system. The transmission lines can be
represented by the 7 links/edges which connects various nodes. The system data
are given in Table 1.

For the network in Fig. 1, V ¼ f1; 2; 3; 4; 5g, E ¼ fð1; 2Þ; ð1; 3Þ; ð2; 3Þ;
ð2; 4Þ; ð2; 5Þ; ð3; 4Þ; ð4; 5Þg, and W ¼ f0:20þ j0:61; 0:08þ j0:11; 0:60þ j0:51;
0:06þ j0:57; 0:04þ j0:12; 0:10þ j0:57; 0:08þ j0:27g.

3 Percolation and Network Resiliency

The dynamic evolution encountered in a fully connected network, where any node
is connected to every other nodes within the network, by removing components
from the system, either in a random fashion or following some logic, is called
network percolation [5]. The percolation process is divided into two subgroups,
depending on the type of component being removed. In case of the power system,

Fig. 1 Simple 5 bus system

Table 1 System data for
simple 5 bus system

From bus To bus R in pu X in pu � Bin pu

1 2 0.20 0.6110 0.030
1 3 0.08 0.1123 0.025
2 3 0.60 0.5139 0.020
2 4 0.06 0.5663 0.020
2 5 0.04 0.1155 0.015
3 4 0.10 0.5727 0.010
4 5 0.08 0.2725 0.25
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most cascades initiates from malfunctioning of transmission lines or links, but
sometimes it is not edges in the network that fail but the vertices, i.e., substations
or bus bars in the grid. In order to distinguish these two types of failure involved in
the percolation phenomena, we could outline them as edge percolation on one
hand and vertex percolation on the other. Historically, in fact, these processes are
called bond percolation and site percolation. This nomenclature has been derived
from research, in the field of physics and mathematics, on percolation process. In
this chapter, we will consider a percolation process, which involves both edge and
node removal, consistent with transmission lines tripping and out-of-service
substations due to low-voltage or other reasons.

There is more than one way in which vertex or edge removal can be modeled in
a power grid. In the simplest form, the components could be removed in a random
fashion. We could, for example, take away some specified fraction of the vertices
chosen uniformly at random from the entire power grid. This is the most
commonly studied form of percolation. There, of course, are many feasible
alternatives. One commonly used alternative removal scheme consists of removing
vertices or edges according to a centrality measure, e.g., degree centrality or
betweenness centrality. For example, components can be removed in order of
betweenness from the highest to the lowest. The targeted removal of vertices
according to their degree proved to be an effective vaccination strategy for the
control of diseases.

By tradition, the probability involved with parameterizing the percolation
process is called the occupation probability, /, which is a probability that a bus or
line is functional or present in the power grid. Thus, if the power grid is fully
functional with all the components operating then the occupational probability
/ ¼ 1, no elements are nonfunctional or have been removed, and / ¼ 0 is an
indication that no elements are occupied which may happen when there is a large
blackout totally containing the entire grid.

An example of site percolation process is demonstrated in Fig. 2 for IEEE 30
bus test system with 30 nodes and 43 edges. In Fig. 2a, all vertices are present or
occupied, they are connected together via transmission lines or edges into a single
connected component. Now, if we concentrate on other panels in the same figure, a
snapshot of the percolation process is observed. In Fig. 2b, 24 out of 30 vertices
are functional, represented by grey color nodes, giving an occupation probability
of / ¼ 0:80. Six nonfunctional nodes knocks down 12 adjacent edges, the
removed transmission lines are represented by light grey-colored edges. The
remaining vertices still compose a single connected component through the intact
edges. Figure 2c shows a situation during the percolation process, where more
vertices along with associated edges have been removed, and the remaining ver-
tices are no longer connected together. The vertices are split into two small
components. In Fig. 2d, all vertices have been removed and the network collapses.

The process that is demonstrated in this small example is a typical percolation
behavior. When / is large, close to unity, the vertices tend to be connected
together forming a giant connected component spanning most the grid. As the
occupation probability decreases, for some reason or the other, the cohesiveness of
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the grid decreases, and the grid can no longer function as a single entity and
collapses into various small components. The process can be understood in a
reverse fashion, when the occupation probability, / is low many small components
exist in the network, and with the increase in the occupation probability small
components are merged together to form a single large connected component,
occupying the whole network.

Evolution of the power grid can be thought of as the building dynamics of the
connected components in the network. In the early days of the electricity genera-
tion, generators supplied local areas only building a locally distributed small-
connected components spanning various regions of a continent. As the technology
flourished, with the invent of transformer, long distance power transmission was
made possible. The grid began to form expand in size and number of components
and finally giving rise to a massive machine running in unison with hundreds of
thousands of components connected altogether.

Interconnection has many benefits such as fewer generation capacity required as
a reserve for peak load and spinning reserve, economical and reliable energy
generation and transmission to name a few. But the advantages come with a great
adversity of large-scale blackouts, where small initial failure in amplified and

Fig. 2 An example of the site percolation process in the IEEE 30 bus test system for various
values of occupation probability /. Red vertices are functional nodes of the system, whereas grey
vertices are nonfunctional. Light watermark-like color, in case of edges, denotes edges that have
been removed, and dark colored edges represent those that are still present in the grid
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large-scale cascades are propagated through the system. This process of cascading
can be compared with the percolation phenomenon. Generally, the power grid runs
as a single component with every substations and transmission lines fully func-
tional, resembling the percolation process sub case as shown in Fig. 2a and / ¼ 1.
Failure of a single transmission line or substation produces stress on the system
because the load of the failed component is shifted upon the occupied ones. During
a much stressed condition, the system operating in a heavily loaded condition, the
shift of load may exceed the safe operating limit of some components and those
may fail consequently, exerting even more stress on the grid. This chain of event
continues and the grid in broken down with small connected components serving
only local loads, similar to the percolation phenomenon with the occupation
probability, 0\/\1. In an extremely bad condition, the process of cascading
proceeds even further giving birth to entire system collapse, as in the percolation
process with / ¼ 0.

The creation and demise of the giant component during the percolation process
is known as a percolation transition. The point at which the percolation transition
occurs is called the percolation threshold. The threshold value of the occupation
probability suggests different aspects of grid robustness and vulnerability. Larger
values of / in the percolation threshold indicate the system is more vulnerable
than the system with lower critical occupational probability, /cr. Removal of very
few nodes breaks the cohesiveness of the grid and makes the system nonfunctional,
where /cr is very high. Lots of components, within the grid, have to run properly
in order to maintain the functionality of this type of system. On the other hand,
systems with low critical occupational probability show a great degree of
robustness. In order to reduce the functionality of these types of networks, lots of
components have to be taken out, making the system less vulnerable to random
attacks.

In percolation studies the term ‘‘component’’ is used to indicate the connected
portion of the unaffected network, whereas ‘‘cluster’’ refers to the components that
exist in the network after and during the breakdown process. In this chapter, we
will use the term ‘‘component’’ to refer to connected group of vertices (substations,
bus bars, generators, and loads) on the original network before any vertices or
edges have been removed and ‘‘cluster’’ to refer to those after removal.

Delivery of electricity to the consumer end is the function of the overall power
grid. Power companies and consumers are mainly concerned about providing
sufficient power to the consumers, not the connectivity of the grid after failure. As
it turns out, the nature in which the power grid is evolved gives the power grid
sufficient robustness to deliver local power even if there is a cascade going on
within the system. The total capacity of the connected generators within the dis-
connected area must be greater than the local load demand in order to maintain the
balance of consumed and generated power.

Figure 3 illustrates the situation in case of a two cluster power grid. Both cluster
1 (C1) and cluster 2 (C2) are capable of maintaining the local load demands, but
the use of a simple topological measure gives a different picture. C1 contains 252
nodes and 458 links, whereas the second cluster C2 has 183 vertices and 253 links.
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The load and generation capacity of the two clusters are 950, 1,000 MW, and 400,
480 MW, respectively. Removal of C1–C2 transmission link makes the size of the
largest component to shrink to 0.57, almost 40 % loss of the system functionality,
but both of the clusters have ample reserve to supply local demand. Hence, size of
largest cluster may not be a good indication of topological vulnerability [16].

Researchers have proposed many alternative definitions of network robustness
which are described below:

Loss of load for any disconnected cluster i, DLi, is [16]:

DLi ¼
Di � Ci if Di [ Ci

0 if Di�Ci

�

ð1Þ

where, Ci and Di are the capacity of the generators and the demand of loads in the
ith cluster while the cascade is in progress. The loss of load for the whole system,
LOL, can be calculated as follows:

LOL ¼ 1
D

Xs

i¼1

DLi ð2Þ

where, D is the total load demand before the failure.
The grid demanded load, GDL, is the sum of the power generated from all the

generators gi; i ¼ 1; 2; . . .;NG:

GDL ¼
XNG

i¼1

gi: ð3Þ

Fig. 3 Disadvantage of
using size of largest cluster
for power grid vulnerability
analysis
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The grid received load, GRL, is the sum of power received at load nodes
li; i ¼ 1; 2; . . .;NL:

GRL ¼
XNL

i¼1

li: ð4Þ

The grid lost load, GLL, is obtained from the difference of the GDL, and the
GRL:

GLL = GDL - GRL: ð5Þ

The grid service efficiency, GSE, is obtained from the ratio of two powers—the
GRL, to the GDL [17, 18]:

GSE =
GRL
GDL

: ð6Þ

In this chapter, we have used size of largest cluster along with grid service
efficiency as a network performance indicator.

4 Measure of Connectivity-Degree Centrality

Degree centrality is the simplest form of centrality measures for networks.
Although it is very simple, it has a great significance. It represents the connectivity
of a node to the network [19]. Individuals who have more links with other persons
are more connected to the network in the sense that they have more resource,
access of information than others. A nonsocial network example is the use of
citation counts in the evaluation of scientific papers. The number of citations of a
paper can be regarded as its impact on research [20]. For example, node 2 in Fig. 1
is adjacent to four other nodes, it’s degree is four. In a 5 node graph, any node can
be adjacent to only remaining four nodes. So, this node has got highest connec-
tivity. In some literature studies, degree centrality is defined as:

CDðkÞ ¼
degðkÞ
n� 1

ð7Þ

where, degðkÞ is the degree of node k. In case of electrical network, the power
flowing in the adjacent links of the node in concern can be regarded as a degree of
the node and the definition of the electrical degree centrality can be given as:

CE
DðkÞ ¼

P
k� t Pkt

n� 1
ð8Þ

where, k� t indicates that node k are t are connected. Pkt indicates the power
flowing in line connected in between nodes k and t. Table 2 shows the degree
centrality of simple 5 bus system in Fig. 1 using classical and proposed approach.
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5 Measure of Independence-Closeness Centrality

This approach of centrality measure is based upon the degree to which a node is
close to all other nodes in the network [3]. Figure 4 shows closeness in a classical
sense and to illustrate the idea of electrical closeness centrality, Fig. 5 is drawn to
show the closeness of various nodes of the simple 5 bus system in Fig. 1 in terms
of electrical distance found in Table 1. It is clear from Fig. 5 that node 2 is
adjacent to three other nodes (nodes 1, 3 and 4) in terms of electrical distance,
while nodes 1, 3, and 4 being adjacent to two nodes. Node 5 is adjacent to one
node only. So node 2 is the closest to other nodes than the rest of the nodes in the
network.

In the social network theory, closeness is a sophisticated measure of centrality.
It is defined as the mean geodesic distance (i.e., the shortest path) between a vertex
k and all other vertices reachable from it [21]. In mathematical form, the closeness
centrality of a vertex k, CCðkÞ in a network of n vertices is given by:

CCðkÞ ¼
P

t2Vnk dðk; tÞ
n� 1

ð9Þ

where, dðk; tÞ being the shortest path length between vertices k and t. This defi-
nition of closeness centrality gives a measure of distance of particular vertex from
other vertices. So, some researchers have used the reciprocal of the shortest path to
quantify closeness centrality as follows:

CCðkÞ ¼
1

P
t2Vnk dðk; tÞ : ð10Þ

The electrical closeness centrality was defined as [10]:

CCzðkÞ ¼
n� 1

P
t2Vnk dzðk; tÞ

ð11Þ

where, dzðk; tÞ is taken as the shortest electrical distance between nodes k and
t. Resistance was neglected since they considered only transmission systems; but
in order to generalize the concept in both transmission and distribution system we
cannot neglect resistance of the network lines, which is a significant portion of
the line impedance in case of distribution lines. The numerator was taken as n-1.

Table 2 Degree centrality
for network in Fig. 1

Bus CDðkÞ CE
DðkÞ

1 0.50 21.58
2 1.00 42.33
3 0.75 16.13
4 0.75 40.13
5 0.50 15.80
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This was adopted in (9) to average the distance, but when it comes in the
numerator it just scales the parameter. So, in this chapter, we propose our electrical
closeness centrality as:

CE
CðkÞ ¼

1
P

t2Vnk dðk; tÞ ð12Þ

where, dðk; tÞ is the weight of the shortest electrical path from node k to all other
nodes t reachable from k.

Table 3 shows the closeness centrality of simple 5 bus system in Fig. 1 in
classical as in (10) and proposed approach.

The independence of a node is determined by the closeness centrality of the
node [3]. In Fig. 1, node 2 is in direct contact with nodes 1, 3 and 4. It must depend
upon node 4 to communicate with node 5. So, node 5 needs only one relayer to
communicate with all other nodes of the network. On the other hand, node 1 needs
node 2 to communicate with node 4 and both need 2 and 4 to communicate with

Fig. 4 Classical closeness of various nodes of the simple 5 bus system

Fig. 5 Electrical closeness based on line impedance of various nodes of simple 5 bus system
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node 5. So we can say that node 2 is more independent than node 1. So closeness
centrality can be used to quantify independence of various nodes within an
electrical power grid.

6 Measure of Control of Communication-Betweenness
Centrality

This type of centrality is based upon the frequency with which a node falls
between pairs of other nodes on the shortest or geodesic paths connecting them [3].
This idea is illustrated by 10 possible shortest paths in the network of Fig. 1 as
shown in Fig. 6. Node 2 comes four times between other points in the six geo-
desics. Node 4 comes three times. So node 2 is more central in terms of
betweenness.

The betweenness centrality CBðkÞ for vertex k is computed as follows [21]:

1. Find the shortest path set of the network.
2. Find out the fraction of the shortest path containing node k for each pair of

vertices.
3. Sum this fraction over all pairs.

Mathematically,

CBðkÞ ¼
Xn

s¼1

Xn

t¼1

rstðkÞ
rst

; s 6¼ t 6¼ k 2 V ð13Þ

where, rst is the number of shortest paths from s to t, and rstðkÞ is the number of
shortest paths from s to t that pass through a vertex k.

As in closeness centrality the shortest paths for an electrical network can be
calculated from the line impedance, and the power flowing in the line is taken as a
measure of betweenness [14]. The electrical betweenness centrality of a node k in
a network of n nodes is defined as:

CE
BðkÞ ¼

Xn

s¼1

Xn

t¼1

PstðkÞ
Pst

; s 6¼ t 6¼ k 2 V ð14Þ

Table 3 Closeness centrality
for network in Fig. 1

Bus CCðkÞ CE
CðkÞ

1 0.17 1.28
2 0.25 2.13
3 0.20 1.23
4 0.20 1.92
5 0.17 1.14
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where, Pst is the maximum power flowing in the shortest electrical path between
buses s and t, and PstðkÞ is the maximum of inflow and outflow at bus k within the
shortest electrical path between buses s and t. Figure 7 illustrates the concept of
electrical shortest path and shows 10 possible geodesics in the simple 5 bus test
system.

Table 4 shows the betweenness centrality of simple 5 bus system in Fig. 1
using classical and proposed approach (Tables 5, 6, and 7).

7 Simulation Results

Network percolation can be implemented in many ways. In this chapter, we have
implemented a method which is computationally efficient making it applicable for
on line processing of information while cascade in progress. The process of per-
colation can be implemented as follows:

1. Consider an empty network.
2. Initialize c ¼ 0, where c represents the number of cluster in the network.
3. Choose the order of addition of vertices in the empty network.

Fig. 6 Illustration of
betweenness in 10 possible
shortest path set of the test
system
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Fig. 7 Ten possible shortest
path set in terms of electrical
distance in simple 5 bus
system

Table 4 Betweenness
centrality for network in
Fig. 1

Bus CBðkÞ CE
BðkÞ

1 0
10

0
670

2 1
10

192
670

3 1
10

0
670

4 1
10

93:3
670

5 0
10

0
670

Table 5 Top ten critical
nodes according to degree
centrality of various standard
IEEE test systems

30 Bus CE
BðkÞ 57 Bus CE

BðkÞ 118 Bus CE
BðkÞ

2 12.5841 1 7.9668 12 12.2114
6 9.2330 4 5.3512 69 5.6372
1 9.0528 2 4.9898 70 5.1916
4 7.0180 3 4.4910 80 4.8233
3 5.7375 15 3.9604 7 4.7227
5 3.7382 6 3.5725 11 4.7200
10 2.4665 17 3.4561 32 4.4156
9 2.3013 24 2.9787 46 4.1532
7 2.2122 23 2.0769 75 3.8160
12 2.1811 13 2.0628 34 3.2639
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4. According to the order add next vertex to the network, and increase c by one.
5. Label the vertex with label c. This number represents the cluster of the vertex.
6. Investigate edges attached to the vertex one after another.
7. If the vertex at the other end of the edge has been added earlier, add the edge

to the network.
8. Examine the cluster label of the vertices at either end of the edge.
9. If the cluster labels are the same, do nothing.

10. If the labels are different, choose one of the clusters and re-label all its vertices
to have the same label as the other cluster.

11. Update the cluster size record to be equal to the sum of the sizes of the two
parent clusters.

12. Repeat from step 4, until all the vertices have been added.

The test systems used for the percolation analysis are standard IEEE test sys-
tems [22] and the Australian power grid [23]. Figure 8 is the topological repre-
sentation of the Australian power grid. The Australian power grid operated under
the National Electricity Market (NEM) is the world’s longest interconnected

Table 6 Top ten critical
nodes according to closeness
centrality of various standard
IEEE test systems

30 Bus CE
CðkÞ 57 Bus CE

CðkÞ 118 Bus CE
CðkÞ

6 2.2366 14 1.7785 65 3.0553
4 2.1676 13 1.7596 68 3.0249

28 2.0587 46 1.7399 116 2.9884
8 2.0438 47 1.7120 81 2.9366
3 2.0108 48 1.7042 38 2.8773
9 2.0029 15 1.6993 64 2.8353

10 1.9662 38 1.6775 69 2.8298
7 1.9069 11 1.6663 80 2.8158

12 1.8110 3 1.6167 66 2.8119
21 1.7877 12 1.6149 30 2.7189

Table 7 Top ten critical
nodes according to
betweenness centrality of
various standard IEEE test
systems

30 Bus CE
BðkÞ 57 Bus CE

BðkÞ 118 Bus CE
BðkÞ

2 0.6117 1 0.6117 12 0.7030
1 0.5546 2 0.4862 7 0.4331
6 0.3114 17 0.4142 11 0.4310
4 0.3103 3 0.3380 2 0.3431
3 0.2972 15 0.2271 3 0.0780
5 0.1668 16 0.1427 6 0.0629
7 0.0547 4 0.1398 14 0.0350
8 0.0490 6 0.0566 117 0.0340
9 0.0420 14 0.0544 13 0.0286

10 0.0406 5 0.0498 4 0.0219
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power system that runs for more than 5,000 km from Port Douglas in Queensland
to Port Lincoln in South Australia and supplies more than 10 billion electricity
annually to meet the demand of more than 8 million end users [23]. NEM inter-
connects five regional market jurisdictions including Queensland, New South
Wales, Victoria, South Australia, and Tasmania.

Figure 9 is the result of percolation process carried out in the Australian test
system, with random node and line removal. The results shown are averaged over
1,000 random simulations. It is clear from the result that GSE is a good measure of
network robustness, since although the network seems to breaks down around
/ ¼ 0:6 in case of largest cluster-based analysis; but the network can perform well
beyond that point since the percolation threshold is around / ¼ 0:5 as shown in
Fig. 8.

Next, the penetration levels of renewable are varied for the Australian test
system and percolation thresholds are calculated. It is found that, as given in
Table 8, the threshold increases with increase of penetration, which implies
increased vulnerability of the power grid with large-scale penetration of excess
energy in the existing grid. Afterwards, nodes and edges are removed from the
system according to various centrality measures, and it is found that network is

Fig. 8 Topological representation of the Australian electricity grid
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hampered much is betweenness-based attacks are carried out on the system. This
result, shown in Fig. 10, gives us an opportunity to allocate our resources to
regularly monitor and service critical elements.

Fig. 9 Percolation in the
Australian test system

Table 8 Percolation
threshold for various
penetration levels

Penetration (%) Threshold

0 0.5
10 0.55
25 0.65
50 0.72
70 0.80
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8 Chapter Summary

This chapter provides a novel approach of network resiliency analysis of the power
grid, employing complex network framework-based percolation method. An effi-
cient algorithm is used to assess the vulnerability of the Australian power grid with
large-scale renewable generation capacities. Our analysis finds that, although
renewable energy have many advantages, and the target is to incorporate more and
more renewable within the grid, but increased penetration caused vulnerability in a
greater scale. Also, it is found that betweenness-based targeted attack reduces the
functionality of the system to a great extent. Preventive measures should be taken
so that critical components could be protected in order to ensure secure operation
of the power grid.
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Frequency Control and Inertial Response
Schemes for the Future Power Networks

F. Gonzalez-Longatt

Abstract Future power systems face several challenges: (i) the high penetration
level of renewable energy from highly variable generators connected over power
converters, (ii) several technologies for energy storage with very different time
constants, some of them using power converters as an interface to the grid, and (iii)
a pan-European transmission network facilitating the integration of large-scale
renewable energy sources and the balancing and transportation of electricity based
on underwater multi-terminal high voltage direct current (MTDC) transmission.
All of them have an element in common, high power converters that decouple the
new energy sources from the pre-existent AC power systems. During a system
frequency disturbance, the generation/demand power balance is lost, the system
frequency will change at a rate initially determined by the total system inertia.
However, future power systems will increase the installed power capacity (MVA)
but the effective system inertial response will stay the same nowadays, because the
new generation units based on power converters creates a decoupling effect of the
real inertia and the AC grid. The result is deeper frequency excursions of system
disturbances. A considerable reduction in the ability to overcome system fre-
quency disturbances is expected, the inertia response may be decreased. The aim
of this chapter is to present the fundamental aspects of system frequency control
and inertial response schemes for the future power networks.
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1 Introduction

Electrical power systems have been developed, over more than 50 years, to deliver
electricity to the end users. This approach requires to use a vital infrastructure to
link the producers of the electric energy and the consumers [1]. This approach of
power systems design and operation has served their purpose with great success
for many decades mainly because they were developed to meet the needs of large
and predominantly carbon-based energy producers located remotely from the load
centers. Nowadays, governments around the world are striving toward three key
issues:

• Climate change. The climate conference in Kyoto for the first time had inter-
nationally binding targets for the reduction of greenhouse gases like carbon
dioxide, methane, nitrous oxide, hydro fluorocarbons, and sulfur hexafluoride
until 2012 by 5.2 % compared to 1990. The United Nations Climate Change
Conference was held in Cancun in 2010 [1], and it agreed only to continue the
implementation of the Kyoto Conference without setting new targets for the
period after 2012. However, the European Union (EU) has been seriously
committed to CO2 reduction. In 2007, it agreed to the target triple of supply,
competitiveness, environment, to reduce the CO2 emissions by 2020 by at least
20 % compared to 1990. Several scientific works argue that this would not be
sufficient to limit the effect of warming process in reach heating of the atmo-
sphere within 2 �C. For this reason, the EU considered to increase the reduction
target to 30 % by 2020. By 2040, emissions are to be reduced by 60 %. With the
use of appropriate technologies, no CO2 should be emitted any more by the
power generation industry by 2050 [2]. Reducing the greenhouse gas emissions
by 80 % is the specific target of the UK government by 2050 [3]. This target on
the country’s emission reduction targets is defined in the Climate Change Act
2008 [4]. De-carbonizing the power sector is the key factor to reach this
objective, and will enable further low-carbon choices in the transport sector (e.g.,
plug-in hybrid and electric vehicles) and in buildings (electric heat pumps).

• Energy security. Over the coming decades, governments around the world face
the daunting challenge of meeting the energy needs of a growing and developing
world population while mitigating the impacts of global climate change.
Security of supply is an important goal of energy policy in many countries
around the world. The importance of energy security derives from the critical
role that energy plays in all aspects of everyday and business life [5]. As demand
for resources rises within today’s turbulent global markets, supply chain vul-
nerability is becoming a significant issue. Global sourcing has created more
complex and increasingly risky supply chains. Severe energy security has
serious implications for social, environmental, and economic well-being. The
conversion of the centralized power generation structures with the consumption
of mostly imported primary energy like coal, oil, gas, and uranium to more
decentralized renewable power plant systems opens the chance of reducing the
import dependence from fossil energy sources. Europe as a whole is a major
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importer of natural gas. Although second to Norway as a supplier to Europe,
Russia remains one of Europe’s most important natural gas suppliers. Europe’s
natural gas consumption is projected to grow while its own domestic natural gas
production continues to decline. Increasing energy efficiency is clearly the most
cost-effective part of the energy revolution. Overall, in the EU the possible
energy savings by energy efficiency measures and in the energy conversion
process of coal, oil, gas, and uranium to electricity and heat are twice as much
the energy generation potential of renewables. The EU Directive on the Energy
Performance of Buildings (EPBD) [6] provides the guidelines for the reduction
of 40 % of the total energy consumption in the EU. This is also true for the
electricity consumption. The European Commission published in 2011 a pro-
posal for a Directive on Energy Efficiency in order to achieve the 20 % saving
goal of the EU until 2020, where a broad mix of measures are proposed. The UK
government has been working on energy security for years, making sure con-
sumers can access the energy they need at prices that are not excessively vol-
atile. It has been reached by a combination of its liberalized energy markets,
firm regulation, and extensive North Sea resources. The Department of Energy
& Climate Change of UK is actively working in several aspects to guarantee that
the energy system has adequate capacity and is diverse and reliable [7].

• Economic development. Development of the electric power system must con-
tribute to growth and minimize costs to the consumer. A right balance between
investing in generation, nongeneration balancing technologies (i.e. storage,
demand-side response, and interconnection), and network assets is necessary. In
addition, efficient operation of the power systems is critical to maximizing the
efficient use of assets across the system. When conventional power is substituted
by wind power, the avoided cost depends on the degree to which wind power
substitutes each of three components—fuel cost, O&M costs, and capital. The
economic competitiveness of wind power generation will depend on short-term
prediction, and specific conditions for budding into short-term forward and spot
markets at the power exchange. Some calculations demonstrate that although
wind power might be more expensive than conventional power today, it may
nevertheless take up a significant share in investors’ power plant portfolios as a
hedge against volatile fossil fuel prices [8]. Continuing research and develop-
ment work is needed in order to ensure wind power is to continue reducing its
generation costs for sustainable economy growth.

Whilst current networks presently, fulfill their function, they will not be suffi-
cient to meet the future challenges as described above. These challenges require
technical, economic, and policy developments in order to move toward lower
carbon generation technologies as well as higher efficiency devices and systems.

The radical changes that power systems are undergoing will change the land-
scape of the future power networks; they face several technical challenges char-
acterized by:
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a. High penetration levels of renewable energy from highly variable gener-
ators connected over power converters. Changes in generation portfolio of
power systems will be occurring at a time when the demand on the system is
expected to increase significantly. If the environmental targets that are being
imposed on the operation of power systems are to be met then large scale, more
than 50 GW, renewable generation must become commonplace in the future
power system. Wind generation, either onshore or offshore, is currently the
primary scalable renewable generation technology that is commercially avail-
able. The future targets for installing wind power in GB are: total of 26 GW
(9 GW onshore and 17 GW offshore) of wind generation by 2020 and 47 GW
(10 GW onshore and 37 GW offshore) of wind generation by 2030 [9]. The
very fast development of fully rated converter wind turbine generator offers
both enlarged capabilities and lower price per MW capacity. Increasing the
penetration levels of power converter-based wind power will produce a dis-
placement of traditional synchronous generation services without offering
equivalent technical performance.

b. Technologies for energy storage with very different time constants, some of
them use power converters as an interface to the grid. One of the greatest
challenges of operating a power system is that electrical energy cannot be
directly stored. Power systems must keep a balance between power generation
and demand in the system in real time. This balance will become complex in
the future power systems due to issues such as high variability provided by
renewable energy resources. Electricity storage system (ESS) enables elec-
tricity that is generated at a point of low demand to be used at a time of high
demand and allows the operator to capture the difference between prices at their
peak and trough. Large-scale storage (bulk) is connected to the transmission
system and tends to have relatively large power output and long periods over
which that power can be provided. Storage systems can also operate on a
smaller scale (distributed) connected to the distribution network. Energy stor-
age technologies have the potential to support the future system integration.
Preliminary analysis in UK suggests an additional storage could be installed in
the range of 1–29 GW under certain future scenarios by 2050, of which dis-
tribution storage is estimated to dominate the bulk storage, due to the savings
from avoided distribution network costs [10]. There are several technologies
already commercially available for distributed and bulk ESSs. However, they
are technically and/or economically very different between them, and there is
expectation for radically different and new technologies. Technologies will
respond accordingly to provide a secure and an economical operation; they
have a very different time response and interface to power system creating a
complex situation in terms of operation and control.

c. A pan-European transmission network facilitating the integration of large-
scale renewable energy sources and the balancing and transportation of
electricity based on underwater multiterminal high voltage direct current
(MTDC) transmission. Interconnection allows connected markets to import
and export electricity according to the market prices on either side of the
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interconnector. Increased amounts of interconnection have the potential to bring
savings to the system where connected markets have different generation and/or
demand profiles to trade. In such circumstances, interconnection could result in
generation capacity being dispatched more efficiently and reducing the total
generation capacity required. The existing power grid in Europe is a highly
interconnected system, spanning the whole of Continental Europe with con-
nections to neighboring systems, e.g., in Scandinavia (Nordel), the UK, and
Russia. The current structure of this meshed, supranational system was largely
influenced by available generation technologies. The UK electricity network is
connected to the systems in France (National Grid and Réseau de Transport
d’Electricité, 2 GW), Northern Ireland (IFA, 2 GW), and the Netherlands
(BritNed, 1 GW) through ‘‘interconnectors,’’ with others under construction or
planned. Potential future interconnector opportunities include interconnectors
between UK and Belgium (Nemo Link), Norway (2 GW), France, Denmark,
and Iceland. HVDC has become a technology of increasing relevance to
modern power systems, especially for interconnections and integration of
power coming from renewable resources. There are several advantages to the
use of HVDC system, but two of them are found suitable for massive
deployment in the future power systems: it allows a high efficiency on the bulk
power transmission over long distances and it provides a very high controlla-
bility in terms of power flows maximizing the integration of variable power
coming from renewable energy resources. The use of HVDC for interconnec-
tions enables to isolate electrically the neighboring systems, it allows con-
necting power systems that are not synchronized or do not even have the same
frequency. However, this advantage comes with an issue, HVDC links offer no
natural response to a frequency deviation or support for frequency control,
affecting the power system security.

All technical challenges described above have an element in common; high
power converters that decouple the new energy sources from the pre-existent AC
power systems (see Fig. 1).

In basic works, the frequency in power systems represents the balance between
generated power and demanded power. During a system frequency disturbance the
generation/demand power balance is lost, and the system frequency will change at
a rate initially determined by the total system inertia. However, future power
systems will have a frequency response (FR) very different from actual systems.
The future power system will increase the installed power capacity (MVA) but the
effective system inertial response will stay the same nowadays, this is because
the new generation units based on power converters creates a decoupling effect of
the real inertia and the AC grid. The result is deeper frequency excursions of
system disturbances. A considerable reduction in the ability to overcome system
frequency’s disturbances is expected, the inertia response may be decreased.
The inertial response of the system might be negatively affected with devastating
consequences for system security and reliability.
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The objective of this chapter is to present the fundamental aspects of system
frequency control and inertia response schemes for the future power networks.
This chapter is developed not to be intended as a generic case of all possible future
scenarios and technologies, instead it focuses on the expected development to the
UK system. The organization of the chapter is as follows. Section 2 presents the
main concepts of system frequency response (SFR) in the classical power system.
Section 3 presents the controller used to enable FR on wind power, details of wind
turbine, wind farm, and power system level are presented. Commercial experi-
ences on synthetic inertia and inertia requirements in several countries are pre-
sented in Sect. 4. Section 5 presents a general overview of the main control
strategies used in order to enable FR of offshore wind power connected using
multiterminal HVDC systems. Section 6 closes the chapter with the main con-
clusions and perspectives of future work.

2 System Frequency Response

The electric frequency in a power system (system frequency, f) is a measure of the
rotation speed of the synchronized generators. Changes in generation/demand will
produce changes on the system frequency (speed of generators). System frequency
is a continuously changing variable that is determined and controlled by the second-
by-second (real time) balance between system demand and total generation.

A change in active power demand at one point of a network is reflected
throughout the system by a change in electric frequency. Therefore, system fre-
quency provides a useful index to indicate system generation and load imbalance.

Considering a system frequency disturbance condition (active power imbalance
between generation and demand), the generator-demand dynamic relationship
between the incremental mismatch power and the frequency can be expressed by
an equivalent form of the swing equation. If demand is greater than generation, the
frequency falls while if generation is greater than demand, the frequency rises.
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Fig. 1 General representation of a future power system
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The electrical devices connected to a synchronous power system are designed
to operate at this system’s nominal frequency (f0), it is assumed to be 50 Hz as in
the ENTSO-E Continental Europe system [11] (former UCTE) and UK [12].

Generally, deviations from this desired value arise due to imbalances between
the instantaneous generation and consumption of electric power, which has an
accelerating or decelerating effect on the synchronous machines. These small
deviations on electric frequency are a normal result of stochastic variations in
loads and should not affect the behavior of any component in the network. The
electrical power system must be able to cope with those changes.

Frequency control is responsible for balancing real-time changes in load and
generation that occur in a power system and ensuring that the frequency is
approximately nominal throughout any period of time. The frequency control is
responsible for helping to ensure frequency stability, which is defined as ‘‘the
ability of a power system to maintain steady frequency following a severe system
upset resulting in a significant imbalance between generation and load’’ [13].
Frequency stability analysis concentrates on studying the overall system stability
for sudden changes in the generation-load balance (system frequency disturbance).
In addition, the frequency control is responsible for limiting the frequency devi-
ation that occurs after a large system frequency disturbance to the power balance
in the system, e.g., the loss of a generator, the sudden disconnection of trans-
mission line, as well as then returning the frequency to the nominal value within
the required time. This task is accomplished using occasional frequency control
services.

The SFR can be classified into two categories: Frequency Response (FR)
Dynamic and Non Dynamic Frequency Response. The dynamic FR is continuously
provided to manage the normal second by second changes on the system (i.e.,
small changes on demand). The nondynamic FR is usually a discrete service
triggered at a defined frequency deviation.

Frequency control practices differ significantly between the various transmis-
sion system operators in the world. Responsibility of frequency control is managed
in GB by National Grid PLC [12], though the procurement and despatch of fre-
quency response services, under normal operation conditions the frequency is
maintained at f0 = 50 Hz within operational limits of ±0.2 Hz. In an abnormal
event (instantaneous loss of 1,320 MW of generation), the maximum allowed
system frequency deviation is Dfmax = -0.8 Hz. Figure 2 shows the main control
thresholds and operational limits in terms of the absolute frequency magnitude that
are used by National Grid (UK).

A representative example of the system frequency behavior following a fre-
quency disturbance, (i.e., loss of generation or connection of a large load), is
shown in Fig. 3. Numerical values depicted in Fig. 3 are related to the illustrative
case of frequency control in GB.

Immediately after the disturbance, the system frequency starts dropping (region
1–2 of Fig. 3) at a rate mainly determined by the total inertia of the system
(summation of the inertia constant of all generators and spinning loads). For
occasions that the frequency drops greater than -0.20 Hz, some generating plants
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are contracted to provide FR. The response is classified as an occasional service
and has two parts: primary response and secondary response. Primary and sec-
ondary response are defined as the additional active power that can be delivered
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Fig. 2 The main frequency thresholds and operating limits defined as part of GB frequency
control practices. Figure based on information from the NGC grid code [14]
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from a generating unit that is available at 10 and 30 s, respectively, after an event
and that can be sustained for a further 20 s and 30 min respectively [14].

The primary response is provided by two mechanisms: Inertia response and
Governor Action. The inertia response of fast primary response is related to a
natural FR on synchronous generator. On an event of frequency reduction, the
speed of synchronous generator also reduces and some of the kinetic energy stored
in the rotating mass is released as an electrical energy. This is a very fast and
natural response of synchronous generator directly connected to the grid and it is
related to the rate of chance of frequency. A frequency controller named governor
produces the governor action. An automatic droop control loop in governor acts on
change in frequency and increases mechanical power on prime-mover to increase
the generator output. This is a slower response and depends on main governor’s
characteristic and time response of prime-mover.

The frequency control system consists of two main parts: the primary and
secondary control. Tertiary control is additional and slower than primary and
secondary frequency control.

The primary control refers to control actions that are done locally (on the power
plant level) based on the set-points for frequency and power. The objective of the
primary control is to maintain the balance between generation and load. This
balance can be reached at post-disturbance steady-state frequency different from
the nominal frequency (especially on governor including droop characteristic).
The control task is shared by all generators participating in the primary frequency
control irrespective of the location of the disturbance.

Following a system frequency disturbance, the system will not be able to return
to the nominal frequency on its own, without additional action. The secondary
frequency control, also called Load Frequency Control (LFC), adjusts power set
points of the generators in order to compensate for the remaining frequency error
after the primary control has acted. The purpose of secondary control actions is to
restore the system frequency to the nominal set point and ensure that any tie-line
flows in the system are at their contracted level. LFC can also be performed
manually as in the Nordel powers system, the ENTSO-E Continental Europe
interconnected system, an automatic scheme is used, which can also be called
Automatic Generation Control (AGC).

The tertiary control acts after the system frequency has been returned to, or very
near to, the nominal value. The task of tertiary control depends on the organiza-
tional structure of a given power system and the role that power plants play in this
structure [15]. It is different to primary and secondary control because it does not
deal directly with controlling the frequency. It is not discussed here.

Following a large system frequency disturbance (e.g., large generation loss), a
power system’s frequency may drop quickly if the remaining generation no longer
matches the load demand. Significant loss of generating the plant without adequate
system response can produce extreme frequency excursions outside the working
range of plant. Depending on the size of the frequency deviation experienced,
emergency control and protection schemes may be required to maintain power
system frequency.
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If the frequency control system cannot restore the system frequency and the
power system operators may follow an emergency control plan such as under-
frequency load shedding (UFLS). UFLS is a widely used last resort against large
low frequency events that may cause cascading outages and even the disconnec-
tion of parts of a system. The UFLS strategy is designed to rapidly balance the
demand of electricity with the supply and to avoid a rapidly cascading power
system failure. Allowing normal frequency variations within expanded limits will
require the coordination of primary control and scheduled reserves with generator
load set points [16]; for example under-frequency generation trip (UFGT), over-
frequency generation trips (OFGT), or over-frequency generator shedding (OFGS)
and other frequency-controlled protection devices.

Several performance indicators may be used to describe and to evaluate the FR.
Figure 4 shows a typical and idealistic SFR (secondary and tertiary controls are
not included) where the main performance indicators are depicted:

(i) Maximum frequency gradient ([df/dt]max) as observed by ROCOF (Rate-Of-
Change-Of-Frequency) relays (line A).

(ii) Maximum frequency deviation (fmax) as observed by under-frequency relays
(point B) is defined as the absolute frequency deviation from nominal fre-
quency (f0).

Both these quantities shall be kept as small as possible to prevent relays from
tripping df/dt.

(iii) Frequency nadir (fmin) measures the minimum post contingency frequency
(point B).

(iv) Frequency nadir time (tmin) is the time it takes for the response to reach its
nadir.

(v) Quasi-steady-state deviation (Dfss) is the deviation between the nominal
frequency value and the final value. The term ‘‘quasi’’ is used because a
steady-state analysis is performed on a dynamical system. Though, the
dynamics considered are slow enough to allow such a definition. The quasi-
steady state is usually defined with the help of a maximum gradient that the
frequency should not exceed.

Mainly by the following aspects defines the magnitude of the dynamic maxi-
mum frequency deviation (Dfmax) in a classical power system:

(i) The amplitude and development over time of the system frequency
disturbance.

(ii) The kinetic energy of rotating machines in the system.
(iii) The number of generators subject to primary control and primary control

reserve and how it is between these generators.
(iv) The dynamic characteristics of the machines (including controllers).
(v) The dynamic characteristics of loads, particularly the self-regulating effect of

loads.
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The quasi-steady-state frequency deviation is governed by the amplitude of the
disturbance and the network power-frequency characteristic, which is influenced
mainly by the following aspects:

(i) The droop characteristic included on all generators subject to primary fre-
quency control in the synchronous area.

(ii) The sensitivity of power demand consumption to variations in system
frequency.

3 Frequency Response of Wind Power

The SFR of future power system is different to the traditional power systems. The
massive penetration level of wind power on the power system represents a change
from the large-scale interconnected power system design and operation. Wind
power generation causes some synchronous generator to be de-committed, and
some to be dispatched down to lower power level, it reduces the system inertia.
The electromechanical behavior of wind power generators differs fundamentally
from that of conventional synchronous generators. Frequency stability and control
is a particularly significant issue in future power systems.

Despite the seemingly large variety of utility scale wind turbine technologies in
under development, there is an agreement about four basic technologies [17]:

(i) Type 1: Fixed Speed Wind Turbines (FSWT) using Singe Cage Induction
Generators (SCIG) (see Fig. 5a).

(ii) Type 2: Variable Speed Wind Turbine (VSWT) using Wound Rotor Induction
Generator (WRIG) (see Fig. 5b).

(iii) Type 3: VSWT using Doubly Fed Induction Generator (DFIG) (see Fig. 5c).
(iv) Type 4: VSWT with Full Rated Converter (FRC) interface (see Fig. 5d).
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Wind Generation Modelling Group (WGMG) of the Western Electricity
Coordinating Council (WECC) and Working Group on Dynamic Performance of
Wind Power Generation of IEEE Power System Dynamic Performance Committee
have developed and provided specification of generic model for these technologies
[17].

Future development in the wind turbine industry will most probably to be
focused on a gradual improvement of already known technology. It seems that
both Type 3 and Type 4 may still dominate and be very promising wind turbine
technologies for large wind farms. Wind turbine Type 4 is a VSWT generator
where the output of the generator is passed through the power converter to the grid.
There are two types of generators used in these technologies: Electrically Excited
Synchronous Generators (EESG) and Permanent Magnet Synchronous Generator
(PMSG), and they look very promising wind technologies.

These wind power generation technologies employ power electronic converters,
which electrically decoupled the electric generator and its electromechanical
behavior from the power system frequency, and they cannot automatically con-
tribute to system frequency.
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The FR of a WTG depends on mainly on the type of technology. Figure 6
shows the response on active power production for several WTG technologies for
a typical system frequency disturbance.

WTG based on Type 1 and Type 2 technologies are directly connected to the
grid. FR of these technologies has different characteristic compare with the syn-
chronous generator. They are capable to naturally release kinetic energy stored on
their rotating parts (blades, gearbox, generator, etc.) during a system frequency
disturbance, they have inertial response [18, 19].

Considering the frequency disturbance shown on Fig. 6, sudden frequency
drop, the rotor of Type 1 WTG does not change instantaneously because of the
inertia of the wind turbine. However, the power production of this type of tech-
nology allows an increase of active power production as consequence of changes
on the rotational speed. The active power contribution of Type 1 WTG is higher
compared with other WTG technologies, however, it still below FR provided by a
classical synchronous generator. Type 2 WTG uses a generator, which is an
induction generator with provisions for adjusting its rotor resistance, during system
frequency disturbance the active power output is kept at its previous disturbance
set value by an adequate adjust of the rotor resistance controller. The FR of this
type of WTG is negligible.

Type 3 and Type 4 WTGs are VSWT which use a generators electronically
controller and/or electronically connected to the grid. Type 3 and Type 4 WTG do
not naturally provide FR. Traditional solutions for this issue are: reduce wind
penetration during low system load, modify reserve policy, more static reserve at
times of high wind and low system inertia. However, future power systems require
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maximize power production from wind power, as consequence more effective
solutions has been developed: modify existing technology and include of sup-
plementary control loop in the WTGs.

FR, inertia and governor response, can be emulated on generators electronically
controller and/or electronically connected to the power system adding a supple-
mentary control, this approach is discussed in next section.

4 Controller Used for Frequency Response in Wind Power

Frequency control in power systems is usually formed of primary and secondary
control. Future power system will require an active participation of wind power
generation on the primary and secondary frequency control. Although generators
electronically controller and/or electronically connected to the grid do not provide
FR, this capability can be obtained by adding a supplementary control to the power
converters.

Several control schemes can be drawn to enable the wind power generation to
provide FR, it can be divided into three-level hierarchy [20]:

(i) Wind turbine controller.
(ii) Wind farm controller.

(iii) Power system level controller.

Local control at wind turbine level is used to provide primary frequency control
and other additional auxiliary services then wind farm level controller allows
coordination between the central and local control in order to achieve the desired
generation for the system. Power system level controllers are used for secondary
frequency control; it provides better system frequency behavior by the coordina-
tion between the AGC and the wind farms.

4.1 Wind Turbine Level Controllers

Wind turbine level controllers are local controllers added to the VSWT subsystems
in order to enable transiently support the frequency (see Fig. 7). They can enable
the primary frequency control by two strategies: inertial controller and governor
controller.

4.1.1 Inertia Controller

Under system frequency disturbance conditions (active power imbalance between
generation and demand), the generator-demand dynamic relationship between the
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incremental mismatch power (Dpi) and the frequency (fi) can be expressed at i-th
synchronous generator as:

2Hi

f0

dfi
dt
¼ pm;i � pe;i ¼ Dpi i ¼ 1; 2; . . .;N ð1Þ

where:
pm,i is the mechanical power of prime mover in p.u.,
pe,i is the electrical power in p.u.,
Dpi is the load generation imbalance in p.u.,
Hi is the inertia constant in seconds of i-th generator, Hi is given in seconds and

is a measure of the time that a rotating generator can provide rated power without
any input power from the turbine.

fi is the frequency in Hz,
f0 is its rated value, and
dfi/dt is the frequency change in Hz/s.
This is a simplified version of the swing equation, considering damping effect to

be small during the event. Now, it is simple to understand frequency behavior of a
traditional power system during a system frequency disturbance using (1). If
demand is greater than generation (pe,i [ pmi, Dpi \ 0), the frequency falls (dfi/
dt \ 0) while if generation is greater than demand, the frequency rises (dfi/dt [ 0).

The same reasoning that is used in mechanics to introduce the concept of center
of mass can be invoked for the definition of a frequency of inertia center (COI).
This frequency is denoted by fCOI and corresponds to the inertia-weighted average
of all generator frequencies:

fCOI ¼
PN

i¼1 Hifi
PN

i¼1 Hi

¼ 1
HT

XN

i¼1

Hifi ð2Þ

where HT is the total inertia of the system.
In a highly meshed power system, all units can be assumed to be connected to

the same bus, representing the COI of the system and assuming further
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simplifications, they can even be condensed into one single equivalent unit. A
summation of all Eq. (1) for the N generators in the system yields:

2
XN

i¼1

Hi

f0

dfi
dt
¼
XN

i¼1

pm;i � pe;i

� �
i ¼ 1; 2; . . .;N: ð3Þ

Assuming a strong coupling of the generation units following quantities can be
defined:

fCOI ¼
PN

i¼1 Hifi
PN

i¼1 Hi

Center of Inertia Frequency

ST ¼
XN

i¼1

SN;i Total rating

HT ¼
PN

i¼1 HiSN; i
PN

i¼1 SN; i

Total system inertia

Pm ¼
XN

i¼1

Pm;i Total mechanical power

Pe ¼
XN

i¼1

Pe;i Total electrical power

The principal frequency dynamics of the system can be described by the
nonlinear differential equation:

2HT

f0

dfCOI

dt
¼ pm � pe ¼ Dp i ¼ 1; 2; . . .;N: ð4Þ

During a system frequency disturbance the system frequency will change at a
rate initially determinate by the total system inertia (HT).

The contribution of the total system inertia of one load or generator (Hi) depend
if the system frequency causes change in its rotational speed and, then, its kinetic
energy.

Hi ¼
1
2

Jix2
sm

Sbase

: ð5Þ

The power associated with this change in kinetic energy is fed or taken from the
power system and is known as the inertial response. It must be noticed inertial
response is dominated during the initial frequency change, at the very beginning
this is dominant dynamic process, however, after a very short time period where
the kinetic energy is released governor control start to made a dominant presence
in the FR. Figure 8 shows a representative FR provided by a synchronous
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generator and change in the energy is depicted on the shadow area below the active
power response.

The objective of the inertia control is to enable temporarily increase power
output during frequency disturbance. This control requires some sort of energy
storage to be able to increase the power production. The concept is therefore easily
applicable to WTG, which have a reasonably large amount of kinetic energy stored
in the rotating parts. The inertia control allows the converter and other subsystem
in the WTG to extract the stored inertial energy from the moving part on WTGs:
blades, gearbox, generator, etc. Table 1 shows typical values of generator rotor
inertia for 3 MW modern variable speed WTG.

Considering per unit values, the inertia constant of a wind turbine generator is
in the order of 2.0–6.0 s, which is comparable to traditional synchronous gener-
ation with various types of turbines and a resulting inertia constant in the range of
2.0–10.0 s. It explains why this controller is typically designed for an energy
contribution of a very short duration (i.e., first 10.0 s of frequency disturbance).

The inertia controller can be created in several ways, there are two basic
approaches:

(i) Releasing ‘‘Hidden Inertia’’
(ii) Fast Power Reserve Emulation.
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Fig. 8 Representative frequency response of a synchronous generator

Table 1 Typical data for a 3 MW WTG

Drive train concept Generator type Rated
speed (rpm)

Generator rotor
inertia (Kg/m2)

Double fed 3-stage gear Wound rotor asynchronous 6-pole 1,200 250
Low speed full converter

(LSFC) direct drive
Permanent magnet, multipole 14 40.5

Medium speed full converter
(MSFC) 2-stage gear

Permanent magnet 14-pole 400 510

High speed full converter
(HSFC) 3-stage gear

Permanent magnet 6-pole 1,600 115
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4.1.2 Releasing ‘‘Hidden Inertia’’

A VSWT can emulate FR similar to the inertial response provided by synchronous
generator by implementing an inertial controller. This controller is a simple control
loop added on the power converter controller, it creates an active power control
signal (inertial power PHsyn) following a version of the swing Eq. (4) [18, 21, 22]:

PHsyn ¼ 2Hsynfsys

dfsys

dt
ð6Þ

where Hsys express the synthetic or emulated inertia (sec) and fsys system fre-
quency in per unit. Implementation of releasing hidden inertia controllers is
depicted in Fig. 9.

The WTG can quickly store and release a large amount of kinetic energy in the
rotating masses because of the power electronic converter, due to a large amount
of inertia and wide rotational speed. The inertia controller helps to reduce the
maximum frequency change rate and increases the transient frequency nadir.
Comparison with FSWT and conventional generators, the inertia controller
releases considerably larger kinetic energy.

4.1.3 Fast Power Reserve Emulation

The fast-power reserve emulation controller is designed to provide a short term
constant power, and it can provide FR for a short period of time [23–25]. The fast-
power reserve (PHsyn) is derived from a simple integration of kinetic energy stored
in the wind turbine rotor:

PHsynt ¼ 1
2

Jsyn x2
r;0 � x2

r;f

ffi �
ð7Þ

where t (t \ tmax) is the lasting time of the fast-power reserve since the beginning
of the frequency disturbance, xr, 0 is the initial rotational speed and xr, f is the
rotor rotational speed corresponding to t.

This controller acts on the reference rotational speed creating an artificial
change on the rotational speed to allow release kinetic energy from the wind
turbine rotor. The change on the rotational speed (xr, ref) is obtained as:

Fig. 9 Releasing hidden
inertia controller
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xr;ref ¼ xr;f ¼
fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl

x2
r;0 �

2
Jsyn

PHsynt

s

: ð8Þ

A general scheme for the fast-power reserve emulation controller is depicted on
Fig. 10.

The fast power reserves provides FR for a short period and save time for other
slower generators to participate in the frequency control.

4.2 Governor Response Controller

The objective of the primary control is to maintain the balance between generation
and load. It corresponds to a proportional controller (P-controller) based on the
classical control theory. The governor provides the control between frequency and
generation power in a generator participating in primary frequency control. The
governor of a generator provides the governor response and it is expected to be
available within a few seconds (depending on intrinsic time contestants) after
system frequency disturbance.

The governor control refers to control actions that are done locally (on the
power plant level) based on the set-points for frequency and power. The actual
values of these can be measured locally, and deviations from the set values results
in a signal that will influence the valves, gates, servos, etc. in a primary-controlled
power plant, such that the desired active power output is delivered. In primary
frequency control, the control task of priority is to bring the frequency back to
(short term) acceptable values. However, there remains an unavoidable frequency
control error because the control law is purely proportional. Also, this controller
cannot have an integral component because the integrators of different power
plants could start ‘‘competing’’ each other for power production shares, which can
lead to an unpredictable and unreasonable distribution of power generation on the
available plants.

The control task is shared by all generators participating in the primary fre-
quency control irrespective of the location of the disturbance.

Fig. 10 Fast-power reserve emulation controller
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The steady-state properties of the governor controller is defined by the per-
manent droop (q), which define is defined as the change in frequency (Df), nor-
malized to the nominal frequency (f0), divided by the change in power output (DP),
normalized to a given power base, (Pbase).

q ¼ Df p:u½ �
DP p:u½ � : ð9Þ

The inverse of the droop is R and it is referred to as the stiffness of the
generator.

R ¼ 1
q
¼ DP p:u½ �

Df p:u½ � : ð10Þ

The droop controller is described by a steady-state frequency characteristic as
shown on Fig. 11. It produces an active power change that is proportional to the
frequency deviation.

Frequency droop control can be included as a control loop in modern wind
turbines based on generators electronically controller and/or electronically con-
nected to the power system. Figure 12 shows an implementation of the frequency
droop control for a converter-based VSWT [22, 26, 27].

The droop control in WTG emulates the similar frequency droop characteristic
to the synchronous generators. However, the power increase (DP) during a sudden
drop on system frequency must be obtained from the kinetic energy of the rotation
parts of WTG, it causes a decrease on rotational speed due to the Maximum Power
Point Tracking (MPPT) operation. The support of steady-state frequency requires
extra steady-state power to reduce the frequency deviation; this extra-power is
provided in long term from the prime-mover in classical generation units.

Droop controller has not high impact on the initial ROCOF after frequency
disturbance but largely influences the frequency nadir. However, decrease on
rotational speed on wind turbines equipped with droop controllers may not be
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avoided because extra wind speed cannot be obtained, for this reason droop
controller require support of other wind turbine components to avoid turbine stall
by rotational speed falling too low. This issue can be solved using two approaches:

(i) Stopping Frequency Droop Contribution.
(ii) De-loading the wind turbine.

Frequency droop controller can be equipped with a triggering system to allow
finish the action control on time to avoid a potential stall condition on the wind
turbine. This triggering off system is similar to one use in fast power reserve
emulation. This solution is easily implemented; however, its real benefit is on
doubt because power contribution will be interrupted creating a potential risk of
frequency disturbance.

Another solution is to use the droop controller combined with a de-loading
control. De-loading the wind turbine is a technique that enables it to operate a
lower operation point (speed-power) instead of the optimal provided by the MPPT
controller. This operation condition saves the available power in the wind as
reserves. This controller is described in the next section.

4.2.1 De-loading Control

When the wind speed is below the rated value (vw \ vw,0), traditional VSWT,
always operate on the MPPT condition with the constant blade pitch angle
(b = bmin). This operation mode allows extracting power from the wind energy as
much as possible. The maximum power-tracking curve is shown in Fig. 13. The
MPPT curve is given is used to define the power reference at any rotor speed for
the active power control of VSWT.

Usually, the pitch angle of the wind turbine is equal to zero during the MPPT
operation condition while the wind speed is below the rated value. If the wind
speed increases and exceeds the rated value, the pitch angle starts to increase to
keep the active power output on its rated value [28, 29].

The operation of WTG at MPPT condition allows the active power output has
reached the maximum value at the instant wind speed. However, there are no
power reserves from the wind turbine, and using the kinetic energy from the rotor
mass of the wind turbine can only give a short-term frequency droop control.
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The de-loading control can enable wind turbines to save some active power as
reserves. The active power production in a VSWT can be controlled acting on
pitch angle (b) and rotational speed (x), as consequence, the de-loading operation
can be realized by two ways: (i) pitch control (pitching action) and (ii) over-
speeding control.

a. Pitching Control.
Assuming a constant wind speed (vw0) and constant rotational speed (xr,0) the

active power of a VSWT can be reduced from the MPP (point A, Fig. 13) by
regulating the pith angle bmin to a large value b1 (point B), this new operative
condition allows a power reserve (Pres, 2 = Popt-Popt, 2). This action is known as
pitching and a modification on the pith angle controller is required to modify the
pitch angle-rotational speed characteristic (move from curve C0 to C1 on Fig. 13).

A representative scheme of a traditional pitch angle controller is shown on
Fig. 14, it acts when the rotational speed is above the maximum value for a high
wind speed condition.

Traditional pitch angle controller must be modified to allow pitching, one
approach includes a proportional integral control for pitch angle control, it avoids
the use of a mechanical characteristics look-up table, usually needed to identify the
required pitch angle and reference speed that would lead to the required response
[30]; this implementation is depicted in Fig. 15.
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One important aspect of the pitching approach is that response of pitch angle
controller is slow because the mechanical time constant of pitch angle controller.

The pitching approach provides sufficient reserves for systems and save
investment of the reserves and storages; however, this control strategy requires a
careful market evaluation, or it can be adopted only a few hours per year. The de-
loading operation of wind turbines without any financial incentive to provide this
power reserves service produce loss of annual revenues for wind park developers
will be reduced. This approach is always preferable to the disconnection of wind
generators in specific operational conditions because of the lack of operational
security in the system.

This control strategy should be performed through a hierarchical control
approach, it allows the coordination of the activation of the adoption of de-load
margins, definition of droop settings, and other control parameters of the WTG. A
hierarchical control approach allows to transmission system operator (TSO) to
send requests, to be transformed in control settings by the wind generation dis-
patch centers, that finally will interact with the wind parks and wind turbines in the
field.

The de-loading approach involves a set of other problems, like the identification
of the needed volume of de-load margins for a given set of operating conditions in
a system, which requires further research.

b. Rotational Speed Control.
Assuming a constant wind speed (vw0) and constant pitch angle (bmin) the active

power of a VSWT can be reduced from the MPP (point A, Fig. 13) by increasing
the rotational speed over the MPPT speed (xr,1 [ xr,0, point D), this action is
known as over-speeding. This is a more convenient operation than pitching action
when the rotational speed is below the maximum value, and it can protect the pitch
blade of wear and tear compared for low wind speeds.

Decreasing the rotational speed below the MPPT speed (under-speeding) is one
more de-loading alternative. However, this alternate forces the WTG operation at
lower rotational increasing risk of stalling. On the other hand, over-speeding
operation allows more kinetic energy stored in the blade as consequence if the
WTG is equipped with inertia controller the FR is improved.
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Figure 16 shows a general scheme for a rotational speed controller for a VSWT.
The over-speeding operation of VSWT has the advantages to provide sufficient

reserves for systems and save investment of the reserves and storages although the
wind energy may be partially lost if changes on speed produce stall. The wind
power regulation is faster than the thermal power regulation due to the PWM
control technology and the power system will be more stable than MPPT condition.

4.3 Wind Farm Level Controller

The effective frequency support from WTG requires a coordination of all indi-
vidual frequency controllers installed inside the wind farm, as a consequence a
hierarchical structure of control is used. Two major control system are defined at
wind farm level:

(i) Central control and
(ii) Local control.

The main objective of the central control is to control active power of the whole
wind farm (PWF) by sending out set points to all wind turbines. Local control
ensures the set-points at wind turbine level are reached and sends back information
about of generation capabilities to the central controller.

The massive use of energy storage systems (EES) is expected on the future
power systems for several reasons; one of them is to support the massive inte-
gration of wind power. Two ESS configurations can be used for wind farms:

(i) Large agregated EES.
(ii) Small distributed ESS.

There are several technical and economic differences between technologies
EES used by each configuration. Large aggregated EES often are directly con-
nected to the power system based on the external and nonwind technologies like
batteries, compressed air, and pumped hydro for the whole wind farm. Small
distributed ESS is a local solution located on terminal of the wind turbine or inside
it (typically connected across DC link). Batteries [31], super-capacitors [32], and
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flywheels [33, 34] are the main technologies used as small distributed ESS in wind
farms. The choice of ESS depends on the demands of the control process. From the
point of view of reaction time, distributed ESS is typically faster than large
aggregated ESS energy storage devices. Fast- and medium-term ESS are suitable
tor frequency control [35]. A generic scheme of small-distributed ESS on VSWT is
shown on Fig. 17.

The central controller receives an active power control signal from the system
operator P�WF

� �
and produce two sets of individual signals: (a) Power command

signals for wind turbine controller Pcmd; i

� �
in order to de-load wind turbine based on

local data (MPPT, vw, etc.), (b) Power command signals to distributed ESS controller

P�ESS; i

ffi �
. Feedback signals from each individual wind turbine are taken to the central

controller to provide an online monitoring and control system. Also, the central
controller acts on the aggregated ESS to ensure an overall control (see Fig. 18).

The active power set point of the wind farm P�WF

� �
must be appropriately

allocated to each wind turbine and ESS units by the wind farm central control,
following a power balance:

PWF ¼ PWT ; total þ PWF; losses þ PESS; total ð8:11Þ

where PWT ; total is the total active power command for the wind turbines and
PESS; total is the total active power command by the ESS. The internal power losses
in the wind farm PWF; losses

� �
are assumed negligible for simplicity.

An important aspect is the distribution scheme of individual active power

command for wind turbines Pcmd; i

� �
and ESS P�ESS; i

ffi �
. This is an area that still

open for research because there are several aspects to be included. The distribution
scheme must consider several important aspects affecting the power production
inside the wind farm wake effect, random wind speed, etc.

Incentive mechanism must be defined to encourage wind farm proprietary to
provides frequency support services, de-loading wind turbines is an technical
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aspect with financial impact, however, not all wind turbines in the wind farm are
necessary to operate at de-loading mode. In fact, migration to more on-line market
controls can allow central control of wind farm an optimal decision of how many
wind turbines inside a wind farm should be de-loaded in order to cope with a
security risk and responding to economic signals provided by the market.

ESS capability and economic benefits should be carefully investigated. Modern
ESS has limited frequency support due to the little capacity of batteries, super-
capacitor, flywheel, etc., and very low time response of hydro-pump, CAES, etc.
ESS may reduce the system frequency excursion for a relatively short period of
time, however, ESS cannot influence the steady-state frequency. Therefore, con-
ventional power plants and wind power must be rectified to support long-term
frequency control. Consideration about security and risk must be carefully
examined during the recharge period of ESS to avoid a frequency stability event.

4.4 Power System Level Controller

Frequency support from wind power at wind turbine level and wind farm level are
aspects well documented. However, there are few studies focus on the power
system level frequency control considering wind power penetration. Massive
penetration of wind power is expected in future power systems, as consequence
frequency control must be provided.

The main controllers used for primary frequency control in wind turbines and
wind farm are presented in the previous sections and the tertiary control is not
taken into account.
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The power system level controller is a slow global controller related to quasi-
steady state processes (*30 min) of secondary frequency control. The objective of
this controller is to restore the frequency to rated frequency, it is reached by
adjusting the set-point of power generation at power plant with capability of
modify its power dispatch. This section presents a description of a power system
level controller based on the coordination between wind power generation and
traditional generation. This pseudo-AGC controls the traditional power plants to be
aware of the frequency control support provided by the wind farms as soon as
possible. A wind farm including inertial and droop controllers are enough to
provided system frequency support and improve the frequency stability but an
coordinated power system control can provided an even better frequency behavior.
Figure 19 shows a power system level control; equivalent model of the i-th wind
farm participating on frequency control is depicted.

A coordination control is used as interface between the wind farms with par-
ticipation on frequency support an traditional power plants. During a frequency
disturbance, the inertial response provided by the wind farm with inertial con-
troller helps to modify the maximum frequency change rate and nadir, it has been
discussed in previous sections. These indicators of quality in system frequency
may be improved in future power system by the coordination between wind farm
with FR capability and AGC-controlled traditional power plants. The droop power
(DPWF, i) provided but the i-th wind farm participating in frequency support is
divided by the coordination control following the rule as follows:

Pc; j ¼ Kc; jDPWF; i ð12Þ

XNc

j¼1

Kc;j ¼ 1 0�Kc;j� 1 ð13Þ

where Pc,j is the coordination control signal, Kc,j is the participation factor for each
traditional power plant supporting the wind farm. In a highly competitive envi-
ronment, as expected in future power system, this participation factor is a time-
dependent variable and must be calculated dynamically.
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The coordination signals (Pc, j) modify the AGC error which is similar to the
area control error (ACE) and the traditional power plants receive an appropriate
signal of the power imbalance since the very beginning. This coordinated control
provides an early frequency support from the traditional power plants and the
system frequency can be controlled and recovered back to the nominal frequency
faster than the no coordinated control condition. The coordinated control presented
is based on the same principle as the tie bias control, but the AGC error uses the
coordination control signal (Pc, j) instead of the lie line power deviation.

5 Synthetic or Artificial Inertia

Modern WTGs use power electronics converters to enable variable speed opera-
tion in order to capture wind energy over a wide range of speeds. However, these
converters isolate the rotational speed from the system frequency so WTG based
on back-to-back AC–DC–AC converters offer no natural response to system fre-
quency [36]. The adjective natural is included on the previous sentence because
some manufacturers have started to integrate controllers on modern WTGs in order
to provide inertial response (and governor response on some cases) for large, short-
duration frequency deviations.

The wind turbine industry has created several names for this control system that
enable inertial responses on a WTG [37, 38]: Artificial, Emulated, Simulated, or
Synthetic Inertia.

Examples of synthetic inertia controlled commercially available for WTG are:
General Electric WindINERTIATM [39, 40], ENERCON Inertia Emulation [41],
Vestas, GE, etc.

ENERCON’s solution to contribute on frequency changes and especially to
drops is named ENERCON� Inertia EmulationTM. This is an inertia controller,
which uses the kinetic energy stored in the wind turbine rotor to temporarily
provide extra amount of power (Pincrease). The minimum power of the WEC to
enable Inertia EmulationTM is 4 % of rated power (Prated) and the maximum
increase reached is 10 % of the nominal power for a maximum duration of 10 s.
No stalling is triggered after the action of the Inertia EmulationTM system and the
WEC gets twice the activation time, before a further activation is allowed. Figure
shows a representative results of Inertia EmulationTM system.

Figure 20 shows a measurement of an ENERCON E-82/2 MW with Inertia
Emulation, which was operating at partial load (*34 % rated power) where the
active power output was temporarily increased by *10 % rated power to in total
44 % rated power without an increase in wind speed [42].

During the last few years, some TSOs and manufacturer have shown interest
and collaborated to enable synthetic inertia in wind power generation.

ENERCON have cooperated with Hydro Québec and simulated frequency
support controllers in the power system of Quebéc [43]. Hydro Québec was early

220 F. Gonzalez-Longatt



to require that a wind power plant must have an inertia emulation system that acts
on major frequency deviations with a performance ‘‘at least as much as does the
inertial response of a conventional synchronous generator whose inertia (H)
equals 3.5 s.’’ A somewhat different definition of the requirements is then
developed in cooperation with ENERCON and REpower. A controller defined
with power increase, power decrease, and time for these actions is found to be a
better option than requiring an equivalent inertia.

National grid (UK) has studied FR and synthetic inertia during the last few
years and its Frequency Response Technical Sub-Group Report [44] recommended
the fast FR instead of synthetic inertia. The active power reserve shall be fully
available in 5.0 s and sustained for at least a further 25.0 s.

ENTSO-E Draft Requirements for Grid Connection [11, 45] stated that a type C
unit (a synchronous generating unit or power park module connected below
110 kV and with a maximum capacity above 10 MW) without natural inertia may
be required to provide synthetic inertia. The grid operator in cooperation with the
TSO ‘‘shall have the right to require a power generating facility to deliver an
equivalent performance by an increase of active power related to the rate of
change of frequency’’.

Table 2 shows a general overview of inertia requirements for several countries
around the world, it is clear that there are various opinions regarding synthetic
inertia, how to define it, and what to require. The uncertainty leads to dissatis-
faction among the wind turbine manufacturers. A problem is that general
requirements are not easily defined as the entire system has to be taken into
account. Different systems with different types of production and wind power
penetration have different needs.

Currently, no grid code contains real tangible requirements—only few loose
indications, and the inertia has not been reported as implemented in any commercial
project yet. Together this seems to indicate that the need is not there currently.
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6 Enabling the HVDC System to Deliver Frequency
Response

There are several challenges that de future power systems will face in coming
future. One of them is meets rising energy requirements in a manner that is
sustainable, secure, and competitive. There is no single answer for this situation;
however, there are several aspects to consider regarding primary resource [47, 48]:
(i) greater energy efficiency and conservation, (ii) increased use of resources that
are secure, indigenous, sustainable, clean, and competitive.

A potentially realistic solution for this situation is the use of a primary energy
source, which is a clean, and fuel cost-free, wind power. This resource is enormous
in the Europe’s offshore and the amount available is able to meet Europe’s demand
seven times over. There are 150 GW on offshore wind projects are already at
various stages of planning and development. The North Sea has a vast potential for
renewable energy generation: offshore wind power, tidal and wave energy.

High Voltage Direct Current (HVDC) systems are more flexible than their AC
counterparts and it offers distinct advantages for the integrating offshore wind
farms to inland grid system. The Voltage Source Converter (VSC) HVDC trans-
mission system enable fast and flexible control active and reactive power, and can
alleviate the propagation of voltage and frequency deviations due to wind varia-
tions in wind strength. It seems advances on technologies open the door for VSC
HVDC systems at higher voltage and higher power range, which is making multi-
terminal HVDC (MTDC) system a technical possibility [47].

Table 2 Overview of inertia requirements—year 2011 [46]

Country/state Requirement Comment

REE-Spain No formal requirement REE encourage development but does
not foresee a need for this for the
Spanish mainland fora long time

Hydro Quebec-
Canada

Equivalent response as would have
been provided by a synchronous
machine with a inertia constant,
H = 3.5 s

Basically undefined

Ercot-Texas
USA

No formal requirement Have been under discussion for a
number of years

National Grid-
UK

No formal requirement A current
draft suggest a primary control
with +10 % over 5 s, and 1 s max
delay time

NGET has been studied this for the
last 2–3 years

Ireland No formal requirement Have been studied and so far been
concluded not critical

Denmark Similar to Hydro-Quebec Same as for HQ
ENTSO-E Draft

EU Grid code
The TSO shall have the right to

require an equivalent delivery
related to the rate of change of
frequency

Basically undefined

222 F. Gonzalez-Longatt



Wind power evolution in Northern Europe is foreseen to continue in the future
with development of large-scale wind power on far offshore. Integration scheme of
these wind farms to the onshore grids would grow from point-to-point connection
to a transnational multiterminal network where the transmission capacity serves
both to evacuate the wind power and to facilitate power trading between countries.

Supergrid will be the transmission backbone of Europe’s decarbonized power
sector. It will facilitate the trading of electricity across and it will strengthen
security of supply [49].

Although the Supergrid has gotten much attention, it cannot be built yet. Many
Supergrid topologies have been proposed or studied by different organizations
[50–52]. Regulatory and policies aspects have been defined: A single planner
(European Network of Transmission System Operators for Electricity, Entso-e), a
single operator (ISO), a single grid code (Entso-e), and a single European regulator
(ACER). However, North Sea Supergrid can probably not be built as a planned and
optimally structure [48].

The main reason, independently planned projects would be coupled together,
leading to a rather grown network, comprising several DC and AC voltage levels
and maybe different frequencies. The 2030 Possible optimized integrated offshore
network development based on results of Entso-e is depicted on Fig. 21. It is based
on the national target in terms of offshore wind power for North Sea national,
scenario 2030, it was created by European Wind Energy Association (EWEA), and
depicted in Fig. 22. Large offshore DC links in excess of several gigawatt may
have several capabilities to enhance the grid stability [53].

The Supergrid will be built out in phases, initially connecting the current crop
of offshore wind generators to existing networks. As a first step, (Phase 1) nodes
will be built in the North Sea using 2015 technology to cluster offshore wind

Fig. 21 2030 possible optimized integrated offshore network development [48]
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generation for bulk delivery. Figure 23 shows a proposal scheme for Phase 1 of
Supergrid.

A benchmark test system for the Phase I of Supergrid is introduced on [48], the
proposal of such a test system is based on information publicly available on the
scenario presented above for 2020–2025.

In this system, the energy from wind generation clusters off the east coast of the
UK will be collected at SuperNodes at Firth of Forth, Dogger Bank/Hornsea and
Norfolk Bank which will be connected together and interconnected with the
German and Belgian North Sea clusters and Norwegian Hydro Power. The net-
work then will deliver this power to the existing networks at terminals at Glasgow,
Hull and Zeebrugge and nodes at London and Southern Germany (or North Rhine
Westphalia)—see Table 3 and Fig. 24.

In order to develop offshore transmission system for this massive international
infrastructure, reliability, and security of supply will be the main focus. Among
those, fast reactive power response, power reversal, active and reactive power
modulation, and fault ride through need to be carefully considered. FR is also
another important element, which is done by fast power injection from the DC
link, in case of a loss of generation unit at onshore, the frequency may be restored.

Frequency support from wind turbines and wind farms have been described in
previous section, and it has been demonstrated its positive impact on SFR on
future power systems. Massive offshore wind farms connected to the grid using
HVDC must be enabled to provide frequency support to the AC power system.
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Several publications have addressed the issue of frequency support from off-
shore wind farms connected via HVDC systems. Most of them based on point-to-
point HVDC connections, where the frequency control is enabled by a control loop
on the VSC-HVDC stations (see Fig. 25).

Small DC voltage variations are caused by fluctuations of power injected into
the DC transmission lines. Hence, by operating the main grid side HVDC terminal
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Fig. 23 Supergrid Phase I [54]

Table 3 Interconnection and node capacities for Phase 1 of Supergrid [54]

Connection Capacity (GW)

Dogger-Germany Offshore 10.0
Dogger-Norfolk Bank 5.0
Dogger-Firth of Forth 5.0
Dogger-Norway 5.0
Germany Offshore-Munich 10.0
London-Norfolk Bank 5.0
Norfolk Bank-Belgium Offshore 2.0
Nodes
Belgium Offshore 2.0
Dogger-Hornsea 10.0
Germany Offshore 10.0
Norfolk Bank 5.0
Munich 10.0
Firth of Forth 5.0
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in DC voltage control mode, the wind farm power fluctuations would result in
immediate and equal changes in power flow via the DC transmission line. The
frequency support of the main AC grid is based on local frequency measurements
at the collection grid and the artificial frequency coupling of the collection grid and
the main grid is achieved by implementation of DC voltage controllers [55].
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The desired characteristic curves of the wind turbine generation, wind farm
frequency and HVDC transmission voltage, are shown in Fig. 26.

The HVDC system is used to create a coupling between wind farm and the AC
system, it should be noted that in order to get this desired frequency droop
characteristics, the wind turbine should operate with some power margin (or
reserve) below the maximum attainable. The schematic of the control strategy
including the droop relations is shown in Fig. 27.

Other control schemes reported in the literature including to enable HVDC to
delivery in inertial response and primary frequency control [56, 57]. An innovative
scheme includes inertia emulation control system using the exercising the elec-
trostatic energy stored in DC shunt capacitors of the HVDC system to emulate
inertial contribution [58].

There are several publications that deal with the primary frequency control of
multiarea power system considering multiterminal HVDC systems [59, 60].
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Almost all of them use a control scheme where DC contributions are used to
achieve the primary frequency control. A combination of DC voltage droop
control and frequency droop control are used at converter terminals. It allows a
bidirectional interaction of multiterminal HVDC and AC grids thereby responding
to variations in power unbalances in both systems (as reflected by DC voltage and
frequency deviations).

7 Conclusions

Future power systems face several challenges: (i) the high penetration level of
renewable energy from highly variable generators connected over power convert-
ers; (ii) several technologies for energy storage with very different time constants,
some of them using power converters as an interface to the grid; and (iii) a pan-
European transmission network facilitating the integration of large-scale renewable
energy sources and the balancing and transportation of electricity based on
underwater MTDC transmission. All of them have an element in common, high
power converters that decouple the new energy sources from the pre-existent AC
power systems. During a system frequency disturbance, the generation/demand
power balance is lost, the system frequency will change at a rate initially deter-
mined by the total system inertia. However, future power systems will increase the
installed power capacity (MVA) but the effective system inertial response will stay
the same nowadays, this is because the new generation units based on power
converters creates a decoupling effect of the real inertia and the AC grid. The result
is deeper frequency excursions of system disturbances. A considerable reduction in
the ability to overcome system frequency’s disturbances is expected, the inertia
response may be decreased. The inertial response of the system might be negatively
affected with devastating consequences for system security and reliability.
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Abstract Renewable energy sources (RES) like wind and PV are dependent on
weather conditions and geographic location and as results their stochastic behavior
can significantly influence power systems performance. These effects will be more
relevant in case of large-scale penetration of RES. Therefore, modern power plants
based on RES should both deliver power as conventional generators and contribute
to support the grid services by providing ancillary services and in this way
applications of advanced technology are very important to reach this goal. Active
power and frequency controls are known as essential ancillary services that should
be provided by generation units in large power plants. Therefore, controlling this
type of grid interactive power plants is critical issue to achieve large-scale inte-
gration of RES in distributed power systems. In consequence, it is necessary to
take advantages of new technologies and advanced control concepts in order to
configure more intelligent and flexible generation systems, which should be able
to improve the performance and stability of grid. A brief review on conventional
active power/frequency control issues and complete investigation on adapted
scenarios of active power/frequency control considering liberalized markets, high
penetration of RES and coexistence of AC and DC networks will be explained in
this chapter.
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1 Introduction

Energy is a very important issue all around the world and during the last few
decades, energy demands increased rapidly. Beside all problems related to coal
energy, the new trends in the world are to increase the application of renewable
energy sources to provide more green electrical energy. The concept of deregu-
lation and competition in power market of energy is another important issue that
forced the scientists to think more about the challenges related to modification of
conventional large-scale power system [1].

Solar power is a type of energy with great future potential. As reported by EPIA
(European Photovoltaic Industry Association), the world cumulative installed solar
energy capacity was 22,900 MW in 2009, a change of 46.9 % compared to 2008.
Renewable type electricity will be faced with a remarkable growth by 2030 [2, 3].
This suggests RE could participate in several ancillary services like frequency
support and play important roles in transition to a sustainable energy economy.
However, in order to have more DGs systems as a major source of energy,
advanced development of technologies are very important.

These days we are facing with growth and extension of AC systems and as
result with more complexity and more stability problems. In new scenarios of
modern power system with high penetration of renewable energy sources (RES),
the role of advanced technologies will be so important. For example, HVDC can
essentially improve the reliability of complex interconnected systems. Further-
more, HVDC is a kind of firewall against cascading disturbances and in this way, it
prevents blackouts. For these reasons, in some parts of the world, HVDC or hybrid
interconnections, consisting of AC and DC interconnections, became already the
preferred solution. The first commercial application of HVDC was between the
Swedish mainland and the island of Gotland in 1954 [4]. Since then, there has been
a huge increase in the application of HVDC transmission.

Based on this brief introduction, that is clear the future power system is a very
challenging issue with high penetration of RES, DC transmission, and high
complexity. Scientists and engineers have intensified their research efforts during
the last decade to change such pessimistic electrical scenario. Technological
advances, such as the use of modern power processing systems, energy storage and
control techniques in high-power systems, as well as some last decade socioeco-
nomic factors, such as the large-scale penetration of renewable energy sources, the
generalized liberalization of electrical markets and the strategic importance dis-
pensed to the security in supply, have led to a reformulation of the conventional
power systems, moving toward a more flexible distributed generation scheme.

The organization of the chapter is as follows: Section 2 presents the conven-
tional story for frequency/active power control with a complete model of automatic
generation control (AGC) for active power control and Sect. 3 presents adapted
scenarios considering market environment for adapting the conventional model of
AGC model in the deregulated environment of power system. Detailed model of
AGC considering the effects of renewable resources like PV and also the effects
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of adding the HVDC links on the active power responses will be discussed and
presented. Then new applications of advanced control concepts for active power
and frequency control issues will be presented in Sect. 4. It should be noted that to
have a better understanding for each concept of this chapter; several simulation
examples with different scenarios are presented. Finally, Sect. 5 closes the chapter
with the main conclusions and possible solutions for modern future power system.

2 Conventional Scenario in Active Power Control

The frequency of the system is dependent on active power balance and any mis-
match between load and generation will be reflected into the system with changing
the frequency [4]. The control of generated power and frequency in large-scale
power systems is commonly referred as load–frequency control (LFC).

2.1 Primary Active Power/Frequency Control

As frequency is a common factor throughout the system, a change in active power
demand at one point is reflected throughout the system (Fig. 1). This issue is
mainly related with LFC concept.

Primary frequency control is a very well-known concept in power system
studies [4–8]. As shown in Fig. 2, the first reaction of speed governors of gener-
ation units will be reflected to primary control or load frequency control. At this
stage, the system will try to stabilize load change and contingencies. As shown in
this figure, later by applying secondary supplementary frequency control the
steady state error of frequency will be covered to the desired values [6].

2.2 Supplementary Higher Level Control

In addition to primary control, another higher level control which is known as
AGC will be applied to ensure the area absorbs its own load change and also to
maintain net interchanges and frequency at their schedule values.

2.2.1 Area Control Error

The area control error (ACE) will present the imbalance of generated power and
load demands within the control area. By means of ACE, any power/frequency
mismatched though the interconnected system will be checked. ACE could be a
linear combination of frequency deviation and net interchange [7, 8].

ACEi ¼ DPtie;ij þ biDf ð1Þ
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where DPtie;ij is deviation of transmitted power between areas and bi is the fre-
quency bias of each area. Frequency bias could be calculated as follows:

bi ¼
1
Ri
þ Di ð2Þ

while Ri is the droop characteristic of generation units and Di is the load-damping
constant.

2.2.2 Area Participation Factor

Area participation factor (APF) is another important signal for doing the AGC
though the supplementary control. In fact, if there will be more than one gener-
ation unit in one area or if some generation unit cannot participate in AGC, there is
a possibility to manage their participation by means of participation factor. In each
area, the sum of participation factors is equal to 1 [7].

Fig. 1 The droop governor model for load–frequency effects

 

0 5 10 15 20 25 30
-0.06

-0.04

-0.02

0

0.02

0.04

0.06

0.08

time (sec)

F
re

qu
en

cy
 d

ev
ia

tio
n 

Supplementary control 

Primary control 

Fig. 2 Frequency deviation responses (Hz) in primary and supplementary controls

236 E. Rakhshani and P. Rodriguez



2.2.3 Control of Interconnected Multi-Area Systems

Automatic generation control is one of the main functions of Energy Management
Systems (EMS) and controlling of frequency, generated power, and transmitted
power through the transmission lines are the most important responsibilities of
AGC in multiarea interconnected power system.

A typical system for this type of analysis is a modified two-area interconnected
system [4] as shown in Fig. 3. Two generation companies (GENCO) and two
distribution companies (DISCO) as loads have been considered for each area.

A proper control strategy for active power/frequency issue is shown in Fig. 4.
A low-order linearized model could be used for modeling the load-generation
dynamics. The relationships between power deviations and frequency deviation
are as follows [4]:

DPm sð Þ � DPL sð Þ ¼ 2HsDf sð Þ þ DDf sð Þ ð3Þ

where DPm is generated power deviation, DPL is load change, H is the inertia
constant of the system (Msys = 2H) in second and D is the load damping coeffi-
cient. For modeling the interconnections between N areas, the tie-line power
change between area i and the rest of area could be presented as [7, 8]:

DPtie;ij ¼
XN

j ¼ 1
j 6¼ i

DPtie;ij ¼
2p
s

XN

j ¼ 1
j 6¼ i

TijDfi �
XN

j ¼ 1
j 6¼ i

TijDfj

2

6
6
6
6
4

3

7
7
7
7
5

ð4Þ

where Tij is the synchronizing coefficient between areas. For two-area system with
two generation units in each area, the s-domain could be like this:

DF1 sð Þ ¼ 1
Dsys;1 þ sMsys;1

ðDPm1 þ DPm2 � DPd1 � DPtie;12Þ ð5Þ

DF2 sð Þ ¼ 1
Dsys;2 þ sMsys;2

ðDPm3 þ DPm4 � DPd2 þ DPtie;12Þ ð6Þ

Fig. 3 Two area model for dynamic analysis of interconnected systems
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where DPm is deviation of generated power by each unit and DPd is any local load
change as disturbance. Relationship between output power deviation and fre-
quency could be as follows:

DPm1 sð Þ ¼ 1
1þ sTT�G;1

½apf1KI;1
Z

ACE1 �
1

R1
DF1 sð Þ�; ð7Þ

DPm2 sð Þ ¼ 1
1þ sTT�G;2

½apf2KI;1
Z

ACE1 �
1

R2
DF1 sð Þ�; ð8Þ

DPm3 sð Þ ¼ 1
1þ sTT�G;3

½apf3KI;2
Z

ACE2 �
1

R3
DF2 sð Þ�; ð9Þ

DPm4 sð Þ ¼ 1
1þ sTT�G;4

½apf4KI;2
Z

ACE2 �
1

R4
DF2 sð Þ�: ð10Þ

The AC transmitted power deviation for two-area system will be like this:

DPtie;12 sð Þ ¼ T12

s
½DF1 sð Þ � DF2 sð Þ�: ð11Þ

2.3 Multi Machine Four-Area Power System Example

In order to show the performance of AGC in a multimachine system, a general
scenario for detailed model of 12-bus test system (Fig. 5) is performed in Simpower/
MATLAB software. Complete data and parameters of this 12-bus benchmark are

Fig. 4 Frequency control strategy for dynamic analysis of interconnected systems
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given in appendix of this chapter. As explained before, the steady state error in
frequency and transmitted power could not be solved by primary local frequency
control. So another type of higher level control based on AGC should be imple-
mented. Based on the defined standard for frequency regulation, the response of this
higher level control will be slower than those local controllers, so AGC will be
completed after starting the actions of primary frequency controllers.

The system responses for this example are presented in Figs. 6, 7, and 8. In
order to check the performance of AGC control strategy, it is assumed that after
250 s a large step load reduction around 7 % p.u. is happened for demanded load
of DICSO3.1 in third area. As shown in Figs. 6 and 7, by decreasing the demanded
load, the frequency start to increase, while by acting of AGC both frequency and
scheduled transmitted power could remain on their scheduled values.

Usually, with using this supplementary control action in AGC strategy, per-
turbation in any area should be responded with the nearest units, mainly with all
the units in the same area and some in the neighbors. As shown in Fig. 8, load
iation in area 3 is responded with GENCO3 in the same area by decreasing its
output.

Fig. 5 12-bus multimachine test system with four areas
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3 Adapted Scenarios

As explained in the introduction of this chapter, the main trends of modern future
power system will be through three main adaption which will be related to market
activities, RES penetration with advanced technology and AC/DC transmissions.
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So in this section, the modeling and control issue of active power and frequency
control will be presented based on deregulated scenarios of power market, RES
modeling and HVDC effects on dynamics responses of large system.

3.1 Power/Frequency Control in Market Environment

In order to have more competition in power industry, it is necessary to modify and
adapt the conventional models by adding the market signals for performing
complete scenarios by evaluating the effects of bilateral contracts of market on
active power control and dynamics of interconnected power system.

3.1.1 AGC Market Review

The electric power industries worldwide have undergone considerable changes
especially from vertical structure to full deregulated entities [9, 10]. In the competitive
environment of power system, the vertically integrated utility (VIU) no longer exists.
Deregulated system will consist of Generation Companies (GENCOs), Distribution
Companies (DISCOs), transmission companies (TRANSCOs), and independent sys-
tem operator (ISO) [11–13]. In the deregulated power system, competition is the main
goal of energy privatization. In this way, access to the transmission system and the
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possibility of presenting ancillary services are some of the main issues in the market
environment. The AGC service and related transactions in market will be supervised
by an independent system operator (ISO) and transmission system operator (TSO)
[10]. In the deregulated environment, we will have a lot of independent power producer
like DGs and in this kind of environment DC interconnections like VSC-HVDC are
very important to act as a corridor to transfer power based on possible scenarios, which
will discussed by the next following sections.

3.1.2 Active Power/Frequency Control in Market

In the deregulated scenario of active power control for interconnected systems, any
GENCO in any area may supply any DISCOs in its user pool and DISCOs in other
areas through tie-lines between areas. In other words, for restructured system
having several GENCOs and DISCOs, any DISCO may contract with any GENCO
in another control area independently. This case is called as ‘‘bilateral transac-
tions.’’ The transactions have to be implemented through an independent system
operator. The impartial entity, ISO, has to control many ancillary services, one of
which is AGC. In deregulated environment, any DISCO has the liberty to buy
power at competitive prices from different GENCOs, which may or may not have
contract in the same area as the DISCO. Based on the idea presented in [11], the
concept of an ‘‘augmented generation participation matrix’’ (AGPM) to express
the possible contracts in AGC system will be used. The AGPM shows the par-
ticipation factor of a GENCO in the load following contract with a DISCO. The
number of rows and columns of AGPM matrix is equal to the total number of
GENCOs and DISCOs in the overall power system, respectively. So, the AGPM
structure for a large-scale power system with N control areas is given by [14]:

AGPM ¼
AGPM11 � � � AGPM1N

..

. . .
. ..

.

AGPMN1 . . . AGPMNN

2

6
4

3

7
5 ð12Þ

where

AGMPij ¼
gpfðsiþ1Þðzjþ1Þ � � � gpfðsiþ1ÞðzjþmjÞ

..

. . .
. ..

.

gpfðsiþnÞðzjþ1Þ . . . gpfðsiþniÞðzjþmjÞ

2

6
4

3

7
5:

For i; j ¼ 1; . . .; N and

si ¼
Xj�1

k¼1

ni; zj ¼
Xi�1

k¼1

mj; s1 ¼ z1 ¼ 0: ð13Þ

In the above, N is the number of areas, ni and mi are the number of GENCOs
and DISCOs in area i and gpfij refers to ‘‘generation participation factor’’ and
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shows the participation of GENCOi in the total load following requirement of
DISCOj based on the possible contract. The sum of all entries in each column of an
AGPM is unity. The diagonal submatrices of AGPM correspond to local demands
and off-diagonal submatrices correspond to demands of DISCOs in one area on
GENCOs in another area. The details and block diagram of the generalized AGC
scheme for a two-area deregulated power system are shown in Fig. 9 dashed lines
show interfaces between areas and the demand signals based on the possible
contracts. These new information signals are absent in the traditional LFC scheme.

As there are many GENCOs in each area, the AC signal has to be distributed
among them due to their ACE participation factor in the LFC task by the following
equations [14]:

di ¼ DPLoc;i þ DPdi: ð14Þ

It means that the total load changes di will consist of total contracted demand
(DPLoc;i) and total un-contracted load changes of area as disturbance (DPdi).

DPLoc;i ¼
Xmi

j¼1

DPLj�i;DPdi ¼
Xmi

j¼1

DPULj�i ð15Þ

fi ¼
XN

k ¼ 1
K 6¼ i

DPtie;ik;sch ð16Þ

where fi is the scheduled tie-line power flow deviation and then:

DPtie;ik;sch ¼
Xni

j¼1

Xmk

t¼1

apfðsiþjÞðzkþtÞDPLt�k �
Xnk

t¼1

Xmi

j¼1

apfðskþtÞðziþjÞDPLj�i ð17Þ

DPtie;i;error ¼ DPtie;i;actual � fi ð18Þ

DPm;k�i ¼ qki þ apfki

Xmi

j¼1

DPULj�i; k ¼ 1; 2; . . .; ni ð19Þ

where DPULj�i is the un-contracted demands and DPm;k�i is the scheduled total
power generation of a GENCOk in area i that should track the demand of DISCOs
based on market contracts and:

qki ¼
XN

j¼1

Xmj

i¼1

apfðsiþkÞðzjþtÞDPLt�j

" #

: ð20Þ

Also the error signal in Eq. (18) is used to generate its ACE signals in the steady
state as follows:

ACEi ¼ biDfi þ DPtie;i;error: ð21Þ
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Based on this type of matrix definition, it is possible to adapt the conventional
scenarios to modified model presented in Fig. 9 for dynamic analysis of large
complex interconnected systems.

3.1.3 Multi Machine Two-Area Example Considering Power Market
Contracts

In order to show the market effects on AGC system in multimachine system and to
evaluate the manner of implementing market contracts on the system, a two-area
power system shown in Fig. 3 is implemented. Complete data and parameters of
implemented two-area benchmark are given from [4] and [14].

The whole power system structure can be considered as a pool of DISCOs and
GENCOs when each GENCOs can contract with any DISCOs based on their
negotiable bilateral policies. The concept of AGPM could define any type of
bilateral contracts for any complex interconnected system with several GENCO
and DISCOs. In this example, DISCOs have the freedom to have a contract with
any GENCO in their or other areas. So all the DISCOs contract with the GENCOs
for power base on following AGPM:

AGPM ¼

0:5 0:25 0 0:3
0:2 0:25 0 0
0:0 0:25 1 0:7
0:3 0:25 0 0

2

6
6
4

3

7
7
5:

Fig. 9 Modified model of AGC control in a deregulated environment
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It is also considered that each DISCO demands 0.1 p.u. total power from
GENCOs as defined by entries in AGPM and each GENCO participate in ACE as
defined by following apfs:

apf1 ¼ 0:75; apf2 ¼ 0:25

apf3 ¼ 0:50; apf4 ¼ 0:50:

As shown in Fig. 10, the actual generated powers of the GENCOs properly
reach the desired contracted values in the steady state as given by Eq. (19):

DPm1 ¼ 0:105 p:u: MW; DPm2 ¼ 0:045 p:u: MW

DPm3 ¼ 0:195 p:u: MW; DPm4 ¼ 0:055 p:u: MW:

The off diagonal blocks of the AGPM correspond to the contract of a DISCO in
one area with a GENCO in another area. As Fig. 11 shows, the tie-line power flow
properly converges to the specified value of Eq. (17) in the steady state, i.e.,
DPtie1-2, scheduled = -0. 05 p.u.
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Fig. 10 Output power deviations of generation units (p.u.): a GENCO1, b GENCO2,
c GENCO3, d GENCO4
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3.2 Power/Frequency Control with Res Penetrations

Modern power system are making fundamental changes in conventional structures
while high penetration of renewable resource with different type of AC/DC inter-
connections though the market policies are the main focus of research these years.

Renewable energy has reached high penetration levels especially in the USA
and Europe, with some big PV power plants in the range of 250 MW in the USA,
while these levels will continue to rise at least in the next several years. So there is
a possibility to participate them for ancillary services like frequency support at the
transmission level of interconnected power system. But in parallel, they could have
negative effects on the system since RES could increase uncertainties during
abnormal conditions and act as an additional source of disturbance. There is a lack
of inertia by high penetrated systems especially in case of PV power plants and
also the stochastic nature of RES is another issue that should be added to the
dynamic modeling of large-scale power systems. The main question is that in high
penetration of RE power plants, for how much the balancing uncertainties will be
increased? Naturally it is known that fluctuations in PV or Wind output are largely
uncorrelated to load. This implies that the additional uncertainty introduced by PV
power does not add linearly to the uncertainty of predicting the load.

3.2.1 Adapted Active Power Control Models

Managing the new technologies in deregulated system is more difficult than
conventional generation management due to their primary resources, most of them
are not fully controllable and highly stochastic that eventually will have various
impacts, like steady state or transient effects, on the large power system. There is a
need for more study and research to see all negative and positive effects of large-
scale PV system on the grid by proposing adapted models for modeling the effects
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of RES on the system [15, 16]. The adapted model for active power/frequency
control is presented in Fig. 12. Based on this model, the main difference between
modellng of conventional model and updated model with RES is in two main
signals which are related to dynamic impacts of stochastic nature of RES in the
local disturbances (DU) and tie-line power changes (DPtie;RES):

DPtie;RES ¼
X
ðPtie;RES�actual � Ptie;RES�scheduleÞ: ð22Þ

Then the new tie-line power deviation could be as follows:

DPtie;i;error�new ¼ DPtie;i;error þ DPtie;RES: ð23Þ

As result, the ACE signal should be updated as follows:

ACE ¼ bi þ DPtie;i;error�new: ð24Þ

By considering the effects of primary and supplementary frequency control in
Fig. 12, the system frequency deviation will be as follow:

Dfi sð Þ ¼ 1
Msyssþ Dsys

Xn

k¼1

DPmkðsÞ þ DPRES sð Þ � DPLi sð Þ � DPtie;i;error�newðsÞ
" #

ð25Þ

Σ

Fig. 12 Modified model of AGC control considering RES

Active Power and Frequency Control Considering Large-Scale RES 247



DPRES sð Þ ¼
Xnr

r¼1

DPR;rðsÞ ð26Þ

DPR;r sð Þ ¼ DUr sð Þ:GRES þ DPc;p sð Þ � DfiðsÞ
RDr

ð27Þ

where p = 1:nr ? n, n is the number of conventional generators, nr is the number
of renewable power plants, GRES is the transfer function defining the dynamic
behavior of RES and DPc;pðsÞ is the set-points for contributing each unit for active
power/frequency support.

Note that RDr is the droop of RES power plants. This value will be different
from conventional ones and depend on the type of power plant higher values could
be assigned [17].

Usually small-scale renewable resources like PV especially without any reserve
or storage devices could not contribute in AGC services and output response will
be like this:

DPr sð Þ ¼ DUr sð Þ:GRES þ DPc;p sð Þ: ð28Þ

At this condition, grid feeding type PV power plant with fixed output based
maximum power point tracking (MPPT) cannot contribute in primary frequency
control and based on market policies and physical capacity, they are implemented.
But by using advance technologies and storage devices in large-scale PV power
plant a complete participation in primary and also secondary frequency control is
feasible. In fact, applying a normal grid feeding PV power plant based on MPPT
for a fixed maximum power output will reduced the flexibility for active power and
frequency regulation [18, 19]. In order to solve this problem, a kind of pseudo
power point tracking or kind of coordination is necessary to prepare PV power
plant to do its responsibility as a normal part of the grid for contributing in
frequency control services. It is also worthy to mention that, conventionally,
inverters frequency with using Phase Locked Loop (PLL) control will follow the
frequency of grid and it will not appropriate for system stability especially in the
abnormal conditions. The new concept of virtual synchronous generator (VSG)
presents solutions which control the inverter to behave like a synchronous gen-
erator. In this concept, a short-term storage system will be combined by renewable
resources with a suitable control mechanism for its power electronics converters
[20]. Also adding energy storage system (ESS) will reduce the overall losses. The
ESS will be charged by the power difference between the local maximum PV
power and the local command PV power at day time. Also in case of modern wind
turbines with the capability of pith control, they could change their output in real
time for contributing in frequency support.
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Characteristic of WTG’s Output Power

The mechanical output power of wind turbine could be written as:

PW ¼ Cp k; bð Þ 1
2
qArV

3
W

� �

ð29Þ

k ¼ Rbladexblade

VW
ð30Þ

where q is the air density is assumed to be 1.25 kg/m3, VW is the wind speed, Ar is
the swept area of blades assumed to be 1735 m2 and Cp is a non-dimensional curve
of power coefficient as a function of tip speed ratio k and blade pitch angle b. The
overall performance of a wind turbine depends on the construction and the ori-
entation of the blades [21]. One important parameter is the pitch angle which is the
angle between the cord line of the blade and the plane of rotation.

Characteristic of PV Output Power

The output power of PV plants could be determined by the following equation:

PPV ¼ gSU½1� 0:005ðTa þ 25Þ� ð31Þ

where g is the conversion efficiency of the PV array usually by using new
advanced technologies could reach up to 25 %. S is also the measured area of PV
array, U is the solar radiation around 1,000 W/m2 and Ta is ambient temperature in
degree Celsius. It is assumed that Ta is almost constant and then PPV will be
proportional with solar radiationU. Based on this assumptions the suitable transfer
function could be made [21]. Note that for normal PV power plant without
additional facilities like batteries or virtual synchronous processor, it would be
possible to consider a first order transfer function. But by considering VSG con-
cept which consists of PV and energy storage devices, two-order or much more
complex transfer functions could be chosen.

3.2.2 Multimachine Two-Area Example Considering RES Effects

In order to evaluate the effects of RES power plants with and without droop
actions, two different scenarios are simulated. In the first scenario, one multi MW
PV power plant is added to the first area of presented model in Fig. 13. In this part
of simulation, the effects of PV power plant under load step change and huge
sunlight drop will be evaluated. Based on the technological issues, two different
PV plants with/without the ability of droop participation are also considered. Then
in order to show the positive effects of wind power plant for improving the
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oscillations of second area, the last scenario is simulated by considering another
RES like a wind power plant in the second area.

Simulation of Two-Area Power System with PV Power Plant

In this simulation, it is assumed there is just one PV power plant in area 1 with two
simultaneous contingencies at 10 and 50 s. The first one is related to one step load
change around 0.1 p.u. in first area and the second one is related to reduction of
generated power in PV power plant due to 50 % of sunlight drop for a period of
20 s. Based on the explanations in previous part, two different PV power plants are
considered, one without the ability of participating in primary frequency (droop)
control which will be based on a fixed output (MPPT based) grid-feeding PV
power plant and the other type is an equipped PV power plant with energy storage
or VSG based power plant which has the ability of droop/primary frequency
control in real-time application. The effects of these different PV power plants on
load variations of large interconnected power system are depicted in Figs. 14, 15,

Fig. 13 Two-area model for dynamic analysis of interconnected systems
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16, 17, 18 and 19. It should be noted that, in the simulations, the response of
systems with RES like PV and Wind are compared to the normal system (the
system of Fig. 3 without RES). Frequency responses in both areas are depicted in
Fig. 14. In this figure, a normal system without RES are compared with the system
including RES generations. Based on the result, it is obvious that using renewable
resource with fixed output (Grid feeding type) without droop action will just
improve the settling time of the system but after using more facilitated PV plants
(like VSG-based PV) with the ability of droop/primary frequency control, there is
a huge improvement in the dynamic of first overshoot of the system. Note that,
small variation in the steady state response is because of the stochastic nature of
the RES inputs.

The output power generations of each unit are depicted in Figs. 15 and 16. As
shown in these figures, all conventional generators and PV power plant in the first
area are participating on load variation (0.1 p.u. in area 1). The steady state values
for each generation unit are related to assigned participation factors as follows:

apf1 ¼ 0:03; apf2 ¼ 0:03; apf;PV1 ¼ 0:04
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Fig. 15 Output power after load step change at 10 s: a GENCO1, b GENCO2, c GENCO3,
d GENCO4
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As shown in Fig. 15, the actual generated powers of the GENCOs properly
reach their desired contracted values for area 1 as given by Eq. (19). That is,

DPm1 ¼ 0:03 p:u:MW

DPm2 ¼ 0:03p:u: MW

DPPV1 ¼ 0:04p:u: MW

Also as shown in Figs. 15 and 16, with using energy storage with advanced
technology, smoother responses against input variations is accessible.

The second contingency was related to 50 % drop in the sunlight (Fig. 17)
which make a huge decrease at the output of PV power plant. The output gener-
ations of all units in area 1 are presented in Fig. 18. Based on the results, by
reduction of power in PV output, conventional generators will try to compensate
the PV part.

Fig. 16 Output power of PV power plant

Fig. 17 Irradiation (W/m2)
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As shown in Fig. 19, there is a huge frequency drop in the system and it is
because of high penetrations of renewable sources mixing with conventional
plants. This drop could be improved by using some reserve or energy storage. The
amount of stored energy is a very important key in this issue.
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Fig. 18 System response after 50 % drop of sunlight: a GENCO1 output, b GENCO2 output,
c PV plant output
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Fig. 20 Frequency deviations in area 2 after load step change at 10 s (Hz)

10 15 20 25 30

-0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

time (sec)

P
M

3 
de

vi
at

io
n 

(p
u)

System with Grid feeding PVPP

System with VSG based PVPP

System with VSG-PVPP and Wind

Normal System

10 12 14 16 18 20 22 24 26 28 30

-0.005

0

0.005

0.01

0.015

0.02

0.025

time (sec)

P
M

4 
de

vi
at

io
n 

(p
u)

System with Grid feeding PVPP

System with VSG based PVPP

System with VSG-PVPP and Wind

Normal System

10 15 20 25 30

-0.015
-0.01

-0.005

0

0.005
0.01

0.015
0.02

0.025

0.03
0.035

time (sec)

W
in

d 
ou

tp
ut

 p
ow

er
 d

ev
ia

tio
n 

(p
u)

(a) (b)

(c)
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254 E. Rakhshani and P. Rodriguez



Simulation of Two-Area Power System with Both PV and Wind Power Plants

In this scenario, in order to check the effects of wind generation on electrome-
chanical oscillation in second area, the same simulation as previous case is con-
sidered just by adding a new wind power plant at bus nine in area 2. Based on
simulation results, the main effects of wind power plant will be appeared in the
related second area. The frequency deviation and output power deviations of all
components in area 2 are presented in Figs. 20 and 21, respectively. As shown in
Fig. 20, the first overshoot of frequency deviation is improved by adding wind
power plant in second area.

In Fig. 21, the output variation of all related units in area 2 (GENCO3,
GENCO4, and Wind power plant) are depicted. Based on these results, by par-
ticipating of wind power plant in load step contingency, another improvement is
clear in the generated output power variations.

3.3 Power/Frequency Control with AC/DC Transmission
Lines for Interconnected Systems

In the future of modern power system with high penetration of renewable
resources and deregulations, various applications of AC/DC interconnection are-
predictable. In case of active power and frequency control, it would be also
necessary to adapt conventional model based AC interconnection by adding the
model of HVDC lines for better evaluations on system performance considering
DC lines. By taking the advantages of the fast power control capability in HVDC
systems together with the implementation of a supplementary controller to mod-
ulate the DC power transfer, based on an AC system signal, it is feasible to
simultaneously achieve the main objectives of the AGC [22, 23]. In this section,
for improve the LFC performance and avoiding HVAC limitations a new sup-
plementary modulation controller for a bi-directional VSC-HVDC system is
proposed [24].

3.3.1 Modified Model

In modern power system, to have better stability and proper control on dynamic
behavior of active power and frequency, interconnections between neighboring
areas will be important strategy. Sometimes these interconnections will be
between asynchronous areas or there will be very large distance between gener-
ation and load centers which will lead to installation and operation of HVDC
systems. Also in case of power market and liberalization of power system, we need
secure corridors to transfer power for a very long distance. HVDC technology will
be a very good candidate to face up with these problems. In order to show the
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effects of HVDC links on modeling and control of active power for interconnected
power systems, a new parallel DC link is considered as shown in Fig. 22.

The main effect of this new DC link will appear in the equations related to tie-
line power deviation by additional state which is related to DC transmitted power.

DPtie;12;total sð Þ ¼ DPAC þ DPDC ð32Þ

where DPAC is the old AC tie-line power explained in previous sections. Note that
transmitted power consists of AC and DC power and ACE signal will affect by
new parameters.

Z

ACE1 sð Þ ¼ B1DF1 sð Þ þ DPDC sð Þ þ DPAC sð Þ ð33Þ
Z

ACE2 sð Þ ¼ B2DF2 sð Þ � DPDC sð Þ � DPAC sð Þ ð34Þ

DPDC sð Þ ¼ 1
1þ sTDC

DxDC sð Þ ð35Þ

where TDC is time constant of the HVDC unit and DxDC is the modulated control
signal in supplementary power modulation controller (SPMC) of modified AGC
control strategy.

Supplementary Power Modulation Controller for the HVDC Link

A new designed bi-directional power modulation controller is proposed to control
the dc power flow through the VSC-HVDC link in a two-area interconnected
power system. The DC link in this case, thanks to the use VSC-HVDC technology,
acts as a bi-directional line that includes two converter stations, one performing as
a rectifier at the sending side, and the other performing as an inverter at the
receiving end. The block diagram of the supplementary power modulation con-
troller for modeling the VSC-HVDC in AGC power system is shown in Fig. 23.

Fig. 22 Tow-area system with AC/DC links
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This controller modulates both frequency and active power by processing the
frequency signal obtained from local measurements. The objective is to improve
the electromechanical oscillation especially during load changes.

It should be noted that, the power flow through the VSC-HVDC link is mod-
ulated based on the sensed frequency at the two AC sides of the dc link and also
based on the rate of change of the AC power flow between the control areas where
the VSC-HVDC end buses are located.

The dynamics of HVDC power electronic parts is neglected because the time
constant of electronic parts is much smaller than those involved in dynamic
analysis of large-scale power system. The DC power flow through each HVDC-
link is represented as a load at the converter buses. Supplementary Modulation
Controller (SMC) is designed to improve the performance of power system during
load changes and also to increase the ability of steady state power transferring
between two AC systems.

A major feature of such SMC is that they utilize signals obtained from local
measurements to synthesize the control signal to damp critical modes [25].

If the frequency deviations are sensed, it can be used as a control signal to the
VSC-HVDC unit to control the power flow by changing the duty cycles of bi-
directional converters, as explained in [22]. It is assumed that the VSC-HVDC is
bi-directional and as a result the frequency in each area must be sensed. The
feedback scheme is constructed using two measurable signals, frequency devia-
tions for each area and the power deviation in the AC tie-line transmission link.
The proposed coordinated control for this kind of HVDC can be written as follows:

DxDC ¼ Kf 1Df1 þ Kf 2Df2 þ KACDPAC: ð36Þ

Considering that DxDC is the control signal for the DC link while Kf1, Kf2 and
KDC are control gains should be defined by additional tuning algorithms.

Fig. 23 Schematic diagram
of applied SPMC in AC/DC
systems for AGC
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Parameters Tuning for SPMC

Optimal tuning of modulation controllers for LFC and tie power control could be
done by various methods like conventional algorithms or using genetic algorithm
(GA) and simulated annealing (SA) algorithms which will explain in the next
section. In optimization methods, the first step in parameters tuning is defining a
performance index for optimal search. Here, the proper performance index used
for optimization is defined by the Integral of Time multiply Absolute Error (ITAE)
of the frequency deviation and ACE of both areas and tie-line power deviation.
Accordingly, the objective function J is set to be:

J ¼ Z1

0

tð Df1j j þ Df2j j þ D DACE1j j þ rACE2j j þ DPtie;12;total

ffi
ffi

ffi
ffiÞdt: ð37Þ

Based on this objective function, the optimization problem can be stated as
minimize J subject to these positive parameters:

Kmin
f 1 �Kf 1�Kmax

f 1

Kmin
f 2 �Kf 2�Kmax

f 2

Kmin
AC �KAC�Kmax

AC

Kf 1;Kf 2;KAC

� ffl
� 0:

ð38Þ

The final goals are control of frequency and inter-area tie power with good
oscillation damping and also obtaining a good performance under all operating
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conditions with various load demands. A classical FMINCON solver in MATLAB
software which is based on Sequential Quadratic Programming (SQP) algorithm
could be used for obtaining the initial results. The gradients of the objective and
constraint functions are provided as the user-defined functions. As shown in
Fig. 24, after 25 iterations acceptable values were obtained.

The controller values obtained from the design of the power modulation con-
troller are given in the Table 1.

3.3.2 Multi Machine Two-Area Power System Example

In this section, presented model in Fig. 3 is modified by adding one HVDC link in
parallel with AC line and a new simulation with the same parameters as before is
performed. It is assumed that the load in area 1 is suddenly increased about
0.03 p.u. at t = 5 s and all generators participate in LFC defined by the following
apf:
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Fig. 26 Tie-line power
deviation
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apf1 ¼ 0:75; apf2 ¼ 1� apf1 ¼ 0:25
apf3 ¼ 0:50; apf4 ¼ 1� apf3 ¼ 0:50

:

The frequency deviations of two areas are presented in Fig. 25. It is clear that
the initial system with standard AC link has a huge oscillation wile applying
proposed tuned AC/DC interconnection will improve the dynamic responses of the
system. In fact, by adding HVDC link, dynamic responses are improved effec-
tively, and the frequency deviations of all areas are quickly driven back to zero.

Also as shown in Fig. 26, the magnitude of the oscillations in tie-line power and
frequency deviations is damped by the HVDC link. This result clearly confirms the
positive effects of HVDC link to improve the dynamic stability and also the
capacity of transmission between two areas.

Based on the simulation results and comparisons between HVAC transmissions
and HVDC systems it has been stated that the use of HVDC transmission lines in
parallel with HVAC transmission lines increases the strength and the dynamic
stability of frequency and transmitted power. It is clear that by means of the
proposed model, a bi-directional power flow control is available and also because
the DC-interconnection provides an adequate power exchange, reduction of fre-
quency deviations for tested system will be achieved if the control gain is tuned
properly.

4 Application of Advanced Control Concepts in Active
Power Control

Applying various types of renewable power plants with different characteristics
will increase the complexity and number of state variable that should be control in
a large-scale interconnected systems. Advanced control technology should be
designed to address these types of necessity. On the other hand, in practical
environment, one of the main observed problems in the control of AGC systems is
the limitation to access and measurement of state variables. In order to solve this
problem, an optimal output feedback method as an advanced LQR controller could
be proposed. In the output feedback method, only the measurable state variables
within each control area are required to use for feedback. But in order to improve
dynamic performance and better design for this controller, concept of intelligent
regulator is added to the LQ regulators and as a result the PSO-based LQ output
feedback regulator and ICA-based LQ output feedback are proposed to calculate
the global optimal gain matrix of controller intelligently [26, 27].
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4.1 Design of Advanced LQR Control for LFC System

The design of optimal control systems is an important function of control engi-
neering. The purpose of design is to realize a system with practical components
that will provide the desired operating performance [28]. In this section, in order to
improve the dynamic performance of system and for more accuracy and better
design for conventional LQR controller, intelligent techniques are added to find
the global optimal gain matrix.

4.1.1 Overview of Optimal Output Feedback

The power system model, which explained in previous sections, consists of a set of
equations which describe models of generators, inertia, loads, RES units, and their
associated controls. A linearized model of this system could usually obtained by a
proper linearization around their operating point [4]. The generalized form of state
space representation of power system could be as follows:

D x
� ¼ ADxþ BDu ð39Þ

Dy ¼ CDx: ð40Þ

For this extracted state space system, the output feedback control law is [28]:

u ¼ �K�y: ð41Þ

The objective of this regulator for the system may be attained by minimizing a
performance index (J) of the type:

J ¼ 1
2
Z ½xT tð ÞQx tð Þ þ uT tð ÞRu tð Þ�dt: ð42Þ

By substituting Eqs. (41) into (39), the closed-loop system equation is:

x
� ¼ A� BKCð Þx ¼ Acx: ð43Þ

This dynamical optimization may be converted to an equivalent static one that
is easier to solve as follows. A constant, symmetric, positive-semi definite matrix
P can be defined, as:

d xT Pxð Þ
dt

¼ �xTðQþ CT KT RKCÞx ð44Þ

J ¼ 1
2

xT 0ð ÞPx 0ð Þ � 1
2

lim
t!1

xT tð ÞPxðtÞ: ð45Þ

Assuming that the closed-loop system is stable so that x(t) vanishes with time,
this becomes:
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J ¼ 1
2

xT 0ð ÞPxð0Þ: ð46Þ

If P satisfies (44), then Eq. (43) could be used to see that:

�xT Qþ CT KT RKC
� ffl

x ¼ dðxT PxÞ
dt

¼� T Pxþ xT P x
� ¼ xTðAT

c Pþ PAcÞx ð47Þ

g � AT
c Pþ PAc þ CT KT RKC þ Q ¼ 0: ð48Þ

If Eq. (46) be written as:

J ¼ 1
2

trðPXÞ ð49Þ

where the n 9 n symmetric matrix X is defined as:

X ¼ E x 0ð ÞxTð0Þ
� �

ð50Þ

The best K could be selected, to minimize (42) subject to the constraint (48) on
the auxiliary matrix P. For solving, Lagrange multiplier approach will be used and
the constraint will be adjoined by defining this Hamiltonian:

H ¼ tr PXð Þ þ trðgSÞ: ð51Þ

Now to minimize (49), partial derivatives of H with respect to all the inde-
pendent variables P, S and K must be equal to zero.

0 ¼ oH

oS
¼ AT

c Pþ PAc þ CT KT RKC þ Q ð52Þ

0 ¼ oH

oP
¼ AcSþ SAT

c þ X ð53Þ

0 ¼ 1
2

oH

oK

� �

¼ RKCSCT � BT PSCT : ð54Þ

To obtain the output feedback gain K with minimizing the (42), these three
coupled Eqs. (52), (53), and (54) must be solved simultaneously. The first two of
these are Lyapunov equations and the third is an equation for the gain K.

If R is positive definite and is nonsingular, then (54) may be solved for K [28]:

K ¼ R�1BT PSCTðCSCTÞ�1: ð55Þ

Various methods may be used to solve these equations, such as iterative
methods [26]. But as shown in Fig. 27, the PSO and ICA algorithms are used to
find the global optimal gain matrix.
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4.1.2 AWPSO Algorithm

PSO is a population-based heuristic search technique which imitates finding food
principle of bird swarm [29]. A swarm consists of a set of particles where each
particle represents a potential solution within the search space. Particles are then
flown through the hyperspace, where the position of each particle is changed

according to its own experience and that of its neighbors. Let x
!

i
ðtÞ denotes the

position of particle Pi in hyperspace, at time step t. The position of Pi is then

changed by adding a velocity v
!

i
ðtÞ to the current position as:

xi
!

tð Þ ¼ xi
!

t � 1ð Þ þ vi
!ðtÞ: ð56Þ

The velocity vector drives the optimization process and reflects the socially
exchange information. Velocity update equation is as follows:

vi tð Þ ¼ xvi t � 1ð Þ þ c1r1 Pbi � xi t � 1ð Þð Þ þ c2r2 Pg � xi t � 1ð Þ
� ffl

ð57Þ

where x is the inertia weight, c1 and c2 are positive constants and r1 and r2 are
random numbers obtained from a uniform random distribution function in the

interval [0, 1]. The parameters P
!

bi
and P

!

g
represent the best previous position of the

i-th particle and position of the best particle among all particles in the population,
respectively [29].

The inertia weight controls the influence of previous velocities on the new
velocity. Large inertia weights cause larger exploration of the search space while
smaller inertia weights focus the search on a smaller region. Typically, PSO started
with a large inertia weight, which is decreased over time. But for more adaption,
the following formula is used to change the inertia weight at each generation:

x ¼ x0 þ rð1� x0Þ ð58Þ

where x0 is the initial positive constant in the interval [0, 1] and r is random
number obtained from a uniform random distribution function in the interval [0, 1].

Fig. 27 Closed loop system
with the proposed LQR
output feedback controller
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The suggest range for x0 is [0, 0.5], which make the weight x randomly
varying between x0 and 1. As shown in Fig. 28, to improve the performance of the
PSO, Mahfouf [29] proposed an Adaptive Weighted PSO (AWPSO) algorithm, in
which the velocity in (57) is modified as follows:

vi tð Þ ¼ xvi t � 1ð Þ þ a½c1r1 Pbi � xi t � 1ð Þð Þ þ c2r2 Pg � xi t � 1ð Þ
� ffl

�: ð59Þ

The second term in Eq. (60) can be viewed as an acceleration term, which

depends on the distances between the current position ~xiðtÞ, the personal best P
!

bi

and the global best Pg

!
. The acceleration factor a is defined as follows:

a ¼ a0 þ
t

T
ð60Þ

where t is the current generation, T denotes the number of generations and the
suggest range for a0 is [0.5, 1].

As can be seen from Eq. (59), the acceleration term will increase as the number
of iterations increases, which will enhance the global search ability at the end of
run and help the algorithm to jump out of the local optimum.

4.1.3 Imperialist Competitive Algorithm

Imperialist competitive algorithm (ICA) is proposed by Caro Lucas et al. [30], and
it is inspired by imperialist competition. ICA is a socio-politically motivated
optimization algorithm which is similar to many other evolutionary algorithms,

Fig. 28 Flowchart of the proposed AWPSO technique
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and starts with a random initial population or empires. Each individual agent of an
empire is called country and the countries are categorized into two types; colony
and imperialist state that collectively form empires. Imperialistic competitions
among these empires form the basis of the ICA. During this competition, weak
empires collapse and powerful ones take possession of their colonies. Imperialistic
competitions converge to a state in which there exists only one empire and its
colonies are in the same position and have the same cost as the imperialist [30].

With an N-dimensional optimization problem, a country is a 1 9 N array. This
array is defined as follow is:

Country ¼ ½P1;P2;P3; . . .;PN �: ð61Þ

Now from optimization point of view, algorithm should find the optimal
solution of the problem and solution with the least cost value, when:

cost ¼ f countryð Þ ¼ f ðP1;P2;P3; . . .;PNÞ: ð62Þ

To form the initial empires, the colonies are divided among imperialists based
on their power. To proportionally divide the colonies among imperialists, the
normalized cost of an imperialist is defined by [30]:

Cn ¼ cn �max
i

cif g ð63Þ

where cn is the cost of the nth imperialist and Cn is its normalized cost. Then the
normalized power of each imperialist is defined by:

Pn ¼
Cn

PN
i¼1 Ci

ffi
ffi
ffi
ffi
ffi

ffi
ffi
ffi
ffi
ffi
: ð64Þ

And the initial number of colonies (N.C.n) of an empire is:

N:C:n ¼ round pn:Nf g: ð65Þ

It is clear that bigger empires have greater number of colonies while the weaker
ones have less. In each term of ICA, the following operations are carried out:

• Assimilation of Colonies: Colonies of each imperialist are assimilated to their
respective imperialist. Assimilation is formulated as following:

xnew
col ¼ xold

col þ br � ðximp � xold
colÞ ð66Þ

where b is assimilation factor, and r is a vector, and its elements are uniformly
distributed random numbers in [0,1]. ximp; xold

col and xnew
col are position of imperialist,

old position of colony, new position of colony, respectively. For more information
about deviation, refer to [30].

• Revolution of colonies: In this step, selected colonies of every imperialist are
changed randomly, or revolved. Revolution is applied to a colony, with a
probability of p.
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• Exchange with best colony: If after assimilation and revolution steps, there are
colonies which are better than their respective imperialists, the imperialist is
exchanged with its best colony.

• Imperialist competition: Weakest imperialist among others, loses its weakest
colony. One of other imperialists will capture the lost colony, randomly. An
imperialist without colony will collapse.
As shown in Fig. 29, the mentioned steps are carried out, while stop conditions

are not satisfied.

4.2 General Examples for Advanced Control Applications

The state space model for explained AGC models can be obtained to extract the
required state matrices as shown in Fig. 27. By means of this advanced control
techniques, it would be possible to analysis huge systems with several state
variables just in matrix definitions. Then for better tuning intelligent methods will
be applied. The proposed controllers are tested on two-area AGC power system,
and a complete comparison between proposed output feedback controllers with
AWPSO, with PSO, with Imperialist Competitive Algorithm (ICA) and

Done

Yes

Pick the weakest colony from the weakest 
empire and give it to the empire that has the 

most likelihood to possess it 

Initialize the empires 

Move the colonies toward their 
relevant imperialist 

Is there a colony in an empire 
which has lower cost than that of 

imperialist? 

Exchange the positions of that 
imperialist and colony 

Is there an empire 
with no colonies? 

Stop condition satisfied 

Compute the total cost 
of all empires 

Yes

No 

No 

No 

Yes 

Eliminate this 
empire

Start 

Fig. 29 Flowchart of the ICA algorithm
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Table 2 PSO parameters Parameters GA

Population size 50
C1 1.8
C2 1.8
x0 0.4
xmax 0.9
Number of iterations 100

Table 3 ICA parameters Parameters GA

Initial countries 50
Initial imperialists 8
Revolution rate 0.35
a 2
Number of iterations 100
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conventional output feedback controller are presented. In Tables 2 and 3, defined
parameters for PSO and ICA algorithms are presented.

As shown in Figs. 30 and 31, using this method, the frequency deviation of
each area and the tie-line power have a good dynamic response in comparing with
conventional controller. Using the proposed intelligent methods, the frequency
deviation of all areas is quickly driven back to zero and has a good dynamic
response.

5 Summary

In this chapter, modified models for analyzing the effects of RES and DC links on
active power and frequency support issue in large-scale power system under power
market scenarios are presented. Based on the simulation results, combination of
RE sources like PV and wind will be so useful in reliability of system. In fact, their
aggregation and combination can reduce the overall variability of the power
produced, with all the resulting benefits in terms of improved capacity credit and
improved effectiveness in the reliability of the system. Technological advances,
such as the use of modern power processing systems, energy storage, and control
techniques in high-power systems are very important. Also by means of global RE
integration and competitive markets, it would be necessary to equip the network
with several DC interconnections at high voltage level between the areas. It is
necessary to do more investigation in VSC-HVDC link as a bi-directional gate and
application of the last technologies in power electronics interfaces. However, more
frequent use of such HVDC applications with advanced power electronic devices
can be expected in the future to fulfil the requirements in deregulated power
system. The results of last section of this chapter, demonstrate that proposed
intelligent controller improved the dynamic response of system faster than con-
ventional controller and provides a control system that satisfied the load frequency
control requirements. It was obvious that intelligent control for coordination
between RES and reserve/stored energy, certainly plays a significant role. It will
not be possible to integrate large amounts of RESs into the conventional power
systems without intelligent control and regulation of systems.

Appendix A

Below are listed 12-bus System parameters [31]: line data in Table A.1, trans-
formers data in Table A.2, bus data in Table A.3, and generators data in Table A.4.
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Table A.1 System data

Bus V (kV) Type Pgen (MW) Pload (MW) Qload (MW) Qshunt (MVAR) V (p.u.)

1 230 PQ _ 300 186 _ _
2 230 PQ _ 250 121 _ _
3 230 PQ _ 350 115 _ _
4 230 PQ _ 300 186 200 _
5 230 PQ _ 100 48 40 _
6 230 PQ _ 150 49 _ _
7 345 PQ _ _ _ -100 _
8 345 _ _ _ _ _ _
9 15.5 SL _ _ _ _ 1.00

10 15 PV 400 _ _ _ 1.01
11 18 PV 270 _ _ _ 1.01
12 13.8 PV 330 _ _ _ 1.02

Table A.2 Line data (Sbase = 100 MVA)

Line from–to Length (km) R (p.u.) X (p.u.) B (p.u.)

1–2 100 0.01131 0.08998 0.18377
1–6 300 0.03394 0.26995 0.55130
2–5 400 0.04530 0.35990 0.73510
3–4 100 0.01144 0.09110 0.18261
3–4 100 0.01144 0.09110 0.18261
4–5 150 0.0170 0.13500 0.27570
4–6 300 0.03394 0.26995 0.55130
7–8 600 0.01590 0.17210 3.28530

Table A.3 Transformer data (Sbase = 100 MVA)

From-to bus MVA capacity V1 /V2 (kV) X (%) Vector group

1–7 500 230/345 13 YY
1–9 800 230/15.5 12 YD
2–10 700 230/15 12 YD
3–8 500 230/345 13 YY
3–11 400 230/15 10 YD
6–12 500 230/13.8 11 YD

Table A4 Generator data

Name Bus Number of
units

Total MVA
capacity

Vnom

(kV)
M (s) D

GENCO1 9 6 750 15.5 10.0128 0
GENCO2 10 4 640 15 8.3213 0
GENCO3 11 2 388 18 6.9344 0
GENCO4 12 3 474 13.8 6.6722 0
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Impact of Large Penetration of Correlated
Wind Generation on Power System
Reliability

Carmen L. T. Borges and Julio A. S. Dias

Abstract Power system reliability evaluation measures the system’s ability to
properly and continually supply the demand under uncertain conditions. The large
penetration of wind power generation, which is an intermittent energy source,
introduces some major challenges for maintaining the system reliability level. In
order to deal with uncertainties, nonsequential or sequential Monte Carlo simu-
lation (MCS) may be used for probabilistic reliability evaluation. Power systems
are composed by components that may be accurately modeled by independent
random variables and also by time-varying energy sources and loads, which are
represented by time series. These time series can be statistically correlated, both
spatially and temporally, and disregarding the dependencies that may exist
between them may produce an incorrect reliability evaluation. This chapter pre-
sents a model for representing statistically dependent time-varying variables
(wind, solar, river inflows, load, etc.) in nonsequential MCS-based reliability
evaluation. The results show that the model can correctly represent the effects of
statistical dependence, what is normally achieved by sequential simulation, but
requiring as little computational effort as the nonsequential simulation. This
facility gains importance nowadays with the large penetration of wind generation
that is being observed all over the world, both onshore and offshore.
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1 Introduction

Power systems reliability evaluation measures the system’s ability to fulfil its
function of properly attending the customer demand under uncertainty conditions.
In order to deal with uncertainties, the probabilistic reliability evaluation can be
performed by two distinct representations of the system. In the state space rep-
resentation, the system states are randomly sampled by nonsequential Monte Carlo
simulation (MCS). In the chronological representation, the states are sequentially
sampled to simulate system operation by sequential MCS.

Sequential MCS tends to produce more accurate results in the presence of time-
varying elements, such as load curves and wind generation, because the time series
are explicitly represented and therefore the correlation and statistical dependency
between them are preserved [1–3]. However, sequential MCS has a high com-
putational cost and can become prohibitive for practical large systems.

On the other hand, nonsequential MCS has a much lower computational cost
but the representation of time-varying elements is not straightforward. Some
hybrid simulation models have been proposed [4, 5] in order to obtain the accuracy
of sequential MCS with a computational cost similar to nonsequential MCS, but
still requiring extra computation time.

Nonsequential MCS-based models do not consider the statistical dependence
between time series because the system states are obtained by sampling the state
space based on the hypothesis that the events are independent. However, disre-
garding some dependencies, which may exist between wind generations located at
different sites and/or time-varying loads, for example, may produce incorrect
reliability indices. The dependence representation has been applied to systems
with at most two wind series [6] or without consideration of time-varying load [7].
A model applicable to several time series has been initially presented in [8] and
further evolved in [9]. Although efficient and precise, the model efficiency is
sensitive to the number of time-varying elements considered.

Therefore, this chapter presents a flexible and an efficient model for repre-
sentation of any number of statistically dependent time-varying elements (wind,
solar, river inflows, load, etc.) in nonsequential MCS-based reliability evaluation.
The model can correctly represent the effects of statistical dependence and cor-
relation on the reliability indices, what is normally achieved by sequential simu-
lation, but requiring as little computational effort as the nonsequential simulation.

The organization of the chapter is as follows: Sect. 2 presents the conventional
approach for reliability evaluation using nonsequential MCS; Sect. 3 introduces
the influence of correlated time-varying elements; Sect. 4 proposes a model for
representation of time-varying elements in nonsequential MCS; Sect. 5 presents
the results obtained with the proposed model and Sect. 6 contains the main
conclusions.
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2 Reliability Evaluation by Non-sequential MCS

The calculation of the reliability indices in nonsequential MCS can be summarized
by evaluating Eq. (1):

EðFÞ ¼ 1
N

XN

i¼1

F xi
� �

ð1Þ

where N is the number of simulated states, F is the test function for calculating the
indices for each system state xi and EðFÞ is the estimate of the annual reliability
indices.

The system states are obtained by combining the states of all system components.
For a system with m components, a system state can be represented by the random
vector x = [x1, x2, …, xk,…,xm] where xk represents the state of the kth component.

Sampling the component state is done by applying the Inverse Transformation
(IT) method to the cumulative distribution function (CDF) of the component
operating states. Considering a component modeled by n states, this is done by
generating a random number Uk uniformly distributed between [0, 1] and then
identifying its state xk by (2), where Pi = P(xk B i):

xk ¼

1 if 0k �P1

2 if P1\Uk �P2

..

. ..
.

n if Pn�1\Uk � 1

8
>><

>>:
ð2Þ

The models usually used by nonsequential MCS assume that the states of the
components are statistically independent and therefore, the probability of occur-
rence of each system state is given by the product of the probability of each
component state. Defining P(xk) as the probability of occurrence associated with
the kth component, the probability of the ith system state P(xi) is calculated by (3):

P xi
� �
¼ pi ¼

Ym

k¼1

P xkð Þ ð3Þ

However, as will be discussed in the next section, this approach is incorrect
when there are statistically dependent components, as is the case of multiple
correlated wind generations, for example.

3 Correlated Time-Varying Elements

Power systems are composed by components whose states may be accurately
represented by independent random variables (transmission lines, transformers,
generators, etc.) and also by time-varying elements (wind, loads, river inflows,
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etc.) that are represented by time series. These time-varying elements can be
statistically correlated and therefore the consideration of statistical independence
becomes invalid. The correlation between variables can be both spatial and tem-
poral, and in general these two effects are observed. This feature is not a problem
for sequential MCS, where the time series are explicitly represented. However, in
nonsequential MCS, it can become a challenge for obtaining indices with an
acceptable level of accuracy. Therefore, an appropriate approach is required for a
correct representation of the correlation between them in nonsequential MCS.

When a single time-varying element is represented, as in the case of the
aggregated system load curve [10] or one wind generation [11], nonsequential
MCS can be directly applied because this single variable is statistically indepen-
dent from the others and therefore Eq. (3) remains valid. However, when two or
more time-varying elements are represented, the assumption of statistical inde-
pendence cannot always be accepted. This problem is well known in the repre-
sentation of different load curves in multi-area systems [12]. This question gains a
new dimension nowadays with the strong incorporation of wind generation that is
being observed all over the world. For a correct representation, it is necessary to
consider that there may be correlation between wind time series of the different
wind farm sites or even between these wind series and the load curves.

Consider, at first, two different time-varying elements which could be two wind
time series, for example, and assume that random variable x1 represents the state of
the first element and x2 represents the state of the second. Equation (3) can be
rewritten by separating the terms related to the two variables as (4):

pi ¼ P x1; x2ð Þ �
Ym

k¼3

P xkð Þ ð4Þ

If x1 and x2 are not statistically independent, P(x1,x2) can be more generally
written as (5):

P x1; x2ð Þ ¼ P x1 x2jð Þ � P x2ð Þ ð5Þ

Therefore, the probability of the ith state of the system can be written as (6):

pi ¼ P x1 x2jð Þ � P x2ð Þ �
Ym

k¼3

P xkð Þ ð6Þ

This relation can be extended for the consideration of several statistically
dependent time-varying elements. For the particular case of three dependent
variables, it can be written based on the Chain Rule as (7):

P x1; x2; x3ð Þ ¼ P x1 x2; x3jð Þ � P x2 x3jð Þ � P x3ð Þ ð7Þ
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And therefore, the probability of the ith state of the system can be written as (8):

pi ¼ P x1 x2; x3jð Þ � P x2 x3jð Þ � P x3ð Þ �
Ym

k¼4

P xkð Þ ð8Þ

In [8, 9], a model has been proposed for considering the correlation between
any numbers of time series in nonsequential MCS. The model is based on
explicitly obtaining the conditional probability distribution functions by a recur-
sive algorithm. However, the computational efficiency of the model depends on the
number of dependent variables and therefore its applicability is affected when
several wind generations are present in the system. This chapter presents a more
flexible model to overcome this constraint and also maintain the computational
efficiency.

4 Model for Time-Varying Variables Representation

The proposed model consists in representing the w time-varying variables
v1,v2,…,vw by one single random variable VT in the simulation process and to
adopt a multiple states Markov model to represent it. Each state of this variable
corresponds to one combination of states of the time-varying variables, and
therefore the state of each one can be written as a function of VT by (9):

v1 ¼ Fv1 VTð Þ
v2 ¼ Fv2 VTð Þ

..

.

vw ¼ Fvw VTð Þ

8
>>><

>>>:

ð9Þ

where Fv1, Fv2,…,Fvw are functions that map v1,v2,…,vw from VT.
For example, considering three time-varying variables Load (PL), Wind1 (V1)

and Wind2 (V2) that can be individually represented by three different states, a
Markov model of 27 states for VT may be constructed where each state corre-
sponds to one of the possible combinations of PL, V1 e V2, as shown in Fig. 1.

To enhance the efficient of the model for application to any number of time-
varying variables, the time series are clustered into the most representative states
in order to prevent that a large number of states is required to represent VT.
However, this is not a requirement of the model and it could be used without any
clustering. The k-means technique is used to perform the statistical clustering of
the time series, but other techniques may be used as well [13]. Thus, based on the
w clustered time series v1c,v2c,…,vwc, the Markov model for VT is obtained by the
algorithm shown in Fig. 2.

After applying this algorithm, a Markov model of VT with NT states is available,
similar to the one shown in Fig. 1, where each state of VT represents a unique
combination of the time-varying variables v1c,v2c,…,vwc.
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From this model, the transition rates between the states of VT may be calculated
and then used to obtain the transition intensity matrix A [14] that is used to
calculate the stead state probabilities of each state of VT. Having the steady state
probabilities of all states of VT, sampling a state is done by applying the IT method
to the CDF of VT in a similar way as described for the independent components.
From generating a random number Uk uniformly distributed between [0, 1], the
state of VT is obtained by (10), where Pi = P(VT B i).

VT ¼

1 if 0�Uk�P1

2 if P1\Uk �P2

..

. ..
.

NT if PNT�1\Uk � 1

8
>><

>>:
ð10Þ

The conceptual algorithm for composite reliability evaluation by nonsequential
MCS considering correlated time-varying variables is shown below:

(1) Sample the state of each independent component by (3);
(2) Sample the state of VT by (10);
(3) Identify the state of each time-varying variable by (9);

Fig. 1 State space of VT for
three time-varying variables
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Initialize time step t
Make NT =0

Identify the combination 
v1c,v2c,...,vwc at step t    

and its duration Δ t

Does state exist?
Register the new state kT 

associated with this combination as a 
state of VT and make NT =NT+1

Identify if there is a state kT of VT

associated with this combination

no

Increase the duration of 
state kT :

Dur (kT)=Dur(kT)+Δ t

yes

Verify if state k T is equal to 
the previous state kT (t-Δt)

Are states 
different?

Increase the number of transitions of 
state kT (t-Δt) to state kT :

Ntran Ntran(kT (t-Δt)  ,kT) = (kT(t-Δt) ,kT )+1

no

yes

Update:
t = t+Δt  

kT(t-Δt) = kT

t > lenght of time 
series ?

End

yes

no

Fig. 2 Obtaining the Markov model for VT
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(4) Configure the system state x based on the sampled states of the independent
components and the time-varying variables;

(5) Calculate the value of the test functions F(x) that are defined for evaluating
each reliability index;

(6) Update the reliability indices estimates EðFÞ based on the results of step 5;
(7) If the coefficients of variation of the indices (a) are less than an acceptable

tolerance, stop the simulation; otherwise, return to step 1.

The main reliability indices calculated in nonsequential simulation for composite
generation and transmission systems are the loss of load probability (LOLP, %), the
expected power not supplied (EPNS, MW) and the loss of load frequency (LOLF)
(occurrences). From these indices, others may be derived, such as the expected
energy not supplied (EENS, MW h), the loss of load duration (LOLD, h), etc.

5 Results

To evaluate the model presented in this chapter, a modified version of the IEEE
reliability test system (RTS) [15], shown in Fig. 3, is used. The original genera-
tion, composed of thermal, hydro, and nuclear units with installed capacity of
3,405 MW, is enlarged by the addition of three wind power plants, whose details
are summarized in Table 1. The wind power plant WP-SE was added to busbar 1,
WP-NE was added to busbar 2 and WP-S was added to busbar 7 of Fig. 3.

The characteristics of the wind time series Southeast (SE), Northeast (NE), and
South (S) are described in [11]. The forced outage rate (FOR) and mean time to
repair of the wind (MMTR) turbine/generator group are equal to 4 % and 97 h,
respectively. The system load is represented by the time series described in [15].
The original load curve has been increased by 10 % leading to an average annual
load of 1,862 MW.

The correlations between the wind time series and the load are shown in
Table 2.

It can be seen that the wind series are not independent, although the correlation
between them is small. However, the correlation between the wind series and the
load is more significant, especially with the NE wind. As will be shown in the
results, correlations of this magnitude are enough to produce completely incorrect
evaluations if the independent approach is adopted. The higher the correlation the
more incorrect are the results, except for the case when the time series are fully
correlated, in which case they may be treated as one.

The simulations have been performed using the computational model RelSim
developed in [16]. It was adopted a maximum coefficient of variation (a) of 3 %
for all reliability indices. For all studies, the indices LOLP, EPNS, and LOLF were
obtained by sequential MCS, considered as reference, and by nonsequential MCS
using the independent and the proposed approaches, for sake of comparison.
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5.1 Case 1: Variable Load and No Wind Farm

As a reference to evaluate the impact of the connection of wind power plants to the
system, the reliability indices considering the time-varying load and no wind
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generation are shown in Table 3. The indices where obtained by sequential MCS
(Table 4).

First of all, it can be noticed the improvement of the system reliability by the
addition of wind generation. Taking the sequential simulation results for com-
parison with the previous case, the connection of the two wind farms reduced the
LOLP of 1 %, the EPNS of 2.26 MW, and the LOLF of 21.96 occurrences.
However, due to the intermittent nature of wind generation, as well as transmission
constraints, the reliability benefit is not as large as the generation capacity added to
the system (130 MW or 3.67 %).

In order to evaluate the precision of the models, the confidence intervals for the
indices obtained by sequential MCS with 95 % confidence are shown in Table 5
and the errors between the indices obtained by the models in relation to the
sequential MCS are shown in Table 6.

Regarding the independent approach, it can be noted that the indices obtained
are not accurate, showing the inadequacy of such a model to represent correlated
time-varying variables. This is evident by the fact that they are not within the
confidence intervals of the indices calculated by sequential MCS and that the
percentage errors are higher than the coefficient of variation adopted for all
indices.

On the other hand, all the indices obtained by the proposed model for all
numbers of clusters are within the respective confidence intervals. Regarding the
percentage errors, the improvement in the accuracy of the proposed model with
increasing number of clusters is clear, especially for the EPNS index, with all
indices errors being less than the coefficient of variation with 350 groups.

The computational performance of the proposed model is much better than the
sequential simulation (up to 41.4 times faster). It is important to emphasize that the
computational cost for obtaining the proposed Markov model is already

Table 1 Wind power plants characteristics

WP-SE WP-NE WP-S

Installed capacity 75 MW 55 MW 50 MW
Number of turbines 50 9 1.5 MW 50 9 1.1 MW 50 9 1.0 MW
Wind time series Southeast (SE) Northeast (NE) South (S)
Average wind speed 6.59 m/s 7.58 m/s 7.00 m/s
Capacity Factor 0.34 0.30 0.21

Table 2 Correlation between time series

Time series

Wind SE 9 Wind NE Wind SE 9 Wind S Wind NE 9 Wind S
Correlation 0.054 0.042 0.135

Wind SE 9 Load Wind NE 9 Load Wind S 9 Load
Correlation 0.172 0.337 0.125
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incorporated in the computing time reported. The increase in the number of
clusters does not burden the model efficiency significantly. For example, doubling
the number of clusters (125–250) requires only 30 % additional processing time,
while multiplying it by 2.8 (125–350) implies in only 50 % extra time.

Therefore, it can be concluded that the proposed model with 350 clusters is as
accurate as the sequential simulation and requires a computational effort of the
same order as the independent approach, which is completely inaccurate.

5.2 Case 3: Constrained Transmission Network

In order to extend the evaluation of the proposed model, another modification to
the RTS system has been done, which consists in reducing by half the maximum
capacity of transmission lines. The objective is to examine how a more constrained
transmission network would impact on the accuracy and efficiency of the model.

The results obtained for this case are shown in Table 7, the confidence intervals
for the indices obtained by sequential MCS with 95 % confidence in Table 8 and

Table 4 System reliability indices—Case 2

Model LOLP (aLOLP) EPNS (aEPNS) LOLF (aLOLF) Time (number of states)

Sequential 4.39 (0.021) 7.41 (0.029) 58.15 (0.017) 6 h:54 min (2,369,218)
Independent 4.55 (0.018) 7.07 (0.023) 54.12 (0.030) 12 min (65,352)
Proposed 125 clusters 4.31 (0.020) 6.98 (0.029) 61.27 (0.030) 10 min (53,452)
Proposed 250 clusters 4.36 (0.018) 7.12 (0.024) 59.36 (0.030) 13 min (67,452)
Proposed 350 clusters 4.44 (0.016) 7.51 (0.022) 59.20 (0.030) 15 min (72,602)

Table 5 Sequential MCS indices confidence intervals—Case 2

Limit LOLP EPNS LOLF

Lower 4.21 6.97 56.16
Upper 4.58 7.84 60.13

Table 6 Errors in relation to sequential MCS—Case 2

Model LOLP (%) EPNS (%) LOLF (%)

Independent 3.62 4.57 6.93
Proposed 125 clusters 1.84 5.82 5.37
Proposed 250 clusters 0.73 3.86 2.08
Proposed 350 clusters 1.16 1.34 1.81

Table 3 Reliability indices—Case 1

LOLP EPNS LOLF

5.39 % 9.67 MW 80.11 cc
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the errors between the indices obtained by the models in relation to the sequential
MCS are shown Table 9.

Initially it is interesting to notice how this modification has impacted on the
reliability of the system, with all the indices becoming more than twice the values
of the previous case. This serves to highlight the importance of the transmission
system in composite reliability evaluation.

The results of the independent model are even worse than those obtained for the
previous case. The percentage errors are very high, especially for the LOLP and
LOLF indices, showing again that this approach fails to estimate the indices
correctly.

In general, the results of the proposed model showed the same good behavior
observed previously, with all indices being within the interval of confidence of the
indices calculated by sequential MCS. The only exception is the LOLP index for
125 clusters that was out of range for a small difference.

The percentage errors remained also low, confirming the validity of the pro-
posed model for a transmission constrained network. An interesting observation is
that the use of 250 clusters to represent the time series is enough in this case to
obtain indices with errors smaller than the coefficient of variation. Although the
indices with 350 clusters have been calculated, it would not be necessary to
increase the number of groups beyond 250 clusters.

Table 7 System reliability indices—Case 3

Model LOLP (aLOLP) EPNS (aEPNS) LOLF (aLOLF) Time (Number of states)

Sequential 9.23 (0.019) 18.12 (0.030) 113.80 (0.017) 3 h:26 min
(1,024,920)

Independent 11.35 (0.016) 19.05 (0.024) 132.40 (0.030) 5 min (28,706)
Proposed 125 clusters 8.81 (0.015) 17.27 (0.020) 112.00 (0.030) 9 min (43,452)
Proposed 250 clusters 9.08 (0.013) 17.91 (0.017) 111.30 (0.030) 12 min (56,402)
Proposed 350 clusters 8.99 (0.012) 17.96 (0.017) 115.68 (0.030) 14 min (62,252)

Table 8 Sequential MCS confidence intervals—Case 3

Limit LOLP EPNS LOLF

Lower 8.88 17.05 110.67
Upper 9.58 19.18 116.92

Table 9 Errors in relation to sequential MCS—Case 3

Model LOLP (%) EPNS (%) LOLF (%)

Independent 22.90 5.13 16.34
Proposed 125 clusters 4.53 4.69 1.58
Proposed 250 clusters 1.60 1.16 2.20
Proposed 350 clusters 2.58 0.88 1.65
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The good computational performance of the proposed model is also confirmed
in this case. Considering 250 clusters, it was 17.17 times faster than the sequential
simulation and obtains indices as accurate as it.

5.3 Case 4: Three Wind Farms and Variable Load

In order to evaluate the impact of a larger penetration level of wind generation on
the system reliability and also to explore the performance of the model for a larger
number of time-varying variables, the reliability indices were calculated consid-
ering the connection of the third wind farm WP-S to the system with the original
transmission network and using the same time-varying load.

The results obtained for this case are shown in Table 10 and the errors between
the indices obtained by the models in relation to the sequential MCS are shown in
Table 11. The coefficients of variation off all indices are smaller than 3 %.

The accuracy of the proposed model is again confirmed for this case with three
different wind farms and variable load. The percentage errors in relation to the
sequential simulation are low for all indices, except for the LOLF index when
using 125 clusters.

In terms of computational performance, the proposed model has demonstrated
to be very efficient even with an increased number of time series. Considering the
most time-consuming simulation (with 350 clusters), it was about 30 times faster
than the sequential simulation. An interesting characteristic to be highlighted is the
little extra computation time required by the proposed model due to the addition of
another wind generation, what can be seen by comparing with the simulation time
required by Case 2.

The addition of a new wind farm has slightly reduced the reliability indices in
relation to Case 2, but not proportionally to the amount of added generation
capacity. The addition of 50 MW of WP-S has increased the wind generation

Table 10 System reliability indices—Case 4

Model LOLP EPNS LOLF Time

Sequential 3.98 6.65 57.05 8 h:28 min
Proposed 125 clusters 4.10 6.70 61.20 12 min
Proposed 250 clusters 3.87 6.64 58.70 15 min
Proposed 350 clusters 4.01 6.57 56.88 17 min

Table 11 Errors relative to sequential MCS—Case 4

Model LOLP (%) EPNS (%) LOLF (%)

Proposed 125 clusters 3.14 0.87 7.27
Proposed 250 clusters 2.79 0.11 2.89
Proposed 350 clusters 0.93 1.16 0.30
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penetration level from 3.67 % (Case 2) to 5.02 % in terms of installed capacity
and from 6.98 to 9.66 % in terms of load demand. However, the EPNS and LOLP
indices have only reduced by 0.76 MW and 0.41 %, respectively. These effects are
due to the intermittency of wind generation and consequently low capacity factor,
and must be taken into consideration when planning a larger penetration of wind
generation.

6 Conclusions

This chapter proposed a model for representing statistically dependent time-
varying variables in nonsequential MCS. The model was used to evaluate the
reliability of a system in which there is temporal dependence between four tem-
poral variables (three winds and the load).

The results showed that the model can correctly represent the effect of statistical
dependence, what is normally achieved by sequential simulation. The independent
model was also applied and proved to be incorrect when the time series correlation
values are significant.

The proposed model to represent statistical dependence is a good alternative to
deal with multiple time-varying elements in nonsequential simulation with a
reduced computational effort. This facility gains importance nowadays with the
large penetration of wind generation that is being observed all over the world, both
onshore and offshore.
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HVDC Transmission for Offshore Wind
Farms

Raymundo Enrique Torres Olguin, Alejandro Garces
and Gilbert Bergna

Abstract Large-scale wind energy expansion is limited by factors such as the
land use and the visual impact of facilities on land. Offshore wind energy can
overcome the above-mentioned limitations. In addition, wind velocity is higher
and more constant offshore than onshore. This chapter will present an overview of
different topologies for grid integration of offshore wind farms. Special emphasis
is made on the offshore grid topologies and types of power electronic converters.

Keywords Offshore wind energy � HVDC transmission � Offshore grid �
Line-commutated converters � Voltage source converters � Modular multilevel
converters

1 Introduction

Nowadays, the two main challenges in the energy sector are to assure the energy
security and to meet the environmental goals [1]. In the recent years, many
countries have prioritized the use of renewable energy sources on their agenda in
order to ensure the energy security while helping to preserve our environment [2].
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Among renewable energy sources, wind energy is highlighted because of its
enormous development in the last years. Nowadays, wind energy can be catego-
rized as a mature technology, but the large-scale expansion is limited by factors
such as the land use and the visual impact of facilities on land. The development of
the offshore wind energy industry can overcome the above-mentioned limitations.
Moreover, offshore wind resources are abundant in some regions and in general,
wind conditions are better offshore than onshore, i.e., the average wind speed is
higher and less turbulent. However, offshore installations are more costly com-
pared to onshore facilities. The unit cost of energy can be decreased by increasing
the rating and efficiency of offshore wind farms (OWFs), and hence, most of the
research in the field is related to these two aspects. For these reasons, one of
the greatest challenges is the transmission of large amounts of energy over long
distances [3].

For interconnecting the wind farms there are two alternatives: high-voltage
alternating current (HVAC) and high-voltage direct current (HVDC) [3, 4]. Today,
HVAC is chosen in most of the projects located at a relatively short distance to the
shore [4]. HVAC has an important limitation, the HVAC cables. This type of
cables has a high capacitance per length, so in addition to the delivery electrical
current, there is a capacitive current. This capacitive current is fluctuating every
half cycle, and is utilizing part of the total current delivery capability. In other
words, HVAC long cables require excessive reactive power [5]. This reactive
power can be absorbed by using reactive shunt compensation, but this is at the
expense of the investment and operating costs [5]. For offshore applications,
HVDC becomes a more attractive solution in terms of investment and operating
costs as the distance from the shore increases. The break-even point between
HVAC and HVDC may vary from 60 to 100 km [6].

Currently, there are two HVDC technologies available in the market: LCC-
based HVDC and VSC-based HVDC. LCC uses thyristors, which are line com-
mutating devices, whereas VSC uses insulate-gate bipolar gate transistors (IGBT),
which are self-commutating devices [7]. Although the LCC is the most widespread
HVDC technology around the world, most studies on the grid integration of OWFs
have been focused on VSCs because of their beneficial features of the ability to
have independent control of active and reactive power, an external commutating
source voltage is not required for the proper operation, VSC is able to supply
passive grids, and reduced footprint compared with LCC-based HVDC systems
[8–11]. The use of LCC for grid integration OWFs has been briefly studied. It has
been neglected mainly because of the large footprint, and the external commuta-
tion voltage needed for its operation. However, LCC has the lowest power losses
and the lowest cost among converters for HVDC. Moreover, LCC-based HVDC is
very suitable for the transmission of bulk power, and its reliability and availability
have been demonstrated for many years.

This chapter deals with configurations of HVDC systems on OWFs. Different
technologies and topologies are exposed and analyzed from the stand point of
losses and reliability. The chapter is organized as follows: in Sect. 2 the main
challenges for offshore wind energy are presented. Next, in Sect. 3, different grid
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topologies are exposed. After that, the type of converter more suitable for each
topology is analyzed in Sect. 4. The main types of HVDC systems are presented in
Sects. 5 and 6, followed by the new trends on HVDC systems in Sect. 7. A brief
review of the cable technologies is presented in Sect. 8. Finally, conclusions are
presented in Sect. 9.

2 Challenges of Offshore Wind Energy

Offshore wind energy has several advantages compared to conventional onshore-
based wind facilities, i.e., less visual impact and auditory contamination, reduced
user conflicts, and high-power capability [12]. These characteristics allow the use
of wind turbines with high-power ratings and customized power electronic con-
verters as will be presented later in this chapter. Turbines up to 10 MW are
planned for offshore applications [13].

Most of the future wind farms are expected to be placed at deep water offshore
due to the better conditions of wind in terms of magnitude and constancy in such
places. Transmitting power at long distances is certainly a challenge that must
overcome considering a trade-off between efficiency and investment cost. In these
conditions HVDC transmission is the most cost-effective alternative as shown in
Fig. 1. The break-point between HVAC and HVDC is not unequivocal defined and
depends on many factors including the type of HVDC technology and the cable to
be used [14]. A break-point of 40 km is accepted for submarine cables. Most
future OWFs are expected to be placed beyond this distance.

Despite the constant development of the HVDC technology in the last decade, it
must to be adapted to certain specific conditions of offshore facilities. In particular
for the grid integration of OWF, HVDC faces new challenges such as:

• Footprint. The weight and the space occupied by the HVDC stations have a
significant impact on investment costs.

• Efficiency. Offshore projects can be more affordable minimizing power losses in
the system.

Fig. 1 Comparison between
HVDC and HVAC for
offshore wind applications
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• Reliability. The cost of non-harvested energy due to unavailability of the
transmission system can be crucial to make a profitable offshore project.

• Harsh environment. There is a limited access for maintenance.

For instance, power density and power-to-weight ratio must be carefully con-
sidered during the design of the components to be placed offshore in order to
reduce investment and operative costs. On one hand, investment costs are directly
related to the power-to-weight ratio due to the platforms required to support the
components placed offshore. On the other hand, operative costs are related to the
transportation of spare parts from shore during maintenance. The latter aspect
imposes additional requirements in terms of reliability of the offshore components
as will be presented later in Sect. 4

A conventional HVDC transmission approach is shown in Fig. 2. It consists of
three main components: a rectifier, a submarine cable, and an inverter. Submarine
cables deal with high capacitive effect which must be considered in transient
studies. The rectifier and the inverter are usually based on the same type of
technology. Their principal difference is in the control and operation rather than
the component itself. Nevertheless, new hybrid topologies can be used due to the
unidirectional characteristic of the power and the aforementioned requirements of
offshore wind energy.

3 Offshore Grid: AC Versus DC Topologies

HVDC transmission is the most cost-effective solution for offshore wind energy
when there are large distances to the mainland. This transmission could be done in
a conventional way in which the HVDC link interconnects two separated grids.
However, new and fascinating alternatives are possible for offshore wind energy
[15]. Many of these are based on the DC grid concept which arises naturally in the
case of the wind energy since it requires AC/AC converters.

Fig. 2 Schematic representation of HVDC transmission for offshore wind farms
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Any wind turbine must be equipped with a power electronic converter in order
to control its rotational speed and hence, extract maximum power from the wind.
An AC/AC converter is the most used alternative. However, many of the AC/AC
converters have an intermediate DC conversion stage. It means what is called an
AC/AC converter is in reality an AC–DC–AC converter as shown in Fig. 3a. It is
possible to eliminate the last stage of conversion by using a DC grid as shown in
Fig. 3b. This concept is called DC grid topology.

A DC grid could be a more efficient solution since it increases the utilization of
cables offshore. In AC systems under ideal sinusoidal waveforms, cables must
carry both active and reactive power. Needless to say reactive power increases the
current and consequently transmission losses. However, total losses are given not
only because of the transmission losses but also because of the efficiency of the
converters themselves. In a DC grid, transformers are replaced with DC/DC
converters. Different topologies have been proposed to increase the efficiency of
these converters as will be studied in Sect. 4.

Permanent magnet synchronous generator (PMSG) is the most promising
technology for OWFs with DC grids. A PMSG requires a full converter for its
integration to the grid. A gearbox is not required with this technology if the
machine is properly designed using high number of poles. Therefore, efficiency,
reliability, and power density are increased by the use of PMSG.

Every DC/DC converter in a DC grid configuration must increase the voltage
level in order to permit long distance power transmission. This allows different DC

Fig. 3 Possible configurations for offshore grids: a AC grid, b DC grid
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grid configurations. A simple DC grid with parallel connection is shown in Fig. 4a.
In this configuration, the DC/DC converter must increase the DC voltage from the
generation level, usually less than 1 kV, to transmission level. A DC grid could
have one or several stages of DC/DC conversion emulating the way it is done in
conventional AC grids. This option is also shown in Fig. 4a.

In Fig. 4b, the high voltage required by the efficient is achieved by connecting
turbines in series [16]. In this type of configuration, both the offshore grid and the
transmission have the same low current. Therefore, efficiency is highly increased.
In addition, the centralized DC/DC converter is not required allowing the elimi-
nation of the supporting platform. This affects the investment cost. Reliability is
not compromised since the transmission distance is the same and hence, the
probability of fault is similar to conventional HVDC transmission.

4 Different Concepts for the Energy Conversion System
in Offshore Wind Energy

Each concept of HVDC transmission and offshore grid is directly related to the
type of energy conversion system in the side of the generators. Double fed
induction generators are the most common alternative for mainland wind farms.

Fig. 4 Possible configurations for DC grids: a parallel connection, b series connection
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However, for offshore wind energy is the PMSG the most suitable option, espe-
cially on DC grids offshore. PMSGs require a full converter to be integrated to the
main grid. Different type of converters can be used according to the type of
offshore grid.

In the case of AC grids as the one shown in Fig. 3, the PMSG must to be
integrated using AC/AC converters. Different configurations have been proposed
as shown in Fig. 5. They come from voltage source-based converters to current
source-based converters. Back-to-back configuration with voltage source con-
verters (VSCs) is the most common type of technology (see Fig. 5a). It permits to
control the active and reactive power in both sides of the converter. Therefore, it
can be used with both PMSG and induction machines. A second alternative is the
matrix converter (see Fig. 5b). It is an AC/AC converter without intermediate
stage of DC conversion. It can control voltage in the input and current on the
output. Consequently, the machine and power factor can be directly controlled.
Among its advantages is the reduced size high reliability. PMSG can be integrated
though a full-bridge diode rectifier as shown in Fig. 5c and d. In both cases, the
output voltage varies according to the wind velocity and hence VSC cannot be
used directly on the output. Consequently, the converter must be integrated though
an intermediate stage of DC/DC conversion. Another alternative is to use pulse

Fig. 5 Configurations for
grid integration of PMSG in
AC grids: a back-to-back
configuration with VSC,
b matrix converter, c full-
bridge diode rectifier with DC
converter, d full-bridge diode
rectifier with PWM-CSC,
e back-to-back configuration
with PWM-CSC
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width modulated current source converter (PWM-CSC). Last option is promising
due to the high efficiency of the diode rectifier and the high reliability of the
PWM-CSC. Finally, a back-to-back configuration with PWM-CSC is also an
option as shown in Fig. 5e.

In the case of parallel DC grid, the topology of the converter depends on the
type of connection, i.e., series or parallel. For parallel connection, the converters
based on VSCs are the most suitable. A classic VSC as shown in Fig. 6a is enough
for controlling the machine. However, it could be required a DC/DC converter in
order to step-up the output voltage as shown in Fig. 6b.

In series connection, the most suitable technology is the current source convert
as shown in Fig. 6c. This converter can control the machine based on the current
shared by the all the converters connected in series. The output voltage varies
according to the wind velocity. Finally, a configuration based on reduced matrix
converter (RMC) and high-frequency transformer is shown in Fig. 6d. This
topology operates in a very similar way as the PWM-CSC. However, the high-
frequency transformer increases the voltage and permits galvanic isolation.

Fig. 6 Configurations for
grid integration of PMSG in
DC grids: a VSC, b high-
frequency link with matrix
converter, c VSC with DC/
DC converters, d PWM-CSC
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5 Line-Commutated Converters for HVDC Transmission
in Offshore Wind Energy

HVDC based on line-commutated converters uses a set of thyristor valves usually
connected in a 6-pulse or 12-pulse configurations as shown in Fig. 7. A thyristor is
a solid-state semiconductor device which is able to conduct the current flow if the
anode voltage is more positive than the cathode voltage, similar to a diode, but
additionally requires a positive voltage applied to the gate terminal. The con-
duction process cannot be initiated without a current of proper polarity to the gate.
It is important to remark, that the gate only is able to control the thyristor turn-on.
Once the conduction process has started, the valve will continue to conduct until
the current through it drops to zero and the reverse voltage bias appears across the
thyristor.

LCC HVDC is a technology very suitable for the transmission of bulk power,
and its reliability and availability have been demonstrated for many years on land
installations. Moreover, it could be cheaper than others transmission systems for
power ratings of hundreds of megawatts [6]. Line-commutated converters have
several advantages, e.g., simplified control and reduced number of sensors,
reduced costs, lower conduction and switching losses, and robust and reliable
operation.

However, the use of LCC for grid integration of marine energy parks has been
neglected mainly because:

• Space requirements. LCC HVDC requires passive filters for its proper operation
and this increases the footprint of the installations which implies enormous
offshore platforms.

• AC voltage for the commutation. LCC HVDC needs an external commutating
source voltage for the proper operation. This means that the LCC is unable to
supply passive loads and it does not have start-up capability.

• Susceptibility to ac disturbances. LCC HVDC is highly susceptible to AC
network disturbances which results in a commutation failure [14].

• A LCC consumes reactive power in both sides of the system.
• High harmonic contents.

AC  
GRID

DC

VOLTAGE

Fig. 7 Six-pulse line-
commutated converter
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In the literature there have been the following concepts using LCC HVDC. In
[4, 17–19], it is proposed to use either a synchronous compensator or a static var
compensator (STATCOM) to provide the necessary commutation voltage required
for the operation of the LCC HVDC. STATCOM is set at the offshore station as
shown in Fig. 8. Moreover, the STATCOM can provide reactive power com-
pensation for the grid during steady state, dynamic, and transient condition.

In [20], it is proposed to use back-to-back PWM converter at each variable
speed turbine to provide the reactive power demand using a frequency controller to
regulate the firing angle or DC-link current to control the power flow of an OWF.

6 Voltage Source Converter for HVDC Transmission
in Offshore Wind Energy

Voltage source converter (VSC)-based HVDC transmission uses self-commutated
devices. The latest converters are built using series IGBT with antiparallel diodes;
however, they can be built using gate turn-off thyristors (GTO) or Integrated gate-
commutated thyristors (IGCT). The commutation can be achieved independently
of the AC system so the operation differs considerably from those based on LCC.
A VSC is shown in Fig. 9.

The main advantages of this type of converter are:

• External commutating source voltage is not required for the proper operation.
Contrary to LCC-based HVDC systems which are unable to operate without an
AC voltage for the commutation.

• IGBTs or similar work in a higher switching frequency range, so there is with
much lower harmonic distortion in VSC-based than LCC-based HVDC systems,
though with higher power losses.

Fig. 8 Diagram of the wind farm connection using LCC-based HVDC transmission
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• The ability to have independent control of active and reactive power. LCCs need
passive filters to supply the reactive power demand intrinsic to their operation.

• VSC is able to supply passive grids. This feature is important for the integration
of OWF since is related with the start-up capability and the ability to establish
an AC grid.

• Reduced footprint compared with LCC-based HVDC systems. The large foot-
print in LCC systems is caused by AC filtering that is needed for proper
operation.

The cost and switching losses in this type of converter are higher than in a line-
commutated converter. However, its high controllability compensates these
drawbacks. Active and reactive power can be controlled in the converter and
therefore, power quality issues are reduced. Therefore, the converter itself can be
used to maintain unity power factor or for reactive power injection to the grid.

Most of the research on the grid integration of OWF using HVDC has been
focused on the VSC HVDC [21] which is shown in Fig. 10. Some papers have
focused on the economic feasibility [22]. In [14] a comparison of AC and DC
transmission options is presented. It is concluded that the VSC-based HVDC is the
more affordable option when the OWF is above 100 MW and it is located to more
than 90 km. Several others have been focused in the control strategies [23–26].
Some papers have been focused on the impact on the power systems [27]. The use
of multiterminal configurations have been extensity studied [28–33]. Many papers
have been studied the fault response of the VSC [10, 32, 34].

DC

VOLTAGE

AC

GRID

Fig. 9 Voltage source converter
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7 New Trends on HVDC Transmission for Offshore Wind
Energy

7.1 Hybrid Topologies

An alternative which has been poorly studied is to build a hybrid HVDC using a
self-commutated converter, and a line-commutated converter. This hybrid topol-
ogy takes advantages from force-commutated converters, i.e., VSC, as well as
line-commutated converters, i.e., LCC. In the case of offshore applications, an
increase in efficiency and a reduction in cost are expected.

Grid integration of OWFs in [35, 36] are presented a configuration consisting of
a VSC located at offshore and an LCC located onshore as shown in Fig. 11. In [35]
the corresponding control strategy is stated, which is verified through numerical
simulations of several conditions including: the start-up and AC faults. In [35, 37]
a multiterminal approach was presented. In [38], it is proposed a hybrid with an
offshore LCC and an onshore VSC. The required commutation voltage and the
relatively large footprint of the offshore LCC stations are major obstacles to the
implementation of this concept.

In [39] and [40], a configuration is proposed, which consists of diode-based
rectifier and LCC in the same HVDC link. The concept is aimed to reduce the
power losses and installation costs. A control strategy is proposed both in steady
state and during transients. The concept is shown in Fig. 12.

Among current source converters some are made with self-commutating
devices, denoted in this work as PWM-CSC. To date, the use of PWM-CSC has
not been contemplated for HVDC applications. In [41] is presented a new hybrid
configuration consisting of an LCC and a PWM-CSC as shown in Fig. 12.

VSC VSC

Fig. 10 Diagram of the wind farm connection using VSC-based HVDC transmission
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In onshore applications, LCC is connected to the main grid, while the PWM-CSC
is connected to an OWF at offshore side. The potential benefits of this concept
include: low power losses, simple AC voltage controller, and good response to AC
and DC faults. Moreover, PWM-CSC and LCC are both current sourced converters
and the coupling between them can be effortlessly done.

Another option was proposed in [16]. This grid topology presents different
stages of conversion. The first stage of conversion is required for controlling the
generators. The second and third stages of conversion are step-up DC/DC con-
verters. The last stage of conversion is the onshore converter for grid integration of

VSCLCC

Fig. 11 Diagram of the wind farm connection using a hybrid between a VSC and an LCC

Diode 
rectifer

LCC

Turbines with 
back-to-back 
converters

Fig. 12 Diagram of the wind farm connection using a hybrid between a diode rectifier and an
LCC
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the wind farm as shown in Fig. 13. A novel DC/DC converter with a three-phase
high-frequency transformer is required in this kind of topology. Another similar
concept is the dispersed converter concept with series connection [16]. This
topology is schematically shown in Fig. 14.

In [16], it was found that series connection leads to the lowest grid losses.
However, the total losses are not competitive with DC parallel connections due to
the losses in the converters. As a consequence of that, the efficiency of the con-
verter must be improved in order to make series connection a practical alternative.

In [42], it is proposed to use an RMC which transforms the three-phase voltages
and currents in a square wave, high-frequency single-phase output. A high-frequency

LCC

Fig. 13 Diagram of the wind farm connection using DC/DC converters
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Fig. 14 Diagram of the wind farm with series connection
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transformer is used for galvanic isolation and to raise the output voltage. A full-
bridge diode rectifier is used as an AC/DC converter to connect the conversion
system with the output DC grid. The schematic is shown in Fig. 15.

7.2 Modular Multilevel Converter

Considering the shortcomings of the classic technologies (line-commutated con-
verters) for multiterminal operation, it is highly probable that the first developments
of the ‘‘renewable energy electricity highway’’ or the so-called Super-Grid will be
using VSCs. Among the different topologies of this type of converters, the modular
multilevel converter (MMC) introduced by Prof. Marquardt in [43] is the most
promising power converter for high-voltage/high-power applications [44–46].

The MMC is the only converter in the multilevel family that presents at the
same time a modular design while having only two DC terminals suitable for
HVDC transmission. Its topology allows a smooth and nearly ideal sinusoidal
output voltage which requires little or no filtering at all. It is able to operate at
lower switching frequencies; hence the converter losses are closer to the LCC
technology [44, 45, 47]. Its modular design may lead to a reduced production cost
and easier maintenance. Moreover, it has high scalability allowing a simple
adjustment to the maximum voltage by increasing or reducing the number of sub-
modules; and finally it has the ability to continue its operation in spite of module
failure, and could be operated without the need of a transformer [48].

Fig. 15 Reduced matrix converter
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The MMC three-phase structure is shown in Fig. 16. The converter is formed
by ‘‘n’’ sub-modules of which half of them are placed in the upper ‘‘arm’’ and the
other half on the lower ‘‘arm.’’ Each sub-module is composed of two switches
(IGBT ? diode), and basically allows two effective states: (1) a short-circuit or
(2) the appearance of the capacitor voltage between the sub-module terminals. The
converter needs two-arm inductances in order to compensate voltage unbalances
between the sum of the upper and lower ‘‘multi-valves’’ voltages in one phase
(created by all the sub-modules), and the DC source.

The currents of the upper and lower arms may be decomposed in two inde-
pendent terms each: One half of the current that will flow into the AC grid/load,
and an additional current called circulating or differential current that does not
flow into the load but stays ‘‘trapped’’ inside both arms of the converter, and
contributes to the DC current by means of its average value. In equations:

iUk ¼ idiffk
þ ivk

2
ð1Þ

iLk ¼ idiffk
� ivk

2
ð2Þ

Fig. 16 MMC topology
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Although the MMC topology may appear quite simple, the control task of
balancing the energy stored in the capacitors while performing a stable power
transfer between the DC and AC terminals is rather complex. Basically, it can be
divided into two control stages: On the one hand, a fast balancing algorithm is
implemented independently in each arm that will ensure that every capacitor will
have practically the same voltage waveform. To do so, one must measure and sort
all capacitors in the arm, and depending on the direction of the current flowing in
such arm, the algorithm will select among all capacitors of the arm, the ‘‘n’’ most
appropriate capacitors to be inserted, knowing that ‘‘n’’ will be given by the
controller at an upper stage. On the other hand, and at a superior regulation stage, a
control technique is implemented to equally distribute the energy between the
arms of the converter.

Thanks to the fact that the MMC operates with two ideally independent cur-
rents, two degrees of freedom are at our disposition when designing a control
scheme, instead of one as is usually the case with more traditional converters. The
load current is typically used to control the active power of the AC grid, while the
differential current is free to be used to balance and equally distribute among each
arm, the average of the energy stored in the converter.

Control methods have been proposed in order to accomplish this second task
based on accurate analytical models of the MMC in state space representation (see
[47, 49]). Some of the control strategies have been implemented by means of a
coordinate transform, where instead of controlling the differential current in its
natural phase ‘‘abc’’ coordinates, it has been controlled in the stationary ‘‘ab0’’ or
even in the rotating ‘‘dqo’’ coordinates, which result from Clarke’s or Park’s
respective transform (e.g., [50–52]).

Nonetheless, it seems to be getting clear that there are significant disadvantages
when the control is not designed in the natural ‘‘abc’’ phase coordinates (unlike
classical converters) since the complete phase-independent control of the converter
state variables is not possible, hence the MMC potential will not be fully exploited.
In [53] a control scheme in ‘‘abc’’ coordinates based on mathematical optimization
by means of Lagrange’s multipliers was presented to overcome this obstacle, by
extending the work previously done in [54, 55].

Furthermore, such promising results were extended to the MMC-HVDC case,
shown in Fig. 17, under unbalance operation in [56]. With this controller the MMC
acts as a ‘‘power oscillation firewall’’ as it absorbs the power fluctuations coming
from the AC side and caused by the unbalance operation, yielding a constant

Fig. 17 MMC-based HVDC configuration
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power output at the DC terminals in spite of the unbalance. This is particularly
useful in HVDC multiterminal applications, since the terminal that is being
operated under unbalanced conditions will not influence the rest of the terminals,
at least not through the DC grid.

Classic converters could achieve such conditions by means of their AC load
current. Nonetheless, the MMC achieves such operation by means of the differential
current, leaving the load current free to attend a different task; e.g., balancing the
currents at the AC side during the unbalance voltage operation. This was presented
in [52, 56] using a coordinate transform; while in [57], it was achieved with natural
phase ‘‘abc’’ coordinates, allowing full independent control of the averaged phase
variables of the converter.

8 Cable Technologies

Nowadays, there are three types of DC cables available in the market:

• Self-contained fluid filled cables
• Mass-impregnated cables
• Extruded insulation cables

Self-contained fluid filled (SCFF) cables have as insulation system consisting of
a paper impregnated with a low-viscosity fluid. The cable has a central duct where
the fluid is maintained under pressure allowing it to reach to the insulator. Since
fluid is in constant circulation, hydraulic and pumping stations are essential.
However, the possibility of occurrence of oil leakage is a potential risk for the
SCFF cables [58].

Mass-impregnated (MI) cables have as insulator a high-density paper impreg-
nated in a high-viscosity fluid. This type does not require fluid pressure supplying.
So, MI cables may be installed in a very long length without the large oil duct
system.

Extruded cables use cross-linked polyethylene (XLPE) as insulator. This option
has attractive features such as: (i) XPLE cables are lighter than MI or SCFF since
having better insulation properties so less insulation is needed. (ii) XLPE cables
have smaller banding radius than MI and SCFF so to install and to transport is
relatively easy. (iii) As MI cables, XPLE cables do not need an oil duct system, so
there is not risk of oil leakage [58].

AC cables, XLPE type, up to 200 MW to 150 kV have been successfully
installed for submarine applications [5]. However, as was mentioned above the
cable distance is limited by the reactive power demand, which is the product of
the capacitive characteristic of the cable. This limitation can be overcome with the
assistance of reactive compensation on both sides of the cable, but the cost of
installing more platforms to locate such compensation makes it unaffordable. LCC
HVDC uses MI-insulated cables, which are made from copper with high-density
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oil-impregnated paper as an insulator. It is also possible to use SCFF cables. XLPE
cables have been only applied for HVDC with VSC technology. XLPE are made
using a solid dielectric instead of pressurized liquid or oil-impregnated paper.
XLPE cable has insulation degradation to voltage polarity reversal, therefore it is
not recommended for HVDC with LCC technology [59].

9 Final Remarks

Nowadays, wind energy can be categorized as a mature technology, but the large-
scale expansion is limited by factors such as the land use and the visual impact of
facilities on land. The development of the offshore wind energy industry can
overcome the above-mentioned limitations. One of the greatest challenges is the
transmission of large amounts of energy over long distances.

For interconnecting the OWFs there are two alternatives: HVAC and HVDC.
Today, HVAC is chosen in most of the projects located at a relatively short
distance to the shore since HVAC cables have a high capacitance per length, which
require excessive reactive power and this reduces the total current delivery
capability.

For offshore applications, HVDC becomes a more attractive solution in terms of
investment and operating costs as the distance from the shore increases. There are
two HVDC technologies: LCC-based HVDC and VSC-based HVDC. Most studies
on the grid integration of OWFs have been focused on VSC. However, LCC has
the lowest power losses and the lowest cost among the converter for HVDC. This
chapter has presented several concepts that used LCC and other types of devices
that can be used for the grid integration of OWFs.
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Wind Farm Protection

Waqar A. Qureshi and Nirmal-Kumar C. Nair

Abstract Transmission system operation with wind generators has been well
analyzed for issues like forecasting, reliability, control, power quality, and fault
ride through (FRT) impacts following large-scale integration. However, there are
still no standardized protection schemes for wind farms such as those practiced for
the protection of conventional generation plants. Wind generators’ collective
response under high penetration scenarios needs special attention especially under
abnormal operations such as grid disturbances and faults. During abnormal grid
situations like faults, protection requirements for wind farms depend on a variety
of factors. Different wind generation technologies exhibit different dynamic
characteristics compared to conventional synchronous generator plants. Network
characteristics and their interaction with available wind technologies also impact
the fault behavior. This chapter first comprehensively reviews the integration
characteristics and criteria for three different wind generator technologies con-
nected to high voltage (HV) transmission systems. Aspects such as selection of
time step and impact of additional controls such as crowbar protection are also
discussed with their possible impacts on fault current estimation. A case study in
DIgSILENT� PowerFactory has been developed to assess and compare the fault
response of wind generator technology types. The response of each WTG type is
generalized and analyzed in time domain to determine the number of electrical
frequency cycles before the fault current reaches to steady-state value. Based on
the estimated number of cycles and in the scenario of weaker interconnecting
grids, protection schemes performance and protection relay operation are mainly
assessed for each wind turbine generator (WTG) type. Technical challenges and
difficulties are also highlighted before concluding.
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1 Introduction

The protection practices for wind farms are not standardized. This chapter first
reviews the general existing protection practice at wind farms. A brief comparison
has been made between conventional generation and wind farm layout to further
explore the protection design in each case. The chapter discusses a number of
factors effecting fault current or its calculation for different wind generator tech-
nologies types as highlighted in earlier chapters. In order to investigate possible
issues with existing protection schemes in case of a large wind farm, a specific
case study representing a weak grid scenario has been established. This case study,
thereafter, is assessed for all the four types of wind generator technologies at the
same time. Through dynamic analyses using DIgSILENT� PowerFactory, com-
parative fault behavior analyses are achieved. Using results from the case study,
the protection performance of each individual WTG type is investigated. Chal-
lenges to wind technology modeling and standardization efforts are also high-
lighted in this chapter.

2 Conventional Generator Layout

Figure 1 illustrates the philosophy of conventional generator layout and its con-
nection to the power system. A conventional generator normally generates at a
relatively higher voltage level compared to wind farms, for instance 11–15 kV,
thus directly connecting to a medium voltage (MV) level bus as shown in the
figure. The voltage is further stepped up through a high voltage (HV) transformer
to connect to grid through HV transmission link. The actual arrangement for
relatively smaller generation units may vary but large conventional generation
units generally follow this arrangement.

3 Wind Farm Layout

Figure 2 illustrates the philosophy of wind farm layout and its connection to the
grid. A wind farm comprises multiple wind units varying from a few to hundreds
in number. Each WTG normally generates at a relatively lower voltage (LV) level
compared to wind farms, for instance 400 or 690 V; thus directly connecting to an
LV level bus called collector feeder as shown in Fig. 2. Each collector feeder may
have one or few units connected to it in parallel. The voltage from these collector
feeders is then collected to collector bus to achieve aggregated power from all
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turbines at the same time. Collector bus voltage is then further stepped up through
HV transformer to connect it to grid through HV transmission link. The flexible
alternating current transmission systems (FACTS) devices such as static VAR
compensators (SVCs) and static synchronous compensator (STATCOMs) are
generally connected at the collector bus but they may vary in location in the real
practice. The actual arrangements differ but most of the installed wind farms
globally follow this arrangement.

4 Wind Farm and Conventional Generation Protection

Figure 3 explains the philosophy of conventional generator protection and its
protection zones. A large conventional generator is protected through the standard
protection philosophy of unit generation protection scheme. In the above case it is
easier to establish coordination among generator, transformer, and transmission
protection because of limited or single unit of generation. Conventional generators
even have the capability of supplying reactive power and the inertia is also an
inherent capability. Because of the reactive support and having higher short-circuit
strength, they have higher FRT capability and they can satisfy almost any FRT
criteria established in any part of the world.

If wind farms are compared to conventional generators, they will require dif-
ferent and varied protection requirements. Since a single wind farm usually con-
sists of several wind units and these units are connected together to collector bus
through collector feeders. Reactive support is also a separate unit and is normally

Fig. 1 Conventional generation interconnection with grid

Fig. 2 Wind farm interconnection with grid
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connected to collector bus. The collector bus voltage is stepped up in order to
connect to transmission system as shown in Fig. 4. In thisarrangement, protection
requirements are different from normal conventional generator as each wind unit is
provided with generator protection and also has the collector feeder protection.
The coordination of transmission protection with entire unit protection configu-
ration requires additional effort and care.

5 FRT Criteria, Protection, and Control Coordination

In the context of FRT capability, undervoltage and overvoltage protection relays
must operate accurately to achieve ride through and ensure safety of the wind
farm. The safety of the wind units is also important as wind farm operating on
extended envelope requirements cannot afford any malfunctioning of these relays.

In addition to voltage envelope requirement for abnormal operation, grid codes
also demand wind farms to operate on extended voltage and frequency limits

Fig. 3 Conventional generation protection

Fig. 4 Wind farm protection
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during normal operation. These requirements have been well-defined in some of
the grid codes and are to be satisfied even at the expense of active power [1].
Robust control design of the wind farm can help achieve these requirements. Not
all available technologies meet these requirements, thus requiring additional
control blocks, demanding certain protection requirements.

All the above-mentioned expectations from large wind farms have a direct
impact on the fault response of the wind units while riding through the faults and
participating in market services at the same time. Increasing penetration of larger
wind farms using different WTGs raises questions on system protection schemes.
The literature review identifies that this aspect requires much more attention.
Ongoing research for large-scale wind integration is around standardization of
practices followed in transmission systems and exploring new options for control
that will support the grid. Normal system operation with wind has been well
studied with issues like forecasting, reliability, power quality, transient stability,
and FRT impacts following large-scale wind integration [2]. However, there are no
standard protection schemes for wind farms, yet are available like those available
for conventional generation plants. Wind generators collective response has not
been discussed much especially under abnormal operations such as grid distur-
bances and faults.

Reference [3] discusses impacts of distributed generation on protective device
coordination, but focuses on distribution system rather than transmission system.
In [4, 5] the author has analyzed the performance of conventional protection
schemes used for a 225 MW wind farm and some issues such as disconnection of
whole generation in case of fault in a single wind generator is highlighted. This
leads toward investigation and design of new intrawind farm protection schemes
and better coordination strategies for future integrations. Reference [6] discusses
the earth fault protection for decentralized wind power plants. Overcurrent pro-
tection based on a particular model and testing facility for Type-1, 2, and 3 wind
farms has been discussed but only from the modeling validation viewpoint [7]. The
importance and necessity of overvoltage and overvoltage lightning protection has
also been identified based on a Chinese case study but not emphasizing over any
particular WTG or its protection issues [8]. Some of the potential WTG faults and
their effective management through the IEC 61850 perspective and control
viewpoint is discussed in [9–11]. In order to assess accurate protection settings,
realistic wind farm models are required. These models should closely represent the
dynamic behavior of connected wind farms. Accuracy of the machine model,
ability of the model to be used to carry out balanced and unbalanced studies, type
of the model based on its differential equation order, and accurate transfer func-
tions of the control blocks are essentially required.

There is a need to carry out detailed system short-circuits and fault studies
under various operating scenarios. Though short-circuit models for WTGs have
been proposed in a few publications, standardization of relaying schemes is still a
work in progress. These studies require wind farm modeling and all fault calcu-
lations and protection relay settings would thereby be influenced by the models.
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Terminal voltage, stator, and rotor current magnitude during a fault are influenced
by the model type [12].

The next section presents a case study developed in DIgSILENT� Power-
Factory to carry out comparative analyses of dynamic fault behavior of all four
mentioned WTG arrangements from a grid interface perspective. The impacts of
each WTG arrangement on protection operation and performance for distance,
differential, and overcurrent protection are explored and discussed in detail as the
scope of this chapter.

6 Case Study

6.1 Network Under Study

Fault current response of WTGs depends on the following factors;

• Short-circuit strength of WTG technology;
• Distance of WTG from PCC;
• System protection schemes;
• Voltage level of connection point; and
• System characteristics at that particular network region.

For weak system conditions, an individual distant wind farm connected to an
HV system has been selected as case study in the scope of this chapter. To
understand the response of each of the WTG technologies, a case study has been
developed to carry out a comparative study for different WTG types. The network
used for this case study is shown in Fig. 5. All the WTG types are connected under
the same network conditions to provide a fair basis of comparison. All the models
of this network are developed in DIgSILENT� Power Factory, and are lumped
aggregated models. A strong external network having large short-circuit strength
has been modeled but this has been separated by two long transmission lines. This
is an attempt to create a weak network, as there is no conventional generation near
the wind farms and the external infinite grid is separated by transmission lines.
FSIG (Types-1 & 2) and DFIG (Type-3) wind farms are stepped up to a 0.69/33/
220 kV voltage level to connect to point of common coupling (PCC). Full-scale
frequency converter (FSFC) (Type-4) is stepped up to 0.4/33/220 kV voltage level
to be connected to PCC. The voltage is further stepped down for transmission.
Network and generators parameters are given as shown in the Appendix Tables
A.1, A.2, A.3, and A.4. However, the system parameters are given in Table A.5 in
Appendix A.
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7 Wind Integration Dynamic Fault Studies

7.1 Model Order Impact on Fault Current or Voltage

The model-related difference in the machine short-circuit behavior is primarily
caused by disregarding stator flux transients in the reduced third-order model.
However, ignoring the term is only suitable for slow variations and control under
limited conditions. It is concluded that the third-order model should not be used for
effective fault analysis. The results of the test cases show that the crowbar pro-
tection settings also have significant influence on the DFIG short-circuit model.
The short-circuit model is useful for grid operator to determine whether it meets
the requirements of recently proposed grid codes. Wherever possible, fifth-order
model should be used to conclude accurate fault current values. The concept has
been discussed in this co-authored publication [12].

7.2 Time Step Impact on Fault Current or Voltage

The selection of ideal time step is also a very important factor. If the time step is
too short it might result in some abrupt values within one cycle of the electrical
frequency and peak current values obtained through such results may cause
protective devices to underestimate the fault. This may result in inefficient

Fig. 5 Case study for comparative fault study
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performance of the protective relays. In order to understand the impact of time step
on fault current magnitudes for protection configuration, the Type-3 model as
discussed above in this chapter was observed under similar network and fault
condition scenario. The time step for this simulation was varied from 0.001–0.01 s
in a manner illustrated in Fig. 6.

It could clearly be observed that the peak current is directly dependent on the
time step duration.Protection relays and devices are configured based on these
peak short-circuit currents obtained from simulation results. Thus, in order to
assess the protection performance, reasonable time step duration should be
selected to improve protection performance. For the above-mentioned case study,
time step duration has been selected as t = 0.01 s. This is because of the fact that
during 10 ms which is half of the electrical frequency cycle, it is rare that any
protection device may detect the fault and fault current would eventually come
down to a magnitude shown by crossed dotted lines.

The selection criteria for the time step would be determined by the specific
control and protection application of the system. For instance, a system does not
consider high magnitude but short-duration current spikes would be less concerned
about choosing a shorter time step. Applications requiring/functioning based on
high magnitudes even of shorter durations, must catch such peaks, thus requiring a
time step to be as short as possible. For HV transmission protection, a shorter time
step may be preferred and for a local distribution system a longer time step may be
suitable because of its short calculation/simulation duration.

7.3 Crowbar Impact on Fault Current or Voltage

Besides the model order type time step duration, other controls within WTG or
wind farm may have direct impacts on fault current calculations. A commonly

Fig. 6 Impact of time step duration on fault current
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used and proposed technique is a bypass resistor known as crowbar resistor which
is connected to rotor terminal to improve FRT capability for Type-3 which is
discussed in several Refs. [13–17]. Bypass technique not only improves the FRT
capability but also protects the rotor from being damaged. However, when the
crowbar is connected, a Type-3 behaves more like a conventional induction
generator, thus compromising the control performance [18, 19]. This technique has
its own merits and demerits. While performing the analysis, it is important to
identify all the internal controls and protection functions which could interact with
your fault current calculations. To explain this phenomenon, Type-3 (DFIG)-based
machines having similar network condition and parameters are discussed in Sec-
tion 6.1 of chapter ‘‘Probabilistic Modeling and Statistical Characteristics of
Aggregate Wind Power’’, where a specific scenario was simulated.

This scenario involves enabling and disabling the crowbar protection within the
DFIG model. The crowbar protection was set to operate if the fault current
exceeded 1.6 pu in magnitude. Both the fault current profiles for Type-3 machine
have been recorded as reported in Fig. 7.

From Fig. 7, it is worth noticing that with crowbar protection the fault current
significantly drops down to a negligible value in two electrical frequency cycles. In
such cases, Type-3 machines may have severe impacts on protection relay oper-
ation during the fault. The details about protection performance in scenarios of
‘with crowbar protection’ and ‘without crowbar protection’ have further been
explored in the following sections.

7.4 Comparative Fault Analysis for WTGs

In this case study, a three-phase fault on 110 kV busbar has been simulated as
indicated in Fig. 5. The fault duration is 400 ms with zero impedance. The purpose
of this dynamic fault study is to understand the behaviors of large wind farms with

Fig. 7 Impact of crowbar duration on fault current
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regard to the WTG technology used. Thus, the resultant fault current and voltage
from each generator collector bus have been recorded. To understand the
responses from each of the wind generator types, similar fault scenarios have been
created for each WTG type, while the wind farm is connected to the same PCC.
One type of wind farm is connected at a time. The purpose of developing scenarios
of weak and independent connections is to investigate the future possibility of
having only wind farms connected to PCC, because wind is a resource that is
limited to specific parts of geographical regions. If a wind farm of some wind
technology isconnected to a grid location then it is very unlikely to have con-
ventional generation in the same region. The fault current contribution and positive
sequence voltages have been recorded. The results are illustrated as shown in Figs.
8, 9, 10, and 11.

The normal operations of wind generator types have been well understood.
These wind farms may not have a direct impact on each other in the case of normal
operation. Their interaction in a case of abnormal operation such as a system fault
or any frequency event remains unidentified unless that region faces a similar
situation. As FRT criteria are in place it becomes important to investigate these
wind farms for system security and voltage stability issues to overcome severe

Fig. 8 Fault response of Types-1 and 2 (IG) wind farms

Fig. 9 Fault response of Type-3 WTG with crowbar
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situations through special protection schemes. Since wind farm interactions may
also impact the fault response of any particular wind farm to the system, it is
essential to understand a standard response of a generator connected independently
to a grid. Based on the simulation results, Fig. 8 represents the pu current and
voltage response of Types-1 and 2 WTGs. It is worth noticing that Type-1 and 2
are being treated the same due to the fact that rotor resistance is fixed during
simulation. Figures 9 and 10 represent similar responses in pu (per-unit) for Type-
3 with and without crowbar action, respectively. Figure 11 shows the response
from Type-4 WTGs.

8 Significance of Results

Based on the results obtained from Figs. 8, 9, 10, and 11, the fault response of each
generator type can be approximated as shown in Fig. 12.

Type-1 and 2 WTGs have been widely available technologies for large-scale
wind units and they are normally modeled as a voltage source behind the locked

Fig. 10 Fault response of Type-3 WTG without crowbar

Fig. 11 Fault response of Type-4 WTG
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rotor impedance. The response is not ideal as a ‘short-circuit’ current source.
Typically, the induction generator contributes to the initial three-phases short-
circuit current at generator terminals fault, supplying balanced short-circuit cur-
rents that normally are 2–4 times the generator rated current. This short-circuit
current quickly decays, and typically may be neglected past a few hundred mil-
liseconds (300–400 ms) after the short-circuit inception, depending on the size and
design of the induction generator. However, Fig. 9 shows that the initial short-
circuit current is close to 2.5 times the WTG rated current and decays quickly,
similar to the typical induction response.

In terms of modeling aspects, Type-1, 2, and 3 WTGs initially behave as a
voltage source. Their equivalent circuit can be represented as shown in Fig. 13a.
However, after a very short time because of the presence of rotor and grid side
converter control action, the response of Type-3 WTG differs from Types-1 and 2
and matches the response of Type-4 WTG which is a constant current source
response. At that time, the equivalent circuit of Types-3 and 4 may be represented
as shown in Fig. 13b.

Type-3 WTG transient response quickly decays from the initial short-circuit
current of a magnitude of 2–4 times the rated current, as a typical squirrel cage

Fig. 12 Generalized fault current response of wind generators
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machine, to the limited steady-state current value in the range of 1–1.5 times the
generator rated current (Iss). The decaying time is typically a few tens of milli-
seconds (40–60 ms). After a few cycles, these WTGs behave as an ideal current
source that supplies continuously balanced constant current to the three-phase
short-circuit [6]. WTGs equipped with DFIG type respond to the above model only
if the generator rotor electronic converter is adequately sized or if the generator
system is technically equipped to withstand the short-circuit current without any
additional controls such as crowbar action or any special protection scheme in
place to trip DFIG to guarantee electronic devices self-protection. However, this
may not be true if the DFIG operation is altered by the introduction of crowbar or
other control action. If crowbar is activated, Type-3 WTG response matches with
Type-2 WTG but fault current decays even faster than Type-2 WTGs. By contrast,
DFIG current response as shown in Fig. 12 shows that current reaches a much
lower value than the rated value.

Figure 11 shows that Type-4 WTG current builds up to 1.6 times that of the
steady-state current but it is worth noticing that it immediately goes back to
steady-state value in less than one cycle. This is such a short duration for pro-
tection and control activation and so can be ignored here. Such a peak could be due
to limitations in modeling full-scale frequency converter-based WTG. It can also
be observed in Fig. 11 that fault current through FSFC reaches to a steady value
very quickly. This response entirely depends on the converter capability and
models being used for dynamic studies. Generally, in case of Type-4 WTG, the
initial short-circuit current is around 25 % of the rated current and this builds up in
2–4 cycles to reach a rated value of constant current (Iss) [6].

The next section onward focuses on finding possible issues with relay perfor-
mance for the various protection types. The most commonly used protection type
in case of large wind farms are distance, differential, and overcurrent schemes.
These schemes have some minimum sensitivity requirements to detect the fault
and operate relays. Most of the modern relays require a minimum current mag-
nitude (Imin) to carry out these calculations and operate relay. If the current to the
relay is lesser than its minimum required value, relay may not operate and fault
could remain unattended.

As mentioned earlier, each WTG is connected to the grid with no conventional
generation in the vicinity. In addition, the grid is separated by a long transmission

Fig. 13 a Equivalent circuit of Types-1, 2, and 3 immediately after fault, b equivalent circuit of
Types-3 and 4 during the fault
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network, thus creating the situation of a weak grid. In such a case, there are two
possible issues. If a wind unit does not supply enough fault current as expected,
then relay might not operate. Let us examine each of the protection type and their
possible issues for all four WTG types. It is worth repeating that the system is a
radial one with a single wind farm feeds the fault. The argument revolves around a
relay operation where the minimum required current known as pick up current (Ip)
is being fed through WTG only.

8.1 Type-1 and 2 WTGsProtection Performance

Distance relays operate based on measured impedance value from relaying point to
fault location. These impedances are calculated based on ratios of phase to ground
voltages of each phase and phase currents. Initial fault current from Type-1 and 2
WTGs is much larger than the rated value so the minimum required or pickup
current to operate distance protection is easily achieved; thus, distance relay
connected to such wind farms may not have any issues in sensing the fault.
However, the fault current decays to a much lower value in a period of a few
cycles. This means distance relay for Zone 2 and Zone 3 protections may not
adequately function.

Differential protection schemes are not used for all types of transmission levels,
being used mostly for HV lines or some of the critical lines. In case of differential
protection, Type-1 and 2 WTGs are capable enough to feed in sufficient current at
the initial stages of the fault to get protection activated.

For overcurrent protection, Type-1 and 2 WTGs may easily supply enough fault
current to get overcurrent relay activated and operated. However, the coordination
may be the main concern. Normally, overcurrent protections are used as back-up
protection, or if used as main protection, they are delayed to coordinate with
differential and distance protection relays, resulting in overcurrent relay waiting
for a few hundred milliseconds before the operation. During this waiting period,
the fault current of Type-1 and 2 WTGs may have decayed to a much lower value,
causing overcurrent protection to fail to operate.

With the presence of FACTS, typically used to improve voltage response, there
exist more uncertainties estimating a fault current magnitude of the Types-1 and 2-
based wind farms. FACTS devices have some advanced controls which may play a
role in achieving fault current response from WTG feeder terminal.

8.2 Type-3 WTG Protection Performance

In the absence of crowbar action, distance protection is unlikely to face any issues
with Type-3 WTG collective response as the initial current magnitude is large
enough to get distance relays operated for Zone-1 protection. After a few cycles,
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the current response quickly decays to a rated value, capable of achieving Zone 2
and Zone 3 protection activation. Differential protection may not have any prob-
lems depending on Type-3 WTG collective response. The initial current should be
able to activate the differential protection scheme. However, an overcurrent pro-
tection scheme may face issues due to protection coordination delays and the
decaying response of such WTGs.

As discussed earlier, this response may be altered through the insertion of a
crowbar with the rotor circuit, intentional trips, or any other control/protection
action within a WTG. The distance protection, differential protection, and even an
overcurrent protection may have detection issues if the crowbar is activated. As
shown in Fig. 12, the current response of Type-3 becomes negligible within few
cycles as soon as the crowbar action takes place. Either crowbar action is to be
delayed or other control strategies used to ensure reliable operation of protection
devices. Some turbine manufacturers are employing advanced controls such as
advanced grid options 2(AGO2) in VESTAS made turbines. Certain Type-3 WTG
may also require FACTS devices having some impact on collective fault current
response from collector feeder similar to Type-2 WTG-based wind farms.

8.3 Type-4 WTG Protection Performance

If protection schemes are solely dependent on collective current response of Type-
4 WTG, in case of a weak grid situation, then protection operation is an important
concern. The initial current response from standard Type-4 WTG is not significant.
The fault current magnitude increases within a few tens of milliseconds (30–40
ms) reaching to a value of the rated current magnitude (Iss). If such WTG is not
supported through some additional advanced control features then distance, dif-
ferential, and overcurrent protection schemes are most likely to have functional
problems.

With the response shown in Fig. 11, Type-4 WTG may not be able to supply
enough current for Zone-1 protection to operate. Differential protection may also
have problems as the fault current may take some time to achieve its rated value,
and overcurrent protection may hardly detect the faults because it is difficult to
detect normal and abnormal current magnitudes, with the magnitude of fault
current supplied by Type-4 WTG.

Nowadays, it is being claimed that modern Type-4 WTGs are far more capable
than other wind technologies but these claims are still to be verified through testing
and validation for certain fault situations other than simulation platforms. Sig-
nificant advancement is not achieved in this direction as unsymmetrical and
detailed models of Type-4 WTGs are still awaited to be available for research and
study purpose.
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8.4 Summary of WTG Protection Performance

On basis of the above results, the protection performance of three main schemes
against four different WTG technology types has been summarized as shown in
Table 1.

9 Summary

This chapter reviews the existing literature related to wind farm protection and
identifies important aspects worth considering for the design of protection for the
various WTG types. It discussed the interconnection of wind units to the grid
through multiple hierarchies and identifies possible areas where protection system
or relays could be installed. Later, in this chapter a case study involving Type-1–
Type-4 type WTGs is carried out, recording the fault current data for each type
during a similar fault condition. Results obtained from the mentioned case study,
developed in DIgSILENT� PowerFactory, have been utilized to analyze the fault
behavior of four common WTG types. WTG type equivalent short-circuit models
are presented to form the basis of comparative fault behavior study. The responses
have been then generalized to an extent and compared to analyze their impacts on
protection operation and performance under a weak grid interconnection. Distance,
differential, and overcurrent protection operation and performance have been
assessed for each WTG type. The chapter further identifies impacts on fault current
because of three major aspects of modeling. These aspects include mechanical
model order type, time step, crowbar protection, and additional controls. All these
aspects have significant impact to achieve the correct current magnitudes for
protection relay configuration. Practical challenges and implementation issues
identified can be addressed by improving cooperation among wind generators,
transmission system operators, and researchers.

Table 1 Summary of protection performance issues for WTG technologies

WTG
technology

Protection schemes

Distance protection Differential protection Overcurrent protection

Types-1
and 2

May have sensing
issues in Zone-2 and
Zone-3

No known issues May not have issues as main
scheme but could have issues
as backup scheme

Type-3 No known issues May have issues while
crowbar protection
is activated

May have issues while crowbar
protection is activated

Type-4 May have detection
issues for Zone-1 at
higher voltages

May have detection
issues at higher
voltages

May have detection issues for
smaller clearance time
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Appendix A:

Table A.1 Parameters for
FSIG and DFIG generators

Parameter Representation Value

Rated voltage V 0.69 kV
Rated power Pm 2 9 20 MW
Rated power factor pf 0.8799
Efficiency g 98 %
Nominal frequency fm 50 Hz
Nominal speed Nm 1,485 rpm
No. of pole pairs N 2
Stator resistance Rs 0.00889 pu
Stator reactance Xs 0.1
Rotor resistance Rr 0.1022388 pu
Rotor reactance Xr 0.1017394 pu
Magnetizing reactance Xm 3.1198 pu
SVC rating Q 23 Mvar

Table A.2 Parameters for
DFIG converter

Parameter Representation Value

d-Axis current gain Kd 0.05
d-Axis time constant Td 0.013
q-Axis current Gain Kq 0.05
q-Axis time constant Tq 0.013
Max rotor current for crowbar MaxIr 1.3 pu
Crowbar bypass time Tbypass 0.06 s
Additional rotor crowbar resistance Ra’ 0.1 pu

Table A.3 Parameters for
FSFC

Parameter Representation Value

Rated AC voltage Vac 0.4 kV
Rated DC voltage Vdc 1 kV
Rated power Pm 40 MVA
Short-circuit impedance Zsc 10 %
Copper loss Pc 120 kW
AC voltage set point Set Vac 1.05 pu
DC voltage set point Set Vdc 1.00 pu
Chopper rating Ich 40,000 A
Reactive power limits ±Q ±0.4 pu
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Wind Power Plants and FACTS Devices’
Influence on the Performance of Distance
Relays

L. A. Trujillo Guajardo and A. Conde Enríquez

Abstract The continuous growth in power demand in the electric power system
allowed the development of various power electronics-based schemes for com-
pensation and optimization of transmission systems. The converter-based systems
like wind power plants (doubly fed induction generator or DFIG scheme), flexible
AC transmission systems (FACTS) devices such as static synchronous compensator
(STATCOM), unified power flow controller (UPFC), and series compensator are
power electronics-based equipment, so the inclusion of the converter-based systems
in the power transmission system generates frequency components that affects the
performance of the distance relays, the relays have constant pickup values which
will be exposed to these new power system conditions causing fault detection
problems. The modern power converters generate a wide spectral band of frequency
components which compromise the quality of the energy delivered, which affects
the operation of the electric power grid, power consumers, and relay protection
systems. Relay operation should be established using only the fundamental signal
components at the nominal frequency because these are proportionately affected by
the fault location. The main purpose of the conventional digital filters in distance
relays is to estimate the fundamental frequency phasor of the electric input signals
required by the relay, but when frequency components as interharmonics or sub-
harmonics exist in the voltage and current signals, the conventional digital filters as
Cosine or Fourier will cause an error in the fundamental frequency phasors esti-
mate, and by consequence an error in the estimate of apparent impedance, this will
compromise the performance of the distance relay causing underreach or overreach
(fault detection problems). This book chapter is intended to present the effect
and compensation of nonfiltered frequency components, such as interharmonics
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and subharmonics in the performance of conventional distance relays. Prony
method is implemented as a filtering technique as a solution of the apparent
impedance measurement error due to nonfiltered frequency components; simulated
cases and real fault events are evaluated to validate the proposed distance relay
algorithm.

Keywords Wind power plant � STATCOM � UPFC � Series compensation �
Distance relay � Prony

1 Introduction

Converter-based systems like wind power plants DFIG schemes (doubly fed
induction generator) which are the most common wind turbine schemes use a
wound rotor induction generator which is controlled by a back-to-back power
converter. The stator of a doubly fed induction generator (DFIG) is connected to
the grid directly, while the rotor of the generator is connected to the grid by
electronic converters through slip rings. Self-commutated converter systems, such
as IGBT-based switching converters, are normally used for this type of system.
The DFIG normally uses a back-to-back converter, which consists of two bidi-
rectional converters sharing a common dc link, one connected to the rotor and the
other one to the grid [1, 2]. Another converter-based system known as flexible AC
transmission systems (FACTS) devices, such as static synchronous compensator
(STATCOM) which is used for parallel compensating of reactive power and, its
inductive or capacitive current can be controlled independent of system AC
voltage using a voltage source converter (48 pulse VSC), a coupling transformer,
and controls [3]. The STATCOM injects a reactive current into the system to
correct the voltage sag and swell [3]. The unified power flow controller (UPFC) is
the most versatile and complex of the FACTS devices. UPFC which consists of a
series and a shunt converter connected by a common DC link capacitor can
simultaneously perform the function of transmission line real/reactive power flow
control in addition to UPFC bus voltage/shunt reactive power control. The shunt
converter of the UPFC controls the UPFC bus voltage/shunt reactive power and
the DC link capacitor voltage. The series converter of the UPFC controls the
transmission line real/reactive power flows by injecting a series voltage of
adjustable magnitude and phase angle. The interaction between the series injected
voltage and the transmission line current leads to real and reactive power exchange
between the series converter and the power system [3]. The fixed series com-
pensator (FSC) reduces the electric distance of a transmission line allowing an
increment in the power transfer capability, it comprises capacitors banks and
parallel metal oxide varistors (MOVs), triggered spark-gap, and a bypass switch
(Circuit Breaker). The MOVs protect the capacitors bank from overvoltages during
and after transmission system failures. The triggered spark-gap protects the MOVs
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against excessive energy absorption and the bypass switch (Circuit Breaker), in
turn, protects the triggered spark-gap. Three high-voltage disconnecting switches
serve to integrate the FSC into and isolate it from the transmission line [4]. The
devices described are power electronics-based equipment, where its operating
characteristics interacting with the power system during a fault condition could
lead in a power quality issue in the voltage and current signals causing a mal-
operation of a distance relay, so the inclusion of the converter-based systems in the
power transmission system generate frequency components as interharmonics and
subharmonics [5–11]. The quality of the voltage and current signals are now a
significant problem for the electric power system which affects the operation of the
electric power grid, power consumers, and manufacturers of electric-electronic
equipment. The main problem in the quality of current and voltage signals is
caused by the inclusion of equipment that its operation is based on power elec-
tronics; this is the main reason why certain requirements are necessary for a good
quality of the energy in the electric power system.

The input voltage and current signals required by the distance relay are
expected to be purely sine with an assigned amplitude and frequency. The modern
power converters generate a wide spectral band of frequency components which
compromise the quality of the energy delivered, and by consequence there’s an
increment in the power losses and the reliability of the electric power system is
reduced [9].

In some cases, the large-scale power converter schemes generate in addition to
the typical operational harmonics of an ideal power converter, noncharacteristic
frequency components as interharmonics and subharmonics will greatly deterio-
rate the power quality of the voltage and current signals [9–11].

The estimation of the frequency components is very important in the power
system protection schemes, that is why the characterization of these frequency
components allows to compensate measurement errors in the electric protection
system, such as distance relay. The frequency components as interharmonics and
subharmonics could not be rejected by the distance relay digital filters (Cosine or
Fourier filter) [12–15]. The main purpose of the conventional digital filters in
distance relays is to estimate the fundamental frequency phasor of the electric
input signals required by the relay, but when frequency components as interhar-
monics or subharmonics exist in the voltage and current signals, the conventional
digital filters as Cosine or Fourier will cause an error in the fundamental frequency
phasors estimate [13], and by consequence an error in the estimate of apparent
impedance; this will compromise the performance of the distance relay causing
underreach or overreach (fault detection problems) [16–19].

The Prony method is a good alternative to obtain the correct apparent imped-
ance measurement by estimating the fundamental frequency voltage and current
phasors [20].

The main contribution of this chapter is the implementation of Prony method as
a filtering technique in distance relay algorithms; hence, an apparent impedance
measurement error due to nonfiltered frequency components (generated by the
interconnection of wind power plants and FACTS devices in the power grid) when
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conventional digital filters (Fourier or Cosine) are used is compensated. The
solution is presented and is validated using simulated and real fault events.

The organization of the chapter is as follows: in Sect. 2 the model of con-
ventional distance relay and the effect of nonfiltered frequency components is
presented; in Sect. 3 the fundamental frequency phasor estimation error is
characterized due to the impact of converter-based systems in the performance of
distance relays. In Sect. 4 a proposed distance relay algorithm using Prony
method as filtering technique is presented as a solution of the error in the
fundamental frequency phasor estimation in conventional distance relays due to
nonfiltered frequency components in the voltage and current input signals. Then
in Sect. 5 an evaluation of the proposed algorithm is performed using simulated
and real fault events. Finally Sect. 6 closes the chapter with the main conclu-
sions of this work.

2 Distance Relay Modeling

The distance relay operation is based on the amplitude or phase comparison of two
input signals, operation and polarization, to determine the trip condition.

The distance relay models could have an amplitude or phase comparator that
responds to the magnitude or phase angle displacement between input signals [12].
The input signals of an amplitude or phase comparator are obtained using the
electric signals measured by the instrument transformers and design constants. The
model of the distance relay is shown in (1).

SO or S1 ¼ k1\a1 � Vr\0o þ ZR1\h1 � Ir\� ur

SR or S2 ¼ k2\a2 � Vr\0o þ ZR2\h2 � Ir\� ur

ð1Þ

where S1 and S2 are the input signals to establish the trip signal; �k1 and �k2 are the
constants for the design; �ZR1 is the replica impedance of the protected transmission
line; and �ZR2 is the impedance multiplied by the current, resulting in a polarization
voltage; �Ir and �Vr are the electric input signals which are estimated by the phasor
estimation technique (Fourier filter or Cosine filter) to obtain the fundamental
frequency phasor [13].

In Fig. 1 the amplitude and phase comparator for distance relays are shown.
The amplitude comparator performs a comparison of the operation SO

�
�
�
� and

restriction SR

�
�
�
� signals. When the following criteria SO

�
�
�
�[ SR

�
�
�
� are established,

the relay will send a trip signal. The phase comparator has a similar operation but
it needs the phase angle displacement of the operation �S1 and polarization �S2

signals to perform a comparison b ¼ arg S1
�

S2
ffi �ffi �

. When b is within the limits of
b1 and b2 (�b1\b\b2), the relay will send a trip signal.

The phase relays are required for the detection of phase-to-phase faults; an
important aspect in the distance relay design is that the correct values of �Ir and �Vr
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have to be selected. In Table 1 the electric input signals that correspond to phase
distance relay units are presented.

In Fig. 2 the Mho operation characteristic is presented in a tridimensional space
of the impedance plane through time, the time is represented by the one cycle
window length displacement. The estimated fundamental phasors of voltage and
current are used for the relay (phase relay unit). The typical sampling time used in
input signals Vr and Ir is 16–32 samples per cycle [13, 21]; then these signals are
used (see Table 1) to form the operation characteristic and the phase comparator
scheme; in this study the Mho characteristic is evaluated.

It is necessary to incorporate two stages of filtering to eliminate the unwanted
frequency components as noise, harmonics, and DC component as these frequency

Fig. 1 Distance relay signal comparators. a Amplitude comparator. b Phase comparator

Table 1 Electric input
signals for distance relay unit

Unit Voltage (Vr) Current (Ir)
Phase

(AB) Van-Vbn Ia-Ib

(BC) Vbn-Vcn Ib-Ic

(CA) Vcn-Van Ic-Ia
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components are considered as a source of error that could affect the selectivity of
the relay (see Fig. 3).

There are two filter stages, analog and digital, that are intended to reduce the
operation time in fault detection. Generally, the analog filter used is a Butterworth
filter of second or fourth order with a cut-off frequency of 360 Hz (see Fig. 4); this
filter is preferred because it has flat response in passband and decreasing mono-
tonic in stopband [22].

Fig. 2 Mho operation characteristic (fundamental frequency)

Fig. 3 Distance relay
structure for input signals
processing
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After the analog filter stage, there is the process of digitalization of the analog
signal; the increment in the sampling frequency allows a substantial increment in
the signal resolution, but the microprocessor burden is increased. The ‘‘aliasing’’
effect reduction is obtained by tuning between analog and digital filter allowing an
overlap of the filter frequencies. It is possible to remove analog filter by an
oversampling of the signal.

The digital filtering is performed with Finite Impulse Response (FIR) filters,
because there is no recursion, i.e., the output depends only from the input and not
from past values of the output. The memory of the previous conditions of the
signal does not have a benefit in obtaining the fault condition by the distance relay.
Also, the Infinite Impulse Response (IIR) filter produce in general a phase angle
distortion, opposite to FIR filters. This condition allows that their frequency
response has natural zeros in the harmonic frequencies allowing a rejection of
these frequency components (see Fig. 5).

The distance relay algorithms used for the fundamental frequency component
estimation of voltage and current signals so apparent impedance estimation could
be obtained use the Fourier or Cosine filter (see Fig. 6). In studies performed for

Fig. 4 Frequency response
of analog filters

Fig. 5 Analog and digital
filter frequency response used
in distance relays
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the evaluation of digital filters [23] for the estimation of the fundamental com-
ponent, the Cosine filter presented good results in the rejection of the DC com-
ponent during the fault period as it can be seen in Fig. 6 [23].

The distance relay model is based on the fundamental frequency phasor, but due
to the digital filters used in distance relays errors in the fundamental frequency
phasor estimate are present due to the existence of interharmonics and/or sub-
harmonics in the voltage and current signals during the fault period (see Fig. 7).
When these frequency components are present, the digital filter generates an error
in the fundamental frequency phasors estimates of voltage and current. The dis-
tance relay model needs an estimate of the fundamental frequency phasors of
voltage and current during the fault period, so an estimate of the apparent
impedance can be calculated by the relay, but with the increment of power elec-
tronics equipment or series compensation used to have a more dependable trans-
mission system. This type of equipment generates frequency components that the
common digital filters as Fourier and Cosine cannot reject.

Due to the fact that distance relay algorithms that use Fourier and Cosine filters
generate an error in the fundamental frequency phasors estimation of voltage and
current signals, a characterization of the problem using the distance relay model in
(1) is represented in (2) as follows:

S1 ¼ k1\a1 Vh1ejhVh1 þ
X

Vie
jhVi þ

X
Vse

jhVs

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{
Error in estimation

2

6
4

3

7
5þ ZR1\h1 Ih1ejhIh1 þ

X
Iie

jhIi þ
X

Ise
jhIs

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{
Error in estimation

2

6
4

3

7
5

S1 ¼ k1\a1 Vh1ejhVh1 þ
X

Vie
jhVi þ

X
Vse

jhVs

h i
þ ZR1\h1 Ih1ejhIh1 þ

X
Iie

jhIi þ
X

Ise
jhIs

h i
ð2Þ

where h1 = fundamental frequency; i = interharmonics, i [ 1; and s = subhar-
monics, s \ 1. The graphical representation of the error in the estimate is presented
in Fig. 8. When these kind of frequency components are present in the voltage and

Fig. 6 Impedance trajectory comparison using Cosine and Fourier filter
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current signals, an error in the fundamental frequency phasors of voltage and
current will cause an error in the operation characteristic. The operation charac-
teristic is formed by the comparison signals in (1), which at the same time requires
the voltage and current phasors and from (2) the resultant operation characteristic is
formed (see Fig. 8).

Fig. 7 Estimated fundamental frequency phasors of voltage and current using Cosine filter when
interharmonics and subharmonics are present in the voltage and current signals during fault
period

Fig. 8 Graphical representation of the error in apparent impedance estimation using digital
filters
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The operation scheme for a distance relay is described as follows:

(1) Define the operational characteristic and select the design constants and the
settings of the distance relay. This process is made offline and is defined by
the manufacturer of the relay.

(2) The electric input signals measured online from the instrument transformers
(voltage and current) are used to estimate the fundamental phasor component.

(3) With the fundamental phasor component estimated, the comparison signals are
formed and the trip condition is evaluated.

(4) The trip condition criterion is then performed to generate a trip signal.

3 Impact of Converter-Based Systems in the Performance
of Distance Relay

This section describes the model of the DFIG scheme, STATCOM, UPFC, and
Series Compensation in the power grid for protection systems analysis.

3.1 Wind Power Plant (DFIG Scheme)

In this particular case, a proposed model of a DFIG scheme is presented to perform
the protection system analysis. The control loops and elements that show slow
response times in the DFIG scheme when compared with the distance relay
response times are considered as constants. This is due to the fact that in a fault
condition in the power grid, these elements will not impact on the distance relay
operation.

In accordance with the time response of each block of DFIG detailed model
scheme [5, 6], a reduction of the system has been made according to the con-
siderations recommended in [24]. In the pitch angle controller, the time response
of a change in speed to compensate for the wind speed up or speed down to
optimize the turbine speed is in the range of 1–3 Hz (20 cycles of fundamental
frequency) due to the size and weight of the blades, so the pitch angle is considered
as a constant. In the rotor speed controller, the time response of a change in wind
speed is in the range of 20 Hz. It should be mentioned that a change in wind speed
causes a change of rotor speed and during a grid fault the rotor speed controller
will not respond. Therefore, the time response of the speed control is not
considered due to the time of fault detection of distance relays is 1–2 cycles.

The voltage terminal controller in DFIG detailed model represents the reactive
power capacity of the wind power plant during a voltage dip or an external fault in
the power system, although not every wind power plant has this configuration. For
example, in Germany and Spain their grid codes for interconnecting wind power
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plants to the power system specify that the wind power plants should have reactive
power compensation of 100 % of capacity of the wind power plant during an
external fault in the power system [25]. It should be mentioned that during an
external fault, the time response of the reactive power compensation control is
about 15 cycles [26], and the reactive power compensation will not affect the
operation of the distance relay due to the slow time response when it is compared
to the distance relay response to the fault.

In Fig. 9 the proposed model scheme for the DFIG for protection system
analysis is presented. The pitch angle b; the wind speed Vw; the mechanical power
generated by the wind Pm; and the active and reactive power references required
by the power converter Pset and Qset are considered constants. This is due to the
dynamic responses of these variables being too slow in comparison with the
response time of the distance relays.

3.2 Test System

In this section, a test system is shown in Fig. 10 to evaluate the distance relay
operation using Matlab/Simulink. The system consists of a wind power plant with
DFIG discrete model scheme represented as a single equivalent turbine inter-
connected to a 60 Hz power system, with a two phase fault applied at 80 % in the
transmission line [27]. The response of the wind power plant during an external
fault is evaluated in the impedance plane by the measurement of voltage and
current signals in the bus B of the test system. By using these signals as the input
signals in the distance relay algorithm, the apparent impedance measurement can
be evaluated.

The system parameters of the test system for the evaluation of the detailed and
proposed model are shown in Table 2.

Fig. 9 Proposed model structure of DFIG scheme for analysis of operation of distance relays
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3.2.1 Measured Signals

The voltage and current signals measured at bus B of the test system are shown in
Fig. 11. For the wind power plant proposed model, the sampling rate of the signals
is 32 samples per cycle. A two phase to ground fault is applied in the transmission
line at 0.03 s over a duration of 100 ms. The two phase to ground fault is analyzed
due to the fact that is nonsymmetrical and has a major impact on the response of
the power converter [1, 5, 6].

The frequency spectrum of the voltage and current signals is calculated during
the fault period. The frequency components detected during the fault are shown
in Tables 3 and 4 for the detailed and simplified model, respectively. It can be
seen that low frequency components (subharmonics) and interharmonics have
been detected. The frequency components are not filtered by the digital filters of
the distance relays and this becomes an error in the apparent impedance mea-
surement which leads a fault detection problem (underreach/overreach) [27]. The
frequency spectra of the signals using the detailed and simplified model are
shown in Fig. 12.

Fig. 10 One-line diagram of the test system

Table 2 System parameters Test system parameters Values

Source A reactance jXA = 35 X
Source wind power plant reactance jXwind = 6*27.54 X
Active power generation of wind

power plant
Pwind = 9 MW

Transmission system voltage level V = 120 kV
Line impedance ZL1 ZL1 = 82.4/_73.7o X
Fault resistance Rf = 2 X
Wind speed Vw = 15 m/s
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Fig. 11 Voltage and current signals of bus B for a two phase fault on the transmission line

Table 3 Dominant frequencies of voltage signal (detailed and simplified model)

Frequency (Hz) Harmonic order Detailed model amplitude Simplified model amplitude

60.00 1.00 63,770.00 60,736.33
33.75 0.56 4,162.00 3,968.8
78.75 1.31 3,377.00 3,213.19
180.00 3.00 1,856.00 1,764.61

Table 4 Dominant frequencies of current signal (detailed and simplified model)

Frequency (Hz) Harmonic order Detailed model amplitude Simplified model amplitude

60.00 1.00 264.9 251.28
0.00 0.00 31.24 28.75
33.75 0.56 15.17 15.44
78.75 1.31 16.00 14.23
180.00 3.00 3.64 2.46

Fig. 12 Frequency spectrum of voltage (Vr) and current (Ir) signals at bus B
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3.3 STATCOM

The STATCOM voltage magnitude control is based on pulse width modulation
(PWM), where there are two control inputs: m is the modulation ratio and a is the
voltage phase angle of the STATCOM. There is only reactive power exchange
between the STATCOM and the power system that is being evaluated.

In Fig. 13 vt is the terminal voltage at the generator, vL is the voltage at system
bus where the STATCOM is connected, vB is the voltage at system infinite bus,
vE ¼ mkvDC\a is the voltage at converter terminals, vDC is the voltage at capac-
itor, and k is the ratio between AC and DC voltage depending on the converter
structure of the STATCOM [3].

3.3.1 Test System

In this section, a test system using STATCOM discrete model as a compensator is
shown in Fig. 14 to evaluate the distance relay operation. A simulation is per-
formed using Matlab/Simulink applying a three phase fault at 0.25 s with duration
of 150 ms and a fault resistance of 2 X at 80 % of the transmission line
(L2_75 km), the voltage level is 500 kV, and a line impedance of 30.9/_84.8o X.

3.3.2 Measured Signals

The voltage (Vr) and current (Ir) signals for the phase distance unit evaluated (BC)
at B2 bus are obtained from voltage and current signals in Fig. 15 and the sam-
pling rate of the signals is 32 samples per cycle.

The frequency spectra of the signals are shown in Fig. 16. The frequency
components detected during the fault are shown in Tables 5 and 6 for the voltage
(Vr) and current (Ir) signals, it can be seen that low frequency components
(subharmonics) have been detected.

Fig. 13 Model of
STATCOM in the power
system
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3.4 UPFC

The basic principles of UPFC operation are already well established in the open
literature [3, 28, 29]. Figure 17 shows a single line system configuration of a
general UPFC. The UPFC is composed of two back-to-back self-commutated,
voltage source converters (VSC) operated from a common dc link capacitor. The
converters are coupled to the network via a shunt (exciting) and series (boosting)
transformer.

Fig. 14 Test system using STATCOM

Fig. 15 Voltage and current signals of bus B2 for a three phase fault on the transmission line
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The series VSC is used to generate a fundamental frequency voltage with
variable magnitude and phase angle which is added to the AC transmission line by
the series connected boosting transformer. Hence, the series VSC acts as a com-
bination of voltage regulator, variable series compensator, and phase shifter. This
VSC can internally generate or absorb reactive power at its AC terminal and only
the active power has to be supplied at its DC input terminal from the AC power
system. This power exchange results in either the discharge or overcharge of the
DC link capacitor. To maintain the capacitor voltage at the required value, and
assure proper operation of the series VSC, the shunt converter is used to regulate
the amount of active power drawn from the AC system at the common DC link
terminal. In addition, this shunt VSC has the capability of controlling the reactive
power at its AC terminal; independently the active power is transferred to (or
from) the DC terminal [3, 28, 29].

Fig. 16 Frequency spectrum of voltage (Vr) and current (Ir) signals at bus B2

Table 5 Dominant
frequencies of voltage signal
(bus B2)

Frequency (Hz) Harmonic order Amplitude

45 0.75 1,239.69
60 1 221,901
180 3 7,280

Table 6 Dominant
frequencies of current signal
(bus B2)

Frequency (Hz) Harmonic order Amplitude

0 0 166.58
5 0.083 373.78
10 0.16 157.51
15 0.25 169.71
60 1 3,241.86
180 3 121.35
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3.4.1 Test System

A test system using UPFC discrete model is shown in Fig. 18 to evaluate the
distance relay operation. A simulation is performed using Matlab/Simulink
applying a three phase fault at 0.65 s with duration of 150 ms and a fault resistance
of 2 X at 80 % of the transmission line (L2_75 km), the voltage level is 500 kV,
and a line impedance of 30.9/_84.8o X.

Fig. 17 Model of UPFC in the power system

Fig. 18 Test system using UPFC
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3.4.2 Measured Signals

The voltage (Vr) and current (Ir) signals for the phase distance unit evaluated (BC)
at B5 bus are obtained from voltage and current signals in Fig. 19 and the sam-
pling rate of the signals is 32 samples per cycle.

The frequency spectra of the signals are shown in Fig. 20. The frequency
components detected during the fault are shown in Tables 7 and 8 for the voltage
(Vr) and current (Ir) signals, it can be seen that a low frequency component
(subharmonic) has been detected.

Fig. 19 Voltage and current signals of bus B5 for a three phase fault on the transmission line

Fig. 20 Frequency spectrum of voltage (Vr) and current (Ir) signals at bus B5
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3.5 Series Compensation

The model of the series compensation in the power system is shown in Fig. 21,
when a series capacitor (-jXC) is installed in a transmission line, the electric
distance of the transmission line will be reduced allowing an increment in the
power transfer capability of the line.

When a fault occurs in the series compensated line, an error in the fundamental
frequency phasor estimates of voltage and current signals appears due to the line
characteristic (RLC resonant circuit), potentially generating low frequency com-
ponents (subharmonics) [13, 30]. Subsequently, interharmonics and subharmonics
generate an error in the fundamental frequency phasors of the voltage and current
signals required by the distance relay, giving rise to apparent impedance estima-
tion errors and, as a consequence, an error in the fault detection (underreach/
overreach) [31–34].

Table 7 Dominant
frequencies of voltage signal
(bus B5)

Frequency (Hz) Harmonic order Amplitude

5 0.083 5,820
60 1 48,995

Table 8 Dominant
frequencies of current signal
(bus B5)

Frequency (Hz) Harmonic order Amplitude

0 0 898.5
5 0.083 1,821
60 1 18,319

Fig. 21 Series compensation model in the power system
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3.5.1 Test System

In this section, a test system is shown in Fig. 22 to evaluate the distance relay
operation using Matlab/Simulink. The system consists of a series compensated line
scheme using a discrete model. A single phase to ground fault is applied at 100 %
of the line. The response of the series compensation scheme during the fault period
is evaluated in the impedance plane by the measurement of voltage and current
signals in the bus B1 of the test system. By using these signals as the input signals
in the distance relay algorithm, the apparent impedance measurement can be
evaluated.

The system parameters for the test system for the evaluation of the distance
relay at a series compensated line scheme are shown in Table 9.

3.5.2 Measured Signals

The voltage and current signals measured at bus B1 of the test system are shown in
Fig. 23, the sampling rate of the signals is 32 samples per cycle. A single phase to
ground fault in phase A is applied in the transmission line at 0.05 s over duration
of 150 ms. The single phase to ground fault is analyzed using voltage and current
signals (Vr and Ir) of the phase distance relay unit (AB), see Fig. 23.

Fig. 22 Series compensation test system

Table 9 Test system
parameters

Test system parameters Values

Transmission system voltage level V = 735 kV
Line impedance ZL ZL = 123.6/_84.8o X
Series capacitor reactance jXC jXC = 61.8 X
Fault resistance Rf = 2 X
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The voltage and current signals measured at bus B1 of the test system are
shown in Fig. 23. Their frequency spectrum is calculated during the fault period.
The frequency components detected during the fault are shown in Tables 10 and
11, it can be seen that low frequency components (subharmonics) have been
detected. The frequency components are not filtered by the digital filters of the
distance relays (see Fig. 5) and this becomes an error in the apparent impedance
measurement which leads to a fault detection problem (underreach/overreach).
The frequency spectra of the signals are shown in Fig. 24.

Fig. 23 Voltage and current signals of bus B1 for a single phase fault on the series compensated
transmission line

Table 10 Dominant
frequencies of voltage signal
(bus B1)

Frequency (Hz) Harmonic order Amplitude

20 0.33 12,126.96
30 0.5 14,810.59
60 1 417,259.56

Table 11 Dominant
frequencies of current signal
(bus B1)

Frequency (Hz) Harmonic order Amplitude

0 0 11.37
15 0.25 132.64
20 0.33 301.58
30 0.5 491
60 1 2,642.69
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3.6 Effect of Input Signals with Nonfiltered Frequency
Components in Distance Relay Impedance Estimation

In Sect. 3 is presented a brief description and test systems to acquiring the voltage
and current input signals for the distance relay for each converter-based system
evaluated, and it has been showed that converter-based systems inject asynchro-
nous frequency components to the power grid, and this generates an error in the
fundamental frequency phasor estimation of the voltage and current signals
required by the distance relay, giving rise to apparent impedance estimation errors
and by consequence affects the reach and the operation time of the distance relay.
A distorted operation characteristic allows to evaluate the reach error in the dis-
tance relay, where the reach error percentage is calculated using the Cosine
conventional digital filter to obtain the tridimensional estimated mho operation
characteristic, then the reach error is calculated using the pickup value of zone 1
and the reach value obtained from the tridimensional operation characteristic
during the first one cycle window data with fault values only. The fault impedance
trajectory in the impedance plane allows to evaluate the operation time of the
relay. In this section, the operation performance of the conventional distance relay
is evaluated in reach and operation time using Cosine digital filter. It should be
mentioned that a phase distance relay unit is evaluated with a pickup value of
protection zone 1 of 80 % of the line impedance and that a down sampling to 16
samples per cycle of the signals is performed.

3.6.1 Wind Power Plant (DFIG Scheme)

The simulated case data is presented in Sect. 3.1 and the voltage and current
signals used for the analysis are from Fig. 11. In Fig. 25 the Mho characteristic is
presented in a tridimensional space of the impedance plane using the voltage and

Fig. 24 Frequency spectrum of voltage (Vr) and current (Ir) signals at bus B1

352 L. A. Trujillo Guajardo and A. Conde Enríquez



current signals (Vr and Ir). A reach error of the relay due to the frequency com-
ponents (subharmonics and interharmonics) can be observed in Fig. 25b, the reach
error percentage of the distance relay is 5.7 % in the test system of Fig. 10. The
relay could not operate at this fault condition due to the frequency components of
the input signals in Fig. 12.

3.6.2 STATCOM

The simulated case data is presented in Sect. 3.2 and the voltage and current
signals used for the analysis are from Fig. 15. A reach error of the relay due to the
frequency components (subharmonics) can be observed in Fig. 26, the reach error

Fig. 25 Operation characteristic of a Mho distance relay at bus B. a Side view indicating
transition stages. b Fault period

Fig. 26 Operation characteristic of a Mho distance relay at bus B2 during fault period

Wind Power Plants and FACTS Devices’ 353



percentage of the distance relay is 3 % in the test system of Fig. 14. The relay
operates in 2.5 cycles at this fault condition due to the frequency components of
the input signals in Fig. 16.

3.6.3 UPFC

The simulated case data is presented in Sect. 3.3 and the voltage and current
signals used for the analysis are from Fig. 19. A reach error of the relay due to the
frequency components (subharmonics) can be observed in Fig. 27, the reach error
percentage of the distance relay is 2.19 % in the test system of Fig. 18. The relay
operates in 2.7 cycles at this fault condition due to the frequency components of
the input signals in Fig. 20.

3.6.4 Series Compensation

The simulated case data is presented in Sect. 3.4 and the voltage and current
signals used for the analysis are from Fig. 23. A reach error of the relay due to the
frequency components (subharmonics) can be observed in Fig. 28, the reach error
percentage of the distance relay is 15.8 % in the test system of Fig. 22. The relay
operates in 2.8 cycles at this fault condition due to the frequency components of
the input signals in Fig. 24.

3.6.5 Real Fault Event I (Wind Power Plant)

In this section, a real fault event of a wind power plant interconnected to the power
system is evaluated. The real fault event corresponds to a 230 kV transmission line
with an impedance of 75/_82.4o X, the transmission line is interconnected with La

Fig. 27 Operation
characteristic of a Mho
distance relay at bus B5
during fault period

354 L. A. Trujillo Guajardo and A. Conde Enríquez



Venta II wind power plant in Oaxaca, México with an approximate 100 MW
generation capability. The power system frequency is 60 Hz, and the sampling
frequency of the recorded signals is 128 samples per cycle (see Fig. 29). There is
no record of operation of protection relays, so this analysis only focuses on the
reach error caused by the unfiltered frequency components.

The Mho characteristic of the relay is presented in a tridimensional space of the
impedance plane using the Cosine filter to estimate the phasors of voltage and
current, so the reach error of the relay could be calculated (see Fig. 30). An error in
the Mho characteristic is observed during the window transition and during the
fault period. The reach error in the relay at this fault event is 5.8 % during the fault
period compared with the fundamental characteristic.

Fig. 28 Operation characteristic of a Mho distance relay at bus B1 during fault period

Fig. 29 Recorded fault event I (voltage and current signals)
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3.6.6 Real Fault Event II (Series Compensation)

The actual fault event record was provided by ERLPhase Power Technologies Ltd
and corresponds to a two phase (BC) ground fault in a 230 kV series compensated
transmission line with an impedance of 10/_84.8o X; the power system frequency
is 50 Hz and the recorded signal sampling frequency is 96 samples per cycle (see
Fig. 31). It should be noted that the signal values are referenced to the secondary
winding of the instrument transformers.

In Fig. 32, the Mho characteristic of the relay is shown in the tridimensional
space of the impedance plane, where an error in the Mho characteristic is observed
during the window transition and during the fault period. The relay reach error at
this fault event is 16.17 % during the fault period, and the relay operate in 2.5
cycles at this fault condition due to the existence of low frequency components
(subharmonics) in the input signals.

Fig. 30 Mho operation characteristic (fault event I). a Side view indicating transition stages.
b Fault period

Fig. 31 Recorded fault event II (voltage and current signals)
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4 Proposed Distance Relay Algorithm Using Prony Method
as a Filtering Technique

In this section, the proposed distance relay algorithm using the Prony method is
presented.

4.1 Prony Method

The Prony method has been studied as a power quality analysis tool [35–37]
obtaining good results in comparison with FFT, also it has been used in power
system stability studies [38]. The proposed algorithm for distance relay using
Prony method estimates the signals parameters (amplitude, frequency, phase angle,
and damping factors) using one cycle window of data, so the real fundamental
frequency of the voltage and current signals can be extracted during the first fault
period and that the error in the phasor estimates (see Sect. 2) could be reduced.

The Prony method is a signal processing technique based on signal estimation
where a signal y(t) is considered and its samples [y(1) y(2)…y(n)] are obtained
using a sampling frequency fs. The Prony model approximates the sampled data
with the following linear combination of N complex exponentials:

yðtÞ ¼
XN

n¼1

Anernt cos 2pfnt þ hnð Þ ð3Þ

yM ¼
XN

n¼1

Bnk
M
n ð4Þ

Fig. 32 Mho operation characteristic (fault event II). a Side view indicating transition stages.
b Fault period
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The signal y(t) in (3) has four elements: Magnitude An, damping factor rn,
frequency fn, and the phase angle hn. Each exponential term with different fre-
quency is a unique signal mode of the original signal y(t). So, using the Euler
theorem and total time t = MT, where M is the length of the signal and T is the time
between samples, Eq. (3) can be rewritten as (4). From (4) the parameters of the
signal y(t) can be found as it is mentioned in the Prony method literature [35–37].

So that the Prony method can be implemented in distance relay algorithm is
necessary to obtain the order N of the linear prediction model (LPM). The order is
obtained evaluating the mean square error (MSE) for one cycle window of data of
N = 1, 2…Ns, where Ns is the samples per cycle in a window data. The MSE for
each value of N is calculated and the MSE of lesser magnitude is selected for the
corresponding N value, so this value of N is the optimum estimate of the model
signal parameters. The proposed distance relay algorithm is shown in Fig. 33, and
is intended to estimate the real signal parameters during the first fault period.

In Fig. 34 the Prony phasor magnitude of estimated fundamental phasors and
the phase angle estimated with Prony are calculated and the compensated phasors
are formed, the compensated phasors are used as the fundamental phasors in the
distance relay model.

Fig. 33 Proposed distance relay algorithm using Prony method
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4.1.1 Formulation

The formulation of the proposed distance relay algorithm using the Prony esti-
mated phasors is presented as follows:

S1 ¼ k1\a1 VP1ejhVP1

� �zfflfflfflfflfflffl}|fflfflfflfflfflffl{
Prony phasor estimation

þZR1\h1 IP1ejhIP1

� �zfflfflfflfflffl}|fflfflfflfflffl{
Prony phasor estimation

S2 ¼ k2\a2 VP1ejhVP1

� �
þ ZR2\h2 IP1ejhIP1

� �
ð5Þ

where P1 is the fundamental component estimated with Prony. For the analysis of
the proposed algorithm the Mho characteristic will be evaluated. The distance
relay model for a Mho characteristic is

S1 ¼ k1\a1 VP1ejhVP1

� �
þ ZR1\h1 IP1ejhIP1

� �

S2 ¼ k2\a2 VP1ejhVP1

� � ð6Þ

where ZR2\h2 ¼ 0 in (5) for a Mho characteristic, so the distance relay model for
the Mho characteristic is as shown in (6).

5 Analysis of Proposed Distance Relay Algorithms

The proposed algorithm presented in Sect. 4 is validated using voltage and current
signals of the simulated cases presented in Sect. 3 and using signals from real fault
events, it should be mentioned that a phase distance relay unit is evaluated with a
pickup value of protection zone 1 of 80 % of the line impedance and that a down
sampling to 16 samples per cycle of the signals is performed.

In Sect. 3 a characterization of the problem in distance relay performance due
to converter-based systems is presented. Due to asynchronous frequency compo-
nents in the input signals (Voltage and Current), the conventional distance relays
that uses Fourier or Cosine digital filter generates an error in the fundamental

Fig. 34 Prony method as
filtering technique for
distance relay
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frequency phasor estimate and by consequence a reach error of the distance relay.
In this section, the reach error compensation results and operation times of the
proposed distance relay algorithm (Using Prony Method) for each of the test
systems and real fault events of Sect. 3 are presented using the Mho operation
characteristic.

5.1 Reach Error Compensation (Wind Power Plant)

In this section, the Mho characteristic is presented in a tridimensional space of the
impedance plane using the voltage and current signals (Vr and Ir) of the test
system in Sect. 3.1. A reach error of the relay due to the frequency components
(subharmonics and interharmonics) can be observed in Fig. 35a, the reach error
percentage is calculated using the Cosine conventional digital filter to obtain the
tridimensional estimated Mho operation characteristic, then the reach error is
calculated using the pickup value of zone 1 and the reach value obtained from the
tridimensional operation characteristic during the first one cycle window data with
fault values only.

In Fig. 35 the Mho operation characteristic of a conventional distance relay
using Cosine filter is compared with the proposed distance relay algorithm.

The reach error during the first fault period (first one cycle window data with
fault values only) of the distance relay in Fig. 35a is 5.7 % (maximum deviation of
Fig. 35a compared with the fundamental characteristic of Fig. 2) in the test system
of Fig. 10. In contrast the reach error using the Prony proposed algorithm is
0.02 % in Fig. 35b. The operation time (fault detection) using the Cosine filter
could not generate a trip signal, so the fault could not be detected. The operation
time of Prony proposed algorithm is 0.75 cycles, so the fault is detected.

Fig. 35 Dynamic Mho operation characteristic during fault period (wind power plant). a Using
conventional distance relay algorithm. b Using the Prony method as compensation algorithm
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5.2 Reach Error Compensation (STATCOM)

In Fig. 36 the results of the comparison of the conventional distance relay using
Cosine filter and proposed Prony algorithm is evaluated.

The reach error calculated during the fault period in Fig. 36a is 3 %. The reach
error in Fig. 36b is 0.035 % using the Prony proposed algorithm. The operation
time is 0.36 cycles for the proposed Prony algorithm. By comparison, with the
Cosine filter, the operation time is 2.5 cycles and the reach error is 3 %; there is
reach error compensation on the distance relay performance and also a reduction in
the operation time.

5.3 Reach Error Compensation (UPFC)

In Fig. 37 the Mho operation characteristic of a conventional distance relay using
Cosine filter is compared with the proposed distance relay algorithm.

The reach error during the fault period in Fig. 37a is 2.19 %. The reach error in
Fig. 37b is 0.01 % using the Prony proposed algorithm. The operation time is 1.63
cycles for the proposed Prony algorithm. By comparison, with the Cosine filter, the
operation time is 2.7 cycles and the reach error is 2.19 %; there is reach error com-
pensation in the distance relay performance and also a reduction in the operation time.

5.4 Reach Error Compensation (Series Compensation)

In Fig. 38 it could be observed that the distortion of the Mho characteristic is of
greater magnitude for the Series compensation compared with the other converter-
based systems, this is due to the nonfiltered low frequency components that are

Fig. 36 Dynamic Mho operation characteristic during fault period (STATCOM). a Using
conventional distance relay algorithm. b Using the Prony method as compensation algorithm
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primarily generated by the resonant circuit RLC of this type of compensation
system during the fault period, also the error is greater due to the frequency
response of the Cosine filter (see Fig. 5). When low frequency components exist in
the input signals needed by the distance relay, the estimate of the fundamental
frequency phasor will not be accurate, giving rise to a greater error in the apparent
impedance estimation (see Fig. 38a) and by consequence could affect the perfor-
mance of the distance relay.

In this case the reach error during the fault period in Fig. 38a is 15.8 %. The
reach error in Fig. 38b is 0.09 % using the Prony proposed algorithm. The oper-
ation time is 1.43 cycles for the proposed Prony algorithm. By comparison, with
the Cosine filter, the operation time is 2.8 cycles and the reach error is 15.8 %.

Fig. 37 Dynamic Mho operation characteristic during fault period (UPFC). a Using conven-
tional distance relay algorithm. b Using the Prony method as compensation algorithm

Fig. 38 Dynamic Mho operation characteristic during fault period (series compensation).
a Using conventional distance relay algorithm. b Using the Prony method as compensation
algorithm
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5.5 Reach Error Compensation (Real Fault Events)

This section assesses the real fault events I and II presented in Sects. 3.5 and 3.6
using the current and voltage signals recorded to validate the proposed algorithms.
This section presents the results of reach error compensation in the Mho operation
characteristic and operation time of a distance relay for real fault events using
Prony proposed distance relay algorithm.

5.5.1 Real Fault Event I (Wind Power Plant)

In Fig. 39 the Mho operation characteristic of a conventional distance relay is
compared with the Prony proposed distance relay algorithm.

The reach error during the fault period in Fig. 39a is 5.8 %. The reach error
in Fig. 39b is 0.09 % using the Prony proposed algorithm. The operation time is
0.92 cycles for the proposed Prony algorithm. The operation time (fault detection)
using the Cosine filter could not generate a trip signal, so the fault could not be
detected. These results confirm that the use of the Prony proposed distance relay
algorithm leads to a reduction in the relay reach error and, therefore, a reduction in
the operation time.

5.5.2 Real Fault Event II (Series Compensation)

In Fig. 40 the Mho operation characteristic of a conventional distance relay is
compared with the proposed distance relay algorithm.

The reach error calculated during the fault period in Fig. 40a is 16.17 %. The
reach error in Fig. 40b is 0.66 % using the Prony proposed algorithm. The oper-
ation time is 0.87 cycles for the proposed Prony algorithm. By comparison, with

Fig. 39 Dynamic Mho operation characteristic during fault period (real fault event I). a Using
conventional distance relay algorithm. b Using the Prony method as compensation algorithm
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the Cosine filter, the operation time is 2.5 cycles and the reach error is 16.17 %.
These results confirm that the use of the Prony proposed distance relay algorithm
leads to a reduction in the relay reach error and, therefore, a reduction in the
operation time.

Fig. 40 Dynamic Mho operation characteristic during fault period (real fault event II). a Using
conventional distance relay algorithm. b Using the Prony method as compensation algorithm

Table 12 Fault detection operation time of distance relay algorithms

Event Operation time (cycles) % Error in operation time

Cosine Prony Cosine Prony

Wind power plant Could not operate 0.75 Could not operate 25a

STATCOM 2.5 0.36 150 64a

UPFC 2.7 1.63 170 62.5
Series compensation 2.8 1.43 180 43
Real fault event I Could not operate 0.92 Could not operate 8a

Real fault event II 2.5 0.87 150 13a

a The percentage error in operation time in cycles indicates an improvement in the operation
time because the fault detection is established in less than one cycle

Table 13 Reach error of
distance relay algorithms

Event % Reach error
(cosine filter)

% Compensated reach
error (proposed distance
relay algorithm)

Prony
Wind power plant 5.7 0.02
STATCOM 3 0.035
UPFC 2.19 0.01
Series compensation 15.8 0.09
Real fault event I 5.8 0.09
Real fault event II 16.17 0.66
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6 Summary of Results

The time of fault detection of digital distance relays are approximately 2–4 cycles
[13], so the error in the operation time is evaluated during the first cycle during
the fault period. This means that the results of the reduction of the error in the
operation time using the proposed algorithm represent a good result; because the
fault detection is performed in a time less than one cycle for the simulated case
(see Table 12). Also the error compensation in the apparent impedance estimation
is done during the fault period (see Table 13). Using the proposed algorithm, a
malfunction of the distance relay can be prevented (underreach/overreach).

7 Conclusions

Converter-based systems as wind power plants, FACTS devices (STATCOM and
UPFC), and series compensators are used nowadays to fulfill the power grid
requirements, as optimization of generated power, voltage regulation, increment of
power transfer capabilities, and stability. By continuing to use relays with conven-
tional digital filters for the protection of transmission lines that have interconnected
converter-based systems such as wind power plants, FACTS, series compensation,
or where a transmission line has two sections, overhead and then underground, it
could lead to a fault detection problem.

The proposed distance relay algorithm could be used as an alternative for the
compensation of the error generated in the apparent impedance estimation during
fault period, this is caused by the nonfiltered frequency components as interhar-
monics and subharmonics that affects the fundamental frequency phasor estimation
when conventional digital filters as Cosine or Fourier are used.

This power electronics-based systems generate asynchronous frequency com-
ponents that could compromise the distance relay performance during a fault
condition. The frequency components generated by converter-based systems in the
power system were evaluated in the performance of the distance relay, a solution for
this issue (apparent impedance error estimation) described in this chapter is
proposed by using Prony proposed algorithm. The proposed algorithm showed good
results during the fault period and the estimation times considering one cycle data
window are acceptable (1.03 cycles for the proposed algorithm). The estimation
time is obtained by measuring the algorithm execution time in Matlab.
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Protection Schemes for Meshed
VSC-HVDC Transmission Systems
for Large-Scale Offshore Wind Farms

J. Yang and J. E. Fletcher

Abstract This chapter discusses network protection of high-voltage direct current
(HVDC) transmission systems for large-scale offshore wind farms where the
HVDC system utilizes voltage-source converters. The multi-terminal HVDC
network topology and protection allocation and configuration are discussed with
DC circuit breaker and protection relay configurations studied for different fault
conditions. A detailed protection scheme is designed with a solution that does not
require relay communication. Advanced understanding of protection system
design and operation is necessary for reliable and safe operation of the meshed
HVDC system under fault conditions. Meshed-HVDC systems are important as
they will be used to interconnect large-scale offshore wind generation projects.
Offshore wind generation is growing rapidly and offers a means of securing energy
supply and addressing emissions targets whilst minimising community impacts.
There are ambitious plans concerning such projects in Europe and in the Asia–
Pacific region which will all require a reliable yet economic system to generate,
collect, and transmit electrical power from renewable resources. Collective off-
shore wind farms are efficient and have potential as a significant low-carbon
energy source. However, this requires a reliable collection and transmission sys-
tem. Offshore wind power generation is a relatively new area and lacks systematic
analysis of faults and associated operational experience to enhance further
development. Appropriate fault protection schemes are required and this chapter
highlights the process of developing and assessing such schemes. The chapter
illustrates the basic meshed topology, identifies the need for distance evaluation,
and appropriate cable models, then details the design and operation of the pro-
tection scheme with simulation results used to illustrate operation.
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Keywords Voltage source converter (VSC) �High voltage direct current (HVDC) �
Fault overcurrent protection � Meshed multi-terminal DC network � Wind power
generation

1 Introduction

A High-Voltage Direct Current (HVDC) ‘‘Supergrid’’ is an ambitious concept,
primarily aimed at wind power integration that utilizes a meshed HVDC grid to
connect multiple offshore wind farms to onshore substations [1, 2]. The supergrid
concept can be realized using voltage source converter (VSC) technology oper-
ating at HVDC. Such technology is flexible and can be used with weak AC system
connections. The meshed topology enhances system reliability, which is indis-
pensable for transmission networks with a large contribution from offshore wind
generation. Networks with loops are common in traditional AC transmission
power grids, because they are relatively economical compared to the double-line
systems and more reliable than radial systems without backup. The potentially
large capacity of wind power integrated into AC grids requires the transmission
systems to be much more reliable due to its influence on the whole electricity
system. If the concept of supergrid progresses to reality for multiple wind farm
connection and integration to onshore systems, issues related to the meshed
topology should be considered in advance, especially for the untried high-power
DC operation scenario.

Due to the lack of existing multi-terminal high-power DC systems and their
operational experience, there is no currently established protection scheme
developed for application to the VSC-based high-power DC scenario. In order to
solve the DC system protection problem, radial multi-terminal DC VSC-based
overcurrent protection for wind power generation has been published by the
authors [3], which is the basis of the work in this chapter. As mentioned, there is
little work on VSC-based DC system switchgear configuration for protection.
However, for large-scale offshore DC wind farms with HVDC power transmission,
proper DC switchgear configuration is indispensable. Therefore, this chapter will
further deal with the protection design of meshed networks at the transmission
level. Former fault analysis of VSC-cable systems will be summarized and
applied. The DC switchgear applied is a uni-directional current-blocking power
electronic circuit breaker (CB). The key protection issues to realize protection
reliability and selection of this meshed DC network are defined and discussed with
a consequent CB tripping strategy.

The chapter is organized as follows. In Sect. 2, the multi-terminal DC system is
introduced along with possible topologies. A typical network section is proposed
for study. DC fault characteristics are summarized and applied in Sect. 3. With
fault current frequency analysis, the DC cable modeling issue is discussed with
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comparisons via simulation. DC switchgear options and their allocation are pre-
sented in Sect. 4 followed by a detailed protection strategy design. Illustrative
examples and PSCAD/EMTDC simulations are provided in Sect. 5.

2 Multiterminal Meshed DC Wind Farm Network

Nowadays, multiterminal DC wind farm topologies that have been researched are
mainly radial [4, 5]. However, a meshed connection is required for future reliable
HVDC power transmission [2]. DC system protection research is still focusing on
specific converter topologies or control under fault conditions [6]. There is cur-
rently no reported work on the network level protection of such systems.

2.1 Meshed Multiterminal DC Wind Farm Topology

The topology with loops is commonly used in traditional AC power transmission
systems because of its balance between economic costs and reliability. The high-
power DC transmission network will need to achieve the highest standard of
reliability and availability. If the supergrid concept is to be realised for multiple
offshore wind farm connections and integration to different onshore AC grids, the
protection issues related to the meshed system must be addressed. For the col-
lection grid, the reliability can also be enhanced by introducing redundant cables,
but usually, the system will operate in open-loop which leaves all the redundant
cables as backup in case of faults occurring in cables or devices used during
normal operation. If many wind farms are connected together with multiple
onshore connections, the transmission system should be optimal and have a loop,
or be meshed. Power flows in this network can be much more flexible with a more
even utilization of cable resources, which is one of the most expensive invest-
ments. However, this meshed topology makes the protection relay coordination
and switchgear system significantly more complex.

One main problem for a complex loop/meshed system is that the power flow
cannot be predicted accurately. The power flow varies as the system condition
changes, for example, wind speed oscillations that result in power fluctuations, or
possible power flow direction changes due to switch-in or switch-out of wind
farms. Special attention to the loop cables between wind farms is required because
of the bi-directional load flow on them. Therefore the possible normal power flow
oscillations and direction changes need to be excluded to make the relay setting
simpler and accurate in operation. Apart from that, mature protection and relay
coordination techniques of meshed AC distribution and transmission systems [7–9]
may be adopted for application to DC systems.
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2.2 Supergrid Section for Protection Test Study

The DC topology investigated is a multi-terminal VSC-HVDC system connecting
large-scale wind farms. A typical section of this meshed DC supergrid with pos-
sible switchgear allocation for protection test is shown in Fig. 1. All the AC/DC
rectifiers and DC/AC inverters are sinusoidal pulse-width-modulation (SPWM)
VSCs connected with DC cables (lengths as shown). No more detailed DC wind
farm collection grids are shown, only the transmission system with converters or
centralized step-up DC/DC converters illustrated as VSCs. Each wind farm is
represented by an equivalent wind turbine-permanent magnet synchronous gen-
erator (PMSG) set in which maximum-power-point-tracking (MPPT) is fulfilled by
the AC/DC VSC. The rectifier VSC and voltage source inverter (VSI) control
schemes are that of a single PMSG direct-driven wind power generation system
[10]. The four wind farms are all of 300 MW rating each—1200 MW in total—
and connected to a ±100 kV DC loop with two parallel cables to two separate
onshore AC grid connection stations.

This example transmission section is made according to the following
assumptions: (1) Each node has a connection to a wind farm or onshore inverter
platform to AC grid substation; (2) The loop here is symmetrical with connections
to two AC grids; (3) There might not be real DC bus conductors allocated in an

AC Grid 1 

Wind Farm 1 

AC Grid 2 

VSI2

Wind Farm 2 DC Cables 

VSC 

Wind Farm 3 

VSC

Wind Farm 4 

VSI1

VSC 

VSC

Circuit Breaker / Switchgear and its Relay System 

f1f2

(300 MW) 

(300 MW) 

(300 MW) 

(300 MW) 

(+100 kV) 

( -100 kV) 

(200 km) (200 km)

(200 km) (200 km) 

(200 km) (200 km)

(+100 kV) 

(-100 kV) 

(60 km) 

f3

(60 km) 

Fig. 1 A typical section of multiterminal DC transmission system for the concept supergrid
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offshore environment, but the node with more than two connections is considered
to be a DC bus where bus faults can occur (shown as fault f2 in Fig. 1).

This network is simplified to a single-line diagram, Fig. 2, for node/cable num-
bering and possible power flow directions indicated with dotted arrows. The Cables
1, 3, 4 and 5 are defined as loop cables; while Cables 2 and 6 are radial cables. It is the
bi-directional loop Cables 1, 3, 4, 5 that complicate the protection coordination.

IGBT-based VSCs have freewheel diodes—as shown in Fig. 3b—which will be
destroyed by the overcurrent that occurs during DC-link discharge. Fault tolerant
converters can be applied to avoid allocating a large number of DC CBs. The main
idea is to replace those passive diodes with self-turn-off power electronic devices,
like another IGBT/diode series branch (Fig. 3c) or emitter turn-off devices (ETOs)
[11] (Fig. 3d). Furthermore, a thyristor-based dedicated high-power DC/DC
transformer that can isolate fault currents is proposed in Jovcic and Ooi [12].
However, in terms of a network, this means all the converters need to be totally
immune from DC faults. During the development of the network, at this stage,
with mostly conventional VSCs, it is economically infeasible. Therefore, protec-
tion scheme design is still necessary in the development of multi-terminal DC
transmission networks.

(1) (3) (5)

(2) (4) (6)

Cable 1

Wind Farm 3
Pwf 3

Wind Farm 1
Pwf 1

AC Grid 1

AC Grid 2

Pwf 4

Wind Farm 4
Pwf 2

Wind Farm 2

Cable 2

Cable 5 Cable 6

Cable 3 Cable 4

Fig. 2 Single-line diagram shows system nodes, cable connections, and power flow directions

IGBT

Freewheel 
Diode

ETO

(a) (b) (c) (d)

Fig. 3 Illustration of VSC switch configuration for fault tolerant function: a switch symbol;
b traditional IGBT/diode switch; c bi-directional IGBT/diode-series fault tolerant switch; d bi-
directional IGBT/ETO parallel fault tolerant switch
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3 DC Fault Analysis for Large-Scale Meshed Systems

Detailed fault analysis of a VSC-based radial system using a p-model for the cable
is illustrated in this section. The faults are mainly short-circuit faults and ground
faults both on positive and negative cables. The IGBTs of VSCs can be blocked for
self-protection during faults, leaving the reverse diodes exposed to the DC-link
discharge overcurrent. To solve the complete response of this nonlinear circuit,
different time periods are defined with expressions of both the DC-link voltage
collapse and cable overcurrent. There are three stages established for this nonlinear
system. The frequency characteristics are provided in Table 1 for the following
cable modeling comparison.

In essence, DC bus faults use the same circuit analysis but require different
relay coordination, especially for the uni-directional current-blocking CBs. A
distance evaluation protection method is used here, with a new coordination
strategy presented for the meshed topology.

3.1 Appropriate Cable Modeling for DC Fault Analysis

For large-scale offshore wind farms with HVDC power transmission, detailed and
appropriate DC cable models are required for accurate transient analysis. In this
section, the multi-layered submarine distributed cables are analyzed because they
are used in practice for large-scale onshore/offshore wind power integration.
Overhead line models are not investigated.

(1) Existing Cable Models
There are several cable models available for circuit analysis and computer sim-

ulation. Theoretically, the distributed single-conductor cable model is represented by
partial derivative equations in time and distance as the original mathematical model.
Furthermore, to separate distance and time dependency, the travelling wave model
analysis [13] is performed for steady-state solution under ideal sinusoidal signals.

For transient response simulations, there are four common models. The most
common and simple is the p-equivalent model. The Bergeron model is a progression

Table 1 Frequency of fault currents

Fault condition Phase Description Frequency

Short-circuit fault I DC-link capacitor discharging, natural response x2 ¼ 1
LC � R

2L

� �2

II Cable inductance discharging, natural response N/A
III Grid side current feeding, forced response x2 ¼ 1

LC � R
2L

� �2

Ground fault I Transient phase, natural response xs = 2pfs
II Steady-state phase, forced response xs = 2pfs

fs the synchronous frequency; C DC-link capacitance; R, L the equivalent resistance and
inductance for faulted cable
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of the simple p-model. It accurately represents the distributed L and C, but with a
lumped R to simulate cable power loss. They are accurate at a specified frequency
and are suitable for studies where a certain frequency is important (e.g., for AC relay
studies) [14]. The frequency dependent model in mode represents the frequency
dependence of all parameters (not just at the specified frequency as in the Bergeron
model). The problem of a frequency dependent transformation matrix can be
overcome by formulating the model directly in the phase domain (without diago-
nalization) [14], which results in the frequency-dependent phase model. It also
represents the frequency dependence of all parameters as in the mode model, and
produces the most accurate transient responses.

Therefore, the choice of cable model mainly depends on the frequency range of
the study. Appropriate cable models will be chosen for the DC fault protection
analysis with simulation comparison as verification of the p-model analysis.

(2) Fault Current Frequency
Traditional fault analysis and solutions for AC distribution and transmission

systems are well understood and have led to mature technologies. To clarify the
analysis for traditional AC system fault conditions, the capacitor discharging part
in the AC fault analysis is introduced here as a reference.

In the IEEE Standard 551 (2006)—‘‘Recommended practice for calculating
short-circuit currents in industrial and commercial power systems’’ [15]—the
normal capacitor discharging currents from power factor correction capacitors or
harmonic filters have been considered in ANSI or IEC calculation procedures.
Even for conservative models with larger sized capacitors, the result is still that
capacitor discharge currents will have no effect on circuit breaker fault clearing
operations. Therefore the standard still does not recommend that capacitors be
added to system simulations with detailed cable model for breaker duty calcula-
tions. Because of the low capacitance value, the stresses associated with capacitor
discharge currents have high-frequency components. Hence the simulations pro-
vided are with the most detailed model—frequency-dependent model in phase—
for breaker duty determinations.

However, with a large DC-link capacitor, the frequency is much lower for high
power DC systems—in terms of several Hz. Therefore if appropriate simple
p-model parameters are chosen, this will be precise enough for fault current
calculation. To test the accuracy of the p-model for fault transient response
simulation, the first phase of DC-link capacitor discharge is simulated using
PSCAD/EMTDC. The most detailed frequency dependent phase model in
PSCAD/EMTDC is applied as comparison, which includes all the conductor
layers: copper core, sheath, and armor. Detailed cable physical data and under-
ground environment data can be found in Mura et al. [16]. The corresponding
lumped p-model parameters for simulation comparison are listed in Table 2. An
ideal DC voltage source is connected to a resistance load through cables. A short-
circuit fault is applied across the load to produce a transient response in the system.

With appropriate RLC parameters (calculated according to Ametani [17]), the
p-model simulation results are close enough to the accurate cable model as shown
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in Fig. 4a. Figure 4b shows some minor current differences between the two
simulation results. This is due to the various frequency components in the over-
current which sees a frequency-independent set of p-model parameters resulting in
calculation error. However, the difference is only perceptible toward the end of the
fault. The first wavefront can be fitted exactly the same as that with a detailed
model, which is adequate for accurate protection relay setting and configuration.

3.2 DC Bus Fault

When the fault distance estimated from the relay point is zero, the fault can be
considered as occurring on the DC bus (which is at the same electrical point as the relay
in terms of the equivalent circuit), an example is shown in Fig. 1 (fault f2). Since there
is no node with more than one output connection in a radial system, for CB

Table 2 Cable p-model
parameters

Parameter Value

Resistance r 0.005 X/km
Inductance l 0.5 mH/km
Rated voltage 200 kV
Cable length 15 km
DC-link capacitor 10 mF
Initial current 4 kA

Frequency dependent (Phase) model

Pi-model

(a)

(b)

Fig. 4 A comparison between the frequency dependent phase model and the p-model of the
cable during a DC fault
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coordination, DC bus faults are the same as cable faults. However, for meshed systems,
a DC fault is severe especially at a location with multiple output connections, i.e., the
DC bus. That means at least three CBs (one for input-side and two for output-side) are
involved and the coordination for uni-directional DC CBs is necessary for their
selective operation. This design process will be discussed in the following section.

4 Protection Scheme for Meshed DC Systems

According to the analysis in Sect. 3, the protection scheme design depends on the
fault characteristics and the type of CB applied. The key issue is the strategy of a
selective but reliable CB coordination method. The proposed protection coordi-
nation is realized by distance evaluation without communication between distant
relays. The CB fault tripping requirements are: (1) The DC current and voltage are
required to be continuously monitored during system operation. (2) When over-
current is detected, the equivalent fault distance is evaluated rapidly using a
voltage difference comparison method. (3) The assessed distance will be used to
compare with the relay preset values to decide when and whether to trip the CB.

4.1 High-Power DC Switchgear Allocation

High-power DC switchgear is still under development with few mature com-
mercial products. The traditional mechanical structured CB used in AC systems
cannot be applied due to the slow fault isolation speed and the requirement of zero-
crossings in the fault current. Therefore, power electronic devices are used to
quickly block fault currents, such as IGBT and gate turn-off thyristors (GTOs).
Generally, CBs of this kind are called solid-state CBs (SSCBs). One option
includes a paralleled mechanical switch Sp as an auxiliary switch for lower loss
during normal operation, a metal-oxide-varistor surge arrester MOVCB, and power
electronic blocking device PECB, Fig. 5a. The PECB block can be a parallel or
series topology. Figure 5b, c realise bi-directional current block functions.
Sometimes, a series inductance LCB and a switch Ss are used as a fault current
limiter and to provide an obvious electrical isolation point for the network oper-
ator, i.e., as a disconnecter. This CB topology can be seen as device redundancy to
enhance reliability, as a comparison with topology redundancy.

The technical challenges for high-power DC CBs are the current isolation capa-
bility of power electronic devices, their high costs and their losses. Although some
fault tolerant converters can reduce the allocation of CBs, as long as the development
of this DC network includes traditional VSCs, reliable system protection relies on DC
CBs. At this stage, in terms of device number, it is still economical to allocate DC
CBs. Multi-IGBT devices could be used in series or parallel connection to increase the
voltage or current ratings, particularly for high-overcurrent situations.
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The DC switchgear allocation is shown in Fig. 6 for the six-node test system.
Uni-directional current-blocking DC CBs are used. This is a trade-off option
considering both economic costs and function. The CB at each cable end has only
one IGBT for fault current blocking but the two CBs can cooperate to isolate faults
that occur between them on the cable. This requires only half the number of power
electronic devices for fault current cut-off compared to the fully functioned bi-
directional CBs, with half the loss but with a reduction in functionality. This CB
allocation and configuration will influence the coordination strategy design. If bi-
directional functionalised CBs are used, the multi-loop coordination strategy of the
AC system can be applied to this DC loop protection analysis [7, 8].

The operating state of the wind farm depends on the wind resource conditions.
The power acquired from a large wind turbine is variable but normally varies over
at time period of seconds. Simulation of variable wind speed conditions have been
performed using the wind profile shown in Fig. 7. In the simulation, the whole
wind farm is exposed simultaneously to the wind profile which is the most severe
case of power flow and current variation on the cable. The wind model applied is

LCB PECB

Sp

Ss

MOVCB

CB Parallel PECB
Series PECB

(a) (b) (c)

Fig. 5 A DC CB option: a DC CB configuration; b parallel connected bi-directional PE block;
c series connected bi-directional PE block

(1) (3) (5)

(2) (4) (6)

[1] [2]

[3] [4] [5] [6] [7] [8]

[9] [10] [11] [12] [13] [14]

[15] [16]

Wind Farm 3Wind Farm 1

to AC Grid 1

to AC Grid 2

Wind Farm 4Wind Farm 2

(*)  Node number [*] CB number

f1

f2

f3

Fig. 6 DC CB allocation and numbering for relay configuration and coordination
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from PSCAD/EMTDC with gusts, noise and a rated speed of 12 ms-1. The shear
and tower effects which result in a flicker power quality problem [18] are not
considered. This will not influence the protection system operation.

The results in Fig. 7 show that: (1) There can be steep current increase and
decrease; (2) DC-link voltage fluctuation is not as dramatic as under fault condi-
tions. Aggregation of wind turbine output reduces the fluctuation effect. Hence the
power fluctuation due to changes in wind conditions will not influence the relay
system performance as long as the rate of change of current is not utilized for fault
detection. The DC fault currents are always extreme where overcurrent occurs in
milliseconds and is distinct enough from normal fluctuations for fault identification.

The power flow calculation for this linear system will obey basic physical
principles, which will not need a specific algorithm for the convergence of results,
like those commonly used for nonlinear AC systems. In this DC system, all the
power sources can be calculated separately to estimate current flow according to
the superposition theorem. Therefore the theoretical power flow results can be
calculated almost instantaneously which is helpful for the real-time decision
process. Figure 8 shows a power increase due to a change in system operation.
There are high rates of change of current in some cables which reinforces the need
to not use rate of change of current in the decision-making process.

Another issue is the exclusion of current harmonics due to the modulation
method of the converters [16]. The harmonics are with known high-order

Fig. 7 DC cable current and voltage responses under wind speed fluctuation: a wind speed
(ms-1); b cable current (p.u.); c inverter DC-link voltage (p.u.)
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frequencies and can be eliminated from the method used to detect faults via
frequency detection. Hence, only in the low frequencies given in Table 1, current
and DC-link voltage amplitude and direction changes will the signals be used to
detect fault conditions.

4.2 DC CB Relay Coordination Relations

For a very complex multi-loop network, it is necessary to describe the relay
coordination relations by definition of the dependency degrees [8, 9]. The primary
protection relay set (PPRS), primary protection dependency degree (PD), and
backup protection dependency degree (BD) are defined as functional dependency
[8].

Protection setting of relay R[x] depends on the relay setting R½i�; R½j�; . . .;R½n� to
realise coordination. Then {R½i�; R½j�; . . .;R½n�} is called the PPRS. Number n is
defined as PD. According to the cooperation principle between primary protective
relays and backup protective relays, the protection relay R[2] should cooperate with
R[1], i.e., the setting value of R[2] must be calculated in terms of the setting value of
R[1]. Moreover, the time delay of the backup R[2] must avoid the most serious
diode freewheel phase (short-circuit fault phase II in Table 1). Analogically, R[3]

cooperates with R[2], R[m] cooperates with R[m–1], and R[1] cooperates with R[m] as a
loop. Consequently, the cooperation relations among protective relays
R½i�; R½j�; . . .;R½m � 1� R½m� result in a circulation. BD is the relay number which can

Fig. 8 DC cable current and voltage responses under sudden power increase: a cable currents
(p.u.); b inverter DC-link voltage (p.u.)
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act as backup for others. Table 3 shows the PPRS, PD, and BD of all the relays in
the example section network in Fig. 6.

These dependency degrees are used to determine the Minimum loop-Breaking
Point Set (MBPS) for multi-loop systems to be broken down to radial systems,
then the simple distance coordination method can be carried out to realize
selection. If DC/DC isolation transformers are applied [12], the system can be
automatically separated into radial sub-networks. But this requires reliable DC/DC
transformers and additional device costs and power losses will be incurred.

4.3 Protection Scheme

The steps of the protection scheme are defined as follows and are illustrated in
Fig. 9.

(1) Relay setting preparation. At the planning stage, the overcurrent threshold ith
and voltage drop threshold vth are set. In this section, ith is chosen as 2.1 p.u. to
avoid tripping during normal operation when power flow could be 2.1 p.u. due
to a previous CB trip (assume normal operation can be up to 1.05 p.u. for each
wind farm). The voltage drop threshold is vth = 0.5 p.u. for the DC-link
voltage.

(2) Real-time monitoring. For each wind resource sampling period (e.g. 1 s),
calculate the system power flows and measure relay point current and voltage
amplitudes for each sampling period (e.g. 50 ls) as state monitoring. The
measurement equipment should have a short sample period to ensure the

Table 3 Relay coordination
relations and coordination
dependency degrees

Relay PPRS PD BD

[1] [ 0 2
[2] [ 0 3
[3] {[10], [15]} 2 1
[4] {[2], [6], [7]} 3 1
[5] {[1], [3]} 2 2
[6] {[11], [13], [16]} 3 2
[7] AC grid 1 1 2
[8] {[2], [5], [6]} 3 0
[9] {[1], [4]} 2 1
[10] {[12], [13], [16]} 3 1
[11] {[9], [15]} 2 2
[12] {[2], [5], [7]} 3 2
[13] AC grid 2 1 2
[14] {[11], [12], [16]} 3 0
[15] [ 0 2
[16] [ 0 3

[ empty set
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relays have enough sampling points to deal with fault detection and tripping
operation.

(3) Real-time fault detection. The abrupt change of currents and DC-link voltage
collapse are compared with the preset threshold values. Practically, this will
take at least one current and voltage sampling time-step to complete.

(4) Real-time distance evaluation. After the fault is detected, a distance calcula-
tion is performed using voltage comparison. A reference relay voltage sensor
unit (ri) is equipped for the relative voltage calculation, it is located near the
main relay point on the same section of cable, as shown in Fig. 10, to avoid

1) Relay setting preparation
Overcurrent threshold ith (2.1 p.u.)
Voltage drop threshold vth (0.5 p.u.)

2)Normal operation monitoring:
Relay point current and voltage 

measurements

3) DC fault detection vrelay

vth

&

irelay

ith

4) Fault distance x evaluation

Calculate critical 
fault clearing time tc

Radial cable x=0
Loop cable x<D
Bus cable x=D

6) Tripping decision:
Protective selection without 

relay communication

True

7) CB tripping operation

tdelay

>

<

Short-circuit fault distance
Ground fault distance & 
grounding resistance

tdec

tCB

tmea

5) MBPS determination Radial sub-systems

Fig. 9 The proposed DC meshed network protection flowchart

x

( flt) (n)

d

(rn) i(n)

i( flt )

(m) (rm)

d

Fig. 10 Distance evaluation with two voltage divider measurements
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long-distance communication issues. Voltage dividers are used for voltage
measurements. The distance between them is known as d, so the fault distance
measured from this reference is

x ¼ dvðnÞ
ffi

vðnÞ � vðrnÞ
� �

: ð1Þ

(5) Real-time MBPS determination. The multi-loop breaking-points are chosen
with the BD relation of the minimum distance relay points as the start. Then
the system is separated into radial branches with the MBPS.

(6) Tripping decision. If a fault is detected from step (3), a corresponding relay
delay time for the CB will be applied. At this stage a decision is made as to
whether the fault is in the protection region of this CB. It will trip after a given
delay time as backup protection, or immediately as primary protection. Firstly,
the critical time tc (for short-circuit fault phase II in Table 1) is calculated at
each relay point as the tripping period upper limit. In respect of the evaluated
distance x, the critical time is

tc ¼
p� arctan V0Cx0=ðV0Cd� I0Þð Þ

x0
ð2Þ

where x0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

0

ffi
x� d2

q
, x0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 þ x2

p
, d = R/(2L), x2 ¼ 1=ðLCÞ �

½R=ð2LÞ2. C, R, and L are the DC-link capacitance, fault-length DC cable equiv-
alent p-model resistance and inductance respectively. The values of V0 and I0 used
are from real-time measurement one time-step before the fault detection. This
critical time tc will be used to set the upper limit of relay delay time for backup
CBs.
(7) CB tripping operation. After waiting the consequent time delay, the CB trips

with IGBT block and possible disconnecter operation. The time for the CB to
extinguish the fault current is designated as tCB.
The total protection clearing time includes the measurement time tmea, deci-
sion and evaluation time tdec, resulting delay time tdelay, and CB time tCB, as
shown in Fig. 9. Again this has to be completed before the appropriate critical
time tc. The selection decision step without relay communication is described
in detail as follows.

4.4 Protective Selection without Relay Communication

To avoid the use of communication between distant relays, the selection is realised
by the following assumptions and measurement allocations.

(1) The CBs just connected to one radial cable or a wind farm will operate
immediately only when their evaluated distance x is exactly or almost zero.
The DC-chopper system across the wind farm DC-link must then operate to
absorb all the generated power to avoid an overspeed condition. Meanwhile
the wind farm needs to be stopped. If x is not zero, it will always wait for
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a delay time for the primary cable protection to operate and form a possible
new power transmission route around the loop.

(2) If the CB at one end of the cable detects exactly the cable length D as fault
distance, this means the fault has occurred at the DC bus connected to other
end of this cable. This CB will trip immediately because the CB near the DC
bus cannot block fault current by itself due to the reverse diode of the CB in
which reverse current flows. This is the main difference from AC protection,
where the CB near an AC bus is the fastest primary protection. However, this
depends on the accuracy of distance evaluation algorithm, especially for a
ground fault with grounding resistance. Hence an accurate and efficient fault
distance evaluation method is required.

(3) If the value of the evaluated distance is negative then the fault did not occur on
this cable so the system will wait for a delay time (as shown the CB relay point
(m) in Fig. 10, for the fault (flt), v(m) \ vðrmÞ, hence evaluated distance

x ¼ dvðmÞ
ffi

vðmÞ � vðrmÞ
� �

\0).

Three examples of protection coordination for typical fault conditions are
shown in detail in Table 4 to illustrate the decision process. (1) For a cable fault f3
occurring in a loop, Fig. 1, the absolute distance range is used to categorize all the
relay points, where D is the cable length (e.g. 200 km in Fig. 1). (2) For each of
the absolute distance categories, the ‘‘+’’ distance relays are the primary protec-
tions relays because the fault is detected within their protection range. For others in
this category, those only connected to a VSC source are in the second order,
because if the primary protection CBs fails to trip, it can be seen as a bus fault,
where the VSC definitely needs to be tripped. (3) The others in this category are
ranked as the third order.

This ordering process continues until all the categories are sorted to yield the
trip order table. These rules are the same as for a radial cable fault like f1.
However, for DC bus fault, it is different, as the CB near the faulted DC bus cannot
isolate fault current as it flows through freewheel diodes. Therefore if a relay
evaluates a distance equal to the cable length, D, its CB has primary priority, e.g.
relay R[4], R[8], and R[12] in Table 4 under the condition of bus fault f2.

Communication may be needed for CB relays at the same DC bus but because
they are physically close such communication is practical. A cable ground fault
with a large resistance is not as serious as a short-circuit fault and a time delay is
tolerable. But a ground fault on the DC bus can be precisely detected even without
accurate grounding resistance evaluation. For example, it is easy for relay R[2] to
identify a bus fault, f2, when the ground distance evaluation is exactly the same as
that evaluated by R[5], R[6], and R[7] The cable length inductance ratio with typical
grounding resistance can be used as a reference for a fuzzy decision. For instance,
evaluated distance from R[4] may not be exactly D, but 1.5 D. However, it still
needs to trip first as the primary protection.
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5 DC Wind Farm Protection Simulation Results

A simulation system of the proposed Supergrid section is modeled in PSCAD/
EMTDC. Network parameters of the system are shown in Fig. 1. The PMSG and
VSC parameters are provided in Tables 5 and 6. A detailed frequency-dependent
phase cable model is employed in the simulations. The same DC cable p-model
parameters in Table 2 are used for critical tripping time tc calculations. The pro-
posed protection scheme is applied to this specific DC wind farm system to show
the protection results. The faults simulated are short-circuit faults and ground
faults at the three selected points in Fig. 1 and Table 4. After the faults occur, the
VSC IGBTs are blocked for self-protection. The per unit power calculation uses
600 MW as the base value for each grid-side VSI connected to an AC grid. Finally
in Sect. 2, the aforementioned cable modeling comparison is also performed on
this system for a short-circuit fault.

5.1 DC Radial Cable Short-Circuit/Ground Fault Condition

A short-circuit and a positive-side metallic ground fault are applied at f1 (60 km
from VSI1) at t = 10.0 s. Figures 11 and 12 are the fault overcurrents without
protection. In Fig. 11, the total short-circuit fault current for VSI1 side i(fault)

reaches more than 210 kA—up to 70 times of the rated value (3.0 kA for 600 MW
wind power transmitted in ±100 kV voltage level). The main contribution comes
from the discharge of the DC-link capacitor. After the capacitor discharge phase,

Table 5 PMSG parameters

Parameter Value

Rated power Pn 300 MW
Rated output voltage Vsn 99 kV
Rated frequency fg 50 Hz
Pole pair no. Pp 100
Phase resistance 0.068 p.u.
Phase inductance 0.427 p.u.

Table 6 VSC parameters

Parameter Value

Wind farm VSC rectifier AC grid VSC inverter

Rated power 300 MW 600 MW
DC voltage ±100 kV ±100 kV
DC-link capacitance 10 mF 20 mF
Choke inductance 18 mH 22 mH
Transformer voltages 99/96 kV 96/110 kV
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the most vulnerable component—diodes—suffer during the freewheel phase
(short-circuit phase II in Table 1). The diode freewheel overcurrent phase happens
after 28 ms, with abrupt VSI current i(VSI) distributed in the three phase diodes D1,
D3, and D5 as i(D1), i(D3), and i(D5). This abrupt overcurrent is about 5 times normal
(from 15 to 75 kA). This has the most serious impact on the VSC-HVDC system
and will immediately destroy the converter. At the same time, the AC-side grid
currents will feed into the fault through VSI1 freewheel diodes, which results in
the oscillation and absorption of active and reactive power from the AC grids
(shown in Fig. 13).

i(fault)

i(C)
i(VSI)

i(D1), i(D3), i(D5)

Fig. 11 Short-circuit fault currents flow through the fault point f1 i(fault), DC-link capacitor i(C),
voltage source inverter i(VSI), and conducting freewheel diode currents i(D1), i(D3), i(D5). Note that
the VSI freewheel diode currents share VSI current equally

i(fault)

i(C)

i(VSI)

i(D1), i(D3), i(D5)

Fig. 12 Ground fault currents flow through the fault point f1 i(fault), DC-link capacitor i(C),
voltage source inverter i(VSI), and its three-phase diodes i(D1), i(D3), i(D5)
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For the positive cable ground fault, although it is metallic, the fault current is
not as serious as the short-circuit condition—up to 125 kA in Fig. 12, as the fault
current loop has the transformer winding as a current limiter. Furthermore, there is
no severe overcurrent through the freewheel diode. The diode currents increase
gradually.

With immediate CB[7] and CB[8] tripping to clear the fault, and other CBs as
backup protections for coordination, the system will still operate with all the power
flows to AC Grid 2, Pg2 about 1.80 p.u.—twice the value before fault, 0.90 p.u.
(shown in Fig. 14). The system will experience a transient period of 2 s and then
reach a new steady-state. There will be no overcurrents that threaten the system
devices and all the wind farms still operate to supply power to the AC Grid 2.

Pg1

Qg1

Pg2

Qg2

Fig. 13 Active powers (Pg1, Pg2) and reactive powers (Qg1, Qg2) of the two grid-side VSIs under
short-circuit fault f1 without CB protection

Pg1

Qg2

Pg2

Qg1

Fig. 14 Active powers (Pg1, Pg2) and reactive powers (Qg1, Qg2) of the two grid-side VSIs under
short-circuit fault f1 with CB protection
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5.2 DC Loop Cable Short-Circuit/Ground Fault Condition

The fault overcurrents for this fault location are not shown; they are similar to the
previous radial cable condition. Here the normal operation condition is introduced.
Because the network is symmetrical, for normal operation, there is no power flowing
in the two link-cables (Cables 3 and 4 in Fig. 2), i.e., they are in stand-by condition.
When the fault f3 occurs on Cable 1, the power from Wind Farm 1 can flow from
Cable 3. The tripping of CB[4] and CB[5] will separate the network as two radial
branches: The power of Wind Farm 3 flows to AC Grid 1; while the power from the
other three flows to AC Grid 2. Simulation results in Fig. 15 show that the active
power of AC Grid 1, Pg1, reduces to half of that before fault (from 0.90 to 0.45 p.u.).
For AC Grid 2, the active power increases to 1.35 p.u., that is 3 9 0.45 p.u. It also
takes about 3 s to reach the new state. During this process, the DC-link voltages of
VSI1 and VSI2 are still in control, without large reactive power fluctuations.

5.3 DC Bus Short-Circuit/Ground Fault Condition

The DC bus fault f2 with four connections through CB[2], CB[5], CB[6], and CB[7]

will result in the tripping of the four CBs as shown in Table 4: CB[2], CB[4], CB[8],
and CB[12]. The protection performance of the resultant AC grid power flow is
shown in Fig. 16. The only cable connection—Cable 2 has to be tripped from
CB[8] hence no power is delivered to AC Grid 1. At the same time, Wind Farm 3
has to be curtailed until the bus fault is cleared. However, the other three wind
farms (1.35 p.u. in total) still have a cable route (Cable 3–Cable 5–Cable 6) for
power transmission to AC Grid 2.

The three cables (Cables 1, 2, and 4) connected to DC Bus(2) will be protected
from the tripping of CB[4], CB[8], and CB[12]. Hence their relay current mea-
surements are scaled to 50 ls division (the simulation time-step) as shown in

Pg1

Qg2

Pg2

Qg1

Fig. 15 Active powers (Pg1, Pg2) and reactive powers (Qg1, Qg2) of the two grid-side VSI under
short-circuit fault f3 with CB protection
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Fig. 17 to observe the tripping decision procedure. The overcurrent relay threshold
is set to be 2.10 p.u. (3.15 kA) for relay R[4] and R[12]. The positive power flow
direction is defined as: from R[4] to R[5] for Cable 1; from R[6] to R[12] for Cable 4.
Therefore, in Fig. 17, it takes about 450 ls for R[4] current i(4) to reach the trip
value and then the tripping decision is simulated to be one time-step, i.e. 50 ls.
Then the current increases to 3.42 kA, which is tolerable for the system for a short
period of 50 ls. The CB fault current extinguishing time tCB is also chosen to be
50 ls. The DC circuit breaker simulated is a self-defined PSCAD model of a uni-
directional IGBT/diode switch, with gate control from the relay system. The actual
minimum extinction time for the IGBT is set as 50 ls in this case, which is
adequate for commercial IGBT devices. Hence in total it takes 500 ls to actually
extinguish the fault current, much less than the freewheel effect time tc = 54 ms
for the fault distance of 200 km (calculated from Table 2).

Pg1

Qg2

Pg2

Qg1

Fig. 16 Active powers (Pg1, Pg2) and reactive powers (Qg1, Qg2) of the two grid-side VSI under
short-circuit bus fault f2 with CB protection

Fig. 17 Relay current measurements under DC bus short circuit fault f2 condition: relay R[4]

current i(4), relay R[12] current i(12), and relay R[8] current i(8)
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For Cable 4, the power flows in the negative direction, and the overcurrent i(12)

reaches –3.15 kA after 750 ls and then reaches a maximum of –3.39 kA. Hence in
total it takes 800 ls (including the tripping decision time which is one time-step,
50 ls) to actually extinguish the fault current, still well below the calculated
critical time tc.

For Cable 2, the normal power flow is only in one direction toward the AC Grid
1. Therefore, as long as the directional element in relay R[8] detects negative
current, it will send signal for CB tripping. In Fig. 17, after crossing-zero, the
negative current reaches –0.20 kA in one time-step, and then CB[8] immediately
operated after tCB = 50 ls.

The DC voltage measurements as the other detection criterion are shown in
Fig. 18. All three voltages collapse to zero rapidly within 50 ls. This also proves
that the main protection is based on overcurrent detection, hence the term over-
current distance protection.

5.4 Cable Modeling Comparison

Simulation results of the cable short-circuit fault, f1, with both the detailed model
and the simple p-model are shown in Fig. 19. The results with the two models are
close, except that some high frequency components in the diode currents have a
phase delay due to the single inductance value in the p-model. However, the diode
freewheel overcurrent period and fault overcurrent amplitude are close to the
analysis and to the tc calculation. The ground fault simulation results are not
compared here because there is no abrupt change in diode current and the current
oscillation pattern is similar to the example given in Fig. 4.

Fig. 18 Relay voltage measurements under DC bus short circuit fault condition: relay R[4]

voltage v(4), relay R[12] voltage v(12), and relay R[8] voltage v(8)
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6 Conclusions

This chapter discusses the design of a protection scheme for a meshed HVDC
network topology for offshore wind power grid integration. Key issues are intro-
duced and possible solutions are presented based on a proposed typical network
section. DC circuit breakers are allocated and configured with an appropriate
coordination strategy. This protection scheme is defined and detailed as several
steps. Simulation results of three typical fault conditions illustrate and verify the
design concept.

The offshore DC transmission network with onshore AC grid connections may
have multiple and hybrid loops. For instance, one AC transmission cable con-
necting the two AC grid onshore substations in Fig. 1 will form a hybrid loop with
both AC and DC connections. The AC and DC system breaker coordination should
be considered due to the significant difference in operation time, as indeed does the
protection influence on other AC CBs located in the vicinity of the onshore sub-
stations. Moreover, accurate and fast distance evaluation and grounding resistance
assessment methods are required for real-time coordination application.

Frequency dependent (Phase) model

Pi-model

Frequency dependent (Phase) model

Pi-model

(a)

(b)

(c)

Fig. 19 DC wind farm fault current simulation comparison with the two cable models: a the
total cable fault currents; b DC-link capacitor discharging currents; c VSC diode freewheel
currents (Phase-a diode)
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Control of Emerging Brushless
Doubly-Fed Reluctance Wind Turbine
Generators

Sul Ademi and Milutin Jovanovic

Abstract This chapter is concerned with field-oriented control (FOC) and vector
control (VC) of a promising brushless doubly fed reluctance generator (BDFRG)
technology for large-scale grid-connected wind turbines. The BDFRG has been
receiving increasing attention because of the low capital and operation and
maintenance costs afforded by the use of partially rated power electronics and the
high reliability of brushless construction, while offering performance competitive
to its well-known slip-ring counterpart, a doubly fed induction generator (DFIG).
The two parameter independent control schemes have been developed for a cus-
tom-designed BDFRG fed from a conventional ‘‘back-to-back’’ IGBT converter.
The preliminary studies have evaluated and compared the algorithms under the
maximum torque per inverter ampere (MTPIA) conditions allowing the improved
efficiency of the generator–converter set and thus the entire wind energy con-
version system.

Keywords Wind power � Brushless � Doubly fed machines � Control

1 Introduction

The brushless doubly fed generators (BDFGs) have been considered as a reliable,
cost-effective candidate for wind turbines [1–10], which have traditionally been
served by a wound rotor induction machine either with a controllable external
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resistance in the rotor circuit or operated in a doubly fed slip power recovery mode
(DFIG) [11]. In these applications, where only a limited variable speed capability is
required (e.g., typically, a 2:1 range or so around the synchronous speed [2, 6, 12]),
the BDFG has retained the DFIG cost benefits of using a smaller inverter (e.g.,
around 25 % of the machine rating), but with higher reliability and maintenance-
free operation by the absence of brush gear.

The BDFG has two standard stator windings of different applied frequencies and
pole numbers, unlike the DFIG. The primary (power) winding is grid-connected,
and the secondary (control) winding is supplied from a bi-directional power con-
verter. A BDFG reluctance type (Fig. 1), the brushless doubly fed reluctance
generator (BDFRG) [1–6], appears to be more attractive than its ‘‘nested’’ cage
rotor form, the brushless doubly fed induction generator (BDFIG) [7–10, 13]. This
preference has been mainly attributed to the prospect for higher efficiency [3] with
simpler modeling and control1 associated with the BDFRG cageless rotor of similar
design to that of a modern synchronous reluctance machine [14–16]. However, the
BDFG rotor must have half the total number of stator poles to provide the rotor
position-dependent magnetic coupling between the stator windings, a prerequisite
for the torque production [1, 4].

In light of the recently introduced grid codes requiring wind turbines to stay
online and provide reactive power support for voltage recovery rather than being
disconnected under faulty conditions, another important BDFG merit is the
seemingly superior low-voltage fault ride through (LVFRT) capability to the
DFIG. It has been shown that, owing to relatively large leakage inductances and
thus lower fault current levels, the LVFRT of the BDFIG may be accomplished
safely without a crowbar circuitry, and with the higher operating stability as well
as the lower cost grid integration [17, 18]. These potential LVFRT performance

Fig. 1 A conceptual diagram of the variable speed WECS with BDFRG

1 Field-oriented control of the primary reactive power and electromagnetic torque is inherently
decoupled in both the BDFRG and DFIG [20], but not in the BDFIG [8, 10, 26].
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advantages over the DFIG can be carried over to the BDFRG featuring the leakage
reactance values of the same order as the BDFIG.

Various control strategies2 have been developed for the BDFRG over the years
including scalar control [2, 19], field-oriented control (FOC) [2, 19, 20], direct
torque control [5, 19], torque and reactive power control [21, 22], and direct power
control [23]. Although a comparative analysis of these control methods has been
partly made in [19] (and more detailed for the DFIG in [24]), to the best knowl-
edge of the authors, no similar study has been reported specifically on FOC versus
VC, and there has been no published work on true vector control (VC) of the
BDFRG. The most likely reason is the misconception amongst the two terms
(FOC/VC) which have been often interchangeably used to indicate the same
control approach despite their quite distinctive meanings [25]. In the BDFRG case,
the ‘‘FOC/VC’’ are commonly being referred to as the primary winding flux/
voltage-oriented control, respectively, by analogy to the stator flux/voltage-ori-
ented control of the DFIG.

The fact is that with a proper selection of the reference frames, the two popular
control techniques become very similar in nature and dynamic response, especially
with larger machines of lower resistances. Nevertheless, they have clear differ-
ences and performance trade-offs to be pointed out in this paper using the maxi-
mum torque (power) per inverter ampere (MTPIA) strategy [1, 2, 16] as a ground
for their comparison on a large custom-designed 2 MW BDFRG [6]. The rationale
behind looking at this particular control objective is the efficiency gain that can be
achieved by reducing both the secondary winding copper and inverter switching
losses [1, 2]. Extensive realistic simulation results taking into account the usual
practical effects (e.g., transducers’ DC offset, noise in measurements, and a four-
quadrant power converter model with space-vector PWM) are presented to support
the discussions.

2 Dynamic Model

The underlying principles of the FOC and VC algorithms can be better understood
by having a closer insight into the space-vector theory and unusual torque pro-
ducing mechanism of the BDFRM [4]. Assuming motoring convention and using
standard notation, the BDFRM model in arbitrary rotating d - q reference frames
can be represented as [4]:

2 A good literature review on control of the BDFIG can be found in [7–10, 18], and of the DFIG
in [24, 27].
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ð1Þ

The above flux equations can be manipulated to:

kp ¼ Lpipd þ Lpsisd
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

kpd

þj � ðLpipq � LpsisqÞ
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

kpq

ð2Þ

ks ¼ rLsisd þ kpsd|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
ksd

þj � ðLsisq þ kpsqÞ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
ksq

¼ rLsis þ
Lps

Lp
k�p

|fflffl{zfflffl}
kps

ð3Þ

where the primary and secondary winding are denoted by ‘‘p’’ and ‘‘s’’ respec-
tively, r ¼ 1� L2

ps=ðLpLsÞ is the leakage factor, and kps is the primary flux linking
the secondary winding (i.e., the mutual flux linkage). The definitions of the 3-
phase self (Lp;s) and mutual (Lps) inductances can be found in [4, 14].

The fundamental angular velocity relationship for the electromechanical energy
conversion in the machine with pr rotor poles and xp,s = 2pfp,s applied frequen-
cies (rad/s) to the respective 2p-pole and 2q-pole windings (Fig. 1) is [4]:

xrm ¼
xp þ xs

pr
¼ ð1� sÞ � xp

pþ q
¼ ð1� sÞ � xsyn , nrm ¼ 60 � fp þ fs

pr
ð4Þ

where the generalized slip is s = - xs/xp, and xsyn = xp/pr is the synchronous
speed (for xs = 0, i.e., a DC secondary) as with a 2pr-pole wound rotor synchronous
turbo-machine. Notice that xs [ 0 for super-synchronous operation, and xs \ 0 at
sub-synchronous speeds (i.e., an opposite phase sequence of the secondary to the
primary winding). It is interesting that the two speed modes of the BDFRG are
equivalent to a 2pr-pole induction generator (s \ 0), and that the speed can be
expressed in the same generic form in terms of the slip despite the quite distinct
operating principles [4].

The machine instantaneous torque and the rotor movement (i.e., the accelera-
tion torque) taking into account friction terms can be expressed as follows [4]:
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Te ¼
3prLps

2Lp
ðkpdisq þ kpqisdÞ ¼

3pr

2
ðkpsd isq � kpsq isdÞ ¼

3pr

2
ðkpdipq � kpqipdÞ ð5Þ

Ta ¼ J � dxrm

dt
¼ Te � TLðxrmÞ � F � xrm ð6Þ

Some important observations should be made about (1–3). While all the xp

rotating vectors in the primary voltage and flux equations are in xp frame, the
corresponding secondary counterparts, including the kps components in (5), are
rotating at xs and are in prxrm - xp = xs frame according to (4) and the BDFRG
theory in [4]. Note also that ism ¼ is and ipm ¼ ip in (1) are the magnetically
coupled currents from one machine side to the other of the same magnitude but
with different frequency to the originating current vectors [4]. Given that kp and
kps in (5) are approximately constant by the primary winding grid connection,
torque control can be achieved through the secondary dq currents in the xs frame.

Using (4), one can easily derive the mechanical power equation showing
individual contributions of each BDFRG winding:

Pm ¼ Te � xrm ¼
Te � xp

pr|fflfflffl{zfflfflffl}
Pp

þ Te � xs

pr|fflfflffl{zfflfflffl}
Ps

¼ Pp � 1þ xs

xp

ffi �

¼ Pp � 1� sð Þ ð7Þ

The machine operating mode is therefore determined by the power flow in the
primary winding, i.e., to the grid for generating (Te \ 0) regime under consider-
ation, while the secondary winding can either take or deliver real power (Ps)
subject to its phase sequence, i.e., the xs sign; the BDFRG would absorb (produce)
positive secondary power at sub (super)-synchronous speeds. Furthermore, fol-
lowing on the comments made on (4), note that (7) is the same form expression
used for classical induction machines with Pp and xs playing the role of elec-
tromagnetic (rotor) power and slip frequency, respectively.

3 Controller Design

A structural block-diagram of the primary voltage/flux angle and frequency esti-
mation technique with appropriate dq frame alignment options for FOC/VC in
discrete form for real-time implementation is shown in Fig. 2. The entire BDFRG
drive system configuration with a generic controller design is shown Fig. 3. The
necessary computations and sequential control actions being made are largely self-
evident from both the schematics. The functionality of the frame angle calculation
blocks (A and B) in Fig. 3 has been detailed in Fig. 2. An angular form of (4),
which provides a crucial link between the reference frame d-axis positions (hp,s)
and shaft encoder measurements (hrm) for control is:
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xr ¼ prxrm ¼ xp þ xs , hr ¼ prhrm ¼ hp þ hs ð8Þ

where xrm = dhrm/dt is the rotor mechanical angular velocity.
For clarification, one should also be aware of the following important points in

relation to Figs. 2 and 3:

Fig. 2 Identification of primary voltage and flux vectors in a stationary a–b frame

Fig. 3 Structure of the BDFRG drive setup
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• A standard phase-locked-loop (PLL) algorithm from the Simulink� library has
been used to retrieve the primary voltage/flux angular velocities (xp), but not the
respective stationary a–b frame angles (h/hp), from the measured voltages and/
or currents (Fig. 2). While a band-pass filter inside the PLL blocks undoubtedly
helps deal with noise and DC offset in measurements introduced by the voltage
and current transducers, it has a well-known down side of causing inevitable
phase delays and inaccurate h/hp estimates. Much better results can be achieved
by estimating these directly from the voltage/flux ab components using an
‘‘atan’’ function. The xp estimation is immune to this problem as being affected
by incremental and not absolute positions (i.e., xp = Dhp/Dt).

• The starting circuitry is not shown in Fig. 3. If a partially rated power converter
is used then an auxiliary contactor is required to short the secondary terminals
directly or through external resistors to avoid the inverter transient over-currents
and allow the BDFRG to start as an unloaded induction machine. After reaching
the no-load speed, the contactors are opened and the converter is connected. An
alternative method may be to start the machine from the secondary side through
the controllable inverter and then synchronize the primary winding to the grid
applying the procedure for commercial DFIGs [28].

• A conventional vector controller with space-vector PWM of the active rectifier
(e.g., the line-side IGBT converter) has been implemented (Fig. 3) for control of
DC link voltage and unity line power factor. The relevant design details are
beyond the scope of this chapter and can be found in [11, 29].

• The common PI regulators with anti-windup on the integrators and limiters (i.e.,
saturated outputs), readily available in Simulink�, have been employed
throughout for power or speed control given the selector position (Fig. 3).

• The primary real (P) and reactive (Q) power have been worked out using the
stationary frame voltage (vab) and current (iab) components (Fig. 3) despite the
fact that the control has actually been done in the rotating secondary ds - qs

frame (Fig. 2). Considering that the power calculations are reference frame
invariant, this is the least computationally intensive approach as unnecessary
conversions of vab and iab into their ds - qs equivalents and therefore the use of
time-consuming trigonometric functions, can be avoided with obvious impli-
cations on the higher control rates and superior performance achievable in
practice.

• The Y-connected primary and secondary windings have been derived with an
isolated neutral point allowing the use of only two current sensors (e.g., in
phases ‘‘a’’ and ‘‘b’’ so, ic = - ia- ib) on each side (Fig. 3). However, as the
primary supply voltages may not be balanced, having three rather than only two
line voltage transducers is recommended for higher accuracy.

• The Q reference is often set to zero (Q* = 0) for the unity primary power factor
but can be any other value of interest for a given real power setting (P*) in open-
loop speed (i.e., power or torque) mode of the machine (Fig. 3). In variable
speed drive or generator systems, x�rm is the desired angular velocity. For
example, either P* or x�rm may correspond to the Maximum Power Point
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Tracking (MPPT) operating point of a wind turbine [2, 12] while Q* may be
chosen to optimize certain performance indicator of the machine like torque
(power) per secondary ampere.

4 Control Principles

4.1 Vector Control

The control expressions can be derived from the BDFRG space-vector model (1)
written in xp (e.g., dp - qp for the primary winding) and xs (e.g., ds - qs for the
secondary winding) rotating frames (Fig. 2). This selection maps the variables into
their natural reference frames where the respective vector components appear as
DC quantities which are easier to control. Of particular interest is the secondary
voltage equation in (1). Using (3), this can be simplified in steady state to:

vs ¼ jxskps þ ðRs þ jxsrLsÞis ð9Þ

The above expression shows a fairly proportional relationship (in vector sense)
between the control voltage and the secondary current with the exception of
nonlinearities introduced by the existing back-emf component. This gives an
incentive for using a secondary current feedback loop PI controller (one in each
dsqs control axis) for determining the appropriate control voltage modulation index
as illustrated in Fig. 3. A control law can be simply formulated as

vsref
¼ PIðisref

� isÞ ð10Þ

To avoid coupling effects between the controllable dq currents, the back-emf
related disturbance should be compensated for improved performance.

Substituting for ip from the kp equation of (1) into Sp ¼ 3
2 vpi�p, with ism ¼ is in

the respective frames, would lead to the following relationships for the primary
mechanical (i.e., electrical power minus losses) and reactive power:

Ppvc ¼ Ppel �
3
2

Rpi2
p ¼

3
2
ðkpsd isq � kpsq isdÞ ¼ Ppfoc

� 3
2

xpkpsq isd ð11Þ

Qpvc ¼
3
2

xp

k2
p

Lp
� kpsd isd � kpsq isq

 !

¼ Qpfoc
� 3

2
xpkpsq isq ð12Þ

Note that (11) could have also been derived using (5) and (7).
As can be seen from the above expressions, VC of Pp and Qp is coupled as both

the isd and isq secondary current components appear in (11) and (12). The level of
coupling can be reduced by aligning the qp-axis of the reference frame to the
primary voltage vector as proposed in Fig. 2. In this case, kp would be phase
shifted ahead of the corresponding dp-axis depending on the winding resistance
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values. This angular displacement is generally smaller with larger machines
having lower resistances. Therefore, for the frame alignment choice as in Fig. 2,
VC should be similar to FOC as kpsd [ [ kpsq i.e., kpsd [ [ kps so that (11) and
(12) become

Ppvc � Ppfoc
¼ 3

2
xpkpsisq ¼

3
2

Lps

Lp
xpkpisq ð13Þ

Qpvc � Qpfoc
¼ 3

2

xpk
2
p

Lp
� 3

2
xpkpsisd ¼

3
2
xpkp

Lp
ðkp � LpsisdÞ ¼

3
2

xpkpipd ð14Þ

With the kp, and thus kps, magnitudes being fixed by the primary winding grid
connection at line frequency (xp), the Pp versus isq and Qp versus isd relationships
are nearly linear according to (13) and (14), which justifies the use of PI power
controllers (Fig. 3) as indicated below:

isqref ¼ PIðP� PrefÞ
isdref ¼ PIðQ� QrefÞ

(

ð15Þ

By analogy to (10), feed-forward compensation for coupling terms in (11) and
(12) may also be added to (15) to achieve decoupled control similar to FOC but at
the expense of having to know the machine inductances.

4.2 Field-Oriented Control

The primary flux oriented (e.g., with the reference frame dp-axis aligned to kp as in
Fig. 2) forms of (2), (3) and (5) become [4, 19, 20]:

kp ¼ Lpipd þ Lpsisd
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

kpd¼kp

þj � ðLpipq � LpsisqÞ
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

kpd¼0

ð16Þ

ks ¼ rLsisd þ kpsd|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
ksd

þj � rLsisq
|fflffl{zfflffl}

ksq

¼ rLsis þ
Lps

Lp
kp

|fflffl{zfflffl}
kps

ð17Þ

Te ¼
3prLps

2Lp
kpisq ¼

3pr

2
kpsisq ¼

3pr

2
kpipq ð18Þ

The corresponding real and reactive powers are now given by (13) and (14).
The most important advantage of FOC over VC is the inherently decoupled

control of Pp (or Te) and Qp through isq and isd variations, respectively, which is
immediately obvious from (13), (14) and (18). This fact greatly facilitates the
controller design as most AC machines, and especially if vector controlled, need
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model-based decoupling schemes to eliminate cross-coupling between the d-
q control axes for enhanced performance. In favor of VC, it is fair to say that these
appealing FOC properties come at the cost of the kp angle estimation (hp in B
block of Fig. 2) and difficulties with suppressing the detrimental DC offset effects
on the voltage integration accuracy. In addition, the primary winding resistance
(Rp) needs to be known in low to medium power applications this requirement
being superficial with large-scale machines having virtually negligible resistance
values. As entirely parameter independent, the VC approach clearly does not suffer
from any of these FOC constraints.

Another interesting observation that can be made from (16) is that the ipq, as
being immediately related to isq since kpq = 0, is also indirectly torque producing,
while the respective d-axis counterparts, isd and ipd, jointly participate in the
machine magnetization as kp = Lpipd ? Lpsisd. Also, note from Fig. 2 that if the
dp-axis lies along the kp, then this will automatically get the respective ds-axis of
the secondary frame (where the control is actually being executed), aligned to kps.
In the BDFRG case, such an unusual frame-flux mapping is inherent with the
decoupled FOC but surely does not take place under the VC conditions.

4.3 BDFRG Turbine Operating Conditions

The viability and performance comparisons of the FOC/VC a scheme in Fig. 3 has
been demonstrated on a large-scale proof-of-concept machine for wind turbines.
The machine ratings and remaining parameters, shown in Table 1, are used
throughout this work if not otherwise stated.

In order to make the computer simulations as real as possible, which is a
necessary initial step for their successful practical validation, the following actions
have been taken: (i) The power electronic models from the SimPowerSystems�

library have been implemented; (ii) High-frequency uncorrelated white noise and
unknown slowly varying DC offset have been superimposed to the ideal signals to
account for practical effects of the measurement noise and current/voltage trans-
ducers errors; (iii) Furthermore, a correct way of extracting the primary voltage/
flux angles was put into place with the PLL only being used to get accurate
estimates of the respective angular velocities as Fig. 2 implies; (iv) Finally, it has
been assumed that both the rotor position and speed information has been provided
by a shaft sensor (e.g., an incremental encoder in our case).

4.4 Optimal Control Strategy

The maximum torque per inverter ampere (MTPIA) strategy [1, 2] has been
implemented in Fig. 3 by setting: (1) i�sd ¼ 0, or (2) Q�p value for isd ¼ 0 and
kp � up=xp in (14), subject to the Qp controller status i.e., is it (1) disabled or
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(2) active. The advantage of the first option is one fewer PI regulator to tune, but
has the limitations of model-based Qp control. The second choice is machine
parameter independent, and thus more robust from this point of view, allowing Qp

to be controlled directly but makes the overall tuning process more difficult
by adding an extra PI regulator to the existing three (two for the secondary dq
currents and one for the speed). Whatever the set-point selection, the primary
winding would be almost entirely responsible for the machine magnetisation with
most of the secondary current being torque producing. This implies the minimum
current loading in the secondary winding and the machine-side converter for a
given torque, reduction of resistive and switching losses, and an efficiency
improvement.

4.5 Wind Turbine Characteristics

A common geared wind turbine driving the BDFRG has been operated in a var-
iable speed range of 2:1 or so, which is usual in these applications. For a 6/2-pole
example machine (Table 1), this is [nmin = 500; nmax = 1000] rev/min, i.e.,
250 rev/min around the synchronous speed of nsyn = 750 rev/min for a
fp = 50 Hz supply, the boundary secondary frequencies of fs = ± fp/3, and the
respective ‘‘slip’’ limits of s = - fs/fp = �1/3 according to (4). It can be easily
shown using (7) that Ps�0.25Pm meaning that the inverter would need to handle at
most 25 % of the mechanical power (plus total losses on the secondary side).

In a typical wind energy conversion system, the turbine output torque on the
generator side of the gear-box for the maximum energy extraction from the wind
in the base speed region (i.e., between the minimum ‘‘cut-in,’’ umin, and the rated
wind speed, ur), can be represented as [2, 12]:

Topt ¼
A � q � Cpðkopt; cÞ � R3

2 � g3 � k2
opt

� x2
rm ¼ Kopt � x2

rm ð19Þ

where q is the air density, Cpðk; cÞis the power (performance) coefficient (i.e., the
maximum turbine efficiency as k ¼ kopt in this case), kopt ¼ Rxt=u is the optimum
tip speed ratio for a given wind speed u, xt is the turbine rotor angular velocity, c
is the pitch angle (normally fixed to zero to maximize Cp), R is the blade length

Table 1 The BDFRG design specifications

Rotor inertia [J]
Primary resistance [Rp]
Secondary resistance [Rs]
Primary inductance [Lp]
Secondary inductance [Ls]
Mutual inductance [Lps]
Rotor poles [pr]

3.8 kgm2

0.0375 X
0.0575 X
1.17 mH
2.89 mH
0.98 mH
4

Power [Pr]
Rated speed [nr]
Stator currents [Ip,s]
Stator voltages [Vp,s]
Stator frequencies [fp,s]
Winding connections
Stator poles [p/q]

2 MW
1000 rev/min
1.5 kA rms
690 V rms
50 Hz
Y/Y
6/2
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(i.e., the radius of the circular swept area, A ¼ pR2), and g ¼ xrm=xt is the gear
ratio. The main task of the gear box is to provide mapping of the actual wind and
generator operating speed ranges, i.e., [umin, ur] and [nmin, nmax] through an
appropriate g value. In practice, the latter is normally chosen to allow matching of
the respective midrange speeds, (umin ? ur)/2 and (nmin ? nmax)/2 (=nsyn for the
BDFRG or DFIG). At gusty wind speeds beyond ur and up to the ‘‘cut-out’’ limit,
Cp has to be sacrificed to avoid generator overloading. However, issues related to
constant power control of the turbine are out of scope here.

The simulated BDFRG (Table 1) has been assumed to have a shaft torque-
speed characteristic of the same form as (19).

TL ¼ �Tr �
xrm

xmax

ffi �2

¼ � Pr

xr
� nrm

nmax

ffi �2

� �19 � nrm

1000

ffl �2
kNm ð20Þ

5 Preliminary Results

The simulation results have been produced by running the FOC and VC algorithms
in Fig. 3 in speed mode at 5 kHz corresponding to the switching rate for the IGBT
converter. The DC link voltage has been maintained at � 1200 V by the PWM
rectifier (i.e., the line-side bridge) supplied at 690 V, 50 Hz.

Figure 4 shows the excellent speed tracking with no overshoot of the BDFRG
controlled at synchronous (750 rev/min), super-synchronous (900 rev/min), and
sub-synchronous (600 rev/min) speeds in the secondary frequency range of
fs = ±10 Hz following the start-up period. The reference speed trajectory is set as
a ramp for dynamically not demanding target applications. Note that the machine
speed response is virtually identical for either the FOC or VC.

The primary electrical power (P) and electromagnetic torque (Te) curves in
Fig. 4 reflect the BDFRG speed-torque profile represented by (20) for three typical
speed set-points in the control region (from 4 s onward). Except for a difference in
losses, and considering that xp � const by the primary winding grid connection,
P and Te are directly related as follows from (7) and (11) which explain a close
resemblance in shape of the two waveforms. The Te deviations from the desired
load profile during the speed transients refer to the acceleration or deceleration
torque term in (6) depending on whether the machine is to speed-up (Ta [ 0) or
slowdown (Ta \ 0). One can also hardly see any disparity between the FOC and
VC results for either P or Te given (11) and (13) for i�sd ¼ 0.

The reactive power (Q) is kept at 1.35 MVAr (Fig. 4) by adopting the control
option 2 elaborated in Sect. 5.1. This approach allows to minimize the is magni-
tude for a given shaft torque and therefore to achieve the desired MTPIA per-
formance. Note that the Q behavior of the BDFRG with the decoupled FOC is
largely unaffected by the P variations. However, the VC waveform is rather
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distorted and looks like a scaled mirror image of the P counterpart due to the cross-
coupling (isq) term in (12).

The secondary current components (isd; q) and their primary winding equiva-
lents (ipd; q) are presented in Fig. 5. The waveforms are notably smooth with no
transient overcurrents as the PI regulators do not need to be saturated to allow
accurate tracking of the desired trajectories for the moderate trapezoidal speed
variations.

The isd is controlled at � 0, while the ipd is required to establish the machine
flux and to satisfy the specific Qp demand according to (14). A close analogy
between the active q currents and the complementary real power (torque), as well
as the magnetizing d currents and Q, is immediately visible from the relevant

Fig. 4 MTPIA performance of the BDFRG in a narrow range around synchronous speed

Control of Emerging Brushless 407



waveforms in Figs. 4 and 5. The cross-coupling effects of the isq clearly manifest
themselves as speed (torque)-dependent disturbance (e.g., offsets) in the respective
noncontrollable ipd profiles (Fig. 5) in the VC case (in a manner similar to the

Fig. 5 BDFRG dq currents in the respective frames complementing the results in Fig. 4
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Fig. 6 BDFRG inferred secondary voltage positions and secondary current waveforms showing
a phase sequence reversal during the transition from super- to sub-synchronous speed modes
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P and Q scenario in Fig. 4). The corresponding FOC ipd (and Q) levels are,
however, constant in an average sense throughout the entire speed range.

An interesting observation from Fig. 6 is the step-wise PWM sector change of
the modulated secondary voltage vector (vs) during a speed reduction from 900 to
600 rev/min. In the super-synchronous mode, vs rotates anticlockwise as indicated
by the ascending sector numbers for the same phase sequence of the windings
when xs [ 0 in (4). At sub-synchronous speeds, on the other hand, vs rotates
clockwise with the sector numbers descending which comes from the opposite
phase sequence of the secondary to the primary winding since xs\0 in (4). Notice
that vs becomes stationary at synchronous speed (750 rev/min) as the secondary
currents are then DC i.e., xs ¼ 0 in (4).

6 Conclusions

The main contribution of the work is the comparative development and perfor-
mance analysis of field (primary flux) oriented control (FOC) and vector (primary
voltage oriented) control (VC) algorithms for optimum operation of the BDFRG—
a viable, low cost, and reliable alternative to its widely used companion, the
conventional slip-ring doubly fed induction generator (DFIG). Such a control
framework can serve as a basis for further research on this emerging brushless
machine topology for applications with limited variable speed ranges foremost
wind turbines (but also large pump-alike drives) where the cost advantages of
partially rated power electronics can be fully exploited. The results presented have
illustrated the high potential and effectiveness of the control methods considered
using the MTPIA strategy which offers the machine efficiency improvement.

The realistic simulation studies taking into account the usual practical effects as
transducer DC offsets and noise in measurements, have clearly demonstrated that
despite the necessity for primary flux estimation (which largely becomes obsolete
with increasing machine sizes and negligible resistances), the FOC technique can
still allow superior Q control quality in an inherently decoupled fashion from torque
(power). The VC, on the other hand, is more robust from a parameter knowledge
point of view but suffers from uncompensated cross-coupling issues and disturbed
Q waveforms of speed (and hence load)-dependent steady-state levels as a trade-off.
Although the implementation of decoupling mechanisms for enhanced performance
may be possible, this approach has not been adopted primarily to avoid the
consequent model-based limitations (e.g., sensitivity and accuracy problems
associated with parameter identification uncertainties) and retain the complete
parameter independence of the VC in order to make fair and valid comparisons with
the FOC.
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Energy Hub Management
with Intermittent Wind Power

Alireza Soroudi, Behnam Mohammadi-Ivatloo and Abbas Rabiee

Abstract The optimal energy management in energy hubs has recently attracted a
great deal of attention around the world. The energy hub consists of several inputs
(energy resources) and outputs (energy consumptions) and also some energy
conversion/storage devices. The energy hub can be a home, large consumer, power
plant, etc. The objective is to minimize the energy procurement costs (fuel/elec-
tricity/environmental aspects) subject to a set of technical constraints. One of the
popular options to be served as the input resource is renewable energy like wind or
solar power. Using the renewable energy has various benefits such as low marginal
costs and zero environmental pollution. On the other hand, the uncertainties
associated with them make the operation of the energy hub a difficult and risky
task. Besides, there are other resources of uncertainties such as the hourly elec-
tricity prices and demand values. Hence, it is important to determine an economic
schedule for energy hubs, with an acceptable level of energy procurement risk.
Thus, in this chapter a comprehensive multiobjective model is proposed to min-
imize both the energy procurement cost and risk level in energy hub. For con-
trolling the pernicious effects of the uncertainties, conditional value at risk (CVaR)
is used as risk management tool. The proposed model is formulated as a mixed
integer nonlinear programming (MINLP) problem and solved using GAMS.
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Simulation results on an illustrative test system are carried out to demonstrate the
applicability of the proposed method.

Keywords Stochastic optimization � Scenario-based modeling � Wind energy �
Price uncertainty modeling � Energy hub

1 Introduction

1.1 Problem Statement

The increasing price of fuel and energy, combined with environmental laws and
regulations, have led many different energy producers to integrate renewable,
clean energy sources with nonrenewable ones, forming the idea of energy hubs. A
typical energy hub consists of energy transformation devices, some distributed
energy generation potential, electrical load, heat load, and some energy storage
capabilities. The energy hub can be a commercial building, large consumer, power
plant, etc. Figure 1 shows an example energy hub, which provides interface
between participants, i.e., the energy producers, consumers, and storage along with
the transportation infrastructure.

In this chapter, a risk averse stochastic framework is proposed for optimal
energy management of an energy hub. The problem is analyzed with the following
constraints, decision variables, and objective function:

• Decision variables:

– Electricity purchase from the electricity market.
– Gas purchase from the gas network.
– Operation schedule of energy storage/conversion devices.

• Constraints:

– Uncertainty of electricity prices.
– Uncertainty of electricity demand.
– Uncertainty of energy production of renewable resources.
– Technical constraints of energy conversion/storage devices.
– Demand balance.
– Risk of energy procurement from different resources.

1.2 Review of Related Works

A comprehensive framework for modeling of energy systems composed of mul-
tiple energy carriers has been presented in [1]. Different energy careers such as
electricity, heat, gas, and biomass are considered. The modeling framework is
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based on the energy hub approach. They have used conversion matrix for mod-
eling the interactions between different participants of the energy hub. The
modeling is deterministic and the effects of the uncertainties are not considered. A
model based on energy hub concept, for the analysis of reliability of supply in
multicarrier energy systems has been presented in [2]. It is concluded that con-
sidering the mutual interconnections between multiple energy careers increases the
supply redundancy and reliability. In [3] an optimization method is proposed for
determination of optimal size of hybrid power systems, based on the energy hub
concept.

In [4] and [5] an energy hub Monte Carlo valuation model is proposed. By
means of this model, integrated systems of multienergy conversion and storage
devices can be valued together with load management schemes. The energy hub’s
ability to flexibly adapt its output to uncertain and volatile market prices is
explicitly considered. In [6] the energy hub framework is adopted to determine a
modeling procedure for a generic building energy system. In [7] application of
model predictive control (MPC) to multicarrier energy systems including storage
devices, renewable infeeds, and forecast uncertainties is studied. Due to the
forecast errors in price and load profiles, the MPC strategy is used for reduction of
the consequences of forecast uncertainties. Reference [8] proposes a tool for
analyzing large-scale interconnected energy hub networks. Electrical and natural
gas networks, wind generating capacity, district heat loads, converters, and energy
storage are considered as the main elements of energy. In [9] a generic framework
is proposed that allows the analysis of energy efficiency in multicarrier energy

Fig. 1 The energy hub
concept
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systems taking into account the physical properties of the energy networks. It is
shown that a trade-off should be made between the cost minimization and maxi-
mization of energy efficiency in these systems.

Different methods have been used to model wind uncertainty. Scenario-based
stochastic optimization modeling has been proposed in [10–12]. In this method
some scenarios are generated as the representatives of the wind generation based
on the a presumed probability distribution function. Although different risk mea-
sures can be used to model risk, CVaR is used widely as a risk measure in
scenario-based methods. CVaR has been used in [10, 11] for risk modeling of wind
power generation uncertainty. Fuzzy scenario-based has been used in [13] for
modeling wind uncertainty. The Interval optimization is also used in [14] in for
uncertainty handling of wind power. This method is compared with scenario-based
methods in [15].

2 Risk Management

Suppose an objective function Cðw; ZÞ, in which, W is the decision variable vector
and Z are the input uncertain parameters. If the probability density functions of the
uncertain parameters are known then these parameters can be described using
scenario-based approach and treated with two-stage optimization techniques. The
scenario-based approach divides the uncertain continuous universe of discourse for
parameter Z into Xsj j scenarios with specific probabilityps. The next step is the
proper treatment of optimization procedure. The two-stage optimization technique
states that the decision variable vector W consists of two types of variables. the first
type are called ‘‘here and now’’ or ‘‘first stage’’ variables and are denoted by X.
These variables remain the same for all possible scenarios. The second type of the
variables are called ‘‘wait and see’’ or ‘‘second stage’’ variables and are denoted by
Ys. These variables are determined specifically for each scenario s.

min
w

OF ¼ NðCðw; ZsÞÞ ð1Þ

NðCÞ ¼
X

s

psCðw; ZsÞ ð2Þ

Zs 2 XsðzÞ ð3Þ

w ¼ X; Ysf g ð4Þ

where Nð:Þ is expected value operator. ps is the probability of scenario s. The main
problem with this approach is ignorance of the risk. The term ‘‘risk’’ can be
interpreted in many ways depending on the context it is being used. Formally, it is
defined as a situation involving exposure to an undesired event which is mainly
due to the existence of uncertainties involved in decision-making procedure. This
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event may be an unpleasant technical, economical, or environmental situation.
Each risk management strategy involves answering the following questions [16]:

• What can happen?
• How to quantify the impacts/risk measures?
• What are the consequences?
• What are the preventive/remedial actions?

The methods of risk modeling can be divided into different categories [17],
namely; fuzzy methods [18], scenario-based methods [19–21], information gap
decision theory (IGDT)-based methods [22, 23], and robust optimization [24]. In
context of the scenario-based models, there are various methods for quantifying
the risk impacts such as variance [25], shortfall probability [26], stochastic
dominance [27], value at risk VaR [28], and CVaR [29]. In this chapter, the CVaR
method is used as a risk measure. The CVaR is defined as the expected value of
losses exceeding the VaR. While the VaR gives the frequency of extreme events,
CVaR considers not only the frequency but also the severity of losses in case of
undesired events [30]. For example, although the expected value of cost function
Cðw; ZsÞ is minimized but the decision-maker may still face with severe outcomes
in some scenarios with low probability. Comparing with VaR, CVaR is a more
conservative index, because it measures the average loss exceeding the VaR value
for a given confidence level [31]. CVaR is defined as follows:

CVaR ¼ VaRþ NðrsÞ
1� a

ð5Þ

rs�Cs � VaR ð6Þ

rs� 0 ð7Þ

where CVaR is the mean of the worst a% of Cs values. CVaR is conditional value
at risk, VaRis value at risk.

Let’s reformulate the (1) with a risk averse attitude:

min
w

OF ¼ b N C w; Zsð Þð Þ þ 1� bð ÞCVaR ð8Þ

NðCÞ ¼
X

s

psC w; Zsð Þ ð9Þ

Zs 2 XsðzÞ ð10Þ

w ¼ X; Ysf g ð11Þ

where b is weighting factor for risk averse decision making and specifies the
attitude of decision-maker toward the risk.
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3 Problem Formulation

The relations between different variables and parameters of an energy hub basi-
cally depend on the energy hub’s configuration. The configuration of a typical
energy hub is depicted in Fig. 2

The calculation of objective function as well as the assumptions and technical
constraints are described in this section as follows:

3.1 Energy Hub Modeling

This hub is fed by four sources of energy, namely: electric power pool (EPP),
renewable energy sources (RES), gas turbines (GT), and natural gas network
(NGN). It should supply two types of demand namely heat and electrical demand.
It can also sell its excessive energy to the EPP. This energy hub is equipped with a
CHP, electric energy storage (EES) unit. and a Furnace (F) unit.

The state of charge (SOC) in energy storage device in hour t depends on SOC in
hour t � 1, energy loss (EL) and the energy charge or discharge in hour t. It also
depends on the scenario s. It can be described mathematically as follows:

SOCt;s ¼ SOCt�1;s þ Echg
t;s � Edch

t;s � EL ð12Þ

SOCt1;s ¼ Eini ð13Þ

Fig. 2 Energy hub configuration
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SOCt24;s ¼ Efin ð14Þ

Emin� SOCt;s�Emax ð15Þ

Echg
t;s ¼ PSgrid

t;s þ PShub
t;s

� �
� g ð16Þ

Edch
t;s ¼ PSsold

t;s þ PSdch
t;s

� �.
g ð17Þ

where g is the efficiency of charge and discharge of EES unit. Echg
t;s is energy

charge in EES in time t and scenario s in MWh, Edch
t;s is energy discharge in EES in

time t and scenario s in MWh, SOCt;s is state of charge for EES in time t and
scenario s in MWh, Eini is the initial value of state of charge at the beginning of
operating horizon, Efin is the final value of state of charge at the end of operating
horizon, Emax is the maximum value of state of charge, Emin is the minimum value
of state of charge.

The energy storage device can be charged by using either energy hub (PShub
t;s ) or

by EPP (PSgrid
t;s ). It also discharges to supply the hub (PSdch

t;s ) or to sell its energy to

EPP (PSsold
t;s ).

The heat and electric demands should be satisfied in hour t and scenario s as
follows:

Let;s ¼ PSdch
t;s þ ðPet;s þ Pwt;sÞ þ

Pgechp
t � PShub

t;s þ
X

i

ðPSi
tÞ

ð18Þ

Lht ¼ Pghchp
t þ Pghf

t ð19Þ

where Let;s is the electrical demand in time t and scenario s in MW, Pwt;s is the
wind power generation in time t and scenario s in MW, Pet;s is the power pur-

chased from EPP to supply energy hub in time t and scenario s in MW, Pgechp
t is

the converted power from gas to electricity by CHP unit in time t in MW, Pghchp
t is

the converted power from gas to heat by CHP unit in time t in MW, Pghf
t is the

converted power from gas to heat by Furnace unit in time t in MW, and Lht;s is the
heat demand in time t and scenario s in MW.

The internal variables of energy hub are described as follows:

Pgechp
t ¼ mt � Pgt � gchp

ge ð20Þ

Pghchp
t ¼ mt � Pgt � gchp

gh ð21Þ

Pghf
t ¼ ð1� mtÞ � Pgt � gf

ge ð22Þ
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where mt is the dispatch factor which specifies the share of natural gas entering the
CHP or Furnace. gchp

ge is the gas to electricity conversion efficiency of CHP unit,

gchp
gh is the gas to heat conversion efficiency of CHP unit, and gf

gh is the gas to heat

conversion efficiency of Furnace unit.

3.2 Thermal Unit Constraints

• Ramp rate limits [32]

pi
t�Pi

min � Ui
t ð23Þ

pi
t � pi

t�1 � Ui
t � RDi � Ui

t ð24Þ

pi
t �ðPi

max½Ui
t � Zi

tþ1� � Zi
tþ1 � SDiÞ � Ui

t ð25Þ

pi
t �ðpi

t�1 þ RUi � Ui
t�1 þ Yi

t � SUiÞ � Ui
t ð26Þ

where Pi
t is the generated power of thermal unit i in time t in MW, Ui

t is On/off
state of unit i in time t, Yi

t=Zi
t , are binary variables that describe the startup/

shutdown status of the thermal unit i in time t. SUi is startup limit of unit i in MW,
SDi is shutdown limit of unit i in MW, RUi=RDi are Up/Down ramp rate of ith
thermal unit in MW=h and Pi

max=min is maximum/minimum power output of ith

thermal unit in MW.
• On/off states

Yi
t � Zi

t ¼ Ui
t � Ui

t�1 ð27Þ

Yi
t þ Zi

t � 1 ð28Þ

• Minimum up/down time

si
t�1 þ DTi

ffi �
Ui

t � Ui
t�1

ffi �
� 0 ð29Þ

si
t�1 � UTi

ffi �
Ui

t�1 � Ui
t

ffi �
� 0 ð30Þ

where, si
t is the number of hours unit i has been on/off at the end of hour t, UTi is

the minimum up time of ith thermal unit, and DTi is the minimum down time of ith
thermal unit.
• The generation cost of thermal units is defined as

OCi
t ¼ aiðpi

tÞ
2 þ bip

i
t þ ci � Ui

t ð31Þ

where ai; bi; ci are the quadratic cost coefficients of thermal unit i. OCi
t is the

operating cost of thermal unit i in time t in $.
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• Total thermal units costs in time t

TTUCt ¼
X

i

OCiðtÞ þ Yi
t STCi þ Zi

t SDCi

ffi �
ð32Þ

where, TTUCt is the total operating cost of thermal units in time t in $, STCi is the
startup cost of unit i in $, and SDCi is shutdown cost of unit i in $.

3.3 Critical Uncertainty Modeling of Wind Power
Generation, Electricity Prices, and Demands

The variation of wind turbine power generation is an uncertain parameter which
can be probabilistically modeled using historical data records of wind speed [33,
34]. A suitable PDF for modeling the variation of wind speed, v, is found to be
Rayleigh probability density function (PDF) [34], which is a special case of
Weibull PDF. The mathematical expressions of Weibull PDF is as follows:

PDFðvÞ ¼ B

A

ffl �
v

A

� �B�1
exp � v

A

� �B
ffl �

ð33Þ

where v is wind speed. B is the shape factor and A is the scale factor of the Weibull
PDF of wind speed. Rayleigh PDF is a special case of Weibull PDF for B ¼ 2 and
A ¼

ffiffiffi
2
p

b which can be expressed as follows:

PDFðvÞ ¼ v

b2

� �
exp � v

ffiffiffi
2
p

b

ffl �2
 !

ð34Þ

The scale factor of the Rayleigh PDF can be calculated using the mean of the
wind speed in the studied area as follows:

vm ¼
Zþ1

0

v2

b2

ffl �

exp � v
ffiffiffi
2
p

b

ffl �2
 !

dv ¼
ffiffiffi
p
p

b
ffiffiffi
2
p ð35Þ

Figure 3 shows the Rayleigh PDF for b ¼ 11:28 which corresponds to
vm ¼ 17:72 m=s.

For generation of wind power scenarios, a technique described in [34] is
implemented in this chapter. In this techniques, the PDF of wind speed is divided
into several intervals. The probability that wind speed in scenario s falls into the
interval ½v1;s v2;s� i.e., v2 ½v1;s v2;s�, is calculated using the following equations:

pw
s ¼

Zv2;s

v1;s

v

c2

� �
exp � v

ffiffiffi
2
p

c

ffl �2
" #

dv ð36Þ
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vs ¼
v2;s þ v1;s

2
ð37Þ

where v1;s; v2;s are the starting and ending points of the wind speed’s interval
defined in scenario s (2 ½v1;s v2;s�), respectively. A typical wind turbine output
power versus rotor angular speed is depicted in Fig. 4 [12]. The operating strategy
of wind turbine is to adjust the rotor speed to generate power continuously close to
the maximum power points which changes the power-speed characteristic. It can
be accomplished by a variable speed system design and operation, which is uti-
lized in the wind farms equipped by doubly fed induction generator (DFIG) [35].

In order to pick up maximum possible power from wind, the wind turbine
should be operated at the peak power point at all wind speeds. By refering to
Fig. 4, this happens at points Pmax;1

w ;Pmax;2
w ;Pmax;3

w in wind speeds v1; v2; v3,
respectively. These peak power production points have a common property which

Fig. 3 Rayleigh PDF expression of wind speed
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Fig. 4 Wind turbine power versus rotor speed characteristic [12]
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is the constant high value of tip speed ratio (TSR). Consequently, the speed and
power controls in the variable speed wind power systems consist of three distinct
regimes as shown in Fig. 5, where the solid curve is the output power (i.e., PwðvÞ)
and the dotted curve is the rotor power coefficient (Cp) [36].

From Fig. 5, the generated power of the wind turbine is obtained using its
output power characteristics and the obtained vs through (37), as follows:

PwðvÞ ¼
0 if vs� vc

in or v� vc
out

v�vc
in

vrated�vc
in

Pr
w if vc

in� v� vrated

Pr
w else

8
<

:
ð38Þ

where, vc
in, vc

rated, and vc
out are the cut-in, rated and cut-out wind speed of wind

turbine in m=s, respectively. Also, Pr
w is the rated power of the wind turbine. It is

noteworthy that the practical values of vc
in, vc

rated and vc
out for an industrial wind

turbine (model E-70/E4 manufactured by ENERCON) are 2, 14, and 25, respec-
tively [37].

Normal PDF is used for modeling the uncertainties associated with demand and
electricity prices as shown in Fig. 6. As can be observed from this figure, mean (l)
and variance (r) of the uncertain parameters are required for using normal PDF.
According to this figure, the normal PDF is divided into 5 distinct areas. Table 1
gives the mean and the corresponding probabilities of these areas.

Wind Speed
c

inV

maximum power limit

Constant Cp

ratedV c
outV

The output power 
characteristic

Fig. 5 The wind turbine
rotor speed control regimes,
and output power curve [12]

Fig. 6 The normal
probability density function
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It is assumed that the load, price, and wind power generation states are inde-
pendent, thus these states are combined to construct the whole set of states (sce-
narios) as follows:

ps ¼ pl
s � pk

s � pw
s ð39Þ

The total number of states, i.e., Ns, would be ln � kn � wn. It is obvious that for
large number of scenarios (i.e., states) the computational burden of the optimi-
zation procedure drastically increased. There are some techniques to reduce the
number of scenarios to decrease the computational burdens while maintaining the
accuracy (see Appendix-I).

3.4 Decision Variables

The decision variables (/) are categorized into two groups as:

• First stage decision variables (X):

X 2 Yi
t ; Z

i
t ;P

i
t;U

i
t ;TTUCt;OCi

t;
	

Pgechp
t ;Pghchp

t ;Pghf
t ; mt


 ð40Þ

• Second stage decision variables (Ys):

Ys 2 SOCt;s;E
chg
t;s ;E

dch
t;s ; PSgrid

t;s ; PShub
t;s ;

n

PSsold
t;s ;PSdch

t;s ;Pwt;s;Pet;s

o ð41Þ

Finally / ¼ X; Ysf g

3.5 Objective Function

min
/

OF ð42Þ

Table 1 Normal PDF states
for electricity prices and
demands

State Mean value Probability (%)

s1 l� 2:5r 2.5
s2 l� 1:5r 13.5
s3 l 68.0
s4 lþ 1:5r 13.5
s5 lþ 2:5r 2.5

424 A. Soroudi et al.



OF ¼ OF1 ¼
X

s

psCosts;OF2 ¼ CVaR

( )

ð43Þ

CVaR ¼ VaRþ

P

s
psrs

ffl �

1� a
ð44Þ

rs� costs � VaR ð45Þ

rs� 0 ð46Þ

The total cost of each scenario Costs consists of different terms as follows:

Costs ¼
X

t

PSgrid
t;s þ Pet;s � PSsold

t;s

� �
ke

t;s

�

þTTUCt þ Pgt � kgÞ
ð47Þ

The first term indicates the power flowing toward/from EPP and its associated
payments. The second term is related to the operating costs of thermal units. The
last term is about the gas purchase from NGN.

4 Simulation Results

4.1 Data

The proposed approach is implemented in GAMS [38] environment solved by
DICOPT solver running on an Intel Core 2 Duo Processor T5300 (1.73 GHz) PC with
1 GB RAM. It is applied to a 5-thermal units system as described in Table 2. The cost
coefficients of the thermal units are adapted from [39]. The UTi and DTi for all units
are considered to be 5 and 2 h, respectively. The available percent of wind capacity
in each wind speed scenario is given in Table 3. The total wind capacity (i.e., Pr

w) is
assumed to be 300 MW. The mean values of electricity prices, electricity demand,
and heat demand for the upcoming day are given in Table 4. The corresponding
standard deviations (r) is assumed to be 1 % of the mean values given in Table 4.
The energy hub characteristics and data are described in Table 5.

Table 2 Thermal unit characteristics

i ai bi ci RDi RUi Pi
min Pi

max SUi SDi

1 0.0080 2 25 20 20 10 75 20 60
2 0.0030 1.8 60 10 10 20 125 30 85
3 0.0012 2.1 100 20 20 30 175 40 100
4 0.0010 2 120 12 12 10 250 15 200
5 0.0015 1.8 40 15 15 10 300 20 250
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4.2 Pareto Optimal Front Determination

The proposed risk-based energy management strategy is solved using multiob-
jective optimization technique and the Pareto optimal front of the solutions is
obtained as depicted in Fig. 7. The concept of Pareto optimality is explained in

Table 3 Wind turbine
available percent of power in
different scenarios

States wps (%) ps

1 0 0.2059
2 5 0.0661
3 15 0.1123
4 20 0.1037
5 35 0.1122
6 45 0.0912
7 55 0.0773
8 65 0.0501
9 75 0.0451

10 85 0.0326
11 95 0.0250
12 100 0.0784

Table 4 Average values of
electricity price, electric
demand, and heat demand

Hour Price ($) lLet
(MWh) Lht (MWh)

t1 35.62 260.24 57.28
t2 31.37 352.05 40.93
t3 29.73 308.79 40.93
t4 25.65 277.18 49.05
t5 23.30 343.39 89.98
t6 27.48 375.16 196.42
t7 37.56 334.53 409.07
t8 49.19 398.94 450.00
t9 54.35 624.10 392.72
t10 53.66 663.80 310.86
t11 51.54 686.46 229.12
t12 51.45 603.47 171.84
t13 47.77 708.92 155.49
t14 45.20 800.00 147.26
t15 43.94 791.43 130.91
t16 42.54 630.62 98.21
t17 42.01 437.77 188.19
t18 46.09 141.75 204.54
t19 51.54 83.47 212.77
t20 55.31 132.06 196.42
t21 50.36 84.82 188.19
t22 45.91 50.19 179.95
t23 50.24 18.39 155.49
t24 41.25 64.89 89.98
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Appendix-II. This front is obtained using e-constraint method, which is an efficient
technique to solve problems with non-convex Pareto front. This method sets an
upper limit for one objective function and minimizes the other one. This limit is
gradually decreased and the Pareto front is obtained. The next step after finding the

Table 5 Energy hub
characteristics and data

Parameter Value Dimension

g 90 %

gchp
ge

35 %

gchp
gh

45 %

gf
gh

75 %

kg 30 $=MWh
Eini 500 MWh
Efin 500 MWh
Emax 3000 MWh
Emin 50 MWh

Fig. 7 The Pareto optimal
front of risk versus expected
value of cost

Table 6 Attributes of Pareto optimal front solutions

Solution N Costsð Þ VAR CVAR mins Costsð Þ maxs Costsð Þ
S1 129235.72 138970.10 158788.49 116952.91 167001.34
S2 129687.69 139179.83 157633.21 117726.39 166632.98
S3 130350.68 139159.03 156477.92 119311.38 164917.40
S4 130927.30 139065.94 155322.63 120803.32 163233.71
S5 131569.88 139005.60 154167.34 122384.58 161536.05
S6 132436.47 139090.44 153012.05 124308.02 159765.03
S7 134144.13 139683.94 151856.77 127479.90 157741.69
S8 135603.97 140126.84 150701.48 128573.45 155791.96
S9 137614.67 140894.79 149546.19 130074.14 153680.98
S10 140513.33 142522.68 148390.90 132350.19 151297.27
S11 143786.49 145571.89 147235.62 135011.20 148146.53
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Pareto optimal front is the selection of final solution which is done using fuzzy
satisfying approach [20] (see Appendix-III). The attributes of Pareto optimal front
solutions are described in Table 6.

Table 7 Degree of optimization satisfaction for each solution

Solution l1
N costsð Þ l2

CVaR minðl1;l2Þ
P

l1; l2ð Þ
�

2

S1 1.00 0.00 0.00 0.50
S2 0.97 0.10 0.10 0.53
S3 0.92 0.20 0.20 0.56
S4 0.88 0.30 0.30 0.59
S5 0.84 0.40 0.40 0.62
S6 0.78 0.50 0.50 0.64
S7 0.66 0.60 0.60 0.63
S8 0.56 0.70 0.56 0.63
S9 0.42 0.80 0.42 0.61
S10 0.22 0.90 0.22 0.56
S11 0.00 1.00 0.00 0.50

Table 8 Characteristics of solution no. 1

Hour Pgt N Pegrid
t;s

� �
N PSsold

t;s

� �
N PSgrid

t;s

� �
N SOCt;s

� 
N PShub

t;s

� �
N PSdch

t;s

� �

t1 76.37 193.40 125.54 500.00 41.19 0.05
t2 54.57 237.36 2.87 0.07 339.38 6.75
t3 54.57 200.58 0.04 1.02 189.98 0.09 0.32
t4 65.40 172.78 12.03 53.99 3.72 0.15
t5 119.97 528.32 3099.72 2957.34 293.08 0.16
t6 261.89 312.18 142.95 2976.46 45.18 0.17
t7 545.43 246.93 145.35 2975.59 20.58 0.19
t8 600.00 288.49 2.35 0.89 2821.00 0.18 2.64
t9 523.63 61.08 1235.30 1.24 793.94 0.15 455.18
t10 414.48 551.82 1.51 1.26 638.95 0.08 4.07
t11 305.49 578.28 1.45 489.98 0.32 0.51
t12 229.12 495.60 1.58 341.48 0.26 0.13
t13 207.32 601.23 2.83 194.20 0.72 0.43
t14 196.34 693.02 6.24 50.65 1.41 0.40
t15 174.54 702.43 147.76 50.49 20.12 1.13
t16 130.95 547.87 145.71 54.30 25.47 0.23
t17 250.91 722.16 2957.57 2919.22 392.58 0.20
t18 272.71 62.30 3.14 2797.65 28.47 0.01
t19 283.69 28.57 0.07 1.05 2696.21 53.00 0.01
t20 261.89 5.82 1973.07 0.99 327.86 31.15 49.47
t21 250.91 29.38 0.17 1.41 226.13 52.46 0.02
t22 239.94 13.72 0.04 2.51 142.49 71.28 0.01
t23 207.32 4.14 0.13 1.40 77.76 93.51 0.00
t24 119.97 148.35 444.50 500.00 191.33 0.01
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4.3 Final Solution Selection

Using the technique described in Appendix-III, the degree of optimization satis-
faction is calculated for each solution as shown in Table 7.

In order to clarify the final solution selection, four different decision-making
options are considered. Each option represents a unique attitude of decision-maker
toward the risk and cost of energy hub management. Next, each option is described
and analyzed.

Using the technique described in Appendix-III, the degree of optimization
satisfaction is calculated for each solution as shown in Table 7.

In order to clarify the final solution selection, four different decision-making
options are considered. Each option represents a unique attitude of decision-maker
toward the risk and cost of energy hub management. Next, each option is described
and analyzed.

Table 9 Characteristics of solution no. 11

Hour Pgt
P

i Pi
t N Pegrid

t;s

� �
N PSsold

t;s

� �
N PSgrid

t;s

� �
N SOCt;s

� 
N PShub

t;s

� �
N PSdch

t;s

� �

t1 76.37 195.20 123.73 500.00 42.98 0.03
t2 54.57 231.14 7.51 0.00 327.23 0.02 13.00
t3 54.57 50.00 154.42 0.04 0.88 181.12 3.99 0.40
t4 65.40 75.00 107.64 8.89 51.18 13.45 0.04
t5 119.97 140.00 438.13 3054.54 2958.70 342.73 0.01
t6 261.89 205.00 105.62 143.61 2977.01 43.43 0.03
t7 545.43 270.00 42.05 5.79 87.30 2976.01 85.40
t8 600.00 335.00 19.05 9.97 0.55 2872.10 63.07 0.08
t9 523.63 395.00 13.06 1709.09 1.11 702.38 7.89 115.95
t10 414.48 440.00 123.61 4.72 0.68 554.56 8.78 0.98
t11 305.49 485.00 106.32 1.06 417.05 12.91 0.07
t12 229.12 525.00 26.16 0.00 0.66 317.71 55.66 0.02
t13 207.32 545.00 77.58 2.02 188.98 21.67 0.04
t14 196.34 560.00 138.92 5.98 50.56 6.98 0.08
t15 174.54 575.00 135.37 139.54 50.35 27.02 0.10
t16 130.95 583.50 28.08 0.17 87.78 59.13 88.85 0.00
t17 250.91 598.50 413.88 1.03 1794.58 2137.07 682.19
t18 272.71 613.50 3.32 0.05 2504.02 578.42
t19 283.69 628.50 11.65 0.17 2927.12 651.00
t20 261.89 650.00 2959.93 0.16 50.34 624.31
t21 250.91 652.00 410.05 0.15 50.69 673.14
t22 239.94 662.00 5.23 0.12 540.70 717.48 0.01
t23 207.32 662.00 0.01 896.26 0.20 70.13 750.09
t24 119.97 662.00 0.00 48.86 0.44 500.00 704.18
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(1) Risk neutral attitude

In this option, the decision-maker neglects the risk and tries to minimize the
expected costs. The best solution for this purpose is solution no. 1. This solution
has the maximum value of lNðcostsÞ compared to other solutions. The characteristics
of this solution are given in Table 8.

The simulation results show that the thermal units are off for this option since it
only uses the gas and electricity power pool to meet the different demands. It also

stores the energy bought from EPP (N PSgrid
t;s

� �
) and produced by energy hub

(N PShub
t;s

� �
).

(2) Risk averse attitude

In some situations, the cost issue does not matter while risk issue constitutes the
whole concerns. This option deals with such a situation where the most important issue
for the decision maker is the risk and it tries to minimize CVaR. The best solution for
this purpose is solution no. 11. This solution has the minimum value of lCVaR com-
pared to other solutions. The characteristics of this solution are given in Table 9.

The optimal schedule of thermal units in solution no. 11 are given in Table 10.

Table 10 Optimal schedule of thermal units in solution no. 11

Hour Pi¼1
t Pi¼2

t Pi¼3
t Pi¼5

t TTUCtð$Þ
t3 30 20 433.00
t4 40 35 240.85
t5 50 40 50 595.83
t6 20 60 60 65 758.39
t7 40 70 80 80 784.34
t8 60 80 100 95 938.93
t9 75 90 120 110 1086.04
t10 75 100 140 125 1189.59
t11 75 110 160 140 1295.38
t12 75 120 175 155 1390.81
t13 75 125 175 170 1437.40
t14 75 125 175 185 1472.07
t15 75 125 175 200 1507.42
t16 68.5 125 175 215 1523.14
t17 68.5 125 175 230 1559.83
t18 68.5 125 175 245 1597.20
t19 68.5 125 175 260 1635.25
t20 75 125 175 275 1694.26
t21 62 125 175 290 1693.74
t22 62 125 175 300 1720.30
t23 62 125 175 300 1720.30
t24 62 125 175 300 1720.30
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(3) Conservative trade-off between risk and cost attitude

In some situations, both risk and cost are important and none of them should be
degraded. This option deals with such a situation where the most attractive solu-
tion is the one which has the maximum value of minimum satisfaction of objective
functions. The best solution in this option is solution no. 7. This solution has the
degree of satisfaction for lCVaR ¼ 0:6 and l1

N costsð Þ ¼ 0:66. The characteristics of

this solution are given in Table 11.
The optimal schedule of thermal units in solution no. 7 are given in Table 12.

(4) Compromised trade-off between risk and cost attitude

In some situations, both risk and cost are important but it is accepted that if one of
them is degraded to significantly improve the other one. This option deals with such
a situation where the most attractive solution is the one which has the maximum
value of sum of satisfaction of objective functions. The best solution in this regard is
solution no. 6. This solution has the degree of satisfaction for lCVaR ¼ 0:5 and
l1

N costsð Þ ¼ 0:78. The characteristics of this solution are given in Table 13.

The optimal schedule of thermal units in solution no. 6 are given in Table 14.

Table 11 Characteristics of solution no. 7

Hour Pgt
P

i Pi
t N Pegrid

t;s

� �
N PSsold

t;s

� �
N PSgrid

t;s

� �
N SOCt;s

� 
N PShub

t;s

� �
N PSdch

t;s

� �

t1 76.37 202.03 116.91 500 49.82 0.05
t2 54.57 233.19 2.66 0.01 334.93 10.91
t3 54.57 20 181.51 0.8 186.21 1.05 0.34
t4 65.4 35 141.11 11.28 52.56 6.96 0.06
t5 119.97 50 1157.23 2419.6 2954.82 971.96 0.14
t6 261.89 65 243.28 150.78 2977.5 41.17 0.06
t7 545.43 100 163.36 128.09 2975.89 36.9 0.1
t8 600 135 158.38 0.4 1.05 2828.34 3.56 1.14
t9 523.63 170 60.1 1411.09 1.14 793.65 0.16 286.18
t10 414.48 200 352.38 1.59 0.88 638.84 0.13 3.56
t11 305.49 215 363.37 1.46 490 0.26 0.36
t12 229.12 230 265.69 1.76 341.76 0.3 0.08
t13 207.32 235.25 365.59 3.13 194.44 0.16 0.26
t14 196.34 240.5 452.32 6.28 50.74 1.19 0.38
t15 174.54 200 498.92 151.05 50.51 15.92 0.45
t16 130.95 215 336.3 142.65 54.68 28.8 0.12
t17 250.91 230 645.07 2633.17 2765.28 545.31 0.03
t18 272.71 245 0.02 0.62 0.2 2804.49 210.8
t19 283.69 260 2.51 0.17 2907.18 283.7
t20 261.89 275 0.01 2639.16 0.15 50.3 250.44 0
t21 250.91 285.5 91.74 0.1 75.52 307.85
t22 239.94 276.01 1.64 0.22 223.24 332.6
t23 207.32 285.5 112.74 0.28 285.08 374.28
t24 119.97 285.5 6.84 0.01 70.45 500 335.04
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5 Discussion

• The proposed methodology for energy hub management provides the ability for
decision-maker to react to uncertain energy prices, demands, and renewable
power generations. Numerical results show that in order to obtain lower values
of expected energy procurement cost, more level of risk is inevitable. Hence, the
decision-maker should take a compromise between economy and reliability of
the energy hub.

• The proposed model can be easily adapted to any energy hub.
• Future work may address the issue of environmental impacts of energy hub.

Furthermore, it could be assessed if trading emission allowance would be an
interesting economic option for an energy hub.

Table 12 Characteristics of
solution no. 7

Hour Pi¼1
t Pi¼5

t TTUCt($)

t3 20 196.45
t4 35 104.36
t5 50 132.94
t6 65 162.19
t7 20 80 380.07
t8 40 95 339.76
t9 60 110 426.52
t10 75 125 504.27
t11 75 140 536.89
t12 75 155 570.19
t13 65.25 170 574.00
t14 55.5 185 580.01
t15 200 575.90
t16 215 491.92
t17 230 528.61
t18 245 565.98
t19 260 604.02
t20 275 642.74
t21 285.5 670.17
t22 276 645.37
t23 285.5 670.17
t24 285.5 670.17
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Table 13 Characteristics of solution no. 6

Hour Pgt
P

i Pi
t NðPegrid

t;s Þ N PSsold
t;s

� �
N PSgrid

t;s

� �
N SOCt;s

� 
N PShub

t;s

� �
N PSdch

t;s

� �

t1 76.37 189.26 129.69 500.00 37.08 0.08
t2 54.57 234.29 2.72 0.06 336.17 9.79
t3 54.57 200.59 0.71 186.55 0.09 0.31
t4 65.40 20.00 154.48 11.58 51.70 5.39 0.10
t5 119.97 35.00 754.69 2833.97 2951.04 554.74 0.45
t6 261.89 50.00 257.96 153.86 2976.21 40.87 0.08
t7 545.43 65.00 207.02 120.00 2975.11 45.57 0.10
t8 600.00 80.00 209.64 3.29 1.03 2820.89 0.17 1.48
t9 523.63 95.00 106.31 1374.11 1.08 795.28 0.11 314.91
t10 414.48 110.00 442.02 2.18 1.27 639.74 0.19 3.98
t11 305.49 125.00 453.09 0.35 1.51 490.22 0.37 0.75
t12 229.12 140.00 355.60 1.65 341.77 0.33 0.21
t13 207.32 155.00 446.36 2.49 194.34 0.67 0.24
t14 196.34 170.00 522.42 6.85 50.81 0.72 0.31
t15 174.54 185.00 525.06 140.03 50.72 27.00 0.38
t16 130.95 198.50 380.70 113.00 53.27 56.87 0.30
t17 250.91 198.50 533.86 2821.12 2804.58 402.61 0.05
t18 272.71 213.50 0.07 0.49 0.36 2815.88 179.46
t19 283.69 227.50 0.00 1.83 0.18 2890.30 251.43
t20 261.89 240.92 0.00 2590.76 0.14 56.60 216.44
t21 250.91 225.92 0.01 48.05 0.15 76.88 248.38
t22 239.94 210.92 0.00 1.31 0.20 166.73 267.92
t23 207.32 195.92 0.04 41.32 0.23 227.40 284.85
t24 119.97 180.92 36.42 209.53 500.00 260.02

Table 14 Optimal schedule
of thermal units in solution
no. 6

Hour Pi¼5
t TTUCt($)

t4 20 196.45
t5 35 104.36
t6 50 132.94
t7 65 162.19
t8 80 192.12
t9 95 222.73
t10 110 254.00
t11 125 285.96
t12 140 318.58
t13 155 351.88
t14 170 385.88
t15 185 420.55
t16 198.5 452.30
t17 198.5 452.30
t18 213.5 488.26
t19 227.5 522.40
t20 240.9 555.72
t21 225.9 518.56
t22 210.9 482.06
t23 195.9 446.24
t24 180.9 411.09
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6 Conclusion

A two-stage optimization technique is proposed as a powerful decision-making
tool for energy management of an energy hub. The proposed model considers the
impacts of price, demand, and wind power generation uncertainties and energy hub
technical and economical constraints. It allows the decision-maker to decide about
the amount of energy to be stored/released/consumed by energy hub. One of the
main features of the proposed multiobjective optimization model is to consider
both the cost of energy procurement and the associated risk. This chapter also
demonstrates that employing a probabilistic approach for scheduling of energy
hubs while considering the risk of energy procurement quantitatively, can make
the decision-making process more reliable, economical, and resilient against
various existing uncertainties.

Appendix-I

Scenario Reduction Technique

Suppose that the original set of the scenarios is denoted by XJ and we want to
reduce the number of scenarios to NXS . Hence, scenario reduction proposes a
method for selection of a set, i.e., XS, with the cardinality of NXS , from XJ . The
number of the reduced scenarios should be selected in a way that the computation
burden reduced while not drastically reducing the accuracy [25]. The scenario
reduction technique used in this chapter can be carried out using the following
steps [40]: [step. 1]

1. Construct the matrix containing the distance between each pair of scenarios
cðw;w0Þ

2. Select the fist scenario w1 as follows:

w1 ¼ arg min
w02XJ

X

w2XJ

pwcðw;w0Þ
( )

XS ¼ w1f g;XJ ¼ XJ � XS

3. Select the next scenario to be added to XS as follows:

wn ¼ arg min
w02XJ

X

w2XJ� w0f g
pw min

w002XS[ wf g
c w;w00ð Þ

8
<

:

9
=

;

XS ¼ XS [ wnf g;XJ ¼ XJ � XS
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4. If the number of selected set is sufficient then end and go to step 2; else
continue.

5. The probabilities of each nonselected scenario will be added to its closest
scenario in the selected set.

6. End.

Appendix-II

Pareto Optimality

Assume FðXÞ is the vector of objective functions, and HðXÞ and GðXÞ represent
equality and inequality constraints, respectively. A multiobjective minimization
problem can be formulated as follows [41]:

minF Xð Þ ¼ f1 Xð Þ; . . .; fNO Xð Þ½ �
Subject to:

G Xð Þf ¼ �0;H Xð Þ� �0g
X ¼ x1; . . .; xm½ �

X1 dominates X2 if:

8k 2 1. . .NOf gfk X1ð Þ� fk X2ð Þ

9k0 2 1. . .NOf gfk0 X1ð Þ\ fk0 X2ð Þ

Any solution which is not dominated by any other is called to belong to a Pareto
optimal front which is referred to as the first Pareto front or optimal front or
nondominated front.

Appendix-III

Fuzzy Satisfying Method

Fuzzy satisfying (or max(min)) method is a popular technique for selection of the
best solution among the obtained Np Pareto optimal solutions [20]. Suppose we
have a problem with N objectives to be minimized. The linear membership
function for the nth solution of the kth objective function is defined as [42]:
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ln
k ¼

1 f n
k � f min

k
f max
k �f n

k

f max
k �f min

k
f min
k � f n

k � f max
k

0 f n
k � f max

k

8
>>>><

>>>>:

k ¼ 1; . . .;N; n ¼ 1; . . .;Np

where f max
k and f min

k are maximum and minimum values of the objective function k
in solutions of Pareto optimal set. ln

k represents the optimality degree of the nth
solution of the kth objective function. The membership function of nth solution can
be calculated using the following equation:

ln ¼ min ln
1; . . .; ln

N

� 

n ¼ 1; . . .;Np
ð48Þ

The solution with the maximum weakest membership function is the best
solution. The corresponding membership function of this solution (lmax), is cal-
culated as follows:

lmax ¼ max l1; . . .; lNp
� 

.
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Adopting the IEC Common Information
Model to Enable Smart Grid
Interoperability and Knowledge
Representation Processes

N. B. Hargreaves, S. M. Pantea and G. A. Taylor

Abstract Information interoperability is a key process underpinning the
development of flexible and efficient electrical networks capable of integrating
large-scale renewable and conventional energy technologies into smart grids to
supply consumers with sustainable energy. The smart grid concept requires
technologies ranging from smart meters to utility-level energy management
systems to share information on an unprecedented scale. The availability of data
and information about grid systems will also increase dramatically as the smart
grid develops but its value and usefulness will depend on the degree to which it
can be formed into representative knowledge of the real smart grid. At the heart
of power utility and smart grid information interoperability is the IEC Common
Information Model (CIM), a suite of open international standards addressing
energy management, asset management, and market systems. This chapter dis-
cusses the philosophy and processes underpinning smart grid information
interoperability to enable power utilities to build and control the emerging smart
grid and it elaborates upon how the CIM fits within a standardized power
system interoperability framework. It will explain how model-driven information
integration using the IEC CIM can be implemented by utilities to leverage the
value and validity of data into realistic knowledge representations of smart grid
reality and address the need for situational awareness, business intelligence, and
process efficiency.
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1 Introduction

The grand vision for sustainability can be accredited to The Club of Rome’s report,
‘‘Limits to Growth’’ [1] for setting the stage upon which environmental sustain-
ability was raised as a crucial issue alongside the economic development of
society. Its theme was later championed by the UN-sponsored Earth Summit in
Rio de Janeiro in 1992. Since then, in various legislative guises, sustainability has
been receiving mixed acceptance into the triple bottom line of economics, society,
and the environment. In recognition of the centrality of energy to all of these
considerations however, there is a general acceptance of the need to link energy
conversion and transfer with sustainability. The chapters of this book testify to the
current pursuit for sustainable energy being an essential pillar supporting our
continued presence on Earth, alongside others such as biodiversity and the
availability of environmental services perhaps. The smart grid, as a principal
means of integrating the conversion processes and transport of sustainable energy,
addresses many of the parameters we associate with this new paradigm, including
decarbonization, security of supply, energy security and infrastructure lifecycle
refresh. It is thus an essential element in our pursuit of sustainability. What makes
the smart grid smart is its ability to flexibly respond to changes in both supply and
demand while maintaining an optimum economy and reliable service. This would
not be possible without a high degree of intelligible interaction, known as inter-
operability between its many systems and their components. The ‘‘integral com-
ponent’’ of interoperability is effective information exchange, which like a shared
language in linguistics enables parties speaking different native languages to
understand each other. Understanding in this case depends on a common semantic
model, syntactic agreements for message composition and knowledge of the
context to which the information exchange is associated. Development of the
International Electrotechnical Commission (IEC) CIM aims to satisfy these
essential requirements for enabling interoperability in support of a functional smart
grid. However opportunities arise from wide deployment of common semantic
model-driven applications, to leverage the value of data and measurements made
for situational awareness into a closer representation of smart grid reality. Such
knowledge representation reinforces the possibility that the smart grid could herald
our evolution in energy management from the ‘‘age of information’’ into the ‘‘age
of ‘intelligence,’’ a vision shared by the ‘‘Internet of Things’’ concept which is just
as dependent on a semantic backbone [2]. This chapter will discuss these issues
and present the theory behind interoperability in the context of the smart grid as
well as the IEC CIM as an evolving core semantic model standard supporting
smart grid interoperability and knowledge representation.
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2 The Smart Grid Concept

The smart grid has been described as a cyber-physical entity, which reflects the
emergence of an increasing interdependence between the ‘‘hard’’ and ‘‘soft’’
infrastructure it is made up of [3, 4]. A striking contrast between electricity net-
works of the past and present is the rapid rise of data availability from a wider
range of sensing technologies. Notwithstanding the advancements in network and
generation processes, these are driving the rapid reformation of the modern
electricity industry. Tighter integration with market, service, and consumer
domains is being enabled but extension of the scope of the smart grid to other
energy prime movers such as gas and possibly water is conceivable in future.
Management of the smart grid is challenged by the increase in data volume and the
requirement for interoperability. For example, some 50 million electricity and gas
smart meters are to be installed in the UK alone in the next 7 years. The smart grid
requires a guiding intelligence that extends from domestic to transmission voltages
across generation to service provider domains. Its reflexive nature, supported by
Information and Communications Technology (ICT) systems, is undisputed [5].

Electricity transmission networks are already smart but with the addition of
renewable and Variable Energy Resources (VERs), Distributed Energy Resources
(DERs), and Advanced Metering Infrastructures (AMIs) a holistic approach to
conceptualization of the smart grid is necessary, covering not only the domain of
transmission but also distribution, storage, generation, markets, service providers,
and customers [6]. To establish the role and importance of the CIM and associated
standards in the information networks that support operation of the physical
electricity networks, it is necessary to frame them within the smart grid concept. In
practical terms, this understanding is also essential to making the business cases
necessary to justify investment in the changes to power utility information
architecture and infrastructure. In responding to the greater flexibility and
responsiveness called for in smart grid capabilities these business cases
acknowledge the need to manage and leverage the value of the increasing amounts
of available data that will not be possible without an established standards
framework relating to generally agreed conceptual models of what the emerging
smart grid actually is [7].

The origins of the smart grid concept have been described in [8] and the US
Department of Energy (DoE) initiating research and development [9], with out-
comes such as the Electric Power Research Institute (EPRI) Intelligrid programme.
The strategic prerogatives for sustainable energy and security, functionality, and
management of electricity networks have formed the basis of smart grid devel-
opment initiatives around the world [10–13]. In [14] the European Commission
(EC) views the smart grid as having an essential role in achieving the ‘‘20/20/20
Targets’’ set for the European Union (EU) countries. EC mandate M/490 is the
umbrella directive for smart grid development coordination and has driven the
formation of the Joint Working Group (JWG), also known as the ‘‘Smart Grids
Coordination Group’’ (SC-CG), comprising CEN, CENELEC, and ETSI standards
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development organizations. Previous EU mandates already existed for the devel-
opment of open smart metering standards (M/441) and electric vehicle charging
standards (M/468). These initiatives lead us to a broad functional definition of a
smart grid having at least the following characteristics:

• Maintains and enhances security of supply (self-healing).
• Facilitates connection to low carbon generating plant.
• Enables innovative demand-side technologies and strategies.
• Facilitates further consumer choice over energy management by providing

tariff-based choices.
• Features a holistic communications system providing greater clarity of the grid

state and allows it to operate in a way coherent with its decarbonization pri-
orities (reflexive).

• Allows optimization of cost and carbon impacts upon networks.

Given its broad scope, which effects millions of stakeholders and draws upon
massive investment to realise, it is imperative that the conceptual models drawn
from different viewpoints of the smart grid are widely accepted and established as
reference architectural standards. Reed et al. highlight this point by indicating,
while different players define the smart grid according to their particular per-
spectives, it will be difficult to arrive at consensus on gaps in standards and
technologies without a standard definition [15]. Two models are continuing to
converge and form the dominant standard for high-level smart grid conceptual
reference architectures however. These are the National Institute of Standards and
Technology (NIST) ‘‘Conceptual Architectural Framework’’ [16] and the EU
SG-CG ‘‘Smart Grid Reference Architecture’’ [17]. The NIST framework is based
upon seven interoperating domains comprising, ‘‘Bulk Generation, Transmission,
Distribution, Customer, Operations, Markets and Service Provider.’’ The SG-CG
architecture, or Smart Grid Architecture Model (SGAM), generally corresponds to
the NIST reference architecture but has extended it with the addition of an eighth
domain for ‘‘Distributed Energy Resources.’’ Its three-dimensional presentation
reflects the flexibility of the smart grid in a range of manifestations from cen-
tralized to noncentralized, as well as accommodating forward-looking local area
energy systems such as micro-grids.

3 The Theory of Interoperability

Rather like the Internet, the smart grid is a coupled ‘‘system of systems’’ requiring
strong coordination across the participating domains and their subsystems. The
NIST and SG-CG reference architectural models reflect the need for a disparate
number of technologies and functional domains to interoperate effectively. Dif-
ferent definitions of interoperability exist but in the context of the smart grid it
should incorporate the following characteristics:
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• A capability between two or more systems, networks, organizations, applica-
tions, components, processes, or devices to exchange meaningful information
that is readily usable.

• A shared understanding of the exchanged information.
• An expectation of the response to such information that is agreed upon.
• A requisite quality of service in terms of security, reliability, and fidelity even

though the information may be exchanged over different systems, infrastruc-
tures, or regions.

The GridWise� Architecture Council (GWAC) was formed by the US DoE to
lead on promotion of interoperability between the entities in the USA that make up
the smart grid in recognition of interoperability as a key enabler of the smart grid
as a whole. The GWAC ‘‘Stack’’ methodology [18] has now been adopted by
NIST and the SG-CG as an interoperability reference framework between the
different domains and actors in their models. By being integrated into the dominant
conceptual reference architectures this interoperability framework has become
fundamental to our conceptualization of smart grid interoperability. Although not
standardized in itself and modifiable to suit the context, it remains an important
reference to what we mean by interoperability. The GridWise� vision acknowl-
edges the premise that ICT will revolutionalise the planning and operation of the
power grid, just as it has in other business domains (such as healthcare, telecoms,
and finance), and that ICT will form the nervous system that integrates smart grid
technologies.

The GWAC Stack comprises eight levels in its conceptualization of end-to-end
interoperability, ranging from ‘‘Basic Connectivity’’ at the physical level of
component interoperability to ‘‘Economic/Regulatory Policy’’ at the organiza-
tional level where it incorporates Business Objectives and Procedures. ‘‘End-to-
end’’ interoperability is a term used to describe effective interoperability across all
levels between its extremities. It is within the Informational layers of ‘‘Business
Context’’ and ‘‘Semantic Understanding’’ in the middle of the Stack, that the IEC
CIM can be deployed. These layers form the bridge that transfers meaning in the
form of syntactic conformity, semantic understanding, and context from the signals
arising from the lower technical layers (mainly concerned with physical interop-
erability), upwards to the Business Objectives and Policy layers at the top of the
Stack. This is of critical importance as it is necessary for the business components
involved at each level to share information between themselves and others (as in
an enterprise-to-enterprise scope) in order to achieve their tactical and strategic
objectives (Fig. 1.) This can only happen if they are working in a sympathetic and
federated manner across their boundaries of jurisdiction with full understanding of
message content and close conceptual conformance with actual reality.

Any ‘‘standard approach’’ to interoperability must be scalable and be able to
recognize agreements established at component interfaces as well as boundaries of
jurisdiction. Scaling-up will inevitably encounter hierarchical, organizational, and
structural challenges, such as when different business domains interoperate or
integrate with an Enterprise Data Model (EDM) because of the use of different
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models. In the case of wider manifestation of the smart grid such as with system
operation and intersystem operation [19], it will also be necessary to interoperate
across enterprise boundaries. A Transmission System Operator (TSO) will have to
interoperate with Distribution Network Operators (DNOs), requiring novel infra-
structure protecting security, privacy, and service level agreements [20]. Never-
theless, from a resilience point of view, the smart grid is also composed of small
and in some cases autonomous operations, such as with DER and protection
systems management, which could reduce the scope and scaling challenges.
Despite the scalability of the smart grid, therefore, many of the processes to
establish interoperability will be cross-cutting issues, effective at all levels of
scale. Ambrosio and Widergren in [21] discuss many examples of cross-cutting
issues including resource identification, time synchronization, security, and pri-
vacy that are important to establish interoperability at any level of the smart grid.

Data model exchange within the context of utility information integration is a
key part of the interoperable glue between corporate objectives in terms of busi-
ness positioning and Power System Application (PSA) solutions that facilitate
the enterprise orientating as intended. It is likely therefore that the form of the
information architecture will inform the function of the enterprise and raise the
question of whether it is fit for purpose [22]. Such an appraisal informs the need
for enterprise architecture to be coherent with corporate objectives and regulatory
constraints. Connecting this concept to the ‘‘solutions level’’ (levels 1–4 in the
GWAC Stack) of the enterprise, especially in times of rapid market change, places
greater emphasis upon information integration and the removal of legacy system
obstacles such as data silos and manual trans-literation interfaces between bespoke
systems.

Tolk has addressed these concerns in his Levels of Conceptual Interoperability
Model (LCIM), and observed that the ‘‘conceptual ideas of the enterprise and the
implementation details of the systems’’ often do not connect [23]. This may be due
to inappropriate architectural design but also that the interoperability of legacy
systems within a complex multisystem architecture cannot always be decidable in
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advance. Examples of undecidable problems (there is no algorithmic solution but a
result relies upon a good heuristic) include questions such as, ‘‘Is the specification
complete or minimal?’’ ‘‘Is the order of two modeled actions independent or
requiring orchestration?’’ In [23] Tolk proposes that the utility of enterprise
architecture to fully support interoperability develops through three broad stages.

• Integratability—concerns physical and technical connectivity of systems,
including hardware, networks, firmware, and protocols.

• Interoperability—concerns software and firmware to support information
exchange through the use of common semantic models.

• Composabililty—concerns the alignment of the use of models as conceptual
abstractions of reality for given business intentions.

The LCIM was created to present these related issues in a consistent framework
that exposed six levels of interoperability, ranging from ‘‘Technical’’ to ‘‘Con-
ceptual’’ Interoperability. These levels rise from the physical concern of
infrastructure communications to the more abstract concern of the interoperability
composition in meeting the objectives it was conceived for. At the center of this
hierarchy we find ‘‘Semantic Interoperability’’ linking the ‘‘Syntactic’’ level to the
‘‘Pragmatic’’ interoperability level. The Syntactic level deals with protocol chal-
lenges while the Pragmatic level deals challenges of interpreting message patterns.
The LCIM was adopted and informed the creation of the GWAC Stack framework,
underpinning the centrality of the IEC CIM and the importance of ICT interop-
erability to smart grid control and integrity as it infuses all levels of the energy
domain.

System architectures are developed to fill the gaps in enterprise capabilities.
The architecture should map to the detail of the functional requirements but in a
rapidly developing environment like the smart grid where there is added pressure
to evolve the enterprise alongside multiple independent stakeholder interventions,
the risk of Conceptual Interoperability intentions misaligning with actual inter-
operability outcomes are high. Tolk identifies some major practical challenges to
maintaining interoperability in alignment with the overall conceptual design:

• Interoperability satisfies the needs of a limited number of stakeholders due to
independent interventions and becomes unaligned with enterprise interopera-
bility concepts.

• The implementation suffers from not being maintained in step with the latest
developments.

• The diversity of smart grid developers, regulators, implementers, and other
actors are not as aligned as desirable.

• Interventions of one kind have negative secondary impacts on other systems.

These are familiar concerns to system integrators within electricity utilities
involved in developing greater interoperability at PSA and enterprise levels. They
are especially likely to develop in situations without hierarchical supervision and
coordination of stakeholder interventions and where insufficient attention is paid to
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cross-cutting challenges. The fourth issue is particularly relevant to the topic of
resource identification. Where multiple independent actors who share a common
domain exist, the opportunity for the same network entity or resource (such as a
power transformer, substation, circuit breaker, or process) to be identified differ-
ently is very real. Within a single actors’ model of the network, this may not give
rise to ambiguity but when models are exchanged and shared with other actors the
issue of resource identity can cause conflicts in semantic understanding and disrupt
interoperability. It is a vexing challenge to the application of a common infor-
mation model across multiple PSAs and business domains where there are multiple
uncoordinated points of data entry.

3.1 Systems Engineering Interoperability

Rather like the Internet, the smart grid is a coupled ‘‘system of systems’’ requiring
strong coordination across the participating domains and their sub-systems. Taking
a systems engineering approach at the PSA-to-PSA level, the use of metadata is
important in assessing the possibility for, and then supporting interoperability.
Between two PSAs with a common operational intention there would be the need
for three sets of metadata, one set describing each PSA and the third describing the
design for the desired functionality. It is then possible for an assessment of
composable interoperation between heterogeneous PSAs to be made, subject to the
decidability of the interoperability outcome as previously discussed. Ralyté et al.
say that due to the complexity of the interoperability challenge across multiple
domains, including business and technology, it is not possible to find a solution to
the decidability problem captured by a single method. They discuss a Situational
Method Engineering (SME) approach to interoperability problems that involves
modularized reusable method chunks to compose situation-specific interoperability
solutions as they arise [24]. Hug et al. [25] support this view from an information
systems engineering perspective and say even the use of standardized metamodels
may reveal the limitations of a ‘‘one-size fits all approach’’ in future. This could
mean, as the use and understanding of metamodels becomes more widely appre-
ciated, we see the need for more situational metamodel engineering (SMME) to
underpin process interoperability in the power industry. Such a Model Driven
Engineering (MDE) approach would employ the key principles of a standardized
method to building the metamodel appropriate to the situation, and a general trend
toward the use of higher levels of abstraction.

Similarly, this has already started to happen within the power industry through
developments involving the IEC CIM as a domain ontology [26]. For example, in
[27], Britton and deVos recognize, ‘‘The trouble with a global information model
is precisely that global is a pretty big area to manage.’’ They see the value in the
CIM moving from an ‘‘explicit interface specification role to a design methodol-
ogy role’’ and the possibility for it to underpin a service-oriented architecture
(SOA). SOA is a software model in which the concept of a service is an abstraction
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of a function used by an application [28]. Services either provide information, or
change data from one state to another. A service is a function that may be reusable
within a business process [29]. Once these functional components of the business
process have been identified and related to a semantic model, it becomes possible
to model them into an efficient structure, such as to emphasize the value of service
reusability, interoperability, and open-availability of data. In this way modeling
can be used to drive better understanding of business processes and further their
integration within the enterprise.

3.2 Interoperability and Service-Oriented Architecture

SOA can therefore further the scope of interoperability through closer integration
of Business Process Management (BPM) to reusable information message
exchanges that call for different service operations. Such an approach is summa-
rized by Soley in [30], where he sees BPM design being linked to SOA infra-
structure by the ‘‘vital bridge’’ of Model Driven Architecture (MDA). MDA is
underpinned by the use of metadata standards to adapt business process models to
service requirements in a changing environment such as the smart grid. MDA,
itself based on the principles of Model Driven Design (MDD) [31] can also aid in
the recovery of design knowledge from existing applications through its use of
standards. This approach has been adopted by McMorran et al. to develop trans-
formation applications for CIM-structured metadata files to the Siemens Power
System Simulation (PSS/E) standard for model exchanges supporting PSA–PSA
interoperability [32, 33].

Another important aspect of SOA is that it opens the way for data to be shared
across an enterprise by way of a web service. Web Services Description Language
(WSDL) is a commonly supported means of describing the necessary interactions
between a service requester and a service provider. It rests as a separate layer upon
the data architecture of the enterprise, independent of the code required to
implement the service but offering the potential to develop common interfaces for
various types of interactions, which leverage the value of software assets as well as
data resources. As this web-based approach also opens the number of data access
points, security becomes a greater consideration to protect the integrity of pro-
prietary data and system functionality.

In this way, SOA enables a looser connection to the service provider technology
and enhances the scope to offer vendor-neutral solutions. In [34] Cao et al. also
propose the use of the CIM within an SOA to address information-islanding
problems encountered within Enterprise Application Integration (EAI) challenges.
Khare et al. [35] develop this theme, describing the use of an Enterprise Service
Bus (ESB) within the SOA to ‘‘simplify and manage interconnectedness.’’ They
also describe the use of metadata within ‘‘design patterns’’ to support interoper-
ability problem description and contribute to process design for common modeling
practices such as CIM extension, profiling, and model validation.
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Announcement and discovery of metadata underpins the ability to access and
leverage the available data and services in an interoperable infrastructure. Rohjans
et al. [36] propose a SOA based on the Open Platform for Communications (OPC)
Unified Architecture (UA), a standardized server-client architecture specification
(see IEC 62451) that embraces security, platform independence, and information
models to support interoperability. Their approach brings together a general
automation industry SOA solution (OPC UA) for access to real time and historical
data and events, to run semantic web services that interact with the Platform
Independent Model (PIM) provided by the CIM. Service descriptions are provided
by metadata annotations derived from Web Service Modeling Language (WSML)
ontology.

3.3 Interoperability and CIM

Neumann and Nielsen in [37] refer to profiles, or context-constrained sets of CIM
classes that make up the Common Power System Model (CPSM) and the Common
Distribution Power System Model (CDPSM) [38, 39]. These ‘‘sub-models’’ of the
CIM are accredited standards in themselves and like other available profiles
address ‘‘common integration patterns’’ within interoperability challenges and
therefore resemble the approach to situational interoperability advocated above.
The earliest releases of the IEC CIM were designed to only support interopera-
bility of control center applications [40, 41]. As packages of classes are now added
to it that refer to the operation of more diverse aspects of the smart grid, it is
conceivable that ‘‘method chunks’’ of the reference metamodel could be applied to
interoperability challenges yet to come. Effort is also being made on the harmo-
nization of adjacent standards, such as IEC 61970 with IEC 61850 [42, 43] and
IEC 60870 [44] in the interest of extending interoperability across different con-
ceptual metamodels. The power of standards-based metadata at all levels of
interoperability described in the LCIM then becomes evident, subject to the lim-
itations of one-size-fits-all, in supporting composable solutions appropriate to the
capability-requirement gaps within the enterprise architecture.

Metadata plays a key role in the absence of a fully self-organizing system of
systems, in which operational systems have built-in evidence of their components’
functionality, necessary for their level of interoperability to be evident to the other
interoperating parties. We may currently approach this level of self-evidence by
exploiting the built-in rules in Resource Description Framework (RDF) and
Extensible Markup Language (XML) notation in ‘‘knowledge representation’’ [45,
46] but these form only the surface of interactions between our enterprise com-
ponent systems at present. Deeper evidence of the capacity for interoperability in
future could be evinced from meaning encoded into the structure of the metadata,
thus raising the attraction of standard forms of metadata as in the cases of the IEC
Common Information Model standards. The intention of building this kind of
‘‘structural intelligence’’ into our metadata models would be to make it possible to
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see some degree of self-organization (perhaps similar to biological systems) at the
interface between interoperating entities. This degree of interoperability could then
extend the current aim of ‘‘self-description’’ and ‘‘self-discovery’’ for advanced
distribution automation systems for example.

4 Use Cases

Smart grid interoperability depends on standards used by the diverse range of
equipment and processes it is composed of. Standards also ensure against pre-
mature obsolescence and support security implementation within the technologies
they apply to. Utility PSA and equipment interface requirements have driven the
need for a reference ICT standards architecture that can be mapped to the con-
ceptual smart grid reference architectures to satisfy actor interaction requirements.
The linkages between the standards architecture and smart grid conceptual
architecture are use cases. These describe the series of events involving an actor
and a technology or process, necessary to execute the intended smart grid capa-
bilities and functions. In this sense, by forming the essential connection between a
subject and its objective, the use case reflects the notion of the ‘‘subject-predicate-
object’’ triple familiar within RDF notation. The scope for standards extension,
modification or for new standards to be included in the reference architecture
widens as the use cases for smart grid information and communications integration
increase.

Use cases vary in the detail of their specification according to NIST by being
either ‘‘prescriptive’’ or ‘‘descriptive’’ [16]. The latter omits the specification for
the implementation of the use case but describes the actor and functional
requirements of the intended goal. Rigorous definition of use cases is therefore
advisable to avoid confusion not only over the objective of an intended func-
tionality but also to limit duplication of standards development effort. The refer-
ence for defining smart grid use cases according to the EPRI IntelliGrid
methodology is given in IEC Publicly Available Specification (PAS) 62559 [47].
Its application process under M/490 is given in [48]. Smart Grid use case repos-
itories are being developed in the EU and the USA with one of the most mature
managed by EPRI [49] (see also the NIST Interoperability Knowledge Base [50]).

5 Smart Grid Standards Architecture

In [16] NIST identify 75 existing standards and 15 high-priority gaps in support of
smart grid interoperability, in addition to cyber-security issues, as a starting point
for standards development and harmonization by standards setting and develop-
ment organizations. Sixteen Priority Action Programs (PAPs) have been initiated
by NIST to address areas in which standards need revision or development to

Adopting the IEC Common Information Model 449



complete the standards framework according to their smart grid vision. The IEC
Standardization Management Board of Technical Committee (TC) 57 identified
over 100 standards and standard parts in a strategic review of power system
information exchange [51]. Both of these studies concluded however, that only a
small number of standards lie at the core of smart grid interoperability and they
can be organized into a corresponding layered reference architecture described in
IEC/TR 62357 [52]. This reference SOA shows how these standards relate to each
other, require harmonization and presents the gaps where further standards
development work is required. In general all standards setting and development
organizations advocate a collaborative approach to the development of open
standards for the smart grid, with the reuse of existing standards as far as possible.

Rohjans et al. in [53, 54] conduct global surveys of smart grid standardization
studies and confirm that the IEC/TR 62357 standard, also known as the ‘‘Seamless
Integration Architecture’’ (SIA), represents a general consensus of what are the core
smart grid standards, subject to two additional standards. These are IEC 61400-25
series: Communications and Monitoring for Wind Power Plants and IEC 62056:
Companion Specifications for Energy Metering (COSEM). In Fig. 2, the standards
groups included in the IEC SIA and the additions recommended above are shown in
simplified form to support the smart grid organizational architecture of Fig. 1. The
cross-cutting issue relating to cyber-security is addressed by the standards group on
the left hand side of Fig. 2. The evolution of IEC/TR 62357 reflects the broadening
scope of TC 57 in step with smart grid use cases from its original charter of ‘‘Power
System Control and Associated Telecommunications’’ to ‘‘Power System Man-
agement and Associated Information Exchange.’’ Generally this change reflects the
shift in emphasis from lower level interconnection protocols to abstract information
models in the higher levels of the architecture as the number of business functions
needing to interoperate with PSAs has increased with smart grid evolution. The
TC57 architecture generally follows the form of the GWAC Stack layers 1–7, as it
ascends from standards concerned with communications relating to the connec-
tivity of field devices through to information exchanges to support business pro-
cesses and enterprise objectives. Due to the wide range of perspectives upon what is
a smart grid from the countries surveyed, maintenance of the SIA as a central
reference is a priority to keep abreast of smart grid evolution. Recommended initial
work to extend the SIA would include CIM standards for DER and the increasing
number of CIM profiles, electric mobility, and charging, as well as relevant stan-
dards referring to the OPC UA.

The middle layers of the GWAC Stack are in transition from a technical to an
organizational focus requiring information interoperability. These ‘‘Informational’’
layers correspond to ‘‘Business Context’’ and ‘‘Semantic Understanding.’’ They
align with the CIM standards IEC 61970, IEC 61968 in IEC/TR 62357. In IEC/TR
62357-1 [55], a further standard, IEC 62352, is added to the CIM. These standards
make up the current specification for the IEC Common Information Model (CIM)
and broadly apply to the functions of EMS application integration, distribution
system application integration and energy market system communications inte-
gration respectively. Their importance has been described by NIST as central to
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the foundations of smart grid interoperability [56]. The specific designations for
the CIM standards are IEC 61970-301, IEC 61968-11, and IEC 62325-301. Recent
development of IEC 62325 to suit a European energy market context is ongoing
and a finished extension to this standard is expected to be published by the IEC in
2014.

The EU Task Force for Smart Grids, Expert Group 1, have analyzed smart grid
interoperation from the three perspectives of Transmission, Distribution, and
Home, and have also summarized international standards harmonization initiatives
in [57]. Their standardization methodology recommends a top-down approach
with three levels, taking into account Mandate M/441 to ensure that smart
metering is included in wider smart grid application standards. The three levels are
as follows:

• Harmonize smart grid use cases in member states.
• Harmonize smart grid data modeling and description language.
• Harmonize communication protocols.

A further significant standards framework in support of a SIA is the Institute for
Electrical and Electronic Engineers (IEEE) Smart Grid Interoperability Reference
Model (SGIRM) [58], which addresses interaction between the actors within the 7
domains identified in the NIST Conceptual Architecture Framework. Its focus is
upon interface architectures and data flow characteristics from three architectural
perspectives: communications, power systems, and information technology plat-
forms. It provides a scalable model of functional interoperability that can be
extended as the scope of the smart grid evolves.
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Fig. 2 A simplified representation of IEC TR 62357-1, Seamless Integration Architecture.
Standard series are shown with additions representing monitoring and control of wind power
plants and smart metering
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6 The IEC Common Information Model (CIM)

The significance of the CIM standards relates to their function as a scalable and
extensible semantic model for power systems. An authoritative description of its
design and class composition is given in the associated IEC Standards (IEC 61970-
301, IEC 61968, and IEC 62325) and it is further described in [59–61]. Miscon-
ceptions about the CIM in terms of its use in database design and the ‘‘CIM
compliancy’’ of technology interfaces are addressed in [62]. The structure of the
CIM is designed to be flexible. It is object-oriented and presented as a Unified
Modelling Language (UML) class model. Flexibility of the model derives from its
properties of extensibility and scalability. Extensibility applies when new objects
not available within the standard set are needed, they can be added, underlining the
open nature of standard model. If these additions are considered of general use and
subject to subsequent interoperability testing, they can become inducted into the
internationally standardized version [63].

Examples of IEC CIM extension to suit utility use cases are numerous and
reflect business case evolution in managing the smart grid through use of Model
Driven Architecture (MDA). Extensions to the CIM can be categorized for dif-
ferent purposes, such as widening its domain scope into substation equipment
representation [64] or High-Voltage Direct Current (HVDC) modeling [65], to
extending its ability to represent dynamic models for contingency analysis [66]. As
it is canonical in its design, it is possible to integrate new ‘‘packages’’ of UML
classes with dependency to the Core package as the scope of use cases for
information exchanges widens. Nielsen and Neumann give a good overview of the
processes associated with CIM extension management in [67]. An important
recommendation from consensually accepted definitions of smart grid standards
identified in [53] featured extension of the SIA to accommodate DERs. With
respect to future smart grid operational requirements, this recommendation was
responded to in [68] with a proposed design for an energy storage extension
comprising a package of classes addressing control of grid-scale energy storage
technologies. The CIM is also being used as the design basis for a variety of new
model-driven applications including state estimation [69], wide area measurement
[70], and secondary equipment management [71].

The CIM is designed to be scalable, such that if a subset (or profile) of the
standard reference classes are sufficient to model a given use case in a particular
context then the rest of the reference metamodel can be ignored. Well-established
profiles such as the CPSM and CDPSM have already been mentioned but the
tendency to profiling for reusable functionality within the exchange of network
models has become more common. The second edition of the European Network
of Transmission System Operators for Electricity (ENTSOE) profile version 2.0,
which was based upon CIM release 15, is an example of a combination of a bundle
of standardized CIM profiles, each referring to specific functionality, including:

• Geographical profile, IEC 61968-13;
• Equipment profile, IEC 61970-452;
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• Diagram layout profile, IEC 61970-453;
• State variables profile, IEC 61970-456;
• Topology profile, IEC 61970-456;
• Dynamics profile, IEC 61970-457.

The relationships between CIM UML classes are structured to provide a
standardized object-oriented modeling architecture. It is a canonical taxonomy in
the form of packages of UML class diagrams referring to the components of power
utility networks with functional definitions and measurement types to a high
degree of granularity. Wang and Van Ausdall give an overview of how business
data semantics are represented in the CIM and propose some rules to clarify the
UML modeling concepts used [72]. They describe how an XML namespace
defines the scope of a class name and observe how a CIM class name (and
therefore the concept represented by that CIM class) must be unique within the
CIM XML namespace to maintain the integrity of the CIM logical model. This
raises the distinction between the CIM as a static logical model, a standard con-
ceptual representation of smart grid components, and the instantiation of CIM
objects in models created by PSA CIM adaptors to represent their functional data
models.

Power system applications use the CIM as a reference logic when processing
CIM models for export and import. CIM metadata files communicated between
PSAs vary in size depending on the scope of the modeled network (for example, a
transmission system with complex topology) as well as the detail of the CIM
representation of network parameters being communicated. With the most detailed
representations of complex networks made up of millions of CIM objects forming
multi-Gigabyte sized files, concerns over the amount of data, and the capacity to
handle it within the smart grid environment may arise. This topic has been
acknowledged and addressed by McMorran in [73] in which a number of strategies
are discussed for reducing the size of, and handling, communicated CIM files. The
principal strategies for handling large CIM representations of power system net-
works include communication of layered representations of a network constrained
to CIM profiles (see profiles above); the use of difference models (see IEC 61970-
552) that only update the status of larger parent models as changes to them occur;
the use of compression technologies such as the ZIP file format that can perform
better than 20:1 compression on CIM RDF XML. It is unlikely therefore with RDF
forming the backbone of communicated CIM files that any great stress will be
placed on the data communications and storage capabilities within the smart grid
environment.

The semantic definitions and logical integrity of the exchanged model depends
on the CIM standards but its ‘‘physical’’ integrity or connectivity depends upon a
system of object identification provided by RDF. RDF links objects together by
means of a triple, defining a subject in relation to an object using a predicate. The
predicate as a system of address is used to form the identity description of the
object and is generated within the CIM adaptor of the PSA when processing a CIM
model. An instantiated model of CIM objects must conform to the logic and
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semantic definitions of the standard CIM static model but will only use a portion,
or profile, of its set of CIM classes to represent the real network. If each inter-
operating PSA places its instantiated CIM objects within the same namespace,
such as ‘‘xmlns:CIM,’’ then the opportunity for object identity collisions will arise
when these models are shared [74]. This is because the namespace defines the
scope of validity for an object identity just as it does for the semantic descriptions
of the object. Identity collisions therefore are a vexing problem currently chal-
lenging smart grid PSA interoperability.

6.1 The CIM as Ontology for the Electrical Power Domain

If we consider a model as ‘‘an abstraction of reality according to a certain con-
ceptualisation’’ [75], then these standardized models, as meta-conceptualizations
representing PSA data models, support the view of the CIM as a metamodel in
accordance with [76, 77]. The canonical nature of the CIM in giving rise to a range
of submodels (profiles) that describe specific context-constrained applications
enable it to also be described, in terms of a ‘‘model of models’’ which concurs with
the Object Management Group (OMG) definition of a metamodel [78].

Harmonization with other existing information models, such as the IEC 61850
substation automation standard, to widen the integrated semantic standards
framework supporting smart grid interoperability is seen as a priority. Gruber
defines ontology as a ‘‘specification of a representational vocabulary for a shared
domain of discourse—definitions of classes, relations, functions and other objects’’
[79]. As the scope of the CIM extends, placed at the heart of a harmonized
federation of standards, it conforms to Gruber’s definition of ontology for the
smart grid domain. In this sense ontology supports the description of our knowl-
edge about a domain, linking the IEC CIM to knowledge representation of the
smart grid. This proposal is fundamental to the capacity of the CIM within the
smart grid domain for knowledge representation and sharing. Chandrasekaran
et al. argue it is not the representational vocabulary of the domain that defines the
ontology as much as the conceptualizations that the vocabulary is intended to
capture [80]. Careful analysis of the objects and their relationships within the
domain is required to create the vocabulary and conceptualizations necessary for
true representation of the domain reality and explains why CIM development is
marked by much debate amongst domain experts as well as the importance of
interoperability testing. For, as Uslar et al. indicate in [81], the strength of the CIM
as a domain ontology not only depends on the expertise of the domain experts
building it, but also extending its application to link control center ICT with field-
automated devices while further developing the SIA.
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6.2 Harmonization of the CIM with Other Standards

Regarding the link between the CIM and field devices, Santodomingo et al. [43]
discuss the harmonization of the CIM with IEC 61850 (substation control lan-
guage) using an ontology matching approach that required the use of Web
Ontology Language (OWL) to represent semantic correspondences between the
two standards. Their methodology was based on a top-down application of service
descriptions that were used to annotate CIM metadata mentioned in [36]. The CIM
and IEC 61850 ontologies supported a layered framework created to bridge the
semantic definitions of their classes and attributes and the relationships of these
entities. In this way the harmonization of these two standards, designed from
different origins and for different purposes but now increasingly required to
interoperate to develop smart grid functionality, is being established.

In another initiative, linking the CIM to IEC 60870 for high-voltage meter
control and management is described [82]. The semantic alignment of these two
standards is seen as part of the development of the Spanish smart grid. Mapping of
the classes from the IEC 60870 protocol to the CIM was reported as straightfor-
ward and described in the sense of aligning one ‘‘service’’ to another. The sense of
model classes representing services is another indication of the way the CIM lends
itself to SOA. What is more, with the application of ‘Simple Protocol and RDF
Query Language’ (SPARQL) the opportunity to interrogate RDF databases
annotated with metadata makes possible the benefits of the Semantic Web para-
digm. SPARQL is designed to seek out query matches with RDF triples for data
stored in an RDF format such as CIM RDF XML. In this case the use of multiple
namespaces, as metadata annotation of the meter data captured in CIM RDF XML,
enabled the machine-to-machine (M2M) access required by the query. This
methodology presents another example of how a layered architecture builds
interoperability between the source of data and an end use. Whereas the use of
Web Ontology Language (OWL) as a layer will focus on the resource description
logic, SPARQL will focus on the knowledge representation of the RDF triple.

7 Information Integration and Knowledge Representation

Knowledge representation (KR) reinforces the possibility that the smart grid could
herald our evolution in energy management from the ‘‘Age of Information’’ into
the ‘‘Age of ‘Intelligence.’’ This vision, shared by the State Grid Corporation of
China in their ‘‘Framework and Roadmap for Strong and Smart Grids’’ [83] would
bring energy management within the realm of ‘‘Internet of Things’’ [2].

The pivotal importance of a semantic model to support understanding within
KR is underlined by its central position in the GWAC Stack and therefore inter-
operability. Whether it is to provide a standard means for message exchange
between PSAs operating with heterogeneous perspectives of the smart grid, or a
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standardized interface specification, the CIM’s platform independence and ability
to support information integration is strengthened as a domain ontology. Neumann
et al. recognize that the rapid growth of the CIM gives rise to questions about its
scope and how best to apply it to a variety of roles ranging from information
management and systems integration to information exchanges and application
modeling [84]. It could eventually be viewed as a combination of ontologies made
from the packages of UML classes of which it is composed, or as part of a
federation of ontologies when considered amongst other smart grid standards as
well as OPC and MultiSpeak. Either way, it has a range of applications that depend
to a greater or lesser extent on the richness of the semantic language to convey the
meaning of vocabulary and conceptualizations.

Quirolgico et al. in [85] assert self-managing systems in a domain comprising
disparate applications, devices, components, and subsystems depend on a formal
ontology to support knowledge interoperability and reasoning. While they were
referring in this case to a computing and networks environment, these are some useful
pointers to the evolving role of ICT within the smart grid. Not least the importance of
full and formal semantic definitions within the vocabulary of the CIM as well as the
capability of the languages used for construction and messaging to convey the
intended meaning and knowledge representations within the ontology. This is in
the interest of reducing the burden of a priori knowledge and reasoning on the part of
the participating PSAs. In [86] Tang et al. make the point that the presence of
ontology not only serves to promote knowledge sharing across different departments
but also makes knowledge reuse available when there are changes to domain tech-
nologies through innovation. In [87] Sourouni et al. say ontologies can be employed
at different levels of understanding. Examples of these range from contributing to
the specification, reliability, and reusability of systems, through making data
exchange easier, up to full functional interoperability of data and function.

Referring to the role of the IEC CIM within the ‘‘Semantic Understanding’’ layer
of the GWAC Stack, we may then consider the need for richer information transport
not simply supporting information interoperability but knowledge interoperability
in future smart grid systems. The latter will depend on the ability of the encoding
language to support the knowledge and reasoning constructs intended by the
semantics and metadata of the ontology. Semantics are supported by the formality
of the CIM descriptions and are combined with metadata using the schema defi-
nitions carried by the schema language for machine interpretation. The XML
schema definition (XSD) is used to specify the structure and contents of an XML
file, and therefore also serves to validate its contents. OWL is designed to explicitly
represent the meanings of terms and their relationships in the vocabularies of
ontologies. Thus for purposes requiring a higher degree of knowledge representa-
tion it may be necessary to consider as schema language, the use of the more
powerful Web Ontology Language (OWL) over CIM RDFS expressions in future.

The value of framing the CIM as a metamodel in recognized terms is that we
can utilize established methods from related domains such as Artificial Intelligence
and Computer Science. For example we can envisage the CIM occupying ‘‘Level
M2’’ of OMG’s ‘‘Four Layer Hierarchy’’ [88]. Thus metadata models derived from
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the CIM become instances of the data models belonging to PSAs at ‘‘Level M1’’,
which in turn are composed of instances of data at ‘‘Level M0’’. Each level higher
is an abstraction of the level below it and supports opportunities for integration of
a wider range of conceptualizations of smart grid reality. Hargreaves et al. report
on a methodology using this convention to create a CIM-based metamodel
repository as a means of smart grid knowledge representation and development
[89]. Alignment of different PSA conceptualizations of the same electrical network
helps to optimize power utility processes and understanding of smart grid reality.
As the repository integrates CIM-based metadata models aligned over boundaries
marked by semantically common power system resources, a fuller knowledge
representation of the smart grid reality comes into focus. While semantic com-
monality is a requisite for boundary alignment, identification of the same power
system resource, derived from different PSA meta-conceptualizations, usually
differs due to the different processes for data manipulation employed in each PSA.
The issue of multiple identities attributed to the same object is a common feature
in human nature where understanding the distinction between one object identity
and another often depends on context. As the PSA metadata models are encoded in
CIM RDF XML, the use of an XML namespace to ‘‘contextualise’’ each PSA
representation provides the means to maintain resource identities in their original
form while at the same time rendering them receptive to alignment within the
repository. In this way an integrated metamodel repository can offer a rich envi-
ronment for information integration and knowledge extraction across utility
business domains as well as forming the basis of a central network model man-
agement system [59]. Such a resource will become of increasing importance with
the integration of large-scale renewable power generation and storage facilities as
the smart grid develops.

8 Conclusion

This chapter began by explaining the importance of the smart grid for integrating
novel energy processes and technologies to deliver sustainable energy. Depending
on interoperability to be reflexive to the changes in supply and demand as well as
deliver energy with optimum reliability and economy we examined the centrality
of the IEC CIM within model-driven interoperability processes. The value of
semantic modeling in building ontology was then discussed leading to the proposal
that combined with syntactic agreement provided by schema definitions and
management of context provided by namespace, a metadata model repository can
leverage the value of PSA data models into KR for better business understanding
of smart grid reality. Using this design pattern, we can advance in accordance with
interoperability at all levels, including data to data (D2D), model to model (M2M),
application to application (A2A), and enterprise-to-enterprise (E2E) in building
the vision for the smart grid to move from the age of information toward the age of
intelligence.
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