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Preface

Recent concerns regarding the environmental protection and sustainable devel-
opment have resulted in there being a critical need for cleaner energy technologies.
Some potential solutions have evolved including energy conservation through
improved energy efficiency, reductions in the use of fossil fuels, and increases in
the supply of environmental-friendly energy sources which has led to the use of
intermittent renewable energy sources (RESs). These RESs are connected close to
loads in the distribution network to reduce transmission losses and delay in the
upgrade of transmission systems. The inclusion of renewable sources gives rise to
a new set of problems which are due to the intermittency of the sources and the
dynamics of interfacing equipments. Therefore, it is essential to investigate the
potential challenges of renewable energy integration and to find out the effective
and innovative solutions. This book includes different aspects of renewable energy
integration—from the current trends of renewable energy integration to the current
development of smart grids.

Chapter 1 of this book discusses the importance of green energy which is
structured into two parts: (i) the available knowledge with regard to the general
decision-making processes is described, followed by a critical perspective about
today’s decision making and (ii) a review of three enhanced approaches using Real
Options Theory, Multi-Criteria Decision Analysis, and Multi-Criteria Cost Benefit
Analysis, which are applied to RES decision making from the personal or
investment point of view as well to the policy and the latter pan-European point of
view.

Various aspects, such as classification and specifications of the grid codes, the
anomalies that exist between the grid codes developed and standards used in
conventional power plants are discussed in Chap. 2 and a fault-ride-through
criteria by satisfying these grid codes are developed in Chap. 3 where the criteria is
tested on New Zealand power systems.

Chapter 4 presents a voltage imbalance sensitivity analysis and stochastic
evaluation based on Monte Carlo method carried out based on the ratings and
locations of single-phase grid-connected rooftop PVs in a residential low voltage
distribution network. On the other hand Chap. 5 includes comparative studies on
the performance evaluation of grid-connected photovoltaic systems with different
maximum power point tracking techniques.
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One of the most important tasks in renewable energy integration is to
determine optimal size and location of renewable energy sources which is
discussed in Chap. 6 in which wind energy is considered as a renewable energy
sources (RESs). After determining the optimal size and location, it is essential to
investigate the characteristics of RESs and the steady state characteristics of
wind energy conversion systems (WECSs) is presented in Chap. 7 from where it
can be seen that WECSs affect the performance of power systems. A detailed
study in which the effects of variable-speed wind generators to frequency
regulation and oscillation damping is discussed elaborately in Chap. 8. The
behaviors of power systems change with the penetration of RESs and Chap. 9
discusses some power management approaches for low and medium voltage
distribution networks.

The negative impacts of RESs need to be minimized for stable and reliable
system operation. Keeping this in mind, a new control methodology is proposed in
Chaps. 10 and 11 which incorporates a review study on a new load, plug-in hybrid
electric vehicles in power distribution networks. The coordination and aggregation
of RESs during emergency conditions are discussed in Chaps. 12 and 13,
respectively. Since the cost is an important issue for power system operation, this
aspect of study for a residential application is presented in Chap. 14.

The latest trend in the area of renewable energy integration is the operation of
power system in a smarter way. The operation of interconnected smart grids with
self-healing capability is addressed in Chap. 15 and an agent-based scheme for
smart-grid protection and security is presented in Chap. 16. In the last two chapters
(Chaps. 15 and 17), the vulnerability analysis of complex smart grids is discussed
from the cyber attacks and renewable energy integration points of view.

viii Preface

http://dx.doi.org/10.1007/978-981-4585-27-9_6
http://dx.doi.org/10.1007/978-981-4585-27-9_7
http://dx.doi.org/10.1007/978-981-4585-27-9_8
http://dx.doi.org/10.1007/978-981-4585-27-9_9
http://dx.doi.org/10.1007/978-981-4585-27-9_10
http://dx.doi.org/10.1007/978-981-4585-27-9_11
http://dx.doi.org/10.1007/978-981-4585-27-9_12
http://dx.doi.org/10.1007/978-981-4585-27-9_12
http://dx.doi.org/10.1007/978-981-4585-27-9_13
http://dx.doi.org/10.1007/978-981-4585-27-9_14
http://dx.doi.org/10.1007/978-981-4585-27-9_14
http://dx.doi.org/10.1007/978-981-4585-27-9_15
http://dx.doi.org/10.1007/978-981-4585-27-9_16
http://dx.doi.org/10.1007/978-981-4585-27-9_15
http://dx.doi.org/10.1007/978-981-4585-27-9_17


Contents

1 Green Energy and Technology: Choosing Among Alternatives . . . 1
Brian Azzopardi

2 Grid Codes: Goals and Challenges . . . . . . . . . . . . . . . . . . . . . . . 17
Pradeep Kumar and Asheesh K. Singh

3 Fault Ride-Through Criteria Development . . . . . . . . . . . . . . . . . 41
Nirmal-Kumar C. Nair and Waqar A. Qureshi

4 High Penetration of Rooftop Photovoltaic Cells in Low
Voltage Distribution Networks: Voltage Imbalance
and Improvement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Farhad Shahnia and Arindam Ghosh

5 Performance Evaluation of Grid-Connected Solar
Photovoltaic (SPV) System with Different MPPT Controllers . . . . 97
R. Singh and B. S. Rajpurohit

6 Optimal Siting and Sizing of Wind Turbines Based
on Genetic Algorithm and Optimal Power Flow . . . . . . . . . . . . . 125
Geev Mokryani and Pierluigi Siano

7 Power Flow Analysis and Reactive Power Compensation
of Grid Connected Wind Energy Conversion Systems . . . . . . . . . 145
J. Ravishankar

8 Contribution of Variable-Speed Wind Generators to Frequency
Regulation and Oscillation Damping in the United States
Eastern Interconnection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
Yong Liu, J. R. Gracia, T. J. King and Yilu Liu

9 Power Management of Low and Medium Voltage Networks
with High Density of Renewable Generation . . . . . . . . . . . . . . . . 189
M. A. Barik, H. R. Pota and J. Ravishankar

ix

http://dx.doi.org/10.1007/978-981-4585-27-9_1
http://dx.doi.org/10.1007/978-981-4585-27-9_2
http://dx.doi.org/10.1007/978-981-4585-27-9_3
http://dx.doi.org/10.1007/978-981-4585-27-9_4
http://dx.doi.org/10.1007/978-981-4585-27-9_4
http://dx.doi.org/10.1007/978-981-4585-27-9_4
http://dx.doi.org/10.1007/978-981-4585-27-9_5
http://dx.doi.org/10.1007/978-981-4585-27-9_5
http://dx.doi.org/10.1007/978-981-4585-27-9_6
http://dx.doi.org/10.1007/978-981-4585-27-9_6
http://dx.doi.org/10.1007/978-981-4585-27-9_7
http://dx.doi.org/10.1007/978-981-4585-27-9_7
http://dx.doi.org/10.1007/978-981-4585-27-9_8
http://dx.doi.org/10.1007/978-981-4585-27-9_8
http://dx.doi.org/10.1007/978-981-4585-27-9_8
http://dx.doi.org/10.1007/978-981-4585-27-9_9
http://dx.doi.org/10.1007/978-981-4585-27-9_9


10 Integration of Green Energy into Power Distribution Systems:
Study of Impacts and Development of Control Methodology . . . . 209
N. K. Roy and H. R. Pota

11 Integrating Smart PHEVs in Future Smart Grid . . . . . . . . . . . . . 239
F. R. Islam and H. R. Pota

12 Coordinating Distributed Energy Resources During
Microgrid Emergency Operation. . . . . . . . . . . . . . . . . . . . . . . . . 259
C. Gouveia, D. Rua, C. L. Moreira and J. A. Peças Lopes

13 A Novel Aggregation Technique Using Mechanical
Torque Compensating Factor for DFIG Wind Farms . . . . . . . . . 305
M. A. Chowdhury

14 DC Grid Interconnection for Conversion Losses
and Cost Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327
R. K. Chauhan, B. S. Rajpurohit, S. N. Singh
and F. M. Gonzalez-Longatt

15 Interconnected Autonomous Microgrids in Smart Grids
with Self-Healing Capability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 347
Farhad Shahnia, Ruwan P. S. Chandrasena, Sumedha Rajakaruna
and Arindam Ghosh

16 Agent-Based Smart Grid Protection and Security . . . . . . . . . . . . 383
Md Shihanur Rahman and H. R. Pota

17 Vulnerabilities of Smart Grid State Estimation Against
False Data Injection Attack . . . . . . . . . . . . . . . . . . . . . . . . . . . . 411
Adnan Anwar and Abdun Naser Mahmood

18 Impediments and Model for Network Centrality Analysis
of a Renewable Integrated Electricity Grid . . . . . . . . . . . . . . . . . 429
A. B. M. Nasiruzzaman, Most. Nahida Akter and H. R. Pota

x Contents

http://dx.doi.org/10.1007/978-981-4585-27-9_10
http://dx.doi.org/10.1007/978-981-4585-27-9_10
http://dx.doi.org/10.1007/978-981-4585-27-9_11
http://dx.doi.org/10.1007/978-981-4585-27-9_12
http://dx.doi.org/10.1007/978-981-4585-27-9_12
http://dx.doi.org/10.1007/978-981-4585-27-9_13
http://dx.doi.org/10.1007/978-981-4585-27-9_13
http://dx.doi.org/10.1007/978-981-4585-27-9_14
http://dx.doi.org/10.1007/978-981-4585-27-9_14
http://dx.doi.org/10.1007/978-981-4585-27-9_15
http://dx.doi.org/10.1007/978-981-4585-27-9_15
http://dx.doi.org/10.1007/978-981-4585-27-9_16
http://dx.doi.org/10.1007/978-981-4585-27-9_17
http://dx.doi.org/10.1007/978-981-4585-27-9_17
http://dx.doi.org/10.1007/978-981-4585-27-9_18
http://dx.doi.org/10.1007/978-981-4585-27-9_18


Chapter 1
Green Energy and Technology: Choosing
Among Alternatives

Brian Azzopardi

Abstract The primary renewable energy system (RES) investment decision-
making criteria are economics. These criteria are focused on the RES and its
support ancillary infrastructure technical superiorities, such as efficiency and cost,
which is reasonable in the context of generous financial support schemes. How-
ever, when financial supports are phased out the energy market becomes techno-
logically diversified environmental, political and social concerns, which include
both quantitative as well as qualitative criteria, become significant. The technical
superiorities may fail to describe RES or the relevant technology properly. This
chapter is structured in two parts. Firstly, the available knowledge with regards to
the general decision making processes is described, followed by a critical per-
spective about today’s decision making. The second part presents a review of three
enhanced approaches using Real Options Theory, Multi-Criteria Decision Analysis
and Multi-Criteria Cost Benefit Analysis which are applied to RES decision
making both from the personal or investment point of view as well to the policy
and the latter pan-European point of view. Finally, the society challenges are
discussed within this context.
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1.1 Introduction

Historically, the choice of energy has been economics and local conditions. Our
society has been driven to choose inexpensive energy. However nowadays, the
technical superiorities of energy systems may fail to describe for instance
renewable energy systems (RESs) or its technology properly.

In this chapter, the RESs decision making process is examined with a number of
analytical lenses that may not give priority to their technological superiorities.
Although the real life decision-making process is far from the aspired process in
this chapter, this chapter will provide the understanding of the complex multi-
disciplinary decision making approach that today’s experts and policy makers are
faced to address the challenges that society will dictate in the future.

The large scale definition in this chapter is not limited to large system size
magnitudes such as in Mega Watt equivalent but also considers the high
deployment rates of micro-generation which when collected together may provide
a large scale renewable power generation potential.

1.2 The Decision-Process Complexity

The decision process starts when there is more than one alternative to a solution.
As will be described later on in the second part of the chapter, with the use of Real
Options (RO) Theory decision-process kicks-off even between two simple alter-
natives do nothing or do something. There is no fixed framework or a single
sequential approach how to achieve to the best decision.

Figure 1.1 tries to depict the complexity of choosing among alternatives.The
first phase is the Problem Definition which is the crucial stage in decision-making.
It is usually difficult or impossible to fully complete one component in the process
without reflecting on the other components within a decision making process. This
first phase groups the components into more malleable and therefore more realistic
manner. This phase involve data processing that filters the relevant data and the
feasible alternatives by their attributes leading to objective mapping. The criteria
description helps the evaluation which is subjectively mapped to quantitative of
qualitative attributes. While several components of the decision making process
may be considered in parallel, there is no dictated or standardised procedure of
what component comes before the other. Hence, Fig. 1.1 to some difficulty tries to
draw the interrelationships between all components. It also includes a very
important component in today’s world, the perspective of the decision maker.
Information and data can be gathered to understand more holistically the per-
spective of the decision maker being at political level, business level or individual
customer level. Perspective change depending on the decision maker position and
during the next phase due importance may be provided. This will lead to the most
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missing aspect in decision making which is usually referred to ‘feedback’ and will
help finding the trade-off between different decision makers’ perspectives.

The objective of a decision making process is the focus of the problem defi-
nition. The objective may have a multi-dimension perspective and several impacts.
This is illustrated by the following example for decision making:

• To integrate nationwide renewable energy systems, an example using multi-
criteria decision making technique is further illustrated in second part of this
chapter.

• To inform stakeholders including policy, business and end-user on diversified
renewable energy technology for example in case of photovoltaic (PV) tech-
nologies. An example is also illustrated in second part of the chapter.

Fig. 1.1 The complexity of choosing among alternatives

1 Green Energy and Technology: Choosing Among Alternatives 3



• To evaluate production high throughput practices in producing renewable
energy systems or components.

The second phase is the modelling and decision analysis. Figure 1.1 shows a
wide range of techniques that may be used, while the importance of results can
differ for decision makers. The decision analytics methods may be undertaken
combined such as with simulation models which are fed to multi-attribute utility
analysis. There is an extensive classic works on decision making techniques [1, 2]
which goes beyond the scope for this chapter, including aspects related to the
behavioural viewpoint in Kahneman et al. [3] which aspect has already been
highlighted above. In the next subsections, a brief description is given to all the
named techniques.

1.2.1 Voting

In voting methods, the stakeholders that have the right to vote can voice up and
choose democratically an alternative over another. However this allows for the
possibility of political interference and may not result in complete unbiased
solution to be the right choice. Voting can take many forms such as using simple
voting system or preferential voting system. Voting technique may also inform
decision makers to form the ‘‘big picture’’ that is the holistic approach and fed
back to the decision support system.

1.2.2 Cost-Benefit

Cost-Benefit Analysis (CBA) computes the ‘‘net present value’’ (NPV) which is
usually monetary value based on one time snap-shot all the benefits and costs of a
project, decision or policy. CBA has been widely used in RES projects to justify
investment or compare projects and sometimes even coupled by other economic
theories such as the RO Theory which will be further described in the second part
of this chapter.

Related formal techniques include cost-effectiveness analysis, cost–utility
analysis, economic impact analysis, fiscal impact analysis, and social return on
investment (SROI) analysis. When Life Cycle Costing (LCC) is incorporated
within CBA, the technique finds out the total cost of ownership. It is a structured
methodology which deals with all the elements of this total cost of ownership.
Hence an expenditure profile of a system over its anticipated life-span can be
formed. The results of an LCC study can be employed in the decision-making
process over a number of products or systems. The accuracy of LCC analysis
diminishes, as the project’s finances are more into the future. Hence, long term
assumptions are preferred on all alternatives.
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Investment appraisal may be assessed with varies LCC metrics. The NPV
which is the basis for CBA, or worth present value, is the most common technique
[4, 5], representing the investment wealth level. The NPV is calculated on net
annual cumulative present value cash flows, that is annual inflows less annual
outflows. The benefit of an investment is indicated by a positive NPV. All net
annual cash flows are discounted over the lifetime of the investment. This incor-
porates the time preference, which reflects the investor’s preference of having
money today versus future revenues.

Similarly, the Internal Rate of Return (IRR) indicates the rate of return gen-
erated by the investment and is the discount rate by which the NPV equals zero.
The selection over alternative investments is based on the highest IRR. IRR entails
more complex calculations than NPV and does not always provide a single answer
[5]. In fact, IRR does not provide an indication of NPV sensitivity to cost of
capital.

Another LCC metric for investment appraisal is the Profitability Index (PI),
which represents the present value of future cash flows generated by the project per
unit of invested capital. The viability is indicated by PI greater than one.

Some other investment appraisal tools are Payback Time (PBT), defined as the
period it takes for a project to recover cost outlays. Feasibility by payback period is
predetermined by a period which is always significantly less than the project
lifetime. Last but not least is the Annualised Life-Cycle Cost (ALCC) appraisal
metric which averages upfront present value of the life cycle project cost over the
investment lifetime [5].

The basis for CBA based on LCC was recently used to determine the cost of
electricity from emerging plastic-based PV systems [6] and the impact and
affordability of PV RES financial support schemes such as the feed-in-tariffs (FIT)
in the UK [7].

1.2.3 Payoff Matrix Analysis

Originating from Game Theory, a payoff matrix analysis tabulates the advantages
and disadvantages of a choice. This includes the uncertainty of a possible outcome,
however the technique is limited to a set of alternatives and outcomes under the
decision maker’s control. Payoff Table Analysis is widely used in the energy field
such as in energy markets [8].

1.2.4 Weighing Scoring

A less political dependent but powerful and flexible tool is the weighted-scoring
method. These kind of methods compare and prioritise the attributes of alternatives
against a fixed set of ‘‘must have’’ (high importance) to ‘‘no need’’ (low importance)

1 Green Energy and Technology: Choosing Among Alternatives 5



criteria. It is a commonly used tool when we normally buy things to make an objective
impression to our decision from a subjective process. The final score will rank the
alternatives for example on submitted RES projects for a public tender, product
selection by a bidder within a RES project tender call, risk analysis and design.

1.2.5 Mathematical Optimisation

Mathematical optimisation also known as mathematical programming technique is
the selection of best available variables to an objective function within a domain
defined by a number of equalities and inequalities constraints. The objective
function, also described as cost function and indirect utility function in case of
minimsation, utility function in case of maximisation and energy function incase
of other fields, represent the decision maker’s objective such as maximising
profits, or minimising environmental impacts. In complex scenarios where there
exits conflicting objectives, multi-objective optimisation provides trade-offs
between the objective functions, and a possible compromised solution may be
suggested. Optimisation may also be used in combination with modelling and
simulation especially in large complex problems where uncertainty would require
to analysis the system dynamically-such attempts are called stochastic optimisa-
tion. Optimisation has been used widely in scholarly studies such as in recent
studies [9] and has been useful in many power systems scheduling examples. The
methodology may become useful in the case for real-time optimisation for smart
grid application. However this application would have to see novel mathematical
solutions to achieve fast-response solutions as optimisation problems are usually
iterative and require processing time and machine power to solve.

1.2.6 Utility Function

This analysis is the process for structuring a logical framework which may even
include the use of other decision making methods and techniques, while informing
the decision maker and other stakeholders. Graphical representations are com-
monly used in decision analysis such as influence diagrams and decision trees.
Uncertainty may also be incorporated with the use of probability distributions. The
objective is represented by the ‘utility’ functions maximisation, hence the name.

1.2.7 Economic Models

Complex models were developed based on ‘free market’ approach which basically
is surrounded by the assumption that prices dictate choices and that the economy
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may be modeled as a system. The assumption leads that if there is any change in
prices, a general equilibrium is reached and that self-interested individuals in a free
market economy would collectively produce benefits for the society. However
these models have been discussed in depth that assumptions taken may be too
drastic and not real-life scenarios. Hence micro-economists learned that these
models are not necessary stable. Later on in this chapter we shall discuss further
theories to enhance such models.

1.2.8 Simulation Models

This technique usually models a time-series historical collected data to assess the
real life behavior of a physical model based on a soft prototype. Simulation
modelling is an inexpensive process to predict the performance of engineering
systems, including for example grid control with RES penetration or simply RES
generation capacity for the next day. Uncertainties are usually addressed through a
number of case scenario studies.

1.2.9 Multi-Attribute Utility Analysis

Multi-Attribute Utility Analysis, also called Multi-Criteria Analysis (MCA) is an
extension to the utility function technique in which multiple criteria and set of
defined alternatives are evaluated in a hierarchical decision that allows a mathe-
matical solution to be found. A family of methods has recently seen an increase
interest in the energy field. Typical used methodologies such as SMART,
PROMETHEE and ELECTRE outranking methods rank alternatives from best
preferred to worse according to the decision makers preferences. In the second part
of this chapter the ELECTRE III is applied on PV technology selection.

1.2.10 System Dynamics Modelling

This technique models complex systems, which incorporate feedback loops and
time delays that are present in a system and effects the holistic performance. This
technique although might look as describing a simple system the influence on these
mathematical formulation to represent the system dynamics may lead to a com-
putational time and power demanding problem.

The third and final phase of a decision making process is adjudicating. Here
results are plotted, listed or tabled, and a final decision can be taken after testing
the robustness of the decision analysis framework through sensitivity analysis.
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In the end, the choice for an alternative over another or the decision is yours.
The general techniques, which have been basically developed in mid-twentieth
century have been described above. Further details on recently enhanced meth-
odologies to address the shortcomings of these techniques is described in the
second part of the chapter.

1.3 How are Decisions Taken?

Unfortunately even though there exist multiple techniques to analyse the most
suitable or optimal or feasible solution, it is still early days that complex tech-
niques are truly being exploited. As individual concerns for example we face
decisions on a daily basis that would require time and money to analyse each
decision properly, even though some techniques discussed are quire straightfor-
ward these techniques are unlikely being used on individual basis.

On the political aspect, politicians would like to keep protecting re-election
chances. While the use of regulators which may balance these political interfer-
ence situations in many cases in EU regulators, sometimes the regulators them-
selves have been over passed by the political will of politicians.

On the other hand decision analysis is important in business and planning.
However at the end these dimensions are still at risk due to any political interference
which may change the scenario completely within especially an emerging market. A
case in point is the generous FIT support schemes that emerged in the EU during the
last decades. While initially, the purpose of these tariffs has been achieved by early
adaptors that is to increase RES deployment these schemes are nowadays obsolete.
Many companies that invested a lot in research and development in new promising
technologies, such as in the case of PV technologies, most often even supported by
government funds, had to file bankruptcy in view that mature technology dominated
the market with the old engineering decision analysis that is biased towards cost and
efficiency. This basically let to downgrading innovation.

1.4 Engineering Decision Analysis

Engineering decision making is based on the same components highlighted in
Fig. 1.1 and Sect. 1.2, plus one final important phase, phase four, that is the post
audit of results. The post audit of results is a verification stage that decisions taken
had the right course of action and if required amendments may be considered. This
verification process is performed in some cases at regular intervals such as in the
manufacturing process of products for RES or even in real-time such as for grid
monitoring.

Engineering decision analysis has often focused on technical superiorities such
as costs and efficiency. Hence the economic decision analysis using criteria such as
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NPV, IRR and PBT has dominated the decision approach within the industry in
general for many decades.

However the social responsibility adopted by major entities and the ‘greeness’
criteria that reflect the impact or benefits one makes towards the environmental
criteria are taking shape within decision making frameworks. In addition quali-
tative criteria which most often are difficult to quantify cannot be missed out
either. These added complexity to decision making will be described more in the
next section.

1.5 Decision Support Systems

This second part of the chapter provides a brief overview of selected three
approaches that apply a combination of techniques described in Sect. 1.2, and
further developed more robust frameworks for decision support systems to choose
among a number of green energy and/or technology solutions.

The first is using the enhanced economic theory of RO Thoery used in recent
studies exploring the investment decision on PV technologies and systems [10].
Although the work was when the FIT in UK was not yet tracked with an IRR, the
framework provides a degree of understanding on the uncertainty, which can be
used in many scenarios worldwide as well as on many different technologies and
energy systems. RO Theory has recently increased its popularity within academia
on energy systems. A comprehensive review is given in Martinez-Cesena [11].

The second approach uses Weighed in system planning: ENTSO-E’s cost/
benefit method, a new European method developed by the European Network of
Transmission System Operators for Electricity (ENTSO-E) [12]. The methodology
falls under the Ten Year Network Development Projects (TYNDP) and includes
network and market modelling for a harmonised energy system-wide cost-benefit
analysis at Union-wide level for projects of common interest.

The third approach is a complex decision support system that integrates the
technical, economic and environment qualitative and quantitative criteria to help
with a diversified technology decision choice. A number of quantitative criteria are
pre-calculated through simulation and modelling. This example also contains dif-
ferent perspective of the decision maker being political, business or end-customer.

1.5.1 The Real Options (RO) Theory Approach

As discussed earlier, the failure and dissatisfaction in economic models using
discounted cash flow methods (DCF) [13], and the introduction of the Black–
Scholes equation [14] gave rise to the creation of RO theory. In fact what RO
theory does is enhance DCF methods to better address uncertainty for example
with technology development and derive its options.

1 Green Energy and Technology: Choosing Among Alternatives 9



RES projects and their associated investment projects from manufacturing to
site installations possess ‘real’ options that if identified and implemented may
increase the investment worth [15]. These ‘real’ options may be defined as projects
adjustments that the decision maker seem fit in response to the evolution of
uncertainty such as delaying or rushing investment and building additional
infrastructure [16].

Today, the RO theory has been applied widely to RES, and a comprehensive
literature review is available [11]. The applications have also differed from
assessing investment time [17], examining the investment indifference [18] and
addressing uncertainty in the LCC of RES systems due to the Emissions Trading
market [19].

In this study, RO theory was based on indifference, and cost and efficiency
forecasts [20] for a diversified range of PV technologies to assess investment,
while considering solely the option for delay.

The indifference within this developed RO theory model was based on the
assumption that PV module prices will not increase and efficiencies will not
decrease in the future for a particular technology. However if the price for PV
module is higher, efficiency increase is expected to achieve the indifference. The
normalised result of this process is shown in Fig. 1.2a showing the combinations
of Mono-Si PV type modules’ cost reduction and efficiency increase.

Meanwhile the forecasted technology development is based on the targeted
efficiency values [20], while those for costs are based on PV module predictions

Fig. 1.2 a Mono-Si PV system indifference curves, b CdTe PV system efficiency and cost
forecasts, c a-Si PV system forecasts indifference, and d CIGS PV system delay assessment
example

10 B. Azzopardi



[21] and experience curves. Figure 1.2b shows the forecast for CdTe module costs
based on available efficiency predictions and learning rates of 15 and 22 %.

These indifference and forecast curves are then normalised by their current
average values and contrasted on top of each other as shown in Fig. 1.2c for a-Si
PV and (d) CIS PV systems delay assessment examples. Further from the origin
means higher efficiency improvements and cost reductions while the area above
the indifference curve represent a convenient delay, below is vice versa.

In summary this approach has simplified the assessment of the economic
convenience of delaying projects such as in this case investments in PV technology
within a domestic grid-connected PV system. It has been noticed that the option to
delay investment is mainly affected by the time-value of money, type of loan and
technology forecasts. An interesting aspect is that a delay option may become a
driver for emerging technologies exhibiting inferior technical superiorities over
mature technologies to penetrate the market.

1.5.2 Weighed in System Planning Approach

The EU Regulation 347/2013 requires the European Network of Transmission
System Operators for Electricity (ENTSO-E) to establish a methodology, includ-
ing on network and market modelling, for a harmonised energy system-wide cost-
benefit analysis at Union-wide level for projects of common interest [12]. The
developed framework is a Multi-Criteria Cost Benefit Analysis for candidate
projects (feasible alternatives) of common trans-European interest and projects
which fall within the scope of Ten Year Network Development Plan (TYNDP).

Fig. 1.3 The scope of the multi-criteria cost benefit analysis [22]
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Fast developments and deployments in RES as well as the EU electricity market
liberisation has moved towards large scale diversified power generation portfolio
offering more and more interdependent power flows across Europe, with large and
correlated variations. Therefore, Transmission System Operators (TSOs) must
look beyond traditional boundaries, usually based on national conditions, and
move towards regional and European solutions. Hence the scope of developing this
Multi-Criteria Cost Benefit Analysis, Fig. 1.3, with mid and long term objectives
which addresses system safety, security, sustainability, market access and increase
energy efficiency within the liberised EU power and electricity market regulations,
policies, national legislations and procedures.

The methodology facilitates the planning of pan-European transmission system
and assess new transmission assets which is one of the many number of feasible
solutions. However it does not exclude other possible alternatives in particular
energy storage, as well as generation and/or demand side management. The
quantitative assessment is performed both by translating the inner ring attributes in
Fig. 1.3 to a monitised value in € for example as well as through the measured
physical units such as kgCO2-eq or kWh for the outer ring attributes in CO2

emissions reduction would have benefits on production cost savings given an
adequate carbon price. Considering emissions as a separate attribute and an ade-
quate carbon price may lead to double counting. Similarly, integration of renew-
able energy would have benefits on production cost savings. On the other hand,
local and environmental costs contribute to the infrastructure costs. Such impacts
includes the impact on human beings, on the local fauna and flora, on material
assets, and on cultural heritage, as described in the Environmental Impact
Assessment (Directive 85/337/EEC) [22].

This set of common European-wide indicators will form a complete and solid
basis, both for project evaluation within the TYNDP, and coherent project port-
folio development for the common interest selection process. Initially, the plan-
ning process consists of the definition of scenarios, which represent a coherent,
comprehensive and internally consistent description of a plausible future. The aim
of scenario analysis is to depict uncertainties on future system developments on
both the production and demand sides. In order to incorporate these uncertainties
in the planning process, a number of planning cases are built, taking into account
forecasted future demand level and location, dispatch and location of generating
units, power exchange patterns, as well as planned transmission assets.

1.5.3 Multi-Criteria Analysis (MCA) Approach

During the past decade, decision support systems using multi-criteria analysis
(MCA) models and techniques has been widely applied for energy systems in a
multitude scenario on political and national level to technology specific and
manufacturing processes. MCA techniques such as utility theory, hierarchy pro-
cess, weighted sum and others are available in literature [23, 24].
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In this approach, the outranking ELECTRE III method was chosen as it makes
use of the discordance concept and do not hold structural properties in outranking
relations. In addition the ELECTRE III has other superior features of partially
having non-compensatory treatment of the problem and proportional thresholds for
imprecise data from other outranking methods such as SMART and PROM-
ETHEE, which may turn out to be a difficult task [25–27].

The purpose of this study was to elaborate and demonstrate the first multi-
criteria decision support tool for an investment in PV systems [28]. Currently the
PV micro-generation market, which is the largest PV market, is dominated by
mainly five technologies namely mono-crystalline silicon (mono-Si), multi-cyrs-
talline silicon (multi-Si), amorphous silicon (a-Si), copper indium gallium disel-
enide (CIGS) and cadmium telluride (CdTe). Additionally, emerging polymeric
organic-based PV (OPV) technologies have the potential to enter this market [6].

In the future, the use of PV technologies will have to be diversified to ensure a
sustainable PV energy supply to the market. This implies that the overall assess-
ment and selection of PV technologies will have to consider several criteria to
address the particular technical, environmental, and economic factors associated to
a wide range of available PV technologies [29].

The application of MCA can combine the various viewpoints into a standard-
ised evaluation procedure. Figure 1.4 illustrates the final ranking considering all
technical, environmental and economic quantitative and qualitative criteria such as
PV contribution to local load, Module Design, CO2 impact, aesthetic aspects, NPV
and technology maturity. Of interest is the result in the ranking of crystalline
silicon based technology alternatives (A1 and A2) and thin film technologies (a-Si
A3, CIGS A4 and CdTe A5) which illustrates their incomparability.

In summary the study demonstrated that reduction in cost and enhanced tech-
nology developments are required for preferential ranking. Today the thin-film
(TF) PV technology and the crystalline (c-Si) PV technology have a competitive
edge in the market, and this study shows certain insuperabilities. In this context,
crystalline technologies are more expensive. However, this PV technology offers a
much better CO2 benefit than emerging technologies due to high efficiency levels.
MCA study as demonstrated in this study can be used as a preferential indicator for

Fig. 1.4 Final ranking under all three perspectives with 0.80 PR (Performance Ratio), where A1
refer to mono-Si, A2 refer to multi-Si, A3 refer to a-Si, A4 refer to CIS, A5 refer to CdTe and A6,
A7, A8 and A9 refers to stable/fixed, reference, optimistic and pessimistic technology
developments respectively in organic-based PV (OPV) technologies with respect to efficiency,
lifetime and price
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any PV technology integration within a competitive market under three categories
namely technical, environmental and economic.

1.6 The Challenges to Society

Several international cooperative programme frameworks, protocols and summits
have taken shape to address global concerns such as population growth, green-
house gas emissions and climate change. These frameworks such as the Frame-
work Convention on Climate Change (FCCC) and the Kyoto Protocol led by the
United Nations are a first step to enhance the conservative engineering decision
making focused on purely efficiency and cost economic analysis and provide
achievable targets to enhance the future sustainability of the planet and the current
living population.

The energy debate is open but decision making to the society is only reserved to
the big players. Better access to the energy markets by consumer will provide more
stability and improve the functionality of markets, as well as their transparency
and information on the demand and supply side. This includes the removal of
harmful subsidies both for long standing support to fossil fuels and the generous
financial supports for renewable that distorts the markets.

On the other hand energy poverty needs to be elevated and improve access to
reliable, affordable, economically viable, social acceptable and environmentally
sound energy services and resources. In this chapter we have seen that not all
criteria are quantitative, some are qualitative ones which brings about the problem
of measuring their attributes. Using decision making techniques can help also
provide more knowledgeable decisions and may act as a key to resolve syndromes
such as the NIMBY (Not In My Back Yard) or BANANA (Build Absolutely
Nothing Anywhere Near Anything) ones.

1.7 Summary

This chapter has assessed the decision making of technologies in RES. The defined
large scale renewable power generation in this chapter is not limited to large size
system magnitudes of Mega Watt equivalent but also considers the high deploy-
ment rates of micro-generation which when collected together may provide a large
scale renewable power generation potential. Therefore the chapter has considered
key decision making techniques across a range of applications in industry from
manufacturing RES components or products for large scale generation, operations
decision within an energy grid, investment decisions as well as policy guidance.

We took off with the thesis that the technical superiorities of efficiency and cost
may not describe well all the alternatives of green energy and technology and
therefore we need to move forward from the traditional engineering decision
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making. Unfortunately, today most real-life decision making within traditional
industries such as the utilities are still based on conservative old style of thinking.
In addition traditional decision making techniques may have also failed to take
into account the likely technology developments.

A case in point is the lack of uncomfortable use of net demand planning that is
considering also all distributed and intermittent generating sources within the
demand profiles, over conservative demand planning that is considering only
dispatched generation sources regulated by the utilities. In addition there exists
conflicts in the context of generous financial support schemes or even to some
extent support of fossil fuels, mostly in terms of subsidies, which is leading to
dominant mature players take up the market while emerging technologies end up
investing but hard to integrate.

The chapter therefore described three main enhanced approaches:

• RO Theory, where the technology developments and the scenario changes are
taken into consideration for an investment decision in case of RES for instance-
making a wiser and knowledgeable investor decision,

• Weighed in system planning: the Multi-Criteria Cost Benefit Approach being
developed by ENSTO-E for transmission system planning, and

• Multi-Criteria Decision Analysis, where multiple criteria and several alterna-
tives may be brought together under many different techniques, even in some
cases considering or combining both quantitative and qualitative matrices to
help with decision support under a respective perspective.

Beyond the economic costs and benefits green energy and technology solutions
offer, there are other considerations to be taken into account when choosing truly
from alternatives. Here we tried to highlight some of these criteria which may
stand well, but not limited, under one of these four streams technical, environment,
economic and social.

All energy systems and their technologies have both positive and negative
impacts under these streams be it termed ‘Green’ or ‘Dark’ energy. The task that
engineers, politicians and basically human kind face as we transit to a sustainable
energy future is to weigh up all relevant criteria and decide more transparent and
structurally correct way.
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Chapter 2
Grid Codes: Goals and Challenges

Pradeep Kumar and Asheesh K. Singh

Abstract Electric power has always been one of the driving forces for progress in
human life. This has popularized electric energy as the most utilized form of
energy. However, dispersed locations of energy resources and continuously
increasing demand of electricity have led to a large electric power transmission
network across the landscape. To operate the system effectively, a large number of
components, such as protection systems, monitoring systems, operational proce-
dures, etc. are required to work in a synchronized and efficient manner; otherwise,
contingencies may arise in the system. Development and integration of renewable
energy sources into the existing power system has enhanced the complexity in the
network. Efficient operation of this complex network is a tedious task for the
authorities. Thus, to simplify the planning, operational, and other tasks, grid codes
have been developed. Grid codes are the rules laid by the authorities for all its
stakeholders, i.e., the users and power generating stations for connecting to the
network and operate as per the standards. These grid codes implement the regu-
lations for smooth operation of the grid and its connected components. It implies to
the existing and future plants. This chapter gives an overview of the grid codes, its
various components and their development considering integration of renewable
energy into the grid. Various aspects, such as classification and specifications of
the grid codes, the anomalies that exist between the grid codes developed and
standards used in conventional power plants are discussed in this chapter.
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2.1 Introduction

Electric power grid is the largest man-made system in the world. A variety of
different components, such as synchronous generators, transmission lines,
switches, relays, active/reactive compensators, and controllers etc., are the main
constituents of this system [1]. Owing to its complex nature, proper planning, and
design become essential for the operation of the power system. Traditionally, a
single authorised-body designs and plans the type, location, capacity of new power
stations and their connection requirements to the grid.

Recent trend of penetration of the renewable energy sources to the grid has
further enhanced the complexity of the network. Due to their stochastic nature,
their integration has added more uncertainty to the grid, leading to increased
concerns related to the accurate prediction of generation and control of power flow
[2]. In addition, the deregulation (privatisation and liberalisation) in the electricity
sector have invited more generation and supplier entities to meet up the ever-
growing demand of electricity [3]. This addition of the new generation schemes
along with a large number of competitors has led to following new challenges for
the proper planning and operation of the present and future power systems [4]:

• Increased level of complexity,
• Stochastic nature of power transfer capabilities, and
• Bidirectional power flow across the system.

Inclusion of these renewable energy sources and stringent requirements by the
sensitive loads has raised serious concerns related to the security, reliability, sta-
bility and efficiency, viz., adequate dimensioning, establishment, connection, and
operation [5]. To safeguard, the electric power systems, against failures and
address the issues raised, rules and regulations are required. These rules act as
standard procedures and requirements for including or prohibiting connection of
the generation plants and loads to the grid. The rules should be applicable to the
both, new and existing, generation plants and users, who are interested to connect
to the grid. Grid codes are attempts in this direction to ensure supply quality for the
consumers.

Grid codes, also known as the ‘interconnecting guidelines’, are the instructions,
which specify technical and operational characteristic requirements of power
plants and different parties involved in the production, transportation and utili-
zation of electric power. In other words, these are the technical requirements to
interconnect new generating plants to the local or bulk systems [3, 6, 7]. With the
generation deregulation in USA in early 1990s, these guidelines started appearing
in USA and other countries [7]. These rules are laid by experts in the area of
transmission operation and control from the very early time. As transmission acts
as the link between the generation and distribution, handling bulk of the power,
grid codes give prime importance to it. The main goal for development of these
codes was to formalize the criteria, earlier used by the predecessor utility orga-
nizations, to specify the details of the power generation equipment and connection
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requirements for their connection to transmission system. Also, it attempts to
establish and maintain compliance of the new generation plants, with recognized
industry standards, except in some cases, where some sites requires stringent
standards [7]. As formation of these codes is controlled by the local regulatory
authorities, under different legal and technical environment, the requirements and
specifications mentioned in the document may vary. The reason for variation in the
grid code may be due to different system types or grid characteristics in different
countries [3].

The importance of the grid codes in any power system can be easily explained
with the help of Fig. 2.1. It depicts that grid codes act as a standard document for
all the entities interacting in power systems. It is the responsibility of the system
operator to check whether the codes are being obeyed at every level or not. The
next component is the transmission operators, who have direct control over the
transmission system. Activities such as increasing awareness regarding following
the codes and taking necessary steps for not obeying it are the duties of the
transmission operator. Based on the compliance report provided by the operators,
the generating station or prosumer is permitted to make a connection with the
transmission system. The term ‘prosumer’ is referred in the context of the smart
grids, as in smart grids, the consumer is likely to produce as well as consume
electricity [8].

Although, grid codes may appear as a simple document, they address all sig-
nificant concerns related to the grid. This chapter attempts to discuss the main

Fig. 2.1 Diagram showing the importance of grid codes in power system [9]
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areas covered under the grid codes. In Sect. 2.2, classification of the grid codes and
their various components are discussed in detail. Relevant issues regarding the
frequency response, reactive power capabilities, safety, security and efficiency of
the grid are addressed. The challenges regarding incorporation of renewable
energy sources are discussed in Sect. 2.3. Section 2.4 presents existing grid codes,
and the trend for development of grid codes and certification procedure for the
renewable energy sources, especially wind power generation and its integration,
etc. In Sect. 2.5, the issues of compliance between the conventional generation
schemes and grid codes are discussed. The discussions made in this chapter are
based on the following grid codes:

(1) USA: Interconnection for Wind Energy [10]
(2) India: Indian Electricity Grid Code [11]
(3) Great Britain : The Grid Code [6].

However, in general, it is based on the inferences drawn from [6], being a
recent grid code, and clearly representing the requirements and classifications.

2.2 Specifications of the Grid Codes

Grid Codes are instructions that describe the technical and operational charac-
teristic requirements of the power plants. These codes are the guidelines, to be
followed by any user from, installing new power plants or making any alteration in
the existing power plants to the, connection of the different components of the
power system to the grid. Since, these instructions involve a variety of components
to be dealt with the grid codes; they are classified into different components [7], as
shown in Fig. 2.2. This classification simplifies the understanding and require-
ments for implementation and development of the new grid codes.

Amongst the various components, planning codes (PC) deal with dimensioning,
planning, and development, etc. of the power plant and other equipments that are,
required to be connected between the user/generation plant and the transmission
system. The connecting code (CC) discusses the connection requirements and

Fig. 2.2 Classification of the grid codes [6]
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conditions to remain connected to the grid. The operational requirements of var-
ious equipments in the power systems are dealt by the operating codes (OC). Data
communication codes (DCC) deals with the requirement for data storage, amount
of data storage and quantities to be stored. Balancing codes (BC) discuss the steps
taken by authorities, to maintain the power balance between load and generation.
Detailed analysis on these different classes of grid codes is presented in the fol-
lowing sub-sections.

2.2.1 Planning Codes (PC)

Planning codes (PC) are the vital component of the grid codes. These codes are
implemented at the planning or modifying stages of power plants. It may involve
substation or connection site, transmission lines or other facilities connecting the
connection site to remainder of the transmission network. It discusses the technical
specifications and procedures for planning of the system. At initial stages of the
project, transmission operator checks abidance of the PC by user. It may accept or
decline the project, depending upon the fulfilment of the grid code criteria. In most
cases, the codes are specified either as per the established standard, or in form of a
bilateral agreement, between the authorities.

As per the grid code [6], details (generally required by the authorities at initial
stages) can be given as:

• Description of the plant or apparatus being installed or modified,
• Standard planning data,
• Desired completion date of the proposed development, and
• Connection entry capacity and transmission entry capacity.

At initial stages, all the information exists in form of data. Utilizing this, data
interaction between transmission operators and the power generation plant takes
place. However, for lucid understanding and uniformity, the data should be in the
format, as prescribed in the PC. Only then, a bilateral agreement between the
generation plant and operator may take place. The offer is made for a fixed period
of time, which may vary as per the licence standard (varies from country to
country). The time for development may vary depending upon magnitude, com-
plexity, nature, and location of the transmission system project.

The objectives of the PC can be summarized as:

(a) Promotion of interaction between different entities involved in the transmis-
sion system for discussion on proposals affecting, directly or indirectly, and
performance of the transmission system.

(b) Collection of information for planning and development in relevance to the
standards and existing facilities.

(c) To increase awareness about licensing standards in planning and development.
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(d) Spreading knowledge about various duties, under the licences, for proper
operation of transmission system.

To understand PC, the data requirement is divided into two parts, namely [6]:

(a) Standard planning data, and
(b) Detailed planning data.

Standard planning data is general-purpose data, required at initial stages of the
project for, having information about the planning stages. Thus, some data may
slightly change due to implementation issues. On the other hand, detailed planning
data is specific data, satisfying a particular requirement of the PC. This type of data
is required at advanced stages on the normal time scale, to enable transmission
operation. Figure 2.3 shows further classification of these two forms of data, as
following:

• Preliminary Project Planning Data: It is required at initial stages of the project,
involving quantities like, plant name, details, ratings, etc. Due to its initial stage
requirements, it is termed as preliminary data.

• Committed Project Planning Data: After planning stages, the data required, is
termed as committed project planning data. Generally, it involves the updated
and new data, obtained after initialization of the project.

Fig. 2.3 Classification of data under planning codes [6]
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• Connected Planning Data: After initialization of the project, network operator
updates the value estimations for planning purpose with actual values after
reasonable practicing.

The connected planning data is further divided into three types namely:

(i) Forecast Data: Those items of standard planning data and detailed planning
data which will always be forecasted are known as forecast data.

(ii) Registered Data: Standard planning data and detailed planning data, which
become fixed upon connection, are termed as registered data.

(iii) Estimated Registered Data: Data estimated for a particular term are termed as
the estimated registered data.

It is necessary to specify the dates for these data [6].
Standard planning data that is, required at initial stages of the project, include

the following components:

• Single line diagram (SLD),
• Current carrying capacity of the apparatus, and
• Connection point.

(a) Single line diagram (SLD): For a particular portion of transmission system, an
SLD should clearly depict its circuitry. General information, such as, substa-
tion names, circuit breakers, phasing arrangements, rated voltage (kV), oper-
ating voltage (kV) etc. should be specified. However, the amount of data
required under various categories may vary from country to country. The other
various specifications needed to be specified in the transmission system are
summarized in Table 2.1 [6].

Table 2.1 Specifications of different components represented in SLD

Components Specifications

Transmission
circuitry

Rated voltage (kV), operating voltage (kV), positive phase sequence
reactance, positive phase sequence resistance, positive phase sequence
susceptance, and zero sequence impedance, both self and mutual

Transformers Rated voltage (kV), voltage ratio, winding arrangement, positive
sequence reactance (maximum, minimum and nominal tap), positive
sequence resistance (maximum, minimum and nominal tap), and zero
sequence reactance

Interconnecting
transformers

Tap changer range, tap change step size, tap changer type (on load or off
load), earthing method, and direct resistance and reactance and
Impedance (if not directly earthed)

Reactive
compensation

Connection node, voltage rating, power loss, tap range, connection
arrangement, mathematical representation in block diagram format to
control any dynamic compensation plant, HV node, LV node, control
node, nominal voltage (kV), target voltage (kV), voltage dependent Q
limit, and normal running mode
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(b) Load/current carrying capacity of the apparatus: Under abnormal operating
conditions, the different components connected to the transmission line may
have to bear the extra amount of current. Therefore, to protect the components,
it is necessary to specify the current carrying capacity of the equipments. The
current carrying capacity of the components is an indication of the short-
circuit capacity of the planned facility. Thus, it may be specified either as
short-circuit capacity or Ampere ratings.

(c) Connection point: The connection point is decided according to the connecting
capacity of the transmission system. Based on this capacity, the location for
plant connection is decided.

In detailed planning data, the data related to the operations, viz. usable capacity
during the operation, operating range of the connected equipment, etc. of the grid
is provided. Other different components, usually specified under the detailed
planning data, are shown in Table 2.2 [6].

2.2.2 Connection Codes (CC)

Completion of plant as per the planning codes does not ensure the eligibility of the
plant/user for connection to the grid. To connect to the grid, it is essential for the
plant authorities to obtain clearance as per the connection code (CC). These codes
specify the minimum technical, design and operational requirements, for the plant

Table 2.2 Specifications of different components in SLD at connection point

Category Description

Short-circuit contribution Type of connection (direct or indirect) and bus bar arrangement
Generator Registered capacity, output usable, system constrained capacity,

and minimum generation
Generation performance

chart
Specified in the charts

Rated parameter data Ratings of different components connected
For all generating units Rated MVA, rated MW
Synchronous generating

units
Short circuit capacity, direct axis reactance, inertia constant—

MWs/MVA;
Transformer units Step up transformer, rated MVA, positive sequence reactance (at

maximum, minimum and nominal tap)
Forecasted data Peak day on each of the user’s user system, day of peak (date and

time), day of minimum (date and time)
Unit control Maximum droop (%), normal droop (%), minimum droop (%),

maximum frequency deadband(±Hz), minimum frequency
deadband(±Hz), maximum output deadband(±Hz), normal
output deadband(±MW), minimum output deadband(±MW)

Frequency setting of unit
droop controller

Maximum Hz, normal Hz, and minimum Hz
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to obey and connect to the connection site/interface point prior and start operating.
These requirements are to be compiled and checked by the transmission operator
under the supervision of the system operator. Objective of the CC is to ensure that
the specifications of system comply with its statutory and transmission licence
obligations.

These codes are applicable to the generators/power stations, network operators,
different converter station (acting as an interface between the generation and
transmission systems), and other externally connected operators. To test the
compliance for their connection to grid, certain parameters are checked to ensure
proper operation of the transmission system. Conditions laid before permitting
connections to the grid are specified as per the standards or bilateral agreement.
Only those users/power generation plants are allowed to connect to the grid who
complies with these norms, considered in terms of following parameters:

(a) Grid Frequency Variations
Different components connected in a grid are connected synchronously, i.e., at
same frequency. Any variation in frequency will lead to loss of this link and
separation of the different components. Thus, it is crucial to maintain frequency
within the prescribed limits. The bands for frequency described in the grid codes
may vary with region; for example, for a 50 Hz transmission system operation
band is 49.5–50.5 Hz, which may be allowed to extend from 52 to 47 Hz, in
exceptional circumstances [6]. This wide range under exceptional circumstances is
further divided into smaller bands as shown in Table 2.3.

(b) Grid Voltage Variations
For efficient operation of electrical equipment, it is essential to maintain the
voltage levels. The permissible voltage levels vary as per the agreement. However,
the allowable voltage variation varies with the voltage level. At higher voltage
levels, the voltage is not allowed to vary as much as at the lower levels. For
example, at higher voltages, say 400 kV, a variation of ±5 % is permissible unless
abnormal conditions prevail. Under abnormal conditions, a voltage variation of
±10 % is permissible, but voltage variation from ±5 to ±10 % is permissible for
about 15 min, only. For lower voltages, like 275 and 132 kV at connection site a
variation of ±10 % of the nominal value is permissible unless abnormal conditions
prevail. Under fault conditions, voltage may collapse transiently to zero at the
point of fault until the fault is cleared. The permissible variation of voltages for
different voltage levels [6] is presented in Table 2.4.

(c) Voltage Waveform Quality
Most of the components present in the power system are non-linear in nature.
However, the equipment, specially meters and protection devices, are designed for
their use with linear equipment. The generators, power station equipment, and
loads, connected to the transmission system may operate erroneously, under the
influence of waveform distortion. Thus, it becomes critical to put a limit on the
waveform distortion at the connection site. The most common distortions
encountered are discussed below:
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(i) Harmonic content
In the grid, the switching of components and non-linear loads, connected to the
system, induce harmonics in the system. The different generation, transmission and
distribution equipment connected under the influence of harmonic distortion
operate erroneously. However, for proper operation of the transmission system, the
electromagnetic compatibility levels of harmonic distortion should be within the
prescribed limits. These limits are to be either based on the IEEE/IEC standards or
described clearly in the bilateral agreement. To obey these limits, it is vital to limit
the harmonic content at a particular connection point and its emission to the rest of
the network. Thus, while considering the harmonic limits in a system, it is
important to consider:

(1) Location of new connections,
(2) Position of existing connections, and
(3) Number of connections at the node.

(ii) Phase unbalance
Phase unbalance is a major common problem in the grid. Due to inherent structural
and loading properties of the transmission system, it is nearly impossible to
remove it. It severely affects the components connected to the transmission system,
especially the induction machines [12]. Therefore, to maintain the unbalance
within the tolerable limits, certain limitations are imposed on the power plants and
users. For example, in England and Wales, the limit for unbalance is 1 %, whereas
it should be below 2 % in Scotland, unless abnormal conditions prevail. For off-
shore connections, the limits are described in the bilateral agreement, in general.

Table 2.3 Permissible frequency variation under exceptional circumstances [6]

Frequency range
(Hz)

Requirement

51.5–52 Operation for a period of at least 15 min is required each time the frequency is
above 51.5 Hz

51–51.5 Operation for a period of at least 90 min is required each time the frequency is
above 51 Hz

49.0–51 Continuous operation is required
47.5–49.0 Operation for a period of at least 90 min is required each time the frequency is

below 49.0 Hz
47–47.5 Operation for a period of at least 20 s is required each time the frequency is

below 47.5 Hz

Table 2.4 Permissible
voltage band at different
voltage levels [6]

Nominal voltage (kV) Normal operating range

400 400 kV ± 5 %
275 275 kV ± 10 %
132 132 kV ± 10 %
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(iii) Voltage fluctuations
Voltage fluctuations are the variation in the voltage magnitude. It arises mainly
due to the switching of heavy loads and different components connected directly to
the point of common coupling. However, to protect the equipment and limit the
voltage fluctuations, limit is defined in the bilateral agreement. Design of the
connections between transmission system and generating units, network operator’s
user system, etc. should be consistent with the licence standards. For example, in
England and Wales, for onshore transmission system, it shall not exceed 1 % of
the voltage level for repetitive step changes. In case of abnormal conditions,
voltage excursions up to a level of 3 % may be allowed; however, it should be safe
for the transmission system.

For offshore transmission system, the limits are set out in the agreement. In
relation to the connection point, the plant and apparatus must comply with the
requirements specified in the bilateral agreement.

(d) Protection System
Protection system is a vital component in operation of the grid. It separates the
faulty components of the system from the healthy part. Since, the transmission
system is complex in nature; the protection devices should have co-ordinated
control. The co-ordination should be with minimum fault clearing time, in
accordance with the bilateral agreement. At higher voltage system, the fault
clearing time is minimum, which may increase with lesser voltage levels. For
example, at 400 kV the permissible limit is 80 ms, whereas, at 132 kV, it is
120 ms.

In case of the converter stations, the owner is required to install the circuit
breaker fail equipments with settings in accordance with the bilateral agreement.
The important protection schemes to be considered in the protection system are:

(1) Loss of excitation,
(2) Pole-slipping protection,
(3) Signals for tariff metering,
(4) Work on protection equipment, and
(5) Relay settings.

(e) Plant Performance Requirements
The plant, either thermal or renewable energy is required to follow the plant
performance norms to remain connected to the transmission system. The plant
should maintain performance in terms of frequency, voltage and power level, as
per the requirements of the agreement.

For onshore installed synchronous generator units, the units must be capable to
operate continuously, between the limits of 0.85 power factor lagging to 0.95
power factor leading at the generator terminals. However, at operating conditions
other than the rated value, the units must supply continuous power at reactive
power capabilities identified on the generator performance chart. In addition, the
generator connected should have the connection entry capacity of above rated
value, during which:
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(i) the reactive power capabilities must be at a minimum of 0.9 power factor,
(ii) all active power output levels in excess of rated value or as per the bilateral

agreement.

For such a generator with apparent power rating of less than 1600 MVA the
short circuit ratio should not be less than 0.5, whereas above 1600 MVA, it should
not be less than 0.4.

For all generators, at offshore grid entry point of the LV side, the active power
output levels should be maintained at zero transfer of reactive power. The steady
state tolerance on reactive power transfer, to and from an off shore transmission
system, should not be greater than 5 % of the rated value, or as per the reactive
power capability specified in the bilateral agreement.

Further, the different generation units, converter stations, etc. must be capable
of continuously maintaining constant active power output for system frequency
changes.

(f) Excitation and Voltage Control Performance Requirements
The generators connected to the transmission system shall maintain the terminal
voltage as per the grid voltage variation specified in the agreement. To implement
this, it is necessary to implement continuously acting automatic excitation control
system. This provides the necessary control, to generator, for maintaining constant
terminal voltage without causing instability over the entire operational range.

The continuously acting control system should be capable of providing the
reactive power control or an alternative reactive capability, as specified in the
agreement.

(g) Steady State Load Inaccuracies
To regulate the frequency variation, it is important to have error free character-
istics of the load. The major application of load data is in forecasting the load. In
[6], at steady state the upper limit on the standard deviation in the load, over a
period of 30 min, is fixed at 2.5 % of the generation capacity.

(h) Negative Phase Sequence Loadings
Due to faults and unbalanced load connected etc., negative sequence current flows
in the generator. This affects the operation of the synchronous generator. There-
fore, it is important for the generator to withstand the negative phase sequence
voltages/currents, without tripping of the circuit breaker.

(i) Communication Plant
In a certain situation, communication between the operators and the plant is
required. To achieve this, a communication link is required between the two. The
system should be planned in such a way that both calling and receiving parties can
signify the priority and prioritise disconnect tones.
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2.2.3 Operating Code (OC)

Operational phase of the power plant begins after obtaining clearances for the
planning and connection codes from the authorities. Operation is a vital part of the
power system. Any improper operational event may lead to failure of the equip-
ment and damage to the connected systems. Thus, to keep the system working,
while maintaining the supply quality without any contingencies, it is essential for
the plant operator to follow the operating codes. Operating codes are a part of the
grid code, dealing with the operation of the plants connected to the transmission
system. The operating code is further divided into following components [6]:

(a) Demand forecasting,
(b) Operational planning and data provisions,
(c) Testing and monitoring,
(d) Demand control,
(e) Operational liaison,
(f) Safety coordination,
(g) Contingency planning,
(h) Event information supply,
(i) Numbering and nomenclature of high voltage apparatus at sites, and
(j) System tests.

Since most of the operating codes involve time duration, equipment specifi-
cation and other related requirements that, change with the local authorities, the
details are not discussed here. A generalized discussion is rather presented to make
clear understanding. For more details, readers can refer to the codes of their
country.

(a) Demand Forecasting
Demand forecasting is an important aspect for operational purposes. It deals with
the prediction of future demand in for a fixed duration of time as, specified by the
grid codes. This information helps utilities in scheduling the generation to main-
tain the balance between generation and demand of power. It is usually performed
for the active power, but the reactive power demand forecasting may also be
required, for some authorities in their grid codes. The forecasting can also be used
by different network operators and power suppliers for planning purposes.

Forecasting information is also required during the planning phase of the plant.
But, the time durations for the demand forecasting and planning forecasting are
different. In case of demand forecasting, the duration is in hours, whereas, for
planning purposes, forecasting is done in years [6]. When the arrangement at a grid
supply point is expected to be operated in separate sections, separate sets of
forecast information are required for each section. The information required by the
transmission operator, for a period specified in the grid code, is given as:

(a) Half-hourly annual peak transmission system demand,
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(b) Output of the power station, and
(c) Forecasts of demand to be relieved by demand control.

Generally, the data is provided at a time-resolution of half-hourly basis along
with the following information:

(i) Proposed date, time and duration of implementation of demand management,
(ii) Proposed reduction in demand by use of demand management, and
(iii) Proposed switching times, on daily basis.

The following factors are taken into account by National Grid Electricity
Transmission (NGET) for daily demand forecasting [6], in programming phase
and control phase as:

(a) Historic demand data including transmission losses.
(b) Weather forecasts with current and historical weather conditions.
(c) The incidence of significant events or activities, known to NGET in advance.
(d) Anticipated interconnection flows across external interconnections.
(e) Proposed demand control, equal to or greater than the demand control notifica-

tion level, to be exercised by Network Operators with due information to NGET.
(f) Customer demand management equal to or greater than the proposed customer

demand management notification level, to be exercised by suppliers with due
information to NGET.

(g) Other information supplied by users.
(h) Anticipated pumped storage unit demand.
(i) Sensitivity of demand to anticipated market prices, for electricity.
(j) Demand taken up by station transformers.

(b) Operational Planning and Data Provision
Operation of the plant requires transmission of data, i.e., information at various
levels. It includes information regarding the construction, maintenance, repair of
the plant, and surplus generation available, etc. Each generator and interconnector
operator has to provide this data in writing periodically, say weekly. This time
scale may vary as per the grid codes. It is important to perform the operational
planning of the plant to maintain the generation reserves for emergency conditions,
like outages, maintenance schedule of plants, and financial planning, etc.

(c) Testing and Monitoring
The components of the generation plants and transmission systems require con-
tinuous monitoring and testing. The monitoring is essential to observe the oper-
ation of the equipment connected. The input and output of the plant should be
according to the voltage, frequency and other quantities, as specified by the
operational code. Testing is required to check the compatibility amongst the dif-
ferent components for input and output limits, and to obtain the dynamic
parameters. If any failure in components is expected by obtaining this code,
necessary measures are taken, to keep the system operational. The procedures to be
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followed and duration after which the component has to be tested are described in
the bilateral agreement.

(d) Demand Control
Demand control is the reduction of demand in the event of insufficient availability
of active power generation to meet the demand, or in emergency conditions.
Primarily, it deals with following events [6]:

(a) Customer voltage reduction,
(b) Customer demand reduction by disconnection,
(c) Demand reduction,
(d) Automatic low frequency demand disconnection, and
(e) Emergency manual demand disconnection.

Demand control is essential for operation of the power station. It keeps the
power station in a state of proper start up and shut down. The authorities autho-
rized to perform the demand control, and the measures to be taken, are described in
the agreement. Since, the forecasting data is required at a resolution of half an hour
or less, the actions/implementations are also executed for the same time interval.

(e) Operational Liaison
Operational liaison is the requirement laid for information exchange, in operations
or events, having an operational effect on the transmission system, generators or
the users connected to the system. Monitoring the terminal voltage, frequency and
their violation outside the statutory limits is important to check the status of the
system.

Based on the monitoring and analysis, alerts are issued to the connected plants
and users of the system about the shortages, problems or demand reductions. Also,
the duration, as described in the data, allows users to be in a state of readiness, to
react properly.

(f) Safety Coordination
Safety co-ordination is a major concern for the plant whether online or offline. It is,
concerned with the safety of the people working in the plant and equipment. It
prescribes the steps or procedures to be followed in order to keep the safety.
Disregarding these instructions may lead to cancel/suspend the license for lifetime
or certain duration.

Thus, the plant has to maintain a logbook for, recording the safety violations
happened in the past and the measures taken to prevent their future occurrence.

2.2.4 Data Communication Code (DCC)

From planning to the operation of the power plant, exchange of information
between the authorities, in form of data is important. The data from one end is
communicated to other plants and to the transmission and system operator in the
grid. The data communication refers to the
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(a) Generators,
(b) Network operators,
(c) Converter station owners,
(d) Suppliers, and
(e) Users.

It is important to maintain the prescribed format, and security of the data.

2.2.5 Balancing Code (BC)

To keep the voltage and frequency variations within the statutory limits, it is
important to control the reactive power flow and maintain the generation-demand
balance, respectively. BC specifies the requirements to maintain the terminal
voltage and frequency, under normal and emergency conditions.

In case of conventional power plants, such as, thermal and hydro, it specifies the
opening and closing of the valves and gates to control the rotation of the turbines.
Also, it specifies the time required by the mechanical devices, to respond to
changes in the system. For voltage control, the amount of reactive power flow
required, and time constant of the mechanical devices, depending upon the fore-
casting data is described in this code. Also, it specifies the permissible changes/rate
of power transfer to the transmission system.

For renewable energy systems, such as wind or solar, the input to the system
cannot be controlled. Therefore, it describes the control requirements, such as, rate
of power generation, actions required to control the amount of power flow, and
specifications of the controllers, etc.

2.3 Grid Code Challenges

The specifications of the grid code, as discussed in the Sect. 13.2, deal with the
conventional generation schemes, such as, thermal or hydro power plants, etc.
Inputs to the plants, i.e., steam and water, in case of thermal and hydro power
plants, respectively, are controllable. However, in case of renewable generation
schemes, the input is uncontrollable. For example, for wind energy generation the
wind flowing cannot be controlled, and for solar energy, the presence/absence of
sun cannot be controlled. Thus, the grid codes for such a system shall contain
following information:

(a) Forecasting the availability of the renewable energy sources.
(b) Timing requirements for the decision-making and taking the necessary actions.
(c) Voltage level to be maintained at different input conditions.
(d) Frequency band to be followed.
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(e) Characteristics, power ratings, and operational requirements of the converter
stations.

(f) Protection system for these variable operating conditions.
(g) Characteristics and specifications of the controllers to control the amount of

active and reactive power to be generated.

2.4 Grid Codes for Integration and Operation
of Renewable Energy Sources

Nowadays, share of renewable energy generation in the total generated power is
becoming more and more prominent. Because of the intermittent generation,
improvements are important for the generation plant [13]. The discussions made in
this section are based on the wind generation, primarily.

Sometimes, the power generation using the renewable sources can be a costlier
affair. Therefore, governments provide incentive based schemes for its promotion.
They help on the components of the generation system, especially the technology
related to the development of controllers to generate the specified amount of
voltage and frequency [14]. Also, it helps in training the personnel for the
operation.

Operation of the wind generators, in line with the grid codes, is the prime
concern for the plant owner. Thus, analyzing technical requirements for wind
generators, due to their different physical characteristics from the synchronous
generators becomes essential.

Along with the components of the grid codes, as discussed in Sect. 13.2, the
major concerns for the wind energy systems can be described as [5, 15]:

(1) Low voltage ride-through capability,
(2) Reactive power control, and
(3) Power quality, etc.

(a) Low voltage ride-through capability: For any utility, connecting the wind
energy systems to the transmission line is the prime concern. The wind technology
is sensitive to the changes in voltage and power levels of the transmission system,
which may lead to plant shut down. This sudden shutdown is a significant concern
for the reliability of system, along with wind generators connected to the trans-
mission system, as each transmission provider designs its own low voltage ride-
through requirement, which affects the design and operation cost of the wind
turbines. As a result, both wind generators and most transmission authorities
prescribe the low voltage limits with time duration, or in other words, the char-
acteristics that a wind farm, should have in order to connect to the transmission
system. Wind generators demonstrating these characteristics are allowed to con-
nect to transmission lines. In comparison to the synchronous generators, these
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characteristics are more important for wind energy system. The synchronous
generators are connected to the automatic voltage regulators, to maintain the
constant voltage, but wind energy systems do not have any such arrangements. The
characteristics of the wind energy systems can be depicted, using the example of
USA grid code [5] as shown in Fig. 2.4.

Figure 2.4 shows the time duration (in second) with the voltage (in per unit) at
the point of interconnection. The characteristics show that the voltage dip occurs
during 0 to 0.625 s, and then reaches to 90 % of the actual value in 3 s. The wind
energy system, to be connected to the transmission system, should operate from 0
to 0.625 s, whereas the wind energy system is allowed to get disconnected from
the system, when the system starts regaining the voltage level.

(b) Reactive power Control: For small wind energy system, the utilities are not
much concerned for reactive power control, due to small requirement of reactive
power. However, for larger wind generators, it is mandatory to maintain the
reactive power levels. Such plants must be capable to provide the dynamic voltage
support for interconnection to the transmission systems. Also, it is important for
the wind energy service provider to maintain the power factor within the range of
0.95 capacitive to 0.95 inductive. To add the reactive power handling capabilities,
the service provider can use the fixed/switched capacitors with consent of the
transmission operator.

(c) Power quality: Amongst the various power quality problems, voltage sags
are the major problems for the wind energy system. However, the transmission
system operators demand the low voltage ride-through capability in these sources.
Thus, huge investment has been made in developing devices, to support the wind
system during voltage sags.

Doubly-Fed Induction Generators (DFIG) is one of the most popular technol-
ogies for wind energy systems, in which rotor and stator are connected to the
transmission system through the converters. Voltage sags in the transmission side
cause large currents to flow in the rotor and rotor side converter. If the required

Fig. 2.4 Low Voltage ride through characteristics as per USA grid code [5]
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voltage exceeds the maximum voltage of the converter, current control becomes
tough [16]. To avoid damage to the converter switches, DFIG wind turbines are
equipped with crowbars. When the rotor currents become high, it is bypassed
through the crowbars. Then generator operates as an induction machine, with a
high rotor resistance. Thus, it can support the grid during voltage sags [16, 17]. In
case of short-circuits in the power system, large reactive power is required to
recover the air gap flux. If not supplied, the induction generator may become
unstable, leading to its disconnection from the transmission system [18, 19].

The other practical solutions, to deal with the voltages sags are:

• Static Var Compensator (SVC)
• Static Compensator (STATCOM).
• Dynamic Voltage Restorer (DVR), and
• Unified Power-Quality Conditioner (UPQC).

It is important for the wind energy system authorities, to select the techniques
having capability to make a grid code complied system. The usefulness of these
technologies has to be proven before their implementation in the system. The
general verification process, adopted to verify that the wind system does not get
disconnected during voltage sags, is shown in Fig. 2.5.

The general verification is performed in two steps, the field test and simulation
test. If the reports of these tests are found in compliance with the grid codes, the
construction, and operation of the wind farm is approved.

2.5 Grid Codes and Conventional Generation Schemes

The major concerns of the grid codes are the transmission system voltage and
frequency variations. The transmission system operators demand the reliable
compatibility, with all statutory warnings.

Synchronous generators are the most important component of the power sys-
tem. It is vital for them to follow the specifications, and requirements, laid by the
grid codes. However, in many cases the grid codes do not comply with the
established international standards, such as IEC and ANSI [7].

Fig. 2.5 General verification process [5]

2 Grid Codes: Goals and Challenges 35



The grid codes make no mention of the relevant generator or turbine industry
standards and require capabilities that significantly fulfil industry norms. IEC
60034-3 [21] spells out the requirements for the design of turbines and the syn-
chronous generators. For a turbine system, having synchronous generator systems
connected to it, the voltage and frequency variation is shown in Fig. 2.6, where
shaded portion represents the voltage-frequency characteristics for continuous
operation, while unshaded portion shows the inoperable region.

As per the industry norms, synchronous generator terminal voltage can vary
from 95 to 105 % of its nominal values. However, the foremost concern is fre-
quency rather than the voltage. The permissible frequency variation is 5 % of
nominal value, but the generator standards limit it from 98 to 102 %. Several other
discrepancies can be clearly seen while observing the grid codes and industry
norms for the synchronous generator systems [3].

Another major concern is the variation of cost involved, for changing the
generator performance as per changes in the grid code. The short-circuit ratio or
SCR, defined as the inverse of the value of its saturated direct axis reactance, helps
in determining the generator leading reactive capability, with direct impact on the
static stability [7].

For same apparent power, a higher value of the SCR depicts more ampere-turns
in the field winding. However, the operation is limited by the temperature. A

Fig. 2.6 Voltage and frequency variation [3]
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change of mere 0.1 % in the SCR increases the total machine volume by 5–10 %,
which increases the cost of the system, depending upon the type of generator.
Therefore, any minor change in the requirements of the grid code, may lead to
typical changes in the design, and increased cost of the whole system.

2.6 Grid Codes and Nuclear Generation

Safety is a major concern for the nuclear power plants. Cooling of these plants is
essential requirement. Thus, reliable power supply is required for the cooling
purpose; otherwise, catastrophic situations, like FUKUSHIMA, may arise. This
event showed the importance of maintaining auxiliary electric power to the nuclear
power plants for safety.

The power supply to the nuclear power plants is divided into two components,
i.e., mains or normal (unclassified, on a conventional island) and the emergency
(safety classified, located in the nuclear island) power supply systems. Under
normal conditions, the normal supply is used to cool the nuclear plant, whereas in
case of emergencies, the emergency supply system is required to cool the plant.
Thus, it is important to have continuous supply for the nuclear power plant.

Also, in case of blackout, nuclear power plants are unable to start of their own,
due to the unavailability of power. It always requires a small power source to start
with. Thus, reliability and availability of power are important in view of safety.

Usually, diesel oil based emergency power plants, producing limited amount of
power are not reliable. To solve this problem, the nuclear power plants are sup-
plied with dual supply, independent of each other, from the grid [20]. The standby
connection should be able to provide the spinning reserve for operating the safety
loads for cooling.

Supply quality is a major concern for the power plant. Voltage variation is an
important factor for the operation of components connected in the nuclear power
plant. Normally, a plant is designed to handle the slow variations in the voltage. To
handle fast variations plants have to be specifically designed. Thus, it is important
to maintain the voltage levels within the limit. The limits should be implemented
for both, the normal and emergency power plants. Frequency variation is another
important factor of power quality. It is a difficult component to be compensated.
For a nuclear power plant, frequency variation is of utmost importance, as most of
the motors in the plant are directly connected to the grid.

Thus, any variation in the frequency may affect the speed of the motor, indi-
rectly related to the safety of the plant [20]. Thus, considering these factors, the
grid code considering nuclear power plant should have:

• Strict rules for voltage variation,
• Strict rules for frequency variation, and
• Effective protection system, to maintain supply to the plant.
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These requirements should be applicable for normal and emergency power
plants, both.

2.7 Conclusion

In this chapter, a discussion on the grid codes is presented. Initially, the main
classification of the grid codes is presented. Further, its classification into planning
codes, connecting codes, operational codes, data communication codes and bal-
ancing codes, allows clear understanding of the grid codes. It signifies the various
stages in the development of the plant and their requirements. Since, most of the
codes are designed presuming conventional generation schemes, the requirements
for developing grid codes for renewable sources are presented.

Further, the important components for the renewable energy plants are dis-
cussed. It shows that, power quality, low voltage ride-through capabilities, etc. are
important component that needs to be addressed in the grid codes. In the end, a
discussion on the conventional generation schemes and the grid codes is presented.
It shows that a conflict may arise due to differences in the standards being followed
by the plants. Further, a procedure on the requirement of the nuclear power plants
and the grid codes is presented, to discuss the requirement of the strict rules for
voltage and frequency variations, along with the protection system, for proper
operation of the nuclear power plants. In summary, the chapter presents in-depth
classification of the grid codes with its present status, compliance dilemma
between the grid codes and conventional generation schemes, and requirements for
their developments considering renewable energy sources and nuclear power
plants.
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Chapter 3
Fault Ride-Through Criteria Development

Nirmal-Kumar C. Nair and Waqar A. Qureshi

Abstract Wind energy integration into transmission systems has been accelerated
by establishing robust grid codes relevant to the network. Fault Ride-Through (FRT)
criteria is one of them, which requires generation to stay connected to transmission
system under certain operational voltage envelope. Development of the criterion is a
specialized task which will take into account existing grid characteristics, network
history and generation response towards voltage and frequency disturbances. This
chapter will outline a detailed systematic methodology for achieving FRT criteria
through a set of analysis involving contingency analysis, static and dynamic scenario
based system assessment. The uniqueness of this chapter is to present a case study for
a grid having a high percentage of the generation through renewable energy and has
HVDC connected island based transmission grid. Each island sub-system separated
by HVDC link is pre-dominant with non-uniform distribution of generation units and
load centres. Therefore, two different FRT criteria are found to be effective for this
power systems network. None of the reported criteria in prevailing networks have
introduced similar approach before. New Zealand power system has similar char-
acteristics and has been utilized for this case study. FRT criteria development has
been in practice but the current context has not been published in articles or books and
hence the motivation for this book chapter.
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3.1 Introduction

Increased wind generation and its integration on transmission system dictate the
development of stricter grid code requirements to maintain the security of supply.
Large wind generation connected to transmission system raises many concerns for
not being able to support the system during disturbances. The response of a large
wind farm during a voltage disturbance can possibly affect system stability as
discussed in [1–4]. One of the major requirements is Fault Ride-Through (FRT)
requirement. FRT is subdivided into Low Voltage Ride-Through (LVRT) or High
Voltage Ride-Through (HVRT). LVRT capability means that generators should be
able to remain connected during any fault event. In some countries, grid codes
require all new installed wind turbines to have FRT or LVRT capability [5–7].
Most Conventional generators are normally capable enough to meet these
requirements while wind generators vary in capability depending on the technol-
ogy used. Wind generator capabilities and different techniques used to satisfy
LVRT criteria are also discussed in next few paragraphs. A typical FRT criteria or
voltage duration profile is shown as in Fig. 3.1.

All generators are required to stay connected to satisfy the system security.
They may disconnect if the voltage enters into the region below the line. These
voltage profile or LVRT requirements are part of grid code or grid connection
guidelines established by transmission system operator. Based on the grid code
requirements manufacturers have designed various solutions for different wind
generator such as Fixed Speed Induction Generator (FSIG), Doubly Fed Induction
Generator (DFIG) and Full Convertor Synchronous Generator (FCSG) in order to
meet ride through requirements.

In [8–10] reactive power injection during the fault to support and improve voltage
ride through capability has been discussed. A comparison of performance of
uncompensated large scale wind farm having FSIG units have been provided with
wind farm having similar units with Static VAR Compensation (SVC) and wind farm
having DFIGs in [9]. Reactive power support is apparently the only technique for
FSIG to ride through the fault at the Point of Common Coupling (PCC). However,
various techniques using convertors and controllers are available for DFIGs.

A controller technique applied to grid-side converter to keep DFIG connected
to the system during the fault is presented in [11]. Series-connected voltage
sources converter has been proposed for enhancing the FRT capability in [12].
Crowbar resistor which is a bypass resistor-set connected to rotor terminal is also
proposed as technique to improve FRT capability for DFIG in publications [13–
17]. Crowbar improves the FRT capability along with protecting the rotor from
damage but it converts a DFIG into a conventional induction generator thus
degrading the DFIG performance [18, 19]. However, in [17] it is suggested that
DFIG performance can be improved if appropriate value of crowbar resistor is
selected. Kasem et al. [20] proposes that both grid-side and rotor-side converter
inject reactive power to the grid during the fault along with improved timing
algorithms for crowbar resistor, thus improving the FRT capability even more.
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FCSG has a totally different arrangement than above two technologies. FCSG is
a relatively new practice for large wind farms connecting into transmission system.
It has been found to have better FRT capability and grid support during the fault.
Sufficient documents and grid codes have been found stating LVRT criteria for
various countries [21]. However, no significant literature could be found dis-
cussing FRT development from a transmission network’s perspective.

3.2 FRT Criteria Development for New Zealand

The increasing amount of wind generation that is proposed for connection to the
New Zealand transmission system has prompted the need for tougher grid code
requirements for generators to maintain the security of supply. The technological
variations in wind generator technology available for large scale wind farms raise
concerns around their ability to support the grid during system events. Most
conventional synchronous generators in New Zealand have the capability to meet
these requirements while wind generators vary in capability depending on the
Wind Turbine Generator (WTG) technology employed. Section 3.3.2 discusses
WTGs types and their capabilities and different techniques used to satisfy FRT
criteria. Sufficient documentation and grid codes has been researched which cites
FRT criteria for various countries [21]. However, no significant publication has
been found discussing FRT criteria development in detail from a network’s
perspective.

At present wind farms have a total installed capacity of 5 % in New Zealand.
An increase in this percentage is expected as there are on-going projects yet to be
commissioned [22]. There are about fifteen small and large wind farms operating
in New Zealand. These include turbines of various manufacturers and sizes with a

Fig. 3.1 Typical limit curve for LVRT requirements
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total operating capacity of over 600 MW. Five of these are connected at high
voltage or medium voltage levels. Security of supply is a concern when large wind
farms are connected at the high voltage transmission level with little or no
demographic separation, thus requiring stricter grid code requirements. The
response of conventional generators or plants are well known but wind farms
having different technologies may differ in responses and may affect the Trans-
mission System Operator’s ability to manage and operate the grid in a secure
manner.

A variety of investigations have been carried out by the New Zealand Elec-
tricity Authority (EA) for large wind integration scenarios. These include the
impacts on the market, transient stability, small signal stability, power quality, and
dynamic response of wind farms during disturbances [23]. FRT capability is done
of the major concerns of all types of generation, specifically large wind farms, in
order to ensure security of supply in New Zealand. Wind generator technologies in
New Zealand and their FRT capabilities are discussed in Sect. 3.3.2.

By definition, FRT requirements bind generators to operate between allowable
voltage limits and stay connected to the grid within the same voltage envelope to
maintain the security of supply. Normally, these FRT requirements become the
part of grid code requirements established by the Transmission System Operator
(TSO). Grid operators define a ‘ride-through’ profile in order to avoid situations
where generators are disconnected during grid faults. Some grid operators not only
require participation from generators during the fault but also post-fault period
towards voltage stabilization and system recovery [24].

In this chapter, the process for designing a FRT criterion is outlined from a TSO
perspective. Next section discusses fundamental considerations followed by the
methodology used for development of FRT criteria. It is followed by a section
discussing assumptions for the FRT studies which have been taken into account for
analysis and a New Zealand grid case study detailed in Sect. 3.5. This section also
briefly discusses some of the large wind farms integrated in the New Zealand
transmission system categorized by Wind Turbine Generator (WTG) Type. Fol-
lowing that, the processes of developing voltage envelopes for FRT criteria are
given, and this proposed criterion is then compared with existing Transpower and
international criteria. Finally, recommendations for future development and con-
clusions are presented.

3.3 Fundamental Considerations

3.3.1 System Characteristics

The first and foremost consideration towards developing a FRT criterion is to
understand the characteristics of the transmission network. For instance if we
consider the New Zealand Network then we have a two island network i.e. the
North Island (NI) and South Island (SI) networks interconnected through a 2 pole
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HVDC link currently. The total network is comprised of 173 substations and over
1,200 power transformers. The transfer capacity of the HVDC link is 1040 MW
with two cables on pole-1. Another pole is under commission process to increase
the transfer capacity between two islands. The transmission voltages in both
networks are 220 and 110 kV, with some 66 kV transmissions in the SI. The
generation sources are scattered through the NI that include hydro, thermal,
combined cycle gas, co-generation, geothermal and wind. However, the SI is
mostly hydro generation which serves as the base load and under normal system
conditions energy is typically transferred from SI to NI via the HVDC link to meet
the demand of major load centres in NI such as Auckland City.

Due to the isolated nature of the New Zealand power system it means that it
prone to experiencing frequent voltage and frequency disturbances. To avoid
cascade failure, it is critical that generation remains connected and the system may
require a specific fault ride through criteria that differ from those specified in large
well-interconnected continental power grids [25, 26]. There are few obligations
towards generators side as per existing requirements in New Zealand. The
requirements are as follows:

• Maintain a certain level of reactive power output under steady state conditions
• Plant must continuously operate in a manner to support voltage and frequency

stability.

FRT is part of the latter requirement to a generators capability for voltage and is
a key factor in assisting the System Operator to manage the system to avoid black
outs.

3.3.1.1 Fault Types

In order to make the criteria more robust, a history of network faults which may
have direct impact on system stability is considered. Fault types vary from network
to network but their classifications are universally accepted. Grid planning
guidelines in New Zealand state that power system should remain stable for fault
types such as loss of generation, three phase, single and double phase faults
transmission faults [25].

The most common faults in power system are short-circuits. Three phase bal-
anced short-circuit or a balanced three-phase to ground short-circuit are referred to
as symmetrical faults. They cause highest fault currents but are less frequent power
systems. Machine short-circuit ratings are designed based on balanced or sym-
metrical fault current calculations. The most common short-circuits in any system
are unbalanced or unsymmetrical in nature. These can be single line to ground,
double line to ground, or line to line faults. Unbalanced faults to ground are
affected by fault resistance, soil resistivity, fault position, and grounding technique
used: thus related issues also need to be considered while addressing unbalanced or
unsymmetrical faults. Other types of faults may include the sudden loss of any
generating unit or plant which causes severe voltage drops thus requiring other
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generation to support the system through frequency and power control. Apart from
short-circuits such outages are also included in the possible list of contingencies.

3.3.1.2 Protection and Fault Clearance Times

Voltage envelopes are influenced by fault clearance times for any network or part
of the network. Standard distance or differential protection schemes protect
transmission lines. The transmission protection coordination with neighbouring
sub- transmission circuits, bus bars and other DC/AC links plays a significant role.
High voltage transmission line protection normally has very short clearance time
in order to maintain system security and avoid catastrophic failure of the system.
In New Zealand transmission level protection schemes target 120 ms clearance
times for critical parts of the grid to avoid blackouts. Without aided signal schemes
some parts of the 110 kV transmission network are subject to prolonged clearance
times. Protection philosophies and clearance times in practice have direct part in
development of FRT criteria for any network. Protection performance assumed in
the FRT studies is discussed in Sect. 3.4.5. Typically, In NZ power system 110 kV
voltage, sub-transmission is aimed to achieve 10–12 cycles, while transmission
protection scheme is targeted to achieve 5–7 clearance cycles.

Along with standard protection schemes some special protection schemes
designed for specific contingencies may also be considered for FRT studies. These
are generally either runbacks or overload schemes, and operate within the period
of voltage recovery following a fault removal. These schemes only be active
during specific grid conditions. In case of New Zealand FRT studies, there are a
few special protection schemes but they have not been considered for this analysis.

3.3.2 Protection Issues

Longer clearance times may also be expected due to other protection issues within
the system and need to be considered during FRT analysis. These issues are
specific to networks and could be identified from history of fault events from
available data. Some of these issues might be high resistance faults, weak in-feeds,
weak back-feeds, system configuration changes, grounding issues, circuit breaker
failure, loss of signalling for transmission protection, loss of reactive compensa-
tion etc. Not many of these issues have been identified for New Zealand; thus any
additional issues have not been included in the analysis.

3.3.3 Technology

Modern wind farms employ different types of wind generators and these can be
categorized into five main types. These types vary in inherent FRT capabilities. In
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the context of the case study for this work; New Zealand has five different wind
generator technology based farms [22].

3.3.3.1 Type-1 and Type-2 (Fixed and Variable Speed Induction
Generators)

Type-1 and Type-2 utilize conventional induction generators as shown in Figs. 3.2
and 3.3. They are basically constant speed machines with the minor fluctuation of
speed during change of load. Type-1 has a squirrel cage induction generator.
However, wound rotor induction generators for Type-2 have some speed control
through rotor winding access. In order to avoid an adverse impact on system
performance and voltage, these generators use soft starters for grid connection.
They absorb reactive power from the system to maintaining the rotating field in the
air gap between rotor and stator winding. Naturally they do not have much ride-
through capability for not supplying reactive power in case of a voltage event.
Earlier designs of these types were connected to distribution scale without any
binding to stay connected to the grid. Thus, the probability of disconnection for
any fault in the vicinity was always high. In order to improve FRT capability
turbine manufacturers offer FRT packages to comply with grid codes require-
ments. SVC or STATCOM support is used to improve FRT capability of these
types. One of the very first grid connected wind farms in New Zealand was the Te
Apiti (TAP) Wind Farm. The capacity of this wind farm is around 90 MW and all
55 turbines are Fixed Speed Induction Generators (FSIG) i.e. Type-1. Type-2
Wind technology is also available in New Zealand but not on significant scale.

Fig. 3.2 Squirrel Cage Induction Generator (SCIG) wind turbine (Type-1)

Fig. 3.3 Wound Rotor Induction Generator (WRIG) wind turbine (Type-2)
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3.3.3.2 Type-3 (Doubly-fed Induction Generator (DFIG))

One of the most widely used variable speed WTG is the Type-3. This WTG
arrangement is shown in Fig. 3.4. This is wound rotor machine, fed through a series
back to back frequency converter at rotor side, having a rating of 30 % of the
maximum stator power rating. The total power is the arithmetic summation of
powers from stator and rotor. The DFIG operates either in super-synchronous,
synchronous or sub-synchronous modes. Power is injected from the rotor, through
the converter, into the system when the DFIG operates at super-synchronous speed.
The real power is absorbed through the converter from the system by the rotor when
the DFIG operates at sub-synchronous speeds. There is no power exchange through
rotor at synchronous speed as voltage at the rotor is essentially dc.

Reactive power is supplied to the system through d-axis excitation control on
rotor in most cases. The convertor could also be used as STATCOM for dynamic
reactive compensation even when the turbine generator is not operational. In
earlier designs the Type-3 has been more sensitive to disturbances and would
disconnect from the network in a much shorter duration than conventional gen-
erators. The safety of DC convertors was the main cause. Now DFIG machines
employ more controls than FSIG.

The first proposed solution for the above mentioned issue is known as crowbar
protection. This technique short-circuit’s the rotor side converter with or without
additional resistance and leaves the DFIG as standard induction generator during
the disturbance or fault and brings the convertor back after pre-defined time
period. This technique is not acceptable anymore in some countries like Germany.
Thus turbine manufacturers are coming up with more advanced controls to protect
the rotor and provide P and Q control at the same time. One of the techniques is
called advanced grid option (AGO) by the Vestas Ltd. This is an additional control
which is only activated in case of a ride-through requirement.

Most of the wind farms commissioned in New Zealand after 2004 employ
Doubly Fed Technology. The Tararua-3 was commissioned in 2005 has the

Fig. 3.4 Doubly Fed Induction Generator (DFIG) wind turbine (Type-3)
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capacity of 93 MW. This is wound rotor machine which is fed through a series
voltage-source converter.

3.3.3.3 Type-4 (Full Scale Frequency Converters (FSFC))

In Type-4 the wind generator is decoupled through full back-to-back convertor.
These could be conventional generators, dc field or permanent magnet generators.
The generator spins at any available rotational speed through direct coupling to the
turbine. The frequency may not be 50 Hz at the generator end but electrical power
is converted through a back-to-back converter to the required grid frequency, thus
giving generator a wide range of speeds because of full frequency convertors. The
arrangements of Type-4 are shown in Fig. 3.5. The grid side convertor has the
ability to independently control real and reactive power to improve FRT capa-
bility, voltage regulation, and reactive power control of the electrical generator.

In New Zealand, the West-Wind farm was first connected in 2009 and employs
the Type-4 WTG arrangement. This wind farm has a total capacity of around
140 MW. Another large wind farm, the Te Uku wind farm employs the same
technology but this wind farm is connected at a sub-transmission level of 33 kV.

3.3.3.4 Type-5 (Synchronous Generator Technology)

The Te Rere Hau Wind Farm employs Type-5 WTG arrangement in New Zealand.
Type-5 WTGs have locally been developed and commissioned by a local New
Zealand company [27]. It is based on a gear box technology, converting the
variable wind speed to a fixed shaft speed for synchronous generator as shown in
Fig. 3.6. The synchronous generator then generates the electricity at grid fre-
quency. Currently, these turbines are smaller and are not widely used but give
much better advantages during integration. FRT capability of this type is as good
as conventional generators.

Fig. 3.5 Full Scale Frequency Convertor (FSFC) Permanent Magnet Synchronous Generator
(PMSG) wind turbine (Type-4)
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3.3.4 Frequency Ride-Through

Apart from voltage ride-through requirements, smaller grids like New Zealand and
Ireland are also concerned about frequency ride-through of the modern wind
farms. In New Zealand the North Island (NI) the lower frequency limit is 47 Hz
and upper frequency limit is 52 Hz. However, In South Island (SI) Frequency
limits are slightly extended due to presence of most of hydro plants in South Island
and a positive flow of real power from SI to NI. The SI lower frequency is 45 Hz
and upper limit is 55 Hz. Normally, the modern wind farms have arbitrary fre-
quency settings and design capability of 47–52 Hz. This configuration may suit the
under frequency protection operation of wind farms in NI but their suitability in SI
can be an issue [28].

3.3.5 International Practices

The consideration of existing criteria gives a better understanding towards
development of new criteria. FRT criterion has already been established and is
mandatory in many countries. International experiences have also been considered
while developing criteria for the New Zealand system and have been used as a
comparison in Sect. 3.5 as shown in Fig. 3.7 [21].

3.4 Methodology and Assumptions

The proposed methodology towards development of ride-through envelope could
be summarized as shown in the Fig. 3.8.

The above illustration shows the six steps towards developing a FRT criterion.
Data collection about the network, faults, protection schemes and other network
related information is the first step towards the criteria. Based on the data available
a full list of credible contingencies is formed. Normally, the network models are
available with Transmission System Operator (TSO), if not then required validated
models need to be developed. Electrical load could be static or dynamic in nature,

Fig. 3.6 Type-5 wind turbine generator
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thus basic load modelling assumptions are to be made as well. Static and Dynamic
network analysis are carried out to determine, short-circuit strengths at different
buses and also obtaining voltage profiles at various buses. Through statistical
analysis of the weakest nodes the final voltage profile is achieved for most affected
bus bars.

The purpose of this study is to formulate FRT requirements for all generation,
wishing to connect to the New Zealand power system through dynamic studies.
The outcome of this study is determination of FRT criteria for the New Zealand
power system. This criterion is under process of approval and planned to be
implemented into the transmission code to assist the SO in managing system
security; it will provide a benchmark for manufacturer type testing and commis-
sioning testing [26, 29].

Transpower has existing FRT requirements for the HVDC upgrade project and
these and other international criteria are also considered and compared as part of
this study as shown in Fig 3.7 [25, 26, 29]. The existing HVDC design require-
ments of System Operator have been used as inputs into the development of a FRT
standard for the transmission system.

The New Zealand transmission system is dispersed into its respective electrical
regions. The assumptions discussed below from Sect. 3.4.1 to 3.4.5 are applied and
bus voltages recorded to determine the worst case system response or performance
to an N-1 scenario. Performance and existing criteria are then analysed towards
development of suitable criteria.

Fig. 3.7 International FRT criteria in practice
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3.4.1 Load Modelling Assumptions

For the New Zealand case study a composite load model has been assumed based
on similar studies to determine reactive reserve requirements for the grid. For the
dynamic studies aggregated load model at Grid Exist Point (GXP) has been
assumed [26, 29].

The aggregated load model includes dynamic load such as motor load, static
load, and a distribution system model. The motor load model has three different
protection groups (Group I, II and III). These groups are determined based on
protection type and motor control each group has further subdivisions into groups
based on motor sizes i.e. large and small [30]. A middle ground approach has been
adopted for this study, where it is assumed that 25 % of motor loads may trip
under low voltage conditions and up to 50 % for high voltage conditions. The
distribution system is modelled as an 8–10 % impedance transformer based on the
forecasted summer or winter MW load respectively [26, 29].

The proportion of each load type at each GXP is derived through survey data
for different regions in the system [30–32]. These load surveys were conducted for
a peak winter and the extreme summer period.

Fig. 3.8 Proposed methodology for FRT criteria development
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3.4.2 Additional Controllers

The study assumes that the transient period is well within the operating times for
shunt connected reactive equipment and tap changer controllers This equipment is
therefore assumed to be fixed at the pre-contingent state for the duration of the
dynamic study. An exception to this are the HVDC filters that are controlled by the
fast acting Reactive Power Controller (RPC) [26, 33].

3.4.3 Load and Generation Scenarios

A basic assumption was made that all existing wind farms are unavailable. This
assumption is based on the fact that existing wind farms may not remain connected
for close in faults, with the exception of Type-4 wind farm in the North Island,
where their unavailability is the worst case condition for the scenarios considered.

Fig. 3.9 New Zealand test case study
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The load and generation scenarios are based on historical data collected through
SCADA. High seasonal loads are assumed for LVRT that corresponded with high
HVDC north transfer with respect to the North Island studies, and low north or
south transfer for the South Island and lower North Island regions. The lowest
short-circuit capability is assumed through minimum number of machines avail-
able, due to the level of HVDC transfer offsetting the dispatch of synchronous
generators. In order to reduce the amount of studies required, the seasonal peak
loads are tested for worst case response for various system faults, i.e. high summer
load with more motor load or higher overall winter load but with a higher static
load percentage. The summer load condition was also a limiting factor [26].

3.4.4 Credible Contingencies

Considering N-1(loss of a single power system element) contingency level, all the
contingencies are chosen based on their impacts they have on a regional and sub-
regional transmission level. Faults at the Low Voltage (LV) level are not modelled
as these are considered an issue local to a single generating station only. The
following credible contingencies have been considered [26]:

• Loss of single transmission circuit
• Loss of single generating unit
• Loss of a single dynamic reactive plant (SVC)
• Loss of an HVDC pole.

The complete list of credible contingencies in North and South Islands are
given in Appendix Table 3A-1 and 3A-2 respectively.

3.4.5 Protection Performance

Three-phases, zero impedance faults resulting in the loss of a single element are
assumed for all studies. Clearance times assumed are actual operating times; if this
information is unavailable then standard operating times are used. With protection
signaling, the fault is cleared almost simultaneously at both ends of the circuit.
Where signaling is unavailable, zone based protection timings are assumed for
Zone-1 and Zone-2. For some of the HVRT contingencies, it is assumed that the
equipment is disconnected from the system without any fault at the transmission
level. The targeted protection clearance times of various level of protection in New
Zealand transmission system as follows:

• Main protection for 220 kV (Transmission) circuits : 120 ms (6 cycles)
• Main protection for 110 kV (Transmission) circuits : 200 ms (10 cycles)
• Main protection for 66 kV (Sub-Transmission) circuits : 200 ms (10 cycles)
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• Circuit Breaker Failure Time : 350 ms (17.5 cycles)
• Auto-reclosing Time : 1.5 S (75 cycles).

3.4.5.1 Significance of Clearance time on Voltage–time Profile

In a voltage–time profile (LVRT), the magnitude of the voltage is determined by
the system characteristic and network configuration. However, targeted protection
clearance times are a simple guideline for achieving duration in voltage–time
profile, and actual protection clearance times dictate the performance of those
criteria during the fault. This ride-through study is a simple extension of investi-
gation of protection performance of WTG system in large scale wind integration
context. In order to achieve results closer to realistic network conditions;
approximately similar protection clearance times have been used for the network
under study as shown in Table 3.1.

3.5 Analyses and Results

3.5.1 Test Case Study

Based on the discussed methodology a brief laboratory based contingency analysis
was carried out with the help of New Zealand North Island Power Systems (NIPS)
as presented in Appendix B. The system diagrams of South Island Power System
Networks are also presented in Appendix B.

In this section some contingencies are analyzed on two different voltage levels
i.e. 110 and 220 kV. Woodville (WDV110), Bunnythorpe (BPE110, BPE220), and
Haywards (HAY220) are the bus bars under the scope of this test case study.
WDV110, BPE110, BPE220 are busbars very close to the region where most of
the wind generation of New Zealand is currently installed, including Te Apiti
Wind Farm, Tararua Wind Farm etc. as shown in Fig. 3.10. The network under
consideration is as shown in Figs 3.9 and 3.10. The study includes three different
contingencies each for one unique scenario as shown in Table 3.1. Table 3.1 also
illustrates the targeted protection clearance times of each bus bar. These protection
clearance times are realistically close to actual targets by Transpower.

Table 3.1 Study Scenarios

Contingency type Protection type

1 3-phase local fault on BPE_WDV_2 line near
Woodville 110 bus bar

Zone based protection
(Zone 1:200 ms, Zone 2:600 ms)

2 3-phase local fault on BPE_WDV_1 near
Bunnythorpe110 bus bar

Zone based protection
(Zone 1:200 ms, Zone 2:600 ms)

3 3-phase local fault on BPE_HAY_1 near
Bunnythorpe220 bus bar

Main protection with signalling (Main:
120 ms, Back up: 350 ms)
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In order to assess the ride-through capability of each of the wind farm we need
to collect the voltage profiles of neighbouring buses under worst fault conditions.
The voltage profiles for these busbars i.e. Woodville110, Bunnythorpe110, Bun-
nythorpe220, and Haywards220 are presented for all three scenarios.

3.5.1.1 Scenario 1

A 3-phase fault was created on BPE_WDV_2 (110 kV) transmission line at a
10 % distance from Woodville Substation. This line is protected using zone based
protection scheme and clearance times are mentioned in Table 3.1. The voltage
response of bus bars under study is shown in Fig. 3.11.

Fig. 3.10 Grid section under study

Fig. 3.11 A 3-phase
symmetrical fault near
WDV110
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The worst voltage is observed on WDV110 before operation of Zone1 pro-
tection after 200 ms. The voltage drops down to a value of 15 % of the nominal
voltage. The second bus affected is certainly the other end of the line i.e. BPE110
which has a dropped voltage of 40 % of the nominal value. After Zone1 protection
operates the voltage at WDV110 and BPE110 returns back to 45–47 % of the
nominal value. After Zone 2 protection operates and fault is completely cleared,
the voltage quickly recovers and settles back to the nominal value within 1.6 s.

3.5.1.2 Scenario 2

A 3-phase fault was created on BPE_WDV_1 (110 kV) transmission line at a
10 % distance from Bunnythorpe substation. This line is protected using zone
based protection scheme and clearance time is around 200 ms. The voltage
response of bus bars under study is shown in Fig. 3.12.

The worst voltage in scenario 2 is also observed on WDV110 before operation of
Zone1 protection. It shows that this part of the network is very weak and there is not
much voltage support at this busbar from any generation nearby. There is a Wind
Farm connected to this busbar which is FSIG wind farm and cannot contribute much
towards voltage support at this busbar. The voltage drops down to a value of 10 % of
the nominal voltage. The second bus affected is certainly BPE110 as fault was
closest to this busbar, which has a dropped voltage of 15 % of the nominal value.
After Zone1 protection operates the voltage at BPE110 recovers back to 75 % of the
nominal value while the voltage at WDV110 could still get back to 40 % of the
nominal value. After Zone 2 protection operates and fault is completely cleared the
voltage quickly recovers and settles back to the nominal value within 1.75 s.

3.5.1.3 Scenario 3

A 3-phase fault was created on BPE_HAY_1 (220 kV) transmission line at a 10 %
distance from Bunnythorpe substation. This line is protected using main and back

Fig. 3.12 A 3-phase
symmetrical fault near
BPE110
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up protection scheme and clearance times are mentioned in Table 3.1. The voltage
response of bus bars under study is shown in Fig. 3.13.

The worst voltage in scenario 3 is also observed on BPE220 during the fault.
The voltage drops down to 5 % of the nominal value. After Main protection
operates the voltage at all buses recovers back to 70 % of the nominal value and
gradually in duration of 500 ms it reaches the nominal value.

Three scenarios have been presented here and four different bus bars of two
different levels of transmission voltages and protection philosophies were selected.
Figures 3.11– 3.13 presents different voltage envelopes which could be combined
together to achieve one single voltage duration profile for the network under study.
The accumulative LVRT voltage–time profile is presented in Fig. 3.14.

A detailed contingency analysis was carried out at Transpower to suggest
voltage profiles for New Zealand Power System. The author spent a few months at
Transpower to observe and be part of this process.

Section 3.5.2 describes the analysis and final results of that collaborative study
with Transpower. These envelopes and ride-through criteria have been developed
under similar methodology; considerations and assumptions as discussed above.

Fig. 3.13 A 3-phase
symmetrical fault near
BPE220

Fig. 3.14 LVRT criteria for
network under study
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3.5.2 New Zealand LVRT Summary and Comparison

Based on the methodology, the system response for the North Island is different
than that for the South Island, due to the difference in load composition and
contingencies for the region, a separate LVRT criterion for each island is required.

The worst 10 bus results are recorded and averaged on this basis for the LVRT
system performance and a safety margin is applied to these profiles to allow for the
condition where less motor load is tripped. These results are discussed in the next
section.

It was found that the North Island system LVRT performance is worse than that
of the South Island. The results for the North Island are compared with existing
system operator HVDC and international LVRT criteria in the Figs. 3.15 and 3.16
below.

As shown in Fig. 3.15, the North Island performance violated the System
Operator HVDC criteria after 500 ms where the voltage recovery is outside the 0.8
pu voltage requirements. The HVDC criterion is used as a benchmark for these
studies because it considers the limitations on distance protection under faulted
conditions, the LVRT should not be prolonged so that Zone 3 and Zone 4 distance
relays do not operate inadvertently [25, 33].

As can be seen from Fig. 3.15 the LVRT performance and System Operator
HVDC criteria are within the boundaries of many of the international FRT criteria.
It is also visible that the LVRT curves are within the AGO2 wind turbine criteria
with the exception of the zero voltage periods. It is worth noting that many of the
international criteria are applied to highly interconnected transmission systems.
This comparison gives us some confidence towards existing Wind Turbine Gen-
erator technology to be connected to New Zealand Grid without any major ride-
through issues.

Fig. 3.15 Summary and existing HVDC transpower comparison—LVRT
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3.5.3 Final Proposed FRT Envelopes

Based on the considerations, discussed methodology, results and analysis above, a
separate FRT criteria or envelope can be developed for North and South Islands
due to the difference in LVRT system performance [26].

3.5.3.1 Proposed North Island LVRT Requirement

The FRT envelope proposed for the North Island system is the combination of the
existing Transpower HVDC criteria and system performance for the LVRT criteria
with margin applied. The profiles are shown in Fig. 3.17 [26].

3.5.3.2 Proposed South Island LVRT Requirement

The envelope proposed for the South Island system is the existing Transpower
HVDC LVRT criteria with margin. The envelope is shown in Fig. 3.18 [26].

3.6 Compliance Tests

Existing Wind farms and generators need to be tested against proposed criteria for
compliance; thus it is proposed that the Generator Asset Owner are required to
conduct dynamic simulations using the curves and observe the modeled response
of the generator. It is also proposed that type testing be performed using laboratory

Fig. 3.16 International comparison-LVRT
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testing on the actual generator or turbine under faulted conditions using a simu-
lated HV bus fault. Necessary and proper data recording is also suggested to be
installed on generator site to enable the System Operator to review generator
performance for actual system disturbances. The System Operator is in progress of
drafting process documentation for the commissioning and testing of large scale
wind farms.

3.7 Recommendations and Future Direction

In future, country level criteria may be proposed but it is recommended at this
stage that an island based FRT envelope is proposed. It is also proposed that the
FRT envelope be reviewed once additional reactive plants are commissioned as it
is expected that a common FRT envelope for both islands can be implemented
once this has been achieved.

Fig. 3.17 North Island LVRT Envelope

Fig. 3.18 South Island
LVRT Envelope
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3.8 Summary

This chapter provides a comprehensive review of New Zealand power system from
wind integration viewpoint. FRT criteria are required for enabling increasing wind
integration scenario for New Zealand network. The establishment of these criteria
requires special analysis, data set and other network related aspects to be taken into
account. This chapter discussed available wind generator technologies from FRT
capability viewpoint and system aspects. A methodology has been proposed and
adopted to develop a voltage envelope for the grid. A complete New Zealand grid
example has been reported in this chapter which explains the development of FRT
criteria for a section of a grid. Further, actual proposed ride-through envelopes for
New Zealand North Island and South Island grids have also been presented
towards the end of this chapter. This work was carried out in collaboration with
Transpower; the Transmission System Operator. The motivation of this work was
to explore wind integration protection aspects where FRT criteria development
plays an important role for protection clearance times and coordination manage-
ment. Compliance testing, future improvements, directions and recommendations
are also identified.

Appendix A

Table 3A-1 North Island contingencies

Region Contingent events Condition

Northland HEN-SWN-1 TUV
MDN-MPE-1 TUV

Auckland OTA-PEN-5 or 6 TUV
Upper North Island OTC G1 TUV

HLY G5 TUV
HLY-OTA-2 TUV
OHW-OTA-1 TUV
HLY-DRY-1 (committed upgrade) TUV
WKM-BRH (committed upgrade) TUV

Waikato HAM-WKM-1 TUV
ARI-HAM-1 or 2 TUV
BOB-HAM-1 or 2 TUV
HAM-WHU-1 or 2 TUV
HLY-TWH-1 TOV

BOP OHK-WRK-1 TUV
ARI-KIN1 or 2 TUV

Hawke’s Bay RDF-WHI-1 TUV
FHL-RDF-1 or 2 TUV

(continued)
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Table 3A-1 (continued)

Region Contingent events Condition

Taranaki SPL G1 TOV
BRK-SFD-3 TUV
HWA-WVY-1 TUV

Central North Island (Bunnythorpe) BPE-MTR-OKN-ONG TUV
TKU-WKM-1 or 2 TUV
BPE-WDV TUV
MGM-WDV-1 TUV
SFD-TMN-1 TUV
BPE-TKU-1 or 2 TUV

Wellington BPE-TWC-LTN-1 TUV
Pole 2 TOV
HAY-TKR-1 or 2 TUV
HAY-UHT-1 or 2 TUV

Table 3A-2 South Island contingencies

Region Contingent events Condition

Nelson/Marlborough ISL-KIK-2 or 3 TUV
BLN-KIK-1 TUV
KIK Statcom (committed upgrade) TOV

West Coast IGH-RFN-ATU TUV
HOR-ISL-1 or 2 TUV
COL-OTI-2 TUV

Upper South Island ASB-TIM-TWZ-1 or 2 TUV
ISL-TKB TUV

Otago/Southland CYD-CML-TWZ-1 or 2 TUV
CYD-CML-TWZ-1 or 2 -CB fail event TUV
Pole 2 TOV
TWI pot line TOV
INV-ROX TUV
GOR-ROX-1 TUV
BAL-BWK-HWB-1 TUV
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Appendix B

North Island Power Systems Diagram
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South Island Power Systems Diagram
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Chapter 4
High Penetration of Rooftop Photovoltaic
Cells in Low Voltage Distribution
Networks: Voltage Imbalance
and Improvement

Farhad Shahnia and Arindam Ghosh

Abstract Installation of domestic rooftop photovoltaic cells (PVs) is increasing
due to feed–in tariff and motivation driven by environmental concerns. Even
though the increase in the PV installation is gradual, their locations and ratings are
often random. Therefore, such single–phase bi–directional power flow caused by
the residential customers can have adverse effect on the voltage imbalance of a
three–phase distribution network. In this chapter, a voltage imbalance sensitivity
analysis and stochastic evaluation are carried out based on the ratings and loca-
tions of single–phase grid–connected rooftop PVs in a residential low voltage
distribution network. The stochastic evaluation, based on Monte Carlo method,
predicts a failure index of non–standard voltage imbalance in the network in
presence of PVs. Later, the application of series and parallel custom power devices
are investigated to improve voltage imbalance problem in these feeders. In this
regard, first, the effectiveness of these two custom power devices is demonstrated
vis–à–vis the voltage imbalance reduction in feeders containing rooftop PVs. Their
effectiveness is investigated from the installation location and rating points of
view. Later, a Monte Carlo based stochastic analysis is utilized to investigate their
efficacy for different uncertainties of load and PV rating and location in the net-
work. This is followed by demonstrating the dynamic feasibility and stability
issues of applying these devices in the network.
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4.1 Introduction

Current and voltage imbalance is one of the major power quality problems in low
voltage distribution networks [1]. Voltage imbalance is more common in indi-
vidual customer loads due to phase load imbalances, especially where large sin-
gle–phase power loads are used [2]. Although voltages are well balanced at the
supply side, the voltages at the customer level can become unbalanced due to the
unequal system impedances, unequal distribution of single–phase loads or large
number of single–phase transformers [2]. Usually, the electric utilities aim to
distribute the residential loads equally among the three phases of distribution
feeders [3].

An increase in the voltage imbalance can result in overheating and de-rating of
all induction motor types of loads [4]. Voltage imbalance can also cause network
problems such as mal-operation of protection relays and voltage regulation
equipment, and generation of non–characteristic harmonics from power electronic
loads [3].

In recent years, there is a growing interest in the residential customers in
installing of single-phase grid-connected rooftop Photovoltaic cells (PVs) due to
new energy and incentive polices in several countries [5]. The most important
characteristic of these PVs is that their output power being fed to the grid is not
controlled and is dependent on the instantaneous power from the sun. Several
technical problems of these systems such as harmonics, voltage profile and power
losses are already studied and investigated in [6–8].

The residential rooftop PVs are currently installed randomly across distribution
systems. This may lead to an increase in the imbalance index of the network [9].
This will increasingly cause problems for three-phase loads (e.g. motors for pumps
and elevators). Therefore, there is a need for investigating the sensitivity analysis
of voltage imbalance in these networks.

A deterministic analysis may not be suitable due to the randomness of PV
installations and their intermittent nature of power generation. Monte Carlo
method is already applied for analysis of uncertainties in the network in order to
study load flow, voltage sag, fault and reliability [10]. Therefore, a stochastic
evaluation based on Monte Carlo method is carried out in this chapter to inves-
tigate and predict the network voltage imbalance for the uncertainties arising due
to rooftop PV power ratings and locations [11].

Some voltage imbalance improvement methods are already proposed and
investigated in [12–14]. However, parallel and series converter–based Custom
Power Devices (CPD) can also be used for power quality improvement [1, 15]. In
this chapter, the application of CPDs, in particular, Distribution Static Compensator
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(DSTATCOM) and Dynamic Voltage Restorer (DVR) are demonstrated for voltage
imbalance reduction and voltage profile correction within these networks. Their
optimum installation location, efficacy and ratings will be discussed. However, due
to uncertainty in load demand and PV generation in addition to PV ratings and
locations along the feeder, a Monte Carlo based stochastic analysis is carried out
later to investigate the efficacy of the proposed CPDs for many different uncer-
tainties within the network. Finally, the dynamic feasibility of the system in the
presence of the proposed improvement methods will be demonstrated.

4.2 Voltage Imbalance in Low Voltage Distribution
Networks

The Electricity supplies are nominally 110 V (in US and Canada) or 220–240 V.
National standards specify that the nominal voltage at the source should be in a narrow
tolerance range. Based on Australian Standard Voltages, AS60038–2000, Australian
low voltage network is 230 V with a tolerance between +10 % and -6 % [16].

Voltage imbalance in three–phase systems is a condition in which the three
phase voltages differ in magnitude and/or do not have normal 120� phase differ-
ences. IEEE Recommended Practice for Monitoring Electric Power Quality
defines voltage imbalance as [17]

VUF % ¼ V�
Vþ

�
�
�
�

�
�
�
�
� 100 ð4:1Þ

where V– and V+ are the negative and positive sequence of the voltage, respectively.
This will be referred to as percentage voltage imbalance in the chapter. According
to [17], the allowable limit for voltage imbalance is limited to 2 % in low voltage
networks. Engineering Recommendation P29 in UK not only limits voltage
imbalance of the network to 2 %, but also limits the voltage imbalance to 1.3 % at
the load point [18]. In this chapter, we assume that the standard limit is 2 %.

The utilities try to minimize the imbalance index in their network by distrib-
uting single–phase loads equally across all three phases. Probabilistic studies have
shown that it is very rare that the residential and small business loads can result in
higher values of the voltage imbalance in the network. The measurements done in
a low voltage distribution network in US [19], Brazil [20] and Iran [21] conclude
that the probability of the voltage imbalance to be more than 3 % in the network is
about 2–5 %. However, this can only be achieved if the engineering judgements
have been applied for selecting the appropriate size of the conductors and cables,
transformer ratings and also if the load dispatch among the three phases are
recorrected by later observations and measurements. If the appropriate designs
have not been done or there is a non–standard voltage drop in the network, it is
highly probable that the network also suffers from higher voltage imbalance.
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As mentioned before, rooftop PVs that are currently being installed depend on
outlook and financial condition of householders. Therefore, it is not unexpected
that these installations are randomly placed along distribution feeders. For
example, it is possible that 80 % of customers on a phase have installed PVs, while
the other two phases have only 50 and 10 % installed. In such a condition, even if
the voltage imbalance of the network was within the standard limits without any
PVs, it is not guaranteed to remain so. Therefore, the possible PV installation
number or rating on such systems must be investigated in a way that the voltage
imbalance is still kept within the standard limit.

4.2.1 Network Structure

A sample radial low voltage residential urban distribution network is considered
for voltage imbalance investigations. The simplified equivalent single line diagram
of one feeder of the network is illustrated in Fig. 4.1. In this model, the PVs are all
grid–connected such that the surplus of the electricity generated will flow to the
grid. It has been assumed that all the PVs work at unity power factor based on
IEEE Recommended Practice for Utility Interface of Photovoltaic Systems [22]. It
is also assumed that the neutral conductor is making the path for unbalance current
circulation and the analysis is based on the mutual effect of three phases.
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4.2.2 Power Flow Analysis

For calculating the voltage imbalance, it is necessary that the network to be
analysed and the voltages at the desired nodes to be calculated. Based on the KCL
on kth node of phase A, we have

b VA;PV ;k � VA;k

� ffi

XA;PV ;k
þ VA;k�1 � VA;k

Zf
þ VA;kþ1 � VA;k

Zf
þ VN;k � VA;k

ZA;L;k
¼ 0 ð4:2Þ

where Zf is the feeder impedance between two adjacent nodes in phase lines, VA,i,

i = 1,…,n is the single–phase voltage of the ith node of phase A, ZA,L,k is the load
impedance connected to kth node of phase A and and VN,k is the voltage of the
neutral wire connected to kth node. VA,PV,k and XA,PV,k are the PV voltage and
impedance connected to kth node of phase A. Similar equations are valid for
phases B and C. In (4.2), the controlling constant b is equal to 1 when there is a PV
connected to kth node, otherwise, it is zero.

KCL for each node on the neutral line is

VN;k�1 � VN;k

Zn
þ VN;kþ1 � VN;k

Zn
þ VN;k � VA;k

ZA;L;k
þ VN;k � VB;k

ZB;L;k
þ VN;k � VC;k

ZC;L;k
¼ 0

ð4:3Þ

where Zn is the feeder impedance between two adjacent nodes in neutral line.
The simplified diagram of the PV connection to the grid is shown in Fig. 4.2.

Based on this figure, we have

PPV ;k ¼
VPV ;k

�
�

�
� Vkj j

XPV;k
sin dPV ;k � dk

� ffi

ð4:4Þ

QPV ;k ¼
Vkj j

XPV ;k
VPV;k

�
�

�
� cos dPV ;k � dk

� ffi

� Vkj j
� ffi

ð4:5Þ

where PPV,k and QPV,k are respectively the active and reactive power output of the
PV connected to kth node. Assuming PPV,k and QPV,k to be constant and |Vk| and dk

are known, |VPV,k| and dPV,k can be calculated. Please note that QPV,k will be zero if
the PV operates in Unity Power Factor (UPF).

Fig. 4.2 Schematic diagram of a PV connection to grid
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To calculate Vk from (4.2)–(4.5), an iterative method is required. Starting with a
set of initial values, the entire network is solved to determine Vk. Once the solution
converges, the sequence components are calculated. These sequence components
are later used to voltage imbalance calculation given in (4.1).

4.2.3 Sensitivity Analysis

The voltage at any node can be considered as a function of the location and rating
of PV. Therefore the sensitivity of network voltage imbalance to a PV location and
rating is expressed as

Sk ¼
oVUF

oPPV ;k
:
PPV ;k

VUF
ð4:6Þ

Since voltages at each node are calculated iteratively, the sensitivity is calcu-
lated numerically once the iterations converge as

Sk ¼
VUFðcþ 1Þ � VUFðcÞ
PPV ;kðcþ 1Þ � PPV ;kðcÞ

ð4:7Þ

where 0 B c B 4 defines the rating of the PV (i.e. 0, 1, 2, 3, 4, 5 kW).

4.2.4 Stochastic Evaluation

Monte Carlo simulation is a powerful numerical method of stochastic evaluation
based on random input variables [17].

The inherent characteristic of low voltage distribution networks includes ran-
dom variation of residential load demand and PV power generation at different
time periods. This variation is based on load demand in about 12 h sunshine daily
pattern and summer–winter periods. In addition to this, the random location and
nominal power of PVs increase the randomness of the network.

For investigating the voltage imbalance in the network when there is a random
combination of rooftop PVs with different ratings and at different location on all
phases and feeders on the network, a stochastic evaluation based on Monte Carlo
method has been carried out. Three random inputs of the stochastic evaluation are
the number of householders with installed rooftop PVs, the ratings of the PVs and
their location in the different phases and feeders. The flowchart of Monte Carlo
method is shown in Fig. 4.3. In this figure, the inputs are network (load, feeder and
transformer) data. The random number generation and selection of the other
parameters for the Monte Carlo method is explained in Sect. 4.3.2. For each set of
data, the load flow is carried out and voltage imbalance is calculated.

74 F. Shahnia and A. Ghosh



The expected voltage imbalance at the calculation node VUFj from each trial
1 B k B N, is calculated by

VUFj ¼
1
N

XN

k¼1

VUFk ð4:8Þ

The unbiased sample variance for voltage imbalance at the calculated nodes
(beginning or end of feeder) is as follows:
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Fig. 4.3 Monte Carlo flowchart for stochastic evaluation
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Var VUFj

� ffi

¼ 1
N � 1

XN

k¼1

VUFk � VUFj

� ffi2 ð4:9Þ

The stopping rule of the Monte Carlo method is chosen based on achieving an
acceptable convergence for VUF and Var(VUF). In this study, the number of
Monte Carlo trials is chosen as N = 10,000 to achieve an acceptable convergence.
This is more explained in the table in Appendix A.

The voltage imbalance results as the output of the Monte Carlo simulations are
used to calculate the Probability Density Function (PDF) and the average (mean
value) of all voltage imbalances which is shown as k in the chapter.

4.3 Sensitivity and Stochastic Analysis Results

A sample radial low voltage (415 V) residential urban distribution network is
considered for voltage imbalance investigations. This network is supposed to
supply electricity to a combination of residential and small business customers. It
has three feeders, each three-phase and 4-wire system with equal length (400 m)
and equal number of customers on each phase and feeder. The poles are located at
a distance of almost 40 m from each other. At each pole, 2 houses are supplied
from each phase. The feeders and their cross–section are also designed appro-
priately based on the amount of power and the voltage drop. The technical data of
the network is given in the Appendix B.

It is assumed that the total electric demand of the network is almost 1 MVA
including the low voltage network under consideration that is supplying a total
demand of 360 kW. It is also assumed that during the period of study the loads of
phase A, B and C are 60, 120 and 180 kW, respectively. The rest of the network
load (the portion not included in this study) is considered as a lumped load. The
rooftop PVs installed by the householders have an output power in the range of
1–5 kW working in unity power factor. Several studies are performed [11] and
their results are discussed below.

The utilities usually measure and monitor the voltage imbalance at the begin-
ning of the feeder (i.e. secondary side of the distribution transformer). As
described previously, the probabilistic studies of the measurement results show
that there is low chance of having a voltage imbalance beyond 2 % at this location.
Let us assume that the length of the three phases and number of customers per
phase are the same. Even then, since the power consumption of the loads are
different, there will be different voltage drops along the feeder. This will result in
different voltage amplitudes and angles at different locations along the feeder. This
phenomenon can result in high voltage imbalance especially at the end of the
feeders. To keep the voltage drop within the limit all along the feeder, the utilities
install single–phase pole mounted capacitors or increase the cross–section of the
feeder. However, voltage imbalance at the end of the feeder still remains higher
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than the beginning of the feeder. This might cause a problem if some three–phase
induction motors or power electronics based equipment are located far from the
beginning of the feeder. The voltage profile and voltage unbalance profile along
the feeder in the system under consideration is shown in Figs. 4.4a and b,
respectively. From this figure, it can be seen that the voltage amplitude at the
beginning of the feeder is 0.98, 0.96 and 0.95 pu for phases A, B and C respec-
tively. These values are decreased to 0.96, 0.93 and 0.90 pu at the end of the
feeder, respectively. Therefore, voltage imbalance at the beginning of the feeder
has increased from 0.85 to 1.84 % at the end.

Due to time varying characteristic of residential load demand and PV output
power, a study is included to investigate the voltage imbalance variation during a
specific time period. Let us assume some PVs with the power output profile as
shown in Fig. 4.5a and the residential loads with load profile as shown in Fig. 4.5b
are considered [23, 24]. Time varying characteristic of voltage imbalance at the
beginning and end of the feeder is shown in Fig. 4.5c. Voltage imbalance has a
time varying characteristic and it may increase depending on the PVs.

Fig. 4.4 a Network voltage profile along the feeder, b Voltage imbalance profile along the
feeder

4 High Penetration of Rooftop Photovoltaic Cells 77



Fig. 4.5 a Power generation profile of a 2 kW rooftop PV, b 10 different types of residential
loads profiles, c Time varying characteristic of voltage imbalance with constant location for PVs
in the network
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4.3.1 Sensitivity Analysis of a Single PV on Voltage
Imbalance

The voltage imbalance variation due to the location of one PV with a constant
rating will depend on the total load of the phase in which it is installed. Usually
rooftop PVs can have ratings up to 5 kW for urban residential customers. It is also
important to define the point at which the voltage imbalance will be measured.

It is expected that the voltage profile will improve in the phase the PV is
installed. Let us consider either a 1 or a 5 kW PV installation at the beginning,
middle and end of a feeder. In Fig. 4.6, the voltage profile of phase A is shown. As
expected, the voltage amplitude increases with PV of higher ratings or when it is
installed at the end.

The installation of a PV in a low load phase (phase A in this case) results in the
increase in voltage difference and hence voltage imbalance at the end of the feeder
while having minor effect at the beginning of the feeder. This voltage imbalance is
more if the PV is installed at the end of the feeder or if the rating of the PV is high.
The sensitivity analysis of voltage imbalance (calculated at the end of the feeder)
versus the location and rating of rooftop PV installed in low load phase A is shown
in Fig. 4.7a.

The voltage difference between the phases reduces if the PV is installed in high
load phase (phase C). The decrease is more pronounced at the end of the feeder
than at the beginning. This decrease at the end of the feeder is more if the PV is
installed at the end of the feeder or if the rating of the PV is high. The sensitivity
analysis of voltage imbalance (calculated at the end of the feeder) versus the
location and rating of rooftop PV installed in high load phase C is illustrated in
Fig. 4.7b.

Fig. 4.6 Variation of phase A voltage profile versus the location and rating of the PV in phase A
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These results prove that a rooftop PV (with a rating of less than 5 kW) can
cause network voltage imbalance to increase by 0.1 % when installed at the
beginning of the feeder and by 25 % when installed at the end of the feeder,
specifically when the feeder supplies up to 1 MW load. For example, in the worst
case, the voltage imbalance of 1.84 % without any PV increased to 2.02 % (i.e., a
25 % rise) when a 5 kW PV was installed at the end of the feeder. Even in this

Fig. 4.7 Voltage imbalance sensitivity analysis versus PV location and rating in a low load
phase—Phase A, b high load phase—Phase C
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worst case, the voltage imbalance, at the end of the feeder, is not significant since
it still does not lead to non-standard voltage imbalance. However, this may not be
true when more than one PV get installed in the network.

4.3.2 Stochastic Evaluation of Voltage Imbalance

A stochastic evaluation is carried out for investigating the uncertainties in the
network [11]. In this study, it is assumed the PVs (with rating of 1, 2, 3, 4, 5 kW)
have equal probability of 20 % each, as shown in Fig. 4.3. The uncertainty in the
PV rating is modelled by drawing a random number U1 distributed uniformly
under [0, 1]. Using U1, the instantaneous output power of each PV is selected in
0–5 kW range during day–night period. The uncertainty of PV location along the
feeder, [0–400 m], is modelled by drawing a random number U2 distributed uni-
formly under [0, 1]. This is done for all phases and feeders of the studied network
independently.

The number of the householders with installed rooftop PVs is assumed to be �,
� and � of the total number of householders as 3 different scenarios, shown in
Fig. 4.3. For selecting 1 out of these 3 scenarios, a random number U3 distributed
uniformly under [0, 1] is used. If U3 \ 0.33 then scenario 1 is selected, if
0.33 B U3 B 0.66 then scenario 2 is selected and if U3 [ 0.66 then scenario 3 is
selected.

Another study was also carried out with normal distributions for U1 with
(l = 0.5 and r = 0.2) and also U3 with (l = 0.3 and r = 0.08) that due to
similarity in the results are not shown here.

This study was carried out for several times with minimum number of
N = 10,000 trials. A sample result for the scenario of � householders having PV
are shown in Fig. 4.8a. It can be seen that the voltage imbalance calculated at the
beginning of the feeder always remain about 0.8 %. This value for the end of the
feeder varies between 1 and 3 %.

The PDFs for the cases when � of the householders have PVs is shown in
Fig. 4.8b. The PDFs for all the three cases have mean value (k) equal to 0.61 % at
the beginning of the feeder and 1.80 % at the end of the feeder.

From Fig. 4.8b, it can be seen that, there is a high probability that the voltage
imbalance at the end of the feeder is more than the 2 % standard limit. This
probability is referred to as the failure index (FI %) which is the frequency of the
cases in the shaded area in probability density function and is calculated as

FI% ¼ shaded area� 100 ð4:10Þ

While voltage imbalance failure index is zero at the beginning of the feeder, it
is about 30.19 % at the end of the feeder.

The customer load consumption is different at different times. Therefore, the
residential loads also have an effect on the voltage imbalance. This phenomenon is
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included as the fourth uncertainty condition for Monte Carlo method. The results
of this analysis are given in Table 4.1 for different load consumption levels in the
network during different times. It can be seen that when the loads are almost
balanced, k and failure index decrease while they increase if the loads are highly
unbalanced.

Fig. 4.8 a Voltage imbalance for 10,000 scenarios of random location and ratings of PVs.
b Probability density function of voltage imbalance

82 F. Shahnia and A. Ghosh



The influence of the location of the PVs (at the beginning or end of the feeder)
on voltage imbalance is discussed before. In the previous studies, it was assumed
the PVs are distributed randomly along the feeder. It is of high interest to inves-
tigate the case when the majority of the PVs are installed at the beginning or at the
end of the feeder. Therefore, another Monte Carlo study is carried out to inves-
tigate this phenomenon. The results of this study given are in Table 4.2. It can be
seen that generally when the majority of the PVs are installed at the end of the
feeder, the failure index and k increase at the end points of the network.

4.4 Voltage Imbalance Improvement using Custom Power
Devices

In this section, the series and parallel custom power devices are applied to fix the
voltage at Point of Common Coupling (PCC) by forcing the three phase voltages
magnitudes to be the same as desired, while their phases are separated by 120�
[25].

4.4.1 DSTATCOM

A DSTATCOM is connected in parallel to the network, as shown in Fig. 4.9a. It
will fix the voltage magnitude at PCC to desired value of 0.94 B EDSTAT B 1 pu
by injecting/absorbing a required amount of reactive power. Hence the DSTAT-
COM can be supplied by only a DC capacitor.

Table 4.1 k and failure indices of voltage imbalance of the studied low voltage distribution
network for different residential load levels

Residential load status Highly unbalanced Lightly unbalanced Almost balanced

k at beginning of feeder 0.66 0.58 0.46
k at end of feeder 1.92 1.70 1.37
Failure index (FI %) 46.0 22.3 6.0

Table 4.2 k and failure indices of voltage imbalance of the studied network considering majority
of pvs installed at beginning or end of the feeder

Majority of PVs installed at Beginning of feeder Middle of feeder End of
feeder

k at beginning of feeder 0.61 0.61 0.62
k at end of feeder 1.88 1.97 2.06
Failure Index (FI %) 16.2 51.8 67.9
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Let us assume that a three–phase DSTATCOM is installed at the kth node,
which will be assumed to be a voltage controlled node (i.e., with constant active
power and voltage magnitude). The sum of active power injected by DSTATCOM
in three phases is set to be zero (PDSTAT,k = 0) and the voltage magnitude for all
three phases is set to be EDSTAT.

The amount of reactive power to be injected/absorbed by DSTATCOM is

QDSTAT ;k ¼ �Im V�k � Vk �
2
Zf
þ 1

ZL;k

� �� �

þ Vk�1 þ Vkþ1

Zf
þ VN;k

ZL;k

� �� �	 


ð4:11Þ

Based on the calculated QDSTAT,k, PCC voltage (Vk) will be modified as

Vk ¼
1

2
Zf
þ 1

ZL;k

PDSTAT ;k � jQDSTAT ;k

V�k
� Vk�1 þ Vkþ1

Zf
þ VN;k

ZL;k

� �� �

ð4:12Þ

Equations (4.11)–(4.12) are used in the network analysis iterative method along
with equations (4.2)–(4.5) for the node in which the DSTATCOM is installed.

When a DSTATCOM is installed in a node, it will inject/absorb reactive power
to fix the voltage in that node to the desired value. By changing the PCC voltage,
the voltages of all the nodes will be improved.

4.4.2 DVR

A DVR is connected in series within the network as shown in Fig. 4.9b, where the
DVR buses are indicated with voltages of Vin and Vref. The DVR adds/subtracts a

(a)

(b)

Fig. 4.9 a Single line diagram of DSTATCOM connection, b Single line diagram of DVR
connection
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small amount of voltage in series such that the voltage magnitude such that the
magnitude of Vref is equal to a desired value 0.94 B EDVR B 1 pu. In Fig. 4.9b,
0 B c B 1 represents the location of DVR between two adjacent buses k and
k ? 1. Unlike a DSTATCOM, a DVR needs to inject/absorb both active and
reactive power. However, as will be shown later, its rating is much smaller than
that of a DSTATCOM for the same network.

The amount of necessary voltage to be added by the DVR to phase–A of the
network is

VDVR;A ¼ Vref ;A � Vin;A ð4:13Þ

The desired voltages at the output of DVR for all three phases are based on same
desired magnitude (EDVR) and are displaced 120� from each other. These reference
voltages are set based on the angle of one of the phases of the voltage Vin as

Vref ;A ¼ EDVR\din;A

Vref ;B ¼ EDVR\ din;A � 2p=3
� ffi

Vref ;C ¼ EDVR\ din;A þ 2p=3
� ffi

ð4:14Þ

The selection of EDVR is based on the location of the DVR along the feeder and
will have a significant effect on the rating of the DVR. To optimize the rating
while satisfying the voltage and voltage imbalance conditions, EDVR needs to have
a higher value if the DVR is installed close to the beginning of feeder and have a
lower value if it is installed at far end of the feeder. For network analysis, (4.13) is
used in the iterative method of equations (4.2)–(4.5) at the DVR connection point.
Unlike a DSTSTCOM, which improves the voltages of all nodes, a DVR instal-
lation will improve the voltages of all the nodes downstream of the DVR.

4.5 Application of CPDs: Steady–State Results

Let us consider one 11 kV overhead line is feeding several 11 kV/415 V distri-
bution transformers. Only one radial low voltage (415 V) residential feeder is
considered with a total load demand of 120 kW. The feeder length is taken as 400
meters. The poles are located at a distance of 40 meters from each other. At each
pole, 2 houses are supplied from each phase. The feeders and their cross–section
are also designed appropriately based on the nominal power drawn and voltage
drop. The technical data of the network is given in Table B.1. in the Appendix B.

It is assumed that during the period of study, the loads of phase A, B and C are
20, 40 and 60 kW, respectively. Other distribution transformers with their loads in
the 11 kV network are considered as one single lumped load. The rooftop PVs
installed by the householders have an output power in the range of 1–5 kW
working in UPF. Several studies are performed [25, 26], some of which are dis-
cussed below.
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4.5.1 Nominal Case

Let us first assume there is no rooftop PV installed in the network. The voltage
magnitude at the beginning of the feeder is 0.98, 0.97 and 0.97 pu for phases A,
B and C, respectively. However, these values decrease to 0.96, 0.94 and 0.92 pu,
respectively, at the end of the feeder. Voltage imbalance along the feeder has
increased from 0.32 % at the beginning of feeder to 1.31 % at the end.

Let us now consider the case in which rooftop PVs are installed in such a way
that very high voltage imbalance results at the end of the feeder. For this purpose,
the total power generation of rooftop PVs are assumed to be 40, 5 and 1 kW in
phases A, B and C, respectively. Each PV location and rating is given in Table B.1
in the Appendix B. Now, in phase A, the power generation of PVs is 40 kW while
the load demand is 20 kW. This results in reverse active power flow in phase
A from PVs to the transformer. Therefore, the voltage profile of phase A increases
from the beginning of the feeder to the end of the feeder. Hence, voltage imbalance
profile along the feeder increases to 2.56 % at the end of the feeder due to unequal
distribution of PVs in the network.

4.5.2 DSTATCOM Application

Now, let us now assume a DSTATCOM is installed at 280 m (2/3rd) from the
beginning of the feeder. The DSTATCOM is controlled to fix the PCC voltage
magnitude to EDSTAT = 0.98 pu. The voltage profile of the three phases of the
network before and after DSTATCOM installation is shown in Fig. 4.10a. In this
figure, the dashed lines show the voltage profile when there was no DSTATCOM
installed, while the solid lines show that with the DSTATCOM installed. It is
clearly evident that the DSTATCOM is capable of fixing the magnitude of all three
phases to EDSTAT by injecting reactive power to phases B and C and absorbing
reactive power from phase A. In this case, the DSTATCOM has a rating of 80 kVA.

For investigating the effect of DSTATCOM location in voltage imbalance
reduction, another study is carried out [26]. In this study, the DSTATCOM is
installed in different nodes along the feeder and the voltage imbalance profiles are
compared. In Fig. 4.10b, voltage imbalance profile along the feeder is shown before
and after DSTATCOM installation in 4 different locations along the feeder: at 1/3rd
of feeder from the transformer, midpoint, 2/3rd of feeder and at the end. Comparing
the voltage imbalance profiles for these four cases, it can be concluded that
DSTATCOM installation is not effective near the beginning of the feeder. Also,
when the DSTATCOM is installed exactly at the end of the feeder, the nodes
around the midpoint can suffer from higher voltage imbalance values. While if the
DSTATCOM is installed somewhere around 2/3rd of feeder, it will have the best
result all along the feeder. From this figure, it can be concluded that DSTATCOM
will have better results when installed anywhere between the midpoint and 2/3rd of
the feeder. Maximum value of voltage imbalance in the network after DSTATCOM
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installation at 2/3rd of the feeder is 0.55 %, calculated at the end of the feeder. This
value is even smaller than the case when no PVs were installed in the network. This
verifies the high effectiveness of DSTATCOM application for voltage imbalance
reduction and voltage profile improvement in these networks.

4.5.3 DVR Application

Instead of a DSTATCOM, let us now assume a DVR is installed in series with the low
voltage feeder, at 120 m (1/3rd) from the feeder beginning. The DVR is applied to fix
its output voltage (Vref) magnitude to EDVR = 0.975 pu. For this case, the DVR will
add some positive voltage to phases B and C and some negative voltage to phase A.

Fig. 4.10 a Low voltage feeder voltage profile before and after DSTATCOM installation at 2/3
of feeder beginning, b Low voltage feeder voltage imbalance profile before and after
DSTATCOM installation in four different locations along the feeder
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For investigating the effect of DVR installation and its location in voltage
imbalance reduction, another study is carried out [25]. In this study, the DVR is
installed in different locations along the feeder and the voltage imbalance profiles
are compared. In Fig. 4.11, voltage imbalance profile along the feeder is shown
when the DVR is installed in series at very beginning, 1/3rd of feeder, middle and
2/3rd of feeder. Comparing the voltage imbalance profiles for these four cases, it
can be concluded that DVR installation is not effective at the very beginning or far
end of the feeder. Also, when the DVR is installed exactly at the middle of the
feeder, there is a high value of voltage imbalance in the middle of feeder (DVR
input side). However, when the DVR is installed at 1/3rd of feeder beginning,
voltage imbalance value is smaller all along the feeder compared to other loca-
tions. Maximum value of voltage imbalance in the network after DVR installation
at 1/3rd of feeder is 1.21 %, calculated at the end of the feeder. Although DVR has
reduced voltage imbalance even at the end of the feeder; it is not as successful as
DSTATCOM. Nevertheless, it must be noted that the applied DVR has a 3 kVA
rating which is very smaller compared to the DSTATCOM rating.

4.5.4 Stochastic Analysis Results

Now, the stochastic analysis explained in Sect. 4.2 is carried out. In this case, first,
let us assume that a DSTATCOM is installed at 2/3rd distance of feeder beginning.
Voltage imbalance is only calculated at the end of the feeder since it was seen that
it has its highest value at this point. The PDF of voltage imbalance at feeder end is

Fig. 4.11 Low voltage feeder voltage imbalance profile before and after DVR installation in four
different locations along the feeder
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shown in Fig. 4.12a. In this figure, the dashed line represents PDF before
DSTATCOM installation and the solid line represents PDF after DSTATCOM
installation. The average value of voltage imbalance at feeder end has reduced
from 1.71 to 0.23 %. On the other hand, the probability of voltage imbalance at
feeder end to be more than 2 % standard limit is reduced from 33.5 % to zero with
the DSTATCOM is installed.

Fig. 4.12 a Comparing PDF of voltage imbalance at feeder end before and after DSTATCOM
installation, b Comparing PDF of highest voltage imbalance all along the feeder before and after
DVR installation
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Now, let us assume that instead of DSTATCOM, a DVR is installed at 1/3rd
distance of feeder beginning. Maximum of voltage imbalance is calculated all
along the feeder. PDF of highest voltage imbalance is shown in Fig. 4.12b. In this
figure, the dashed line represents PDF before DVR installation and the solid line
represents PDF after DVR installation. The average value of highest voltage
imbalance along the feeder has reduced from 1.71 to 1.04 %. On the other hand,
the probability of voltage imbalance at feeder end to be more than 2 % standard
limit is reduced from 33.5 % to zero with the DVR is installed. Comparing this
figure with Fig. 4.12a, it is shown that DSTATCOM has better results in voltage
imbalance reduction.

4.6 Application of CPDs: Dynamic Performance

The efficacy of the proposed CPDs in voltage imbalance reduction and voltage
profile improvement was verified through steady–state load flow and stochastic
analyses in the previous section. Although voltage imbalance and voltage regu-
lation are predominantly steady–state (or quasi steady–state) issues, however, the
dynamic characteristics of the proposed methods should also be investigated. It
must be verified that these CPDs and their control strategies do not lead to
instability in the system. In addition, it must be verified that they can respond
effectively and promptly to load demand and PV output variations. This has been
investigated through several case studies in PSCAD/EMTDC. Several studies are
performed, some of which discussed below [25].

Let us assume that initially the total power generation of rooftop PVs are 40, 5
and 1 kW in phases A, B and C, respectively, while the loads in these phases are
20, 40 and 60 kW, respectively.

4.6.1 DSTATCOM Application

Now, let us assume a DSTATCOM is installed at the 2/3rd point of the feeder,
however it is not connected to the feeder. Then at t = 1 s the DSTATCOM is
connected to the network. The PCC instantaneous and RMS voltages are shown in
Fig. 4.13a and b. It can be seen from these figures that the three–phase voltage
waveform seems more balanced and the RMS values of the three phases are shifted
up close to the desired value (EDSTAT = 0.98 pu).

With the system operating in the steady state, with the DSTATCOM being
connected, the PV generation is increased by 13 and 1 kW in phases A and B,
respectively at t1 = 0.05 s. Subsequently at t2 = 0.35 s, a load change is created
in the network. A total 4 kW load is reduced from phase A, 8 kW increased in
Phase B and 12 kW increased in phase C. Furthermore at t3 = 0.55 s, another PV
generation and load variation occur. A total 8 kW of PV output is reduced from
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phase A while 2 kW and 6 kW PV output is increased in phases B and C,
respectively. At the same time, the load in phase A in increased by 2 kW while the
load in phases B and C is decreased by 4 and 6 kW, respectively.

The variation in voltage imbalance at the feeder end before and after
DSTATCOM installation is shown in Fig. 4.13c. Comparing the voltage imbal-
ance results in this figure, the efficacy of DSTATCOM application is verified. As
seen from this figure, the DSTATCOM will vary the amount of its injected
reactive power to the network based on network load and power parameters to fix
the PCC voltage magnitude to the desired value.

4.6.2 DVR Application

A similar study is carried out to investigate DVR dynamic performance. Let us
assume a DVR is installed at 1/3rd point along the feeder. In Fig. 4.14a and b, the
PCC instantaneous and RMS voltages are shown for cases before and after DVR
connection. As it can be seen from these figures, the three–phase voltage

Fig. 4.13 a PCC instantaneous voltage before and after DSTATCOM connection, b RMS
voltage of PCC before and after DSTATCOM connection, c Voltage imbalance variation at low
voltage feeder end before and after DSTATCOM installation
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waveform seems more balanced and the RMS values of the three phases are shifted
up to the desired value of EDVR = 0.975 pu.

The voltage imbalance at the end of the network before and after DVR
installation is shown in Fig. 4.14c for the same PV generation and load variation
discussed in the previous sub–section.

4.7 Conclusions

Random location and rating of single–phase rooftop PVs installed by householders
may result in high voltage imbalance in low voltage feeders especially at far end
nodes. For investigating this issue, a voltage imbalance sensitivity analysis and
stochastic evaluation based on the rating and location of single–phase grid–con-
nected rooftop PVs in a residential low voltage distribution network were pre-
sented in this chapter. Through the studies, it is proved that rooftop PV installation
will have minor effect on the voltage imbalance at the beginning of a low voltage

Fig. 4.14 a PCC instantaneous voltage before and after DVR application, b PCC voltage RMS
before and after DVR application, c Voltage imbalance variation at low voltage feeder end before
and after DVR installation
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feeder designed with engineering judgments. However, it might increase at the end
of the feeder to more than the standard limit. It is also proved that depending on
the load of the phase in which the PV is installed, the voltage imbalance will
increase or decrease based on the location and rating of the PVs. The stochastic
simulation demonstrated that the failure index of non–standard voltage imbalance
in these networks is high (30.19 %). Later, the applications of DSTATCOM and
DVR were investigated for voltage imbalance reduction. Based on numerical
analyses in steady–state condition, it was shown that a DSTATCOM has better
results for voltage profile improvement and voltage imbalance reduction in com-
parison with a DVR. The Monte Carlo based stochastic analyses proved that for
any random load and PV rating and location scenarios, the discussed CPDs are
successful in reducing voltage imbalance to below the standard limits.

Appendix A

The stopping rule of the Monte Carlo method is chosen based on achieving an
acceptable convergence for VUF and Var(VUF). In this study, the program was
rerun for several trial numbers. The mean (k) and Var(VUF) at the beginning and
end of feeder in addition to Failure Index (FI %)for different trial numbers is listed
in Table A.1. From this table, it can be seen that the mean, variance and failure
index values do not vary much after N = 10,000 trials. The error value in Var(-
VUF) is given in the last column of the table assuming the base case of 10,000
trials. It can be seen that an increase in trial number from 10,000 does not increase
the error in variance significantly. Therefore this value is chosen as the stopping
rule.

Table A.1 Convergence of Monte Carlo method for different trial numbers

N
(Trial number)

1,000 5,000 10,000 20,000 30,000 50,000 75,000 100,000

Failure index (FI) (%) 4.9 4.34 6.89 6.99 7.03 7.07 6.96 7.00
k at beginning of feeder 0.38 0.38 0.38 0.38 0.38 0.38 0.38 0.38
k at end of feeder 1.54 1.53 1.53 1.53 1.53 1.53 1.53 1.53
Var(VUF) at beginning of

the feeder (%)
0.16 0.17 0.19 0.18 0.19 0.18 0.18 0.18

Var(VUF) at the end of
feeder (%)

5.92 6.0554 8.04 7.95 8.01 8.12 8.07 8.05

Error (%) of end Var (VUF)
to other trial numbers

26.28 24.71 0 1.12 0.32 0.98 0.39 0.15
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Appendix B

The technical parameters of the considered network within the chapter are pro-
vided below (Table B.1).
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Chapter 5
Performance Evaluation of Grid-
Connected Solar Photovoltaic (SPV)
System with Different MPPT Controllers

R. Singh and B. S. Rajpurohit

Abstract Renewable energy plays an important role in electric power generation.
Solar energy is one of them. It has the advantage of no pollution, low maintenance
cost, no installation area limitation, and no noise due to the absence of the moving
parts. However, high initial cost and low conversion efficiency have deterred its
popularity. Due to the non-linear relation between the voltage and current of the
PV cell, it is observed that there is unique Maximum Power Point (MPP) at
particular environmental conditions, and this peak power point keeps changing
with solar irradiations and ambient temperature. To achieve high efficiency in SPV
power generation it is required to match the SPV source and load impedance
properly for any weather conditions, thus obtaining maximum power generation.
The technique process of MPP is being tracking which is called Maximum Power
Point Tracking (MPPT). In recent years, a large number of techniques have been
proposed for MPPT and some based on Computational Intelligence (CI) tech-
niques. In this chapter performance evaluation of DC–DC boost converter based
on P&O and INC has been compared. The scope of the work is to first give the
detailed mathematical model of grid connected three-phase SPV system. A
parametric model of SPV cell is presented. Second, thermal modeling and
switching loss calculation of switching devices has been discussed and then the
performance evaluation will be carried out for P&O and INC based MPPT algo-
rithms for various operating conditions of the SPV array, in terms of energy
injected to grid, switching losses, junction temperature and sink temperature, for
switching in the DC–DC boost converter. Application of an Adaptive Neuro-Fuzzy
Inference Systems (ANFIS) based intelligent controller has been described and

R. Singh (&) � B. S. Rajpurohit
School of Computing and Electrical Engineering, Indian Institute of Technology,
Mandi, Himachal Pradesh, India
e-mail: er.ranjitsingh2010@gmail.com

B. S. Rajpurohit
e-mail: bsr@iitmandi.ac.in

J. Hossain and A. Mahmud (eds.), Renewable Energy Integration,
Green Energy and Technology, DOI: 10.1007/978-981-4585-27-9_5,
� Springer Science+Business Media Singapore 2014

97



applied for fast, accurate, and efficient control of DC–DC boost converter used for
SPV system, in place of conventional (PI) controllers.

Keywords Computational intelligence solar photovoltaic system � Maximum
power point tracking � Perturb and observe � Incremental conductance � Switching
losses and thermal model

5.1 Introduction

In the current century, the world is increasingly experiencing a great need for
additional energy resources so as to reduce the dependency on conventional
sources, and photovoltaic energy could be an answer to that need. Generally a
Solar Photovoltaic (SPV) system can be divided into three categories: stand alone,
grid-connection and hybrid system. For places that are far away from a conven-
tional power generation system, standalone power generation systems have been
considered a good alternative. These systems can be seen as a well-established and
reliable economic source of electricity in rural areas, especially where the grid
power supply is not fully extended. Solar energy has the advantage of no pollution,
low maintenance cost, no installation area limitation, and no noise due to the
absence of the moving parts. However, high initial cost and low conversion effi-
ciency have deterred its popularity. Therefore, it is important to reduce the
installation cost and to increase the energy conversion efficiency of SPV arrays and
the power conversion efficiency of SPV system. Due to the non-linear relation
between the voltage and current of the PV cell, it is observed that there is unique
Maximum Power Point (MPP) at particular environmental conditions, and this
peak power point keeps changing with solar irradiations and ambient temperature.
To achieve high efficiency in SPV power generation it is required to match the
SPV source and load impedance properly for any weather conditions, thus
obtaining maximum power generation. Hence, tracking the MPP of a SPV array is
usually an essential part of a SPV system. Maximum power extraction can be
obtained by a method called as Maximum Power Point Tracking (MPPT). As such,
many MPPT methods have been developed and implemented. The methods vary in
complexity, sensors required, convergence speed, cost, range of effectiveness,
implementation hardware, popularity, and in other respects. They range from the
almost obvious (but not necessarily ineffective) to the most creative (not neces-
sarily most effective). In fact, so many methods have been developed that it has
become difficult to adequately determine which method, newly proposed or
existing, is most appropriate for a given PV system. Given the large number of
methods for MPPT, a survey of the methods would be very beneficial to
researchers and practitioners in PV systems [1]. In recent years, a large number of
techniques have been proposed for MPPT such as Constant Voltage Tracking
(CVT), the Perturb-and-Observe (P&O) method, the Incremental Conductance
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(INC) method, and some based on Computational Intelligence (CI) techniques.
Computational intelligence (CI) techniques, such as fuzzy logic (FL), artificial
neural network (ANN), and evolutionary computation (EC), are recently promoted
for the control of systems. Overall, the dynamic performance of a system can be
substantially improved by the introduction of CI based techniques for the intelli-
gent control. The broad categories for different MPPT are given bellow:

Conventional Algorithms

• Curve Fitting Method
• Perturb and Observe
• Incremental Conductance
• Fractional Open-Circuit Voltage
• Fractional Short-Circuit Current
• Ripple Correlation Control (RCC)
• Current Sweep
• DC Link Capacitor Droop Control.

Computational Intelligence Based Techniques

• Fuzzy Logic Control (FLC)
• Artificial Neural Network (ANN)
• Genetic Algorithm (GA)
• Hybrid methods (such as ANFIS).

This chapter presents a performance analysis of grid connected SPV system for
different MPPT algorithms. The performance evaluation of DC–DC boost con-
verter based on P&O and INC has been compared in this chapter. The scope of the
work is to first give the detailed mathematical model of grid connected three-phase
SPV system. A parametric model of SPV cell is presented. Second, thermal
modeling and switching loss calculation of switching devices has been discussed
and then the performance evaluation will be carried out for different MPPT
algorithms for various operating conditions of the SPV array, in terms of energy
injected to grid, switching losses, junction temperature and sink temperature, for
switching in the DC–DC boost converter. In this work, a computational strategy
directed more towards intelligent behavior is employed as a tool for controlling
DC–DC converter employed in SPV system. The conventional proportional-inte-
gral (PI) controller is replaced with a nonlinear adaptive neuro-fuzzy inference
system (ANFIS) based controller, that is applied for fast, accurate, and efficient
control of DC–DC boost converter used for SPV system. The design and procedure
for selection of parameters and training of ANFIS are described. The performance
of the conventional PI and ANFIS based controllers is compared using simulation
results on a test system.
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5.2 Three-Phase Solar Photovoltaic System

The configuration of the solar power generation system is as shown in Fig. 5.1. In
this system sunlight is captured by SPV array. The SPV array is connected a DC–
DC converter to increase the voltage level and to operate at the desired current and
desired voltage to match the maximum available power from the PV module. This
MPPT DC–DC converter is followed by a DC–AC inverter for grid connection or
to supply power to the AC loads in stand-alone applications. The grid connected
SPV array system is thus composed of the following blocks:

• Solar Photovoltaic Array
• DC–DC Boost Converter and Controller
• DC Link Capacitor
• DC–AC Three Phase Inverter and Controller
• LC Filter
• Transformer
• Grid.

5.3 Solar PV Cell

The equivalent circuit of the solar PV cell is given below in Fig. 5.2. Iph is the cell
photocurrent that is proportional to solar irradiation, Irs is the cell reverse saturation
current that mainly depends upon the temperature, Ko is a constant, Ns and Np are
the number of series and parallel strings in the PV array respectively, Rsh and Rp is
the series and parallel resistance of the PV array. Generally, a PV module comprises
of a number of PV cells connected in either series or parallel and its mathematical
model can be simply expressed as given below. The equation describing the I–V
characteristics of the solar array are as follows [2]:

MPPT

DC-DC
Converter

SPV
Module

DC-AC 
Inverter 

LC  
Filter

Transformer
&

D
V

I

Fig. 5.1 Schematic diagram of SPV system blocks
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Fig. 5.2 Equivalent circuit of solar cell
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I ¼ NpIph � NpIrs exp Ko
V

Ns

� �

� 1

ffi �

ð5:1Þ

where, I denotes the PV array output current, V is the PV array output voltage. All
of the constants in the above equation can be determined by examining the
manufacturer rating of the SPV array and then the published or measured I–V
curves of the array as described in Table 5.1. Simulated I–V and P-V curve of a
SPV module for varying irradiance condition at 25 �C temperature are shown in
Figs. 5.3 and 5.4, respectively. As a typical case, the Sun Power modules (SPR-
305) array is used to illustrate and verify the model. The model parameters are
given in Table 5.1 and can be found in the datasheet [3].

5.4 Voltage Boost DC–DC Converter and MPPT
Algorithms

For maximum energy exploitation it is reasonable to operate SPV at the MPP. The
SPV array is connected a DC–DC boost converter to increase the voltage level and
to operate at the desired current and desired voltage to match the maximum
available power from the PV module. The simplest form of DC–DC boost con-
verter based on single switch and input inductor is used. The boost topology is
capable of raising input voltage to the intermediate DC-link voltage, with the only
limitation due to efficiency drop at very low voltage [4]. The DC–DC boost
converter equivalent circuit is shown in Fig. 5.5, depending on the load and the
circuit parameters, the inductor current can be either continuous or discontinuous.
The inductor value, L, required to operate the converter in continuous conduction
mode is calculated such that the peak inductor current at maximum output power
does not exceed the power switch current rating. Thus, L and output capacitor
value, C, to give the desired peak-to-peak output ripple is calculated as:

Table 5.1 Specification
from sun power module
(SPR-305) data sheet

No of series connected cells 96
Open circuit voltage (Voc) 64.2 V
Short circuit current (Isc) 5.96 A
Maximum power 100.7 kW
Voltage at maximum power (Vmpp) 54.7 V
Current at maximum power (Impp) 5.58 A

Vi

L D

Vo

Fig. 5.5 Schematic of a
DC–DC boost converter
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L ¼ 1� Dð Þ2

2f
ð5:2Þ

C� DV0

VrRf
ð5:3Þ

where f is switching frequency, D is duty cycle of the IGBT switch, R is the load
resistance, Vo is output voltage and Vr is peak-to-peak ripple voltage. The DC–DC
boost converter has the following simplified input-output equation.

Vi ¼ 1� Dð ÞVo ð5:4Þ

where Vo is the DC-link voltage regulated to be constant by the DC-link PI
controller based voltage control. So D is the degree of freedom to change the work
point of the SPV cells.

The Fig. 5.4 shows the char P–V characteristics of solar cells. The problem
considered by MPPT techniques is to automatically find the voltage and current of
at which a SPV array should operate to obtain the maximum power output under a
given temperature and irradiance. It is noted that under partial shading conditions,
in some cases it is possible to have multiple local maxima, but overall there is still
only one true MPP. Most techniques respond to changes in both irradiance and
temperature, but some are specifically more useful if temperature is approximately
constant. Most techniques would automatically respond to changes in the array due
to aging, though some are open-loop and would require periodic fine-tuning [1].
Systems composed of various PV modules located at different positions should
have individual power conditioning units to ensure the MPPT for each module.
The various MPPT algorithms are briefly described as given below.

5.4.1 Fractional Open-Circuit Voltage Based MPPT

The near linear relationship between voltage at maximum power (VMPP) and Open
Circuit Voltage (VOC) of the PV array, under varying irradiance and temperature
levels, has given rise to the fractional VOC method [5–12].

VMPP � k1VOC ð5:5Þ

where k1 is a constant of proportionality. Since k1 is dependent on the charac-
teristics of the PV array being used, it usually has to be computed beforehand by
empirically determining VMPP and VOC for the specific PV array at different
irradiance and temperature levels. The factor k1 has been reported to be between
0.71 and 0.78. Once k1 is known, VMPP can be computed using (5.5) with VOC

measured periodically by momentarily shutting down the power converter.
Figure 5.6 shows the implementation of fractional open-circuit based MPPT.
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5.4.2 Fractional Short-Circuit Current Based MPPT

Fractional ISC results from the fact that, under varying atmospheric conditions,
IMPP is approximately linearly related to the ISC of the PV array [13–15].

IMPP � k2ISC ð5:6Þ

where k2 is a proportionality constant. Just like in the fractional VOC technique, k2

has to be determined according to the PV array in use. The constant k2 is generally
found to be between 0.78 and 0.92. Figure 5.7 shows the implementation of
fractional short-circuit based MPPT.

5.4.3 Perturb and Observe Based MPPT

Perturb and Observe (P&O) involves a perturbation in the duty ratio of the power
converter, i.e. a perturbation in the operating voltage of the PV array. In the case of
a PV array connected to a power converter, perturbing the duty ratio of power
converter perturbs the PV array current and consequently perturbs the PV array
voltage [16–25]. From Fig. 5.3, it can be seen that incrementing the voltage

PV array DC/DC
converter

PI
controller

+

-

Vmpp

V*
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cycle

To the grid side 
through DC/AC 

converter

Fig. 5.6 Fractional open-circuit based MPPT
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Fig. 5.7 Fractional short-circuit based MPPT
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increases the power when operating on the left of the MPP and decreases the
power when on the right of the MPP. Therefore, if there is an increase in power,
the subsequent perturbation should be kept the same to reach the MPP and if there
is a decrease in power, the perturbation should be reversed. The flow chart of the
P&O based method is given in Fig. 5.8.

5.4.4 Incremental Conductance Based MPPT

The incremental conductance is based on the fact that the slope of the PV array
power curve is zero at the MPP, positive on the left of the MPP and negative on the
right [26–35]. The MPP can be thus be tracked by comparing the instantaneous
conductance (I/V) to the incremental conductance (DI/DV).

So,

dP=dV ¼ 0
dP=dV [ 0
dP=dV\0

8

<

:
: ð5:7Þ

The flow chart of the INC algorithm is given in Fig. 5.9.

P(K)>P(K-1)

Measure V(K), I(K)

P(K)=V(K)*I(K)
dP=V(K)I(K)-V(K-1)I(K-1)

V(K)<V(k-1)
V(K)<V(K-1)

D(K+1)=D(K)+step D(K+1)=D(K)-step D(K+1)=D(K)-step D(K+1)=D(K)+step

Return

NO Yes

No
Yes

Fig. 5.8 Flow chart of P&O based MPPT
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5.4.5 Fuzzy Logic Control Based MPPT

Fuzzy logic controllers (FLC) have the advantages of working with imprecise
inputs, not needing an accurate mathematical model, and handling nonlinearity.
FLC generally consists of three stages: fuzzification, rule base lookup table, and
defuzzification. During fuzzification, numerical input variables are converted into
linguistic variables based on a membership function. In this case, rule base are
given in Table 5.2. The inputs to a MPPT fuzzy logic controller are usually an
error E and a change in error DE. The user has the flexibility of choosing how to
compute E and DE. Since dP/dV vanishes at the MPP [36–40]. By calculate the
following

EðnÞ ¼ PðnÞ � Pðn� 1Þ
VðnÞ � Vðn� 1Þ ð5:8Þ

DEðnÞ ¼ EðnÞ � Eðn� 1Þ: ð5:9Þ

Then the error signal can be calculated as

P(K)>P(K-1)

Measure V(K), I(K)

P(K)=V(K)*I(K)
dP=V(K)I(K)-V(K-1)I(K-1)

D(K+1)=D(K)-step D(K+1)=D(K)+step D(K+1)=D(K)+step D(K+1)=D(K)-step

Return

NO Yes

P(K)>P(K-1)

P(K)>P(K-1)

P(K)>P(K-1)

P(K)>P(K-1)

YesYes

NO

NO NOYes Yes

NO

Fig. 5.9 Flow chart of INC based MPPT
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EðnÞ ¼ I

V
þ dI

dV
:

Once E and DE are calculated and converted to the linguistic variables, the
fuzzy logic controller output, which is typically a change in duty ratio DD of the
power converter, can be looked up in a rule base Table 5.2. Implementation of a
fuzzy logic controller based MPPT is shown in Fig. 5.10.

5.4.6 Artificial Neural Network

Another intelligent technique is the artificial neural network. Neural networks
commonly have three layers: input, hidden, and output layers. The number of
nodes in each layer vary and are user-dependent. The input variables can be PV
array parameters like VOC and ISC, atmospheric data like irradiance and temper-
ature, or any combination of these. The output is usually one or several reference
signal(s) like a duty cycle signal used to drive the power converter to operate at or
close to the MPP [39–42]. The most commonly used neural network in the MPPT
is feed forward neural network.

Since most PV arrays have different characteristics, a neural network has to be
specifically trained for the PV array with which it will be used. The characteristics
of a PV array also change with time, implying that the neural network has to be
periodically trained to guarantee accurate MPPT. Implementation of ANN based
MPPT is shown in Fig. 5.11.

5.4.7 Genetic Algorithm

A genetic algorithm (GA) is a procedure used to find approximate solutions to
search problems through application of the principles of evolutionary biology. The
evolutionary process of a GA is a highly simplified and stylized simulation of the
biological version. It starts from a population of individuals randomly generated
according to some probability distribution, usually uniform and updates this
population in steps called generations. Each generation, multiple individuals are
randomly selected from the current population based upon some application of

Table 5.2 Fuzzy rule base table [40]

DE NB NS ZE PS PB

E
NB ZE ZE NB NB NB
NS ZE ZE NS NS NS
ZE NS ZE ZE ZE ZE
PS PS PS PS ZE ZE
PB PB PB PB ZE ZE
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fitness, bred using crossover, and modified through mutation to form a new
population.

5.5 Three-Phase Inverter for Grid Current SPV System

This MPPT DC–DC converter is followed by a DC–AC inverter for grid con-
nection or to supply power to the AC loads in stand-alone applications. The basic
operation principle of the DC–AC inverter is to keep the dc-link voltage at a
reference value meanwhile keep the frequency and phase of output current are
same as grid voltage. The error signal generated from voltage comparison is
adjusted by voltage adjuster and it decides the value of reference current, then it’s
used to switch ON and OFF the values of the inverter. The load of the grid-
connected inverter is power grid, grid power is controlled by grid current [43].
Figure 5.12 shows the schematic of three-phase gird connected inverter. Assume

PVarray DC/DC
converter

Voltage and
Power

measurment

E nad ΔE
calculation

Fuzzy rule 
base table

Defuzification
stage

A/D
ConverterGate driver

Duty cycle

To the load or grid 
side through DC/AC 

converter

ΔD

Fig. 5.10 Implementation of a fuzzy logic controller based MPPT

PV array DC/DC 
converter

Pre-trainde
Neural network

controller

Gate driver
A/D

converter

To the load 
side or grid 

side through 
DC/AC 

converter

Duty cycle

Irradiance

Temperature

Open-circuit 
voltage

Short-circuit 
current

Fig. 5.11 Implementation of ANN based MPPT
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that three-phase grid voltage is symmetrical, stable and internal resistance is zero;
three phase loop resistance RS and LS are of the same value respectively; switching
loss and on-state voltage is neglectable; affection of distribution parameter is
neglectable; switching frequency of the rectifier is high enough.

The generalized control structure of SPV system is shown in Fig. 5.13.
Following are the three different classes of control functions of power elec-

tronics converter of SPV system.

1. Basic functions-common for all grid connected inverters

• Grid current control

T3 T5T1

Usa

Usc

AC

AC

AC

T4 T6 T2

Cdc

Rs
Ls

isp

isa

isb

isc

Fig. 5.12 Schematic of three-phase grid connected inverter

Fig. 5.13 Generalized control structure of the SPV system
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– THD limits imposed by standards
– Stability in the case of large grid impedance variations
– Ride through grid voltage disturbances
• DC voltage control

– Adaptation to grid voltage variation
– Ride-through grid voltage disturbance
• Grid synchronization

– Operation at the unity power factor as required by standards
– Ride through grid voltage disturbances
2. PV specific functions-common for all PV inverters

• Maximum power point tracking (MPPT)

– Very fast MPPT efficiency during steady state (typically [99 %)
– Stable operation at very low irradiance levels
• Anti-islanding (AI), as required by standards (VDE 0126, IEEE 1574, etc.)
• Grid monitoring

– Synchronization
– Fast voltage/frequency detection for passive AI
• Plant monitoring

– Diagnostic of PV panel array
– Partial shading detection
3. Ancillary functions

• Grid support

– Local voltage control
– Q compensation
– Harmonic compensation
– Fault ride through.

5.6 Power Losses and Junction Temperature Estimation
of Semiconductor Devices Used in Power Electronics
Convertor of SPV System

As with the increased application and usage of semi-conductor devices the esti-
mation of the power loss and temperature of the junction and thermal model (case
and sink) has become a major issue with the increase of the capacity and switching
frequency of devices. One method for estimation of power loss of devices is based
on the exact current and voltage waveforms of the devices. But, it is very difficult
to get the waveforms from simulating each pulse of PWM exactly, with the var-
iation of current and voltage. Usually the power loss is calculated under the
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constant junction temperature. However, the power loss does depend on the
junction temperature, not only the loss of saturation, but also the loss of transient
switching operation. Therefore, the power loss estimation and the junction tem-
perature calculation should be combined to find out the working point of devices
[43]. The power loss of each switching operation of semiconductor device (IGBT)
is divided into three main portions, which are illustrated in Fig. 5.14. Total power
loss during each pulse of the IGBT is the sum of turn-on loss, turn-off loss, and
saturation loss. Also, the losses of the anti-paralleled diode are included, if any.

It can be assumed that the IGBT power loss of turn-on or turn-off depends on
the dc-link voltage and collector current of the IGBT. From application, it was
found that the transient switching waveforms change with increase of junction
temperature (50). It should be pointed out that the turn-on loss and turn-off loss are
also functions of junction temperature which are expressed in (5.10), (5.11),
(5.13), and (5.14). The saturation voltage of the IGBT and its antiparallel diode is
usually defined as the function of junction temperature and collector current which
are shown in (5.12) and (5.15).

Ps�on ¼ fs�onðVd; i; TjÞ ð5:10Þ

Ps�off ¼ fs�off ðVd; i; TjÞ ð5:11Þ

Vs�st ¼ fs�stði; TjÞ ð5:12Þ

Pd�on ¼ fd�onðVd; i; TjÞ ð5:13Þ

Pd�off ¼ fd�onðVd; i; TjÞ ð5:14Þ

Vd�st ¼ fd�stði; TjÞ ð5:15Þ

where
Ps-on = Power Losses during on time of the IGBT
Ps-off = Power Losses during off time of the IGBT
Pd-on = Power Losses during on state of the Diode
Pd-off = reverses recovery losses of the Diode.

ON OFF ON

Ts-off

OFFON

Ts-on

Ps-on Ps-on

Pd-off
Pd-st Pd-off Ps-st

S

D

Ps

Pd

OFF

Fig. 5.14 Power loss
estimation
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5.7 Thermal Model

A state-space block is used to build a one-cell Cauer network modeling the thermal
capacitance of the device junction as well as its junction-to-case thermal resis-
tance. The state space equations are given below:

x
0 ¼ �1

RthCth

ffi �

xþ 1
RthCth

1
Cth

h i Tc

Pl

ffi �

ð5:16Þ

Tj

Pc

ffi �

¼ 1
1

Rth

ffi �

xþ 0 0
� 1

Rth
0

ffi �
Tc

Pl

ffi �

ð5:17Þ

where, Tj is junction temp of IGBT, Pl is power loss across IGBT, Tc is case
temperature of IGBT, Rth is junction to case thermal resistance. Cth is thermal
capacitance of junction; Pc is heat flow from junction to case. Now by calculating
the junction temperature we can calculate the power losses of the IGBT. The same
analysis is extended for power losses and junction temperature calculation of anti-
parallel diode.

5.8 ANFIS Based Controllers

Classical PI and PID controllers that are used in conventional control are mainly
tuned using specific methods. The design of the PI controller based INC MPPT is
as shown in Fig. 5.15. Several methods provide initial values of the controller
parameters. The most commonly used methods are based on the Ziegler-Nichols
approach. However, these methods can be time consuming and fixed controllers

Fig. 5.15 PI controller based INC MPPT
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cannot necessarily provide acceptable dynamic performance over the complete
operating range of the SPV system. Performance will degrade mainly because of
factors such as system non-linearities and parameter variations. Adaptive con-
trollers can be used to overcome these problems. Alternatively, performance-index
based optimal control techniques can be adopted, but these may suffer from
convergence related problems.

The purpose of using a computational intelligence based controller is to reduce
the tuning efforts for improved response and to remove the shortcomings of
conventional controllers. The design of the ANFIS controller is shown in
Fig. 5.16. There are various possibilities to obtain the training data from the
classical PI controlled transient simulation of the SPV system. The ANFIS con-
troller is trained with the input and output data obtained from the transient sim-
ulations of the conventional PI controller with a wide range of operating
conditions. The ANFIS controller acts like the conventional PI controller without
the need to design and tune for different operating conditions repeatedly. The
fuzzy logic toolbox in MATLABTM has been used for designing and testing the
ANFIS controllers [41].

The Adaptive-Neuro Fuzzy Inference system is a hybrid system that combines
the potential benefits of both the methods ANN and FL. This technique has been
employed in numerous modeling and forecasting problems. ANFIS starts its
functionality with the fuzzyfication of input parameters defining the membership
function and design of fuzzy IF-THEN rules, by employing the learning capability
of ANN for automatic fuzzy rules generation and self adjustment of membership
functions [44].

In this work, the Sugeno method or Takagi-Kang method of fuzzy inference has
been used. The Sugeno method was introduced in 1985 [45]. It is similar to the
Mamdani method in many aspects. The first two parts of the fuzzy inference
process, fuzzifying the inputs and applying the fuzzy operator are exactly the

Fig. 5.16 ANFIS controller based INC MPPT
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same. The difference is that unlike the mamdani method, in the sugeno method the
output MFs are only constant or have linear relationship to the inputs. With a
constant output MF, this method is known as the Zero-order Sugeno method,
whereas with a linear relation, it is known as the first-order Sugeno method.

A typical rule in a Sugeno fuzzy model has the following form:
If Input-1 = x, and Input-2 = y, then, Output z = ax ? by ? c.
For a Zero-order Sugeno model, the output level z is a constant (a = b = 0).

The output level zi of each rule is weighted by the firing strength wi of the rule. For
example, for an AND rule with Input-1 = x, and Input-2 = y, the firing strength is

wi = AND (F1(x), F2(y)),
where F1 (.) and F2 (.) are the inputs for 1 and 2.
The final output of the system is the weighted average of the output of all the

rules, computed as

Final output ¼
PN

i¼1 wizi
PN

i¼1 wi

¼
XN

i¼1
gizi; gi ¼

wi
PN

i¼1 wi

ð5:18Þ

A sugeno rule operates as shown in Fig. 5.17.
The basic structure of fuzzy inference system seen, so far, is a model that maps

input characteristics to input membership functions, input membership function to
rules, rules to a set of output characteristics, output characteristics to output
membership functions, and the output membership function to a single-valued
output or a decision associated with the output. In both Mamdani and Sugeno type
of inference systems, when used for data modeling, membership functions and rule
structure are essentially predetermined by the human interpretation of the char-
acteristics of the variables of the data model.

The shape of the membership functions depends on the values of the parame-
ters. Instead of just looking at the data to choose the membership function
parameters, by using ANFIS membership function, the parameters can be chosen
automatically. The basic idea behind neuro-adaptive learning techniques is very
simple. These techniques provide a method for the fuzzy modeling procedure to
learn information about a data set, in order to compute the membership function
parameters that best allow the associated fuzzy inference system to track the given

X 

Y 

AND 

F1 (X ) 

F2 (Y ) 

 

W 

Output MF 

Z 

Output  

(Rule Weight) 

Fig. 5.17 First order
Sugeno-type inference
system
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input/output data. This learning method works similar to the neural networks. In an
adaptive neuro-fuzzy inference technique, using a given input/output data set, a
fuzzy inference system (FIS) is constructed, whose membership function param-
eters are tuned (adjusted) using either a back-propagation algorithm alone, or in
combination with a least squares type of method. This allows fuzzy systems to
learn from the data. A network-type structure, similar to that of a neural network,
which maps inputs through input membership functions and associated parameters,
and then through output membership functions and associated parameters to
outputs, can be used to interpret the input/output map.

Figure 5.18 shows the basic structure of the ANFIS algorithm for a first order
Sugeno-type fuzzy system. The various layers shown in Fig. 5.18 are explained
below [46].

Layer 1
Every node i, in this layer, is a square node with a node function

O1
i ¼ lAi

xð Þ

where, x is the input to node i, and Ai is the linguistic label (small, large, etc.,)
associated with this node function. In other words, O1

i is the membership function
of Ai and it specifies the degree to which the given x satisfies the quantifier Ai.
Usually lAi(x) is selected to be bell shaped with maximum value equal to 1, and
minimum value equal to 0, such as

lAi
xð Þ ¼ exp � x� ci

ai

� �2
( )

where, {ai, bi, ci} is the parameter set. As the values of these parameters change,
the bell-shaped functions vary accordingly, thus exhibiting various forms of
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Fig. 5.18 Typical ANFIS
structure
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membership functions on linguistic label Ai. In fact any piecewise differentiable
function, such as commonly used trapezoidal or triangular-shaped membership
function, is also qualified candidates for node functions in this layer. Parameters in
this layer are referred to as premise parameters.

Layer 2
Every node in this layer is a circle node, labeled

Q
, which multiplies the

incoming signals and sends the product out. For example wi ¼ lAi
xð ÞXlBi

yð Þ,
i = 1, 2. Each node output represents the firing strength of a rule. In fact, other T-
norm operators that performs generalized AND can be used as the node function in
this layer.

Layer 3
Every node in this layer is a circle node, labeled N. The ith node calculates the

ratio of the ith rule’s firing strength to the sum of all rule’s firing strengths, as
given below.

wi ¼ wi
w1þw2

; i ¼ 1; 2 Outputs of this layer are known as normalized firing

strengths.
Layer 4
Every node i in this layer is a square node with a node function

O4
i ¼ wifi ¼ wi pixþ qiyþ rið Þ

where, wi is the output of layer 3, and {pi, qi, ri}is the parameter set. Parameters in
this layer will be referred to as consequent parameters.

Layer 5
The single node in this layer is a circle node labeled R that computes overall

output as the summation of all incoming signals, i.e.

O5
i ¼ i overall output ¼

X

i

wif ¼
P

i wifi
P

i wi
ð5:19Þ

The adjustment of modifiable parameters is a two-step process. First, infor-
mation are propagated forward in the network until Layer-4, where the parameters
are identified by a least-squares estimator. Then, the parameters in Layer-2 are
modified using gradient descent. The only user specified information is the number
of membership functions in the universe of discourse for each input and output as
training information. ANFIS uses back propagation learning to learn the param-
eters related to membership functions and least mean square estimation to deter-
mine the consequent parameters. Every step in the learning procedure includes two
parts. The input patterns are propagated, and the optimal consequent parameters
are estimated by an iterative least mean square procedure. The premise parameters
are assumed fixed for the current cycle through the training set. The pattern is
propagated again, and in this epoch (iterations), back propagation is used to
modify the premise parameters, while the consequent parameters remain fixed.

The parameters associated with the membership functions will change through
the learning process. The computation of these parameters (or their adjustment) is
facilitated by a gradient vector, which provides a measure of how well the fuzzy
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inference system is modeling the input/output data for a given set of parameters.
Once the gradient vector is obtained, some of the available optimization routines
can be applied to adjust the parameters so as to reduce some error measure (usually
defined by the sum of the squared difference between actual and desired outputs).

The big advantage of the Sugeno-type FIS, is that it avoids the use of time
consuming defuzzification, since it is a more compact and computationally effi-
cient representation than the Mamdani system, the Sugeno system lend itself to the
use of adaptive technique for construction fuzzy models. Theses adaptive tech-
nique can be used to customize the MFs so that fuzzy system accurately models
the data. Some of the advantages of the Sugeno-type method are that it is com-
putationally efficient; it works well with linear techniques (e.g., PID control).

5.9 Performance Comparisons

The schematic diagram of the main system of 100.7 kW is shown in Fig. 5.1. The
modeling and simulation has been done using Matlab/Simulink software. The main
system parameters are given in Table 5.3. The system is simulated with zero initial
conditions hence results are settling down to steady-state values after transient
period. The MPPT algorithms have been activated at the 0.4 s instant. The SPV
array has been simulated and the steady state voltage output is 240 V and the boost
converter has been used to boost the voltage level at steady-state without MPPT as
shown in Fig. 5.19. The operating voltage of the SPV array increases after using

Table 5.3 System parameters

TPV Temperature of PV cells 25 �C

G Irradiance of PV cells 1 kW/m2

CPV Boost capacitance 100 lF
CDC DC link capacitance 6 mF
LLC Inductance of the LC filter ? resistance 250 lH ? 2 mX
Freq Inverter switching frequency 1.65 kHz
Vgrid Grid RMS voltage 25 kV
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Fig. 5.19 DC output voltage of PV array DC–DC boost converter
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MPPT algorithms (MPPT algorithm starts at 0.4 s). The grid current follows the
sinusoidal waveform as shown in Fig. 5.20 and the Total Harmonic Distortion
(THD) is 1.66 % which is acceptable as per the IEEE-519 standard.

The energy injected into the grid using INC method is better than P&O method
and the efficiency of the SPV system is 99.11 % using INC MPPT as compared to
P&O MPPT having efficiency of 99.06 %. The Fig. 5.21 clearly show the
advantage of using MPPT algorithms, as energy injected into the grid has
increased from 95.6 kW to almost 100.7 kW after the instant 0.4 s when MPPT
algorithms activated. The Fig. 5.22 shows the comparison of junction temperature
of IGBT and DIODE using INC and P&O MPPT. It clearly indicates that without
MPPT the junction temperature is high and the junction temperature of IGBT and
DIODE are less using INC MPPT as compared to P&O MPPT. The switching
losses of the DC–DC boost converter are higher in absence of MPPT algorithms as
shown in Fig. 5.23 initially during transient state the switching losses are
increasing exponentially and after some time they become constant. When the
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MPPT is on (at 0.4 s as shown in Fig. 5.23) the switching losses starts decreasing.
The switching losses are less using INC MPPT as compared to P&O MPPT.

The Figs. 5.24 and 5.25 clearly indicates that the case and sink temperature of
switching devices are also less using INC MPPT as compared to P&O MPPT in
the DC–DC converter. The switching losses of the IGBT module in DC–DC boost
converter start decreasing after the application of MPPT algorithm (at 0.4 s) as
shown in the Fig. 5.26. The Fig. 5.26 clearly indicates that the switching losses
using ANFIS controller in INC Algorithm are less as compared to the PI controller.
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The junction temperature of the IGBT module (Including IGBT and FD) is very
important. Figure 5.27 clearly indicates that the junction temperature if IGBT
module start decreasing when MPPT is activated. The junction temperature of
IGBT module is less using ANFIS controller as compared to PI controller. The
case temperature is also less using ANFIS controller as compared to PI controller
as shown in the Fig. 5.28. As the Fig. 5.29 clearly indicates that the sink tem-
perature is also less using ANFIS controller as compared to PI controller.

5.10 Concluding Remarks

This chapter presents a performance analysis of grid connected SPV system for
different MPPT algorithms. The SPV array output injected into grid can be
maximized using MPPT control systems, which consist of a power conditioner to

0 0.2 0.4 0.6 0.8 1

95

100

105

110

115

120

Time (S)

T
em

pe
ra

tu
re

 (D
eg

re
e 

C
) IGBT(PI)

Diode(PI)
IGBT(ANFIS)

Diode(ANFIS)

Fig. 5.27 Comparison of
junction temperature of IGBT
and diode using PI and
ANFIS controller

0 0.2 0.4 0.6 0.8 1

85

90

95

Time (S)

T
em

pe
ra

tu
re

 (D
eg

re
e 

C
)

PI
ANFIS

Fig. 5.28 Comparison of
case temperature for PI and
ANFIS controller

0 0.2 0.4 0.6 0.8 1

68

70

72

74

76

Time(S)

T
em

pe
ra

tu
re

 (D
eg

re
e 

C
)

PI
ANFIS

Fig. 5.29 Comparison of
sink temperature of PI and
ANFIS controller

120 R. Singh and B. S. Rajpurohit



interface the PV output to grid and a control unit which derives the power con-
ditioner such that it extracts the maximum power from a PV array. In this chapter,
two different Maximum Power Point Tracking (MPPT) algorithm, Incremental
Conductance (INC) and Perturb and Observe (P&O) MPPT algorithm are com-
pared for DC–DC boost converter. Present work first gives the detailed mathe-
matical model of grid connected three-phase SPV system. A parametric model of
SPV cell is also presented. Second, thermal modeling and switching loss calcu-
lation of switching devices has been discussed and then the performance evalua-
tions are be carried out for P&O and INC based MPPT algorithms for various
operating conditions of the SPV array, in terms of energy injected to grid,
switching losses, junction temperature and sink temperature, for switching in the
DC–DC boost converter. Using the method of loss calculation, the power loss of
IGBT and junction temperature can be estimated in the power conversion system.
It can be used to improve the efficiency of the system and the ultimate thermal
design. Also it can predict the working temperature of the IGBT and diode devices
in order to avoid faults of the devices. The simulation result shows that the MPPT
algorithms increase the SPV output energy injected into the grid. The switching
losses and junction temperature of the switches are calculated and compared with
two different MPPT algorithms. The performance of INC found to be better as
compared to P&O. Later, in this present work, a nonlinear adaptive neuro-fuzzy
inference system (ANFIS) is proposed to control the DC–DC boost converter
instead of a conventional PI controller. The ANFIS have been trained with the
input and output data of the conventional PI controller for different operating
conditions. The training of ANFIS controllers has been done by combining the
back-propagation gradient descent learning algorithm to choose the parameters
related to membership functions and the least-squares estimation to determine the
consequent parameters. Performance of the system is compared with two different
controllers, i.e. (PI and ANFIS). The simulation result shows that the performance
of the system in terms of switching losses, junction temperature, sink temperature
and case temperature are better using ANFIS controller as compared to PI
controller.

The vast potential of Computational Intelligence (CI) based techniques has yet
to be explored for power electronic systems control applications. Hybrid CI
techniques, particularly neuro-fuzzy techniques, have enormous potential for
application. Similarly, there are numerous MPPT techniques are available in lit-
erature and practice, associated with many respective advantages and disadvan-
tages. The area is vast, and the authors provided a discussion on the subjects which
are the most relevant to the SPV system.
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Chapter 6
Optimal Siting and Sizing of Wind
Turbines Based on Genetic Algorithm
and Optimal Power Flow

Geev Mokryani and Pierluigi Siano

Abstract This chapter proposes a hybrid optimization method for optimal siting
and sizing of wind turbines (WTs) that combines genetic algorithm (GA) and
market-based optimal power flow (OPF). The method jointly minimizes total
energy losses and maximizes social welfare (SW) considering different combi-
nations of wind generation and load demand. The GA is used to choose the optimal
size while the market-based OPF to determine the optimal number of WTs at each
candidate bus. WTs are modeled with a PQ generator model, with a constant
power factor. The stochastic nature of both load demand and wind power gener-
ation is modeled by hourly time series analysis. The interrelationships between
demand and generation potential are preserved with their joint probability defining
the number of coincident hours over a year. For each generation level, each WT is
modeled with equivalent number of blocks in the WT’s offer with the same price
dependent on the WT’s size. The method is conceived for distribution network
operators (DNOs) to strategically allocate a number of WTs among different
potential combinations. The effectiveness of the method is demonstrated with an
84-bus 11.4 kV radial distribution system.
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6.1 Introduction

6.1.1 Motivation and Approach

Wind energy is one of the attractive forms of renewable energy sources (RES) for
electricity production to achieve goals such as carbon-dioxide emission reduction,
energy independence and enhanced infrastructure reliability. Hence, a lot of
European countries are following policies to augment wind energy exploitation by
means of incentives and financial options. The increasing number of wind turbines
(WTs) connected to distribution networks creates numerous challenges to distri-
bution network operators (DNOs) such as voltage variation, power losses, voltage
stability and reliability [1]. The reason is the mismatch between the location of
RES and the local network capability to allocate the new distributed generators
(DGs) into the network.

The major role of a DNO is to supply loads at an acceptable voltage and loading
level. A DNO has to develop a rational operating strategy taking into account
dispatching DGs, interrupting loads, and purchasing power from the wholesale
market while keeping system security. In some cases, DNOs play the role of
retailers which buy power on the wholesale market at volatile prices and sell it
again at fixed tariffs to small consumers. DNOs and retailers are separate market
entities with different purposes, networks, and sizes [2]. In the approach presented
here, the DNO is defined as the market operator of the DNO acquisition market,
which does the price estimation and the optimization process for the hourly
acquisition of active power [3].

Assuming that the DNOs purpose is to maximize their benefits, two different
regulatory cases can be considered: (1) DG-owning DNO—permitted to possess
DG and can exploit the financial benefits brought by considering new generation as
an option for distribution system investments, (2) Unbundled DNO—prohibited
from DG ownership but can maximize benefits based on a set of incentives [4, 5].

European Directive 2003/54/EC describes the technical and legal existing
limitations among the different market actors of European electricity markets.
Particularly, it establishes the unbundling regulations that DNOs have to be un-
bundled from generation interests, hence, prohibiting DNOs from DG ownership.
It separates the electricity distribution from retail supply where distribution utili-
ties are not responsible to sell power to customers.

The US approach for the ownership of DG is driven by the traditional structure
of distribution networks in which they are responsible for supplying consumers
throughout purchasing power from various sources in addition to owning and
operating the wires. The financial profits of DG allocation to the utility from
deferred generation and distribution investments are well recognized and utilities
are permitted to site DG at strategic places on the grid to defer network upgrade
costs and reduce peak-hour supply costs.
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Both DG-owning and Unbundled DNOs are subject to remunerations for loss
reductions and penalties for increases in comparison with a target level. DNOs
should be encouraged to carry out the essential investment to reduce power losses.
The ability of DG penetration to reduce losses could incentivize DNOs to constrain
connections within their networks [4–6].

In this chapter, a novel method for optimal siting and sizing of WTs that
combines the GA and the market-based OPF to jointly minimize the total energy
losses and maximize the social welfare (SW) over a year is proposed. The GA is
used to choose the optimal size of WTs while the market-based OPF to determine
the optimal number of WTs. The method is conceived for by DG-owning DNOs to
find the optimal numbers and sizes of WTs among different potential combina-
tions. The DNO is defined as the market operator of the DNO acquisition market,
which does the price estimation and the optimization process for the hourly
acquisition of active power.

The uncertainty in wind power generation and load demand is modeled through
hourly time-series model of load demand and wind generation. The interrela-
tionships between load demand and wind generation potential are preserved with
their joint probability defining the number of coincident hours over a year.

The proposed method can help DNOs to better allocate WTs by considering
cost reduction and consumers’ benefits as well as total energy losses reduction.

By following this approach it is expected that WTs will be allocated at buses
where they are more advantageous, that is near higher loads or in parts of the
networks where the loads have maximum value and the consumers’ benefit is
higher.

6.1.2 Literature Review and Contribution

A lot of previous works have been carried out to seek the optimal capacities and
locations of DGs. In [7, 8], the authors proposed a genetic algorithm (GA)-based
method to determine the optimal sizes and locations of multiple DGs in order to
minimize the network losses considering network constraints. In [9], the authors
proposed a hybrid optimization method to minimize the annual system power
losses to find optimal locations and capacities of WTs. The method combines GA,
gradient-based constrained nonlinear optimization algorithm and sequential Monte
Carlo simulation. In [10], a Tabu search method to obtain the optimal sizes and
locations of DGs has been proposed. In [11], the authors proposed a cost based
model to allocate DGs in distribution networks in order to minimize DG invest-
ment and total operation costs of the network. The objective function is solved
using an ant colony optimization (ACO) method. In [12], a method for optimal
placement of WTs in distribution networks to minimize the annual energy losses
has been proposed. The method is based on generating a probabilistic generation-
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load model that combines all possible operating circumstances of the WTs and
load levels with their probabilities. The problem is formulated as mixed integer
non-linear programming with an objective function for the minimization of annual
energy losses. In [13], the authors proposed a stochastic optimization algorithm to
minimize the power losses of the network by controlling the power factor of WTs.
The stochastic models of WTs and load demand were used to take into consid-
eration the stochastic variation. In [14], a novel method for optimal allocation of
DGs in distribution systems to minimize the network losses and to guarantee the
acceptable reliability level and voltage profile has been proposed. In [15, 16], the
use of active management schemes such as the coordinated voltage regulation of
on-load tap-changers and the power factor control of DGs, including WTs and
diesel generators, integrated in the OPF for the optimization of objective function
have been investigated.

To the best of our knowledge, no wind power investment method in distribution
level from the point of view of DNOs in market environment by using hybrid
market-based OPF and GA has been reported in the technical literature.

6.1.3 Chapter Organization

The rest of the chapter is organized as follows. Section 6.2 explains the model
features. Sections 6.3 and 6.4 describe GA implementation and DNO market
acquisition formulation, respectively. Section 6.5 explains the 84-bus test system
while Sect. 6.6 presents some numerical results. Discussions and conclusions are
presented in Sect. 6.7.

6.2 Model Features

6.2.1 Modeling of Time-Varying Load Demand and Wind
Power Generation

Based on their joint probability of occurrence, defining the number of coincident
hours over the year, wind availability and demand have been aggregated into a
number of wind/demand scenarios. Actual data for both demand and wind pro-
duction have been taken from [17]. The approach reduces hourly time-series data
to a number of scenarios where, for each hour, load demand and wind generation
are allocated to a series of bins. Defining the number of coincident hours over the
target year allows preserving the interrelationships between load demand and wind
generation potential with their joint probability [17].

In order to reduce the computational burden of a full time series analysis, wind
availability and demand are aggregated into a manageable number of wind/
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demand scenarios on the basis of their joint occurrence probability. The duration
of each scenario represents the number of coincident hours as shown in Fig. 6.1
(bottom). It splits the demand and generation into a series of bins. In order to show
the procedure, ten ranges for demand (i.e. [0, 10 %], [10, 20 %],…, [90, 100 %])
and 11 ranges for wind generation (i.e. {0}, [0, 10 %], [10, 20 %],…, [90, 100 %])
are used. It is seen that with demand higher than 30 %, 74 non-zero scenarios are
considered in the analysis. Furthermore, low load demand, i.e. 40 %, and high
wind generation, i.e. 60–100 %, present few coincident hours.

The uncertainty in wind power generation and load demand are represented via
scenarios. Each demand level is characterized by 11 wind generation levels, i.e.
0–100 %. There are seven load demand and eleven wind generation levels.
Therefore, jointly considering the load demand and wind power generation levels
results in 77 scenarios, i.e. seven load demand levels, with two blocks per level
with different sizes and the same price, by eleven wind power generation levels
with four blocks per level with the same size and the same price for all blocks.
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6.2.2 The Structure of the Proposed Method

The structure of the proposed hybrid optimization method for optimal siting and
sizing of WTs is shown in Fig. 6.2. The method jointly minimizes the total energy
losses over a year and maximizes the SW for each scenario.

The WTs’ sizes and locations are represented by the variable of the GA: a
vector of integers, called chromosome, in the range [0, Nsizes] with a length equal
to the number of candidate buses Nc such that each element of the vector is
associated to a candidate bus as shown in Fig. 6.3. In such a way, different vectors
allow representing different investments in WTs both in terms of selected locations
and sizes.

Different sizes of WTs identified with a label in the range [0, Nsizes] are con-
sidered on the basis of their rating power and power coefficients. Three different
sizes of WTs of sizes 1.2, 2 and 3 MW, namely sizes A, B and C, respectively, are
considered by the DNO. For example, WTs of size A are related to the first
element of the vector while WTs of sizes B and C are related to the last two
elements of the vector. According to this formulation, WTs of the same size can be
allocated at a candidate bus.

For each chromosome, the annual energy losses are evaluated considering the
different scenarios: the energy losses in coincidence with a given scenario derived
from the SW maximization.

The GA is able to find the optimal locations and sizes of WTs while the market-
based OPF, nested in the GA, to determine the optimal number of WTs of a given
size to be selected at a chosen location. In particular, the optimal number is the
maximum number of WTs identified by the market-based OPF among all the 77
scenarios.

By solving the abovementioned problems, the optimal locations, sizes and
numbers of WTs to be allocated at candidate buses are determined.

Minimize  total energy losses over a 
year

as objective function of GA

For different load demands and wind 
generations

Maximize SW 
by using OPF nested in GA

Subject to
network constraints

Optimal size,
location and 

number of WTs

Fig. 6.2 The structure of the
proposed method
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6.2.3 Simulation Procedure

The proposed hybrid optimization method to determine the optimal locations, sizes
and numbers of WTs runs as follows.

(1) Define GA parameters and WTs types (size and speed-power curves) to be
allocated by the DG-owning DNO.

(2) Set the candidate buses according to wind energy availability.
(3) Model uncertainties through hourly time series analysis as explained in

Sect. 6.2.1.
(4) Calculate the power output of different sizes of WTs based on their speed-

power curves and calculate WTs offer price as is explained in Sect. 6.5.1.
(5) For each chromosome, maximize the SW for the considered scenarios and

evaluate the hourly energy losses.
(6) Evaluate the annual energy losses.
(7) If one of the stopping criteria is reached go to step (9) otherwise repeat steps

(5)–(7) until one of the stopping criteria is reached.
(8) The products of the proposed method are the optimal locations, sizes and

numbers of WTs.
(9) Print the solution.

6.3 Genetic Algorithm Implementation

The GA starts with an initial population whose elements are called chromosomes.
Chromosomes encode candidate solutions and evolve toward better solutions. The
evolution starts from a population of randomly generated chromosomes. During
each iteration, called generation, the objective function for each chromosome in
the population is assessed and, based on this assessment; a new population of
candidate solution is formed. The new population generated in the next iteration is
usually better than those in the current population. The GA uses three types of
rules at each step namely selection rules, crossover rules and mutation rules to
create the next generation from the current population and it continues until some
stopping criteria is reached. The algorithm is usually terminated when either a

1A chromosome
….

Candidate 
buses

WT of type A WT of type C

1 2 Nc-1 Nc

WT of type B

0 3 2

Fig. 6.3 Schematic of the
GA chromosome
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maximum number of generations have been generated or a satisfactory fitness
level has been reached for the population [18].

The GA generates the initial populations by defining a set of vector in the range
[0, 3]. The number of chromosomes and iterations are set. Each chromosome has a
size Nc, where Nc is the number of candidate buses. A new set of improved
individuals, according to their objective function, at each generation is created by
choosing the individuals. After the selection of new population the genetic oper-
ators are applied to selected individuals. The operators are simply crossover and
binary mutation, an elitism mechanism is also considered. The iteration procedure
is repeated until one of the following stopping criteria is reached: (1) the maximum
generation number exceeds 300, (2) there isn’t improvement in the objective
function for five consecutive generations, and (3) the cumulative variation in the
objective function in five generations is less than 1e-6.

Sensitivity analyses have been carried out to consider different values for the
GA parameters such as stopping criteria, population size and genetic operators.
From these analyses, it can be seen that the values used here guarantee the con-
vergence of the algorithm to a satisfactory solution.

The energy losses over the year to be minimized are represented as follows:

Minimize ElossðxÞ ¼
X8760

k¼1

Ek
lossðxÞ ð6:1Þ

where
ElossðxÞ is the energy losses over the study period, Ek

lossðxÞ is the total system
energy losses during kth hour and x is the decision variable of the GA that is a
vector of integers in the range [0, Nsizes] with a length equal to the number of
candidate buses. For each chromosome, hourly energy losses are obtained con-
sidering the DNO acquisition market formulation as described in the following
section for all the considered scenarios.

6.4 DNO Acquisition Market Formulation

Usually, DNO purchases energy from the wholesale market at a high voltage level
and transfers and delivers the energy to final consumers. Nevertheless, due to the
power industry restructuring and emerging new agents and producers such as WTs,
conventional DNO functions are unbundled into technical and commercial tasks.
A DNO energy acquisition market model, called the DNO acquisition market, with
WTs and DL is presented here under a distribution market structure based on pool
and bilateral contracts within DNO’s control area at low voltage level. The DNO is
defined as the market operator of the acquisition market, which determines the
price estimation and the optimization process for the acquisition of active power.
DLs and WTs send active power offers and bids to the DNO acquisition market in
form of blocks for each hour [3].
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The DNO behaves as a sort of aggregator of distributed energy resources that
allows the distribution grid participating in the wholesale market, buying and
selling active and reactive power to the bulk grid and optimizing the local
(renewable) production capabilities. It takes into account the bids received by
energy producers and consumers.

When buying active and reactive power from the grid, the DNO tries to
maximize the benefit function of demand while minimizing the costs of energy.
When selling active and reactive power to the bulk power grid, due to an excess of
low price renewable generation, the DNO also tries to maximize revenues by
exchanging power with the grid.

In other words, the complementary operations executed by the DNO acquisition
market are:

(1) A one day-ahead schedule of DGs and loads according to the market prices,
with every trade day including 24 h trading periods. The dispatch schedules
are determined for every trading period [17].

(2) A real-time intraday optimization operation that every 15 min changes the
scheduling to take into account the operation and economic requirements.

Under the assumed DNO acquisition market, the market clearing quantity and
price are determined by maximizing the social welfare while keeping the distri-
bution network’s security. Its maximization implies not only the minimization of
the costs related to energy production but also the maximization of the consumers’
benefit function. The optimization problem is formulated as follows:

Maximize SW ¼
X

j

BjðdjÞ �
X

i

CiðgiÞ ð6:2Þ

where

BjðdjÞ ¼
1
2

mdd2
j þ bjdj ð6:3Þ

CiðgiÞ ¼
1
2

mgg2
i þ bigi ð6:4Þ

CiðgiÞ and BjðdjÞ are the production cost and benefit of consumers, respectively,
pi is the price at which producer i is willing to supply in €/MWh:

pi ¼ bi þ mggi; for i ¼ 1; 2; � � � ; I ð6:5Þ

where: bi is the intercept (reservation price bi [ 0) in €/MWh, mg is the slope
(mg [ 0) in €/MW2h, gi is the supply in MW, pj is the price at which consumer j is
willing to pay in €/MWh

pj ¼ bj þ mddj; for j ¼ 1; 2; � � � ; J ð6:6Þ
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where: bj is the intercept (reservation price bj [ 0) in €/MWh, md is the slope
(md\0) in €/MW2h, dj is the demand in MW.

The optimization variable of the market-based OPF include vector L ¼
Vi; hi; Pg; Pd

� �

where Vi and hi are voltage magnitude and voltage angle at the
buses, respectively. Pg is the active power generated from WTs and Pd is active
power absorbed by DLs.

6.4.1 Constraints

(1) Active and reactive power constraints for the interconnection to the external
network (slack bus):

Pmin
b �Pb�Pmax

b ; Qmin
b �Qb�Qmax

b ð6:7Þ

where Pb and Qb are active and reactive power of the slack bus, respectively.
(2) Voltage level constraints at the buses

Vmin
i �Vi�Vmax

i ð6:8Þ

where Vmin
i and Vmax

i are the lower and upper bounds of the bus voltage,
respectively.
(3) Thermal limits of the lines connecting the buses

The maximum thermal capacity Smax
k of network also bounds the apparent

power transfer, Sk:

S� Smax
k � 0 ð6:9Þ

(4) WTs power constraint

0�Pg�Pmax
g ð6:10Þ

It is assumed that WTs operate at constant power factor.

cos u ¼ Pg
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P2
g þ Q2

g

q ¼ constant ð6:11Þ

where Pg and Qg are the generated active and reactive powers by WTs,
respectively.
(5) DLs power constraints

Pmin
d �Pd � 0 ð6:12Þ

It is assumed that DLs operate at constant power factor.
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cos u ¼ Pd
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P2
d þ Q2

d

p ¼ constant ð6:13Þ

where Pd and Qd are active and reactive power of DLs, respectively.

6.4.2 Dispatchable Load Modeling

One way to model price-sensitive or DLs is modeling them as negative generators
with related negative costs. This is carried out by specifying a generator with a
negative output ranging from a minimum injection equal to the negative of the
largest possible load to a maximum injection of zero [19]. Here, it is assumed that
DLs have a constant power factor. Furthermore, an additional equality constraint
to enforce a constant power factor for any ‘‘negative generator’’ is utilized to
model a DL. Note that with the definition of DLs as negative generators, if the
negative cost corresponds to a benefit for consumption, minimizing the cost of
generation is equivalent to maximizing SW [19, 20].

6.4.3 Constrained Cost Variable Formulation

As the formulation of standard OPF is unable to solve the non-smooth piecewise
linear cost functions that results from discrete offers and bids, when such cost
functions are convex they can be modeled by means of CCV method [19–21]. The
piecewise linear cost function cðxÞ is substituted by a helper variable y and linear
constraints that form a convex ‘‘basin’’ requiring the cost variable y to put into the
function cðxÞ. Figure 6.4 shows a convex n-segment piecewise linear cost function.

cðxÞ ¼

m1ðx� x1Þ þ c1; x� x1

m2ðx� x2Þ þ c2; x1\x� x2

..

.

mnðx� xnÞ þ cn; xn�1\x

8

>>>>><

>>>>>:

ð6:14Þ

A convex n-segment piecewise linear cost function is defined by a sequence of
points ðxj; cjÞ, j ¼ 0 � � � n where mj denotes the slope of the jth segment,

mj ¼
cj � cj�1

xj � xj�1
; j ¼ 1; � � � ; n ð6:15Þ

and x0 \ x1 \ ���\xn and m1 B m2 B ���\mn.
The ‘‘basin’’ corresponding to the cost function is formed by the following n

constraints on the helper variable y.
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y�mjðx� xjÞ þ cj; j ¼ 1 � � � n ð6:16Þ

The cost term added to the objective function instead of cðxÞ is the variable y.
The CCV method can convert any piecewise linear costs of active or reactive
power into the appropriate helper variable and the related constraints.

By applying CCV method, every piecewise function in the objective is
substituted with a helper variable. A number of inequality constraints, one for each
piece of the piecewise function, are placed on that variable. CCV is a way that
formulates a piecewise linear cost function on a new variable that is linearly
constrained.

In this chapter, the offers of WTs and bids of DLs are taken and treated as
marginal cost and marginal benefit functions, respectively, then they are converted
into the equivalent total cost and total benefit functions by integrating the marginal
cost and benefit functions and plugged into a matrix as piecewise linear costs.
CCV approach conquers the difficulty of disruptive Lagrange derivatives by
expanding the optimization into a higher dimensional space and counting on good
constrained optimization methods to resolve the transformed smooth optimization
problem.

6.4.4 Step-Controlled Primal Dual Interior Point Method

The primal dual interior point method (PDIPM) and its numerous variations have
become the algorithms of choice for solving OPFs in the last years [22–24].

Even if the PDIPM fits properly with classical OPFs that utilize smooth
polynomial cost function, it is not able to solve the market-based OPFs with non-
differentiable piecewise cost. When piecewise cost is considered, the gradient and
Hessian variables change from iteration to iteration considerably. Also, the
descending of Newton steps is not obtained. The SCPDIPM [20, 21] that is used in
this chapter overcomes this difficulty by monitoring the accuracy of the quadratic

y

x 0 x 1 x 2 x n

x
c 0

c 1

c 2

c n

cFig. 6.4 Constrained cost
variable
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approximation of the Lagrangian during the OPF computation and reducing the
Newton step if any unexpected change of derivative results in an inaccurate
approximation. It is efficient applying such step control method when the normal
PDIPM step is not able to improve the gradient condition. By adjusting steps,
SCPDIPM is able to reduce both system cost and gradients.

6.5 Test System Description

In this section, the distribution system used to test the proposed method is
described. The following analyses are based on an 84-bus 11.4-kV radial distri-
bution system whose data given in [4]. The eleven feeders are supplied by two 20
MVA, 33/11.4 kV transformers. The one line diagram of the distribution system is
shown in Fig. 6.5. The candidate buses in the test system are included in the set
{6, 9, 14, 28, 30, 38, 40, 45, 47, 54, 56, 62, 64, 81, 84}. The WTs operate at power
factor of 0.95 lagging. Voltage limits are taken to be ± 6 % of nominal value, i.e.
Vmax = 1.06 p.u. and Vmin = 0.94 p.u., and the feeders’ thermal limits are given
in Table 6.1 and vary between 90 and 480 A. Dispatchable and fixed loads, with
constant power factor equal to 0.95, are served by both the grid and the WTs. The
total maximum fixed loads are 5.4 MW.

The different sizes of WTs 1.2, 2 and 3 MW are considered by the DNO. At
each candidate bus it is assumed that maximum four WTs of each size can be
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Fig. 6.5 84-bus radial distribution network with candidate locations for WTs
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allocated; this requirement is regulated by the accessible land for building WTs.
Thus, for each generation level there are four blocks of the same size equal to the
rated power of the selected WTs and the same price of 60 €/MWh. In the fol-
lowing subsection, the method of estimating WTs’ offers is explained.

The maximum number of WTs that can be allocated at a given bus is repre-
sented by an equivalent number of blocks in the WT’s offer. The offers are
assumed at price of 80 €/MWh for the bus connecting the distribution network to
the transmission one.

With regards to the bids for DLs, there are two blocks per demand bid with
different sizes as presented in Table 6.2 and the same price of 140 €/MWh for all
blocks.

6.5.1 Calculation of WTs’ Offers from the Point of View
of DNO

In order to calculate WTs’ offers, financial data, i.e. WTs’ life time, installation
cost, depreciation time, interest rate, are considered as summarized in Table 6.3
[25, 26]. The annual cost for WTs is calculated as follows [26]:

Ann Cost ¼ rð1þ rÞn

ð1þ rÞn � 1
� Inst Cost ð6:17Þ

where r is the interest rate, n is the depreciation period in years, Inst_Cost is the
installation cost, and Ann_Cost is the annual cost for depreciation. The capacity
factor is evaluated according to the wind generation data and the WTs capability
curves. For example, for a 1.2 MW WT the capacity factor is about 40 %, i.e.
3,504 MWh/MW. Therefore, by dividing Ann_Cost by equivalent number of hours
i.e. 3,504 h, the WTs’ offers with no subsidy is about 56 €/MWh. Therefore, the
1.2 MW WTs’ offers, without subsidies, are assumed as 60 €/MWh. The same
approach can be applied considering WTs of different sizes and capacity factors. In

Table 6.1 Existing wires

Wires Amps

1–2, 2–3, 3–4, 4–5, 5–6, 6–7, 8–11, 1–12, 12–13, 1–16, 18–19, 1–26, 26–27, 1–31, 31–32,
1–44, 44–45, 1–48, 48–49, 1–57, 57–58, 1–66, 66–67, 1–74, 74–75, 1–78, 78–79,
80–81

480

7–8, 13–15, 16–17, 17–18, 27–28, 32–33, 33–34, 34–35, 35–36, 36–37, 37–38, 38–39,
44–45, 49–50, 50–51, 51–52, 52–53, 58–59, 59–60, 60–61, 61–62, 67–68, 68–69,
70–71, 79–80, 80–81

330

19–20, 20–21, 21–22, 22–23, 22–24, 24–25, 28–29, 39–42, 42–43, 53–54, 54–55, 55–56,
62–63, 69–70, 71–72, 72–73, 75–76, 76–77

180

8–9, 8–10, 13–14, 29–30, 39–40, 40–41, 45–46, 46–47, 63–64, 64–65, 81–82, 82–83,
83–84

90
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order to simplify the analysis, the same offers are considered for all the sizes of
WTs.

6.6 Case Study and Simulation Results

The proposed method is applied to the abovementioned distribution network.
According to a sensitivity analysis, the number of generations and the population
size are chosen as, 300 and 20, respectively. The method has been implemented in
MATLAB� incorporating some features of MATPOWER suite [19] and MAT-
LAB� toolbox for GA [27] on a laptop with core i7, 1.6 GHz processor and 4 GB
of RAM.

The minimum energy losses over the year are about 7,532 MWh. The optimal
sizes and numbers of WTs at each candidate bus found by the proposed method are
given in Table 6.4. It is evident from Table 6.4 that buses 54, 62, and 81 have the

Table 6.2 Bids of dispatchable loads

Load
no.

Bus
no.

Block 1
(MW)

Block 2
(MW)

Load
no.

Bus
no.

Block 1
(MW)

Block 2
(MW)

1 6 0.84 0.84 16 44 2.10 1.05
2 9 0.84 0.84 17 46 2.10 1.05
3 14 0.84 0.84 18 51 2.10 1.05
4 28 0.84 0.84 19 53 2.10 4.20
5 30 0.84 0.84 20 55 2.10 4.20
6 38 0.84 0.84 21 59 4.20 2.10
7 40 0.84 0.84 22 63 4.20 2.10
8 45 0.84 0.84 23 67 2.10 0.84
9 47 2.10 1.05 24 69 2.10 0.84

10 54 2.10 1.05 25 73 2.10 2.10
11 56 2.10 1.05 26 75 4.20 2.10
12 62 2.10 1.05 27 77 0.84 0.84
13 64 2.10 1.05 28 79 4.20 2.10
14 81 2.10 2.10 29 82 0.84 0.84
15 84 1.05 1.05

Table 6.3 Financial data for
estimating the offers for a
1.2 MW WT

Life time (years) 20

Installation cost (€/kW) 1,200
Depreciation time (years) 10
Interest rate (%) 10
Number of equivalent hours (h) 3,504
Capacity factor (%) 40
Annual cost (€/kW-year) 195.27
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largest installed capacity (i.e. 8 MW) while bus 14 has the lowest one (i.e.
2.4 MW). The installed capacity, in fact, is limited by voltage and thermal limits
as well as by the bids’ values at each bus. For instance, the installed capacity at bus
14 is limited to 2.4 MW (two WTs of size A) and this is mainly due to the lowest
value of both thermal limit of the line connecting the buses 13–14 (i.e. 90 A) and
the bids’ values of DLs if compared to those at the other lines and buses.

The installed capacity at buses 38 and 45 is 4.8 MW (four WTs of size A).
These buses have the same bid values and the higher thermal limits (i.e. 330 A) of
the lines 37–38 and 44–45 connecting the WTs if compared to previous case.

At buses 62 and 81, the bids of DL are higher and the thermal limits of the lines
61–62 and 80–81 are the same if compared to the previous case; consequently, the
highest capacity is installed at these buses (i.e. four WTs of size B).

In order to evaluate and compare the obtained results, ACO is used with the
same population size for the GA, the same number of ants, i.e. 20 and the same
number of iterations, i.e. 300. It can be observed from Table 6.5 that the total
energy losses obtained by GA are lower than that obtained by ACO.

As regards with the SW, it increases proportionally to both load demand and
wind generation as shown in Fig. 6.6. It is worth mentioning that, in all scenarios,
the SW is higher if compared to that without WTs in the network.

Table 6.4 The optimal numbers, sizes and capacities of WTs obtained by the proposed method

Bus no. Size Number Capacity (MW)

6 – – –
9 C 1 3

14 A 2 2.4
28 – – –
30 C 1 3
38 A 4 4.8
40 – – –
45 A 4 4.8
47 – – –
54 B 4 8
56 B 2 4
62 B 4 8
64 – – –
81 B 4 8
84 – – –
Total capacity 46

Table 6.5 Comparison of the results with ACO

Method Total energy losses (MWh)

ACO 7,651
GA 7,532
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In the case of minimum load (i.e. 40 %) and maximum wind generation level
(i.e. 100 %), the SW is equal to about 2,500 €/h and in the case of maximum load
and minimum wind generation level the SW is equal to about 3,000 €/h. Instead, in
the case of maximum wind generation level and maximum load demand this value
is equal to around 5,000 €/h.

It is seen from Fig. 6.7 that by increasing the generation, active power losses
are decreased. In all scenarios, the total active power losses are lower if compared
to the case with no WTs in the network.

In the case of maximum wind power generation and minimum load demand the
total active power losses are reduced by about 50 % if compared to the case with
no WTs in the network.

It is evident that total active power losses have inverse relation with the wind
generation and direct relation with load demand.
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Figure 6.8 shows the total dispatched active power by WTs in different sce-
narios of wind generations and load demands. It is evident that the dispatched
active power has the direct relation with both load demand and wind generation.

The supplied loads, shown in Fig. 6.9, evidences its direct relation with wind
generation and its inverse relation with load demand due to the network constraints
that limit load increase when constraints are binding.

The cases considering different wind energy potential at candidate buses can be
addressed by considering different capacity factors for each location and calcu-
lating the WTs’ offers as described in Sect. 6.5.
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6.7 Conclusion

In this chapter, a hybrid optimization method that combines the GA and the
market-based OPF to optimally siting and sizing WTs from the point of view of
the DG-owning DNO is proposed. The method jointly minimizes the annual
energy losses and maximizes the SW considering different combination of wind
generations and load demands to determine the optimal locations, sizes and
numbers of WTs to be allocated at candidate buses. The GA is used to select the
optimal locations and sizes among different sizes of WTs while the market-based
OPF to determine the optimal number of WTs. The DNO acts as the market
operator of the DNO acquisition market that estimates the market clearing price
and the optimization process for the active power hourly acquisition. The sto-
chastic nature of both load and wind is modeled by hourly time series analysis.

With the proposed method not only WTs are optimally allocated but also the
total power losses is decreased and the SW, dispatched active power and supplied
loads are increased if compared to the case with no WTs in the network.

The proposed method is consistent with the topology of the distribution system,
thus taking into account the demand willingness to buy energy at different buses
and can be used to assist DNOs to evaluate the performance of the network and to
plan the WTs integration into distribution networks. Simulation results confirmed
the capability and effectiveness of the proposed method in optimally siting and
sizing of WTs in distribution networks.

References

1. Banosa R, Manzano-Agugliaro F, Montoya FG, Gila C, Alcayde A, Gómez J (2011)
Optimization methods applied to renewable and sustainable energy: a review. Renew Sustain
Energ Rev 15(4):1753–1766

2. Kirschen D, Strbac G (2004) Fundamentals of power system economics. Wiley, New York
3. Palma-Behnke R, Cerda JLA, Vargas L, Jofre A (2005) A distribution company energy

acquisition market model with the integration of distribution generation and load curtailment
options. IEEE Trans Power Syst 20(4):1718–1727

4. Piccolo A, Siano P (2009) Evaluating the impact of network investment deferral on
distributed generation expansion. IEEE Trans Power Syst 24(3):1559–1567

5. Siano P, Ochoa LF, Harrison GP, Piccolo A (2009) Assessing the strategic benefits of
distributed generation ownership for DNOs. IET Gener Transm Distrib 3(3):225–236

6. Harrison GP, Piccolo A, Siano P, Wallace AR (2007) Exploring the tradeoffs between
incentives for distributed generation developers and DNOs. IEEE Trans Power Syst
22(2):821–828

7. Harrison GP, Piccolo A, Siano P, Wallace AR (2008) Hybrid GA and OPF evaluation of
network capacity for distributed generation connections. Elect Power Syst Res 78(3):392–398

8. Harrison GP, Piccolo A, Siano P, Wallace AR (2007) Distributed generation capacity
evaluation using combined genetic algorithm and OPF. Int J Emerg Electr Power Syst
8(2):1–13

6 Optimal Siting and Sizing of Wind Turbines 143



9. Chen P, Siano P, Chen Z, Bak-Jensen B (2010) Optimal allocation of power-electronic
interfaced wind turbines using a genetic algorithm-Monte Carlo hybrid optimization method,
wind power systems. Springer, Berlin, pp 1–23

10. Nara K, Hayashi Y, Ikeda Y, Ashizawa K (2007) Optimal allocation of distributed generation
and reactive sources considering tap positions of voltage regulators as control variables. Eur
Trans Electr Power 17(3):219–239

11. Falaghi H, Haghifam MR (2007) ACO based algorithm for distributed generation sources
allocation and sizing in distribution systems. In: IEEE Power Technologies, pp 555–560

12. Atwa YM, El-Saadany EF (2011) Probabilistic approach for optimal allocation of wind-based
distributed generation in distribution systems. IET Renew Power Gener 5(1):79–88

13. Chen P, Siano P, Bak-Jensen B, Chen Z (2010) Stochastic optimization of wind turbine
power factor using stochastic model of wind power. IEEE Trans. Sustain Energ 1(1):19–29

14. Borges CLT, Falcao DM (2006) Optimal distributed generation allocation for reliability,
losses, and voltage improvement. Electr Power Energ Syst 28(6):413–420

15. Siano P, Chen P, Chen Z, Piccolo A (2010) Evaluating maximum wind energy exploitation in
active distribution networks. IET Gener Transm Distrib 4(5):598–608

16. Cecati C, Citro C, Piccolo A, Siano P (2011) Smart operation of wind turbines and diesel
generators according to economic criteria. IEEE Trans Ind Electron 58(10):4514–4525

17. Cecati C, Citro C, Siano P (2011) Combined operations of renewable energy systems and
responsive demand in a smart grid. IEEE Trans Sustain Energ 2(4):468–476

18. Srinivas M, Patnaik LM (1994) Adaptive probabilities of crossover and mutation in genetic
algorithms. IEEE Trans Syst Man Cybernet 24(4):656–667

19. Zimmerman RD (2011) Manual MATPOWER http://www.pserc.cornell.edu/matpower/
manual.pdf

20. Zimmerman RD, Murillo-Sánchez CE, Thomas RJ (2011) MATPOWER: steady-state
operations, planning, and analysis tools for power systems research and education. IEEE
Trans Power Syst 26(1):12–19

21. Wang H, Murillo-Sánchez CE, Zimmerman RD, Thomas RJ (2007) On computational issues
of market-based optimal power flow. IEEE Trans Power Syst 22(3):1185–1193

22. Castronuovo ED, Campagnolo JM, Salgado R (2001) On the application of high performance
computation techniques to nonlinear interior point methods. IEEE Trans Power Syst
16(3):325–331

23. Jabr RA, Coonick AH, Cory BJ (2001) A primal-dual interior point method for optimal
power flow dispatching. IEEE Trans Power Syst 17(3):654–662

24. Qiu W, Flueck AJ, Tu F (2005) A new parallel algorithm for security constrained optimal
power flow with a nonlinear interior point method. IEEE PES general meeting, pp 2422–2428

25. MICROGRIDS-Large scale integration of micro-generation to low voltage grids (2002) EU
Contract ENK5-CT-2002-00610, Technical Annex. Available http://microgrids.power.ece.
ntua.gr

26. Tsikalakis AG, Hatziargyriou ND (2008) Centralized control for optimizing microgrids
operation. IEEE Trans Energ Convers 23(1):241–248

27. MathWorks (2004) Genetic algorithms and direct search toolbox: user guide

144 G. Mokryani and P. Siano

http://www.pserc.cornell.edu/matpower/manual.pdf
http://www.pserc.cornell.edu/matpower/manual.pdf
http://microgrids.power.ece.ntua.gr
http://microgrids.power.ece.ntua.gr


Chapter 7
Power Flow Analysis and Reactive Power
Compensation of Grid Connected Wind
Energy Conversion Systems

J. Ravishankar

Abstract The power flow analysis is the basic tool for analyzing the steady state
operation of any power system. It also provides the necessary initial conditions to
investigate the dynamic performance of the system. This chapter discusses the
power flow analysis of grid connected wind energy conversion systems (WECS).
The power flow analysis with WECS is quite complicated, unlike the analysis with
conventional sources, because: 1. The power injected into the grid by WECS
depends on the instantaneous wind speed, which varies unpredictably. 2. Most
WECS use induction generators. Therefore, the operating slip of the machine has
to be determined. The machine operates at a slip for which the mechanical power
developed by the turbine is equal to the electrical power developed by the
induction generator. This chapter outlines two methods (1) sequential method of
power flow and (2) simultaneous method of power flow analysis for grid connected
WECS. Both the methods of power flow are tested on a sample system and the
results are presented. This chapter also looks into the effect of various types of
reactive power compensation, namely, shunt, series and series-shunt compensation,
on the steady state performance of WECS equipped with squirrel-cage induction
generators. A cost effective method to strengthen the given network between the
point of common coupling (PCC) and rest of the grid is proposed. The effect of
compensation in improving the penetration level of wind energy into the grid is also
analyzed.
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7.1 Introduction

One of the most critical issues for wind energy exploitation in developing countries like
India has been the transmission capacity of the grid in the areas where the wind farms
exist. Wind farms are concentrated in the rural areas where the existing transmission
grids are very weak. In addition, the wind farms were developed during a compara-
tively short period of time in a few areas, and the reinforcement of the transmission
systems in these areas has lagged behind the fast development of wind energy [1].

One of the problems with wind energy generation is the dependence of the
injected power on the wind speed. The wind speed cannot be predicted, but the
probability of a particular wind speed occurring can be estimated. This can be done
by assuming a Weibull or a Rayleigh probability distribution. Once the wind speed
is known, the power injected into the grid can be calculated by means of the wind
turbine power curve. Therefore, assessment of steady state performance of elec-
trical networks with WECS is not as simple as with conventional generation and
can be planned from a probabilistic point of view only.

Most WECS are equipped with induction generators. Early systems used
squirrel-cage generators as fixed-speed types and the current systems use doubly-
fed induction generators (DFIG) that are capable of producing a variable-speed
operation. For the dynamic analysis of a system, correct initialization is required
otherwise time will be wasted as the system tries to find a steady-state operating
point as the initial condition [2]. Initializing most components’ variables is a
straightforward, direct process. However, initializing induction machine variables
requires an indirect, iterative process [3]. Therefore, the power flow analysis in
systems with induction machines needs additional iterative procedure.

Several attempts have been made in the past to investigate the steady state
behaviour of induction machines in a wind farm [4–9]. All these attempts involve a
sequential approach to calculate the state variables of the wind generators. This
sequential iterative approach is rather attractive because it is straightforward to
implement in existing power flow programs, but caution has to be exercised
because it will yield no quadratic convergence [10], and an additional set of
nonlinear algebraic equations have to be solved to obtain the values of the wind
generator’s state variables [11, 12].

In this Chapter, the power flow of a radial system with WECS is simulated,
using two methods (a) sequential and (b) simultaneous method of power flow. The
WECS is modeled with squirrel-cage induction generators. Simulation carried out
on a 9-bus radial system shows that the power flow results of both the methods are
comparable. Additionally, the simultaneous method of power flow analysis
exhibits better convergence characteristics.

From the power flow results, it is observed that the grid connected induction
generator imports heavy reactive power from the grid, resulting in poor power
factor and reducing the voltage at the WECS terminals. Therefore, reactive power
support is needed at WECS terminals for voltage regulation and improvement of
low voltage ride-through capabilities. As the wind speed continuously changes, the
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voltage at the PCC fluctuates. A possible way to improve this situation is by
incorporating reactive power compensation. Simulation results show that the
combination of series and shunt compensation results in a very good voltage
profile at PCC and a significant reduction in transmission line current due to the
reduction of reactive power flow through the line. This also allows more turbines
to be connected at the PCC.

7.2 Steady State Model of Induction Generator

For power flow analysis, the induction generator can be represented by the well-
known equivalent circuit shown in Fig. 7.1.

In Fig. 7.1, Rs—stator resistance, Rr—rotor resistance, Xs—stator leakage
reactance, Xr—rotor leakage reactance, Xm—magnetizing reactance, �I1—stator
current, �I2—rotor current, V—terminal voltage, s—slip given by (xs-xr)/xs.

From Fig. 7.1, the current I1 can be written as,

�I1 ¼
�V

ðRs þ ReÞ þ jðXs þ XeÞ
ð7:1Þ

where,

Re þ jXe ¼
jXm

Rr

s þ jXr

� �

Rr

s þ j(Xm þ XrÞ
ð7:2Þ

The per-unit active power transferred from the rotor to the stator through the air
gap, called air gap power, is readily calculated from the equivalent circuit as,

Pg ¼ I2
2

Rr

s
ð7:3Þ

The electrical power developed in the rotor is,

Pe ¼ I2
2

Rr

s
ð1� sÞ ð7:4Þ

where the slip is negative. The electrical torque developed is then given by,

seðV; sÞ ¼
V2X2

m
Rr

s

Rx þ Rr

s

� �2
þ Xx þ Xrð Þ2

ffi �

R2
s þ ðXs þ XmÞ2

h i ð7:5Þ

where

Rx þ jXx ¼
jXmðRs þ jXrÞ

Rs þ jðXs þ XmÞ
ð7:6Þ

7 Power Flow Analysis and Reactive Power Compensation 147



7.3 Turbine Aggregation

It is possible to aggregate the machines in the wind farm, consisting of N parallel
turbines, by a single machine equivalent with a re-scaled power capacity. The
following are valid:

• The wind turbines are identical, including the parameters of the generator used.
• Wind speeds at the wind farm are uniform.
• Each wind turbine runs at the same operating condition at all times. Thus the

voltage, current and power of each wind turbine are identical.
• With the aggregation procedure, the equivalent wind turbine of the entire wind

farm is a scale up of a single wind turbine, i.e. the base power becomes N times
the base power of a single wind turbine in the farm.

• Similarly, the equivalent generator impedance becomes 1/N times the imped-
ance of the generator in the individual turbine.

In this Chapter, the single machine equivalent is applied and found to reduce
the computational time.

7.4 Power Flow Analysis

In steady state, the induction generator is modeled based on the following two
facts [13]:

(i) The machine can be simulated in steady state as impedance if its parameters
and slip are known.

(ii) The slip of the machine can be calculated if its power coefficient curve and
wind speed are known.

When a wind farm with asynchronous generation is included in the power flow
analysis, the PQ and RX [14, 15] buses are the most commonly used. DFIG
machines can be modeled as PV buses, however, handling this is not always easy
especially when multiple and different types are combined [16]. When the con-
ventional PQ bus model is used, the real and reactive powers have constant values,
although these values can be modified in order to represent loads depending either
on the voltage or on the frequency [17].

Fig. 7.1 Steady state
equivalent circuit of
induction generator
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7.4.1 Sequential Method of Power Flow Analysis

In the sequential method, for a given wind speed and a given rotor speed the power
extracted from the WECS is calculated from power coefficient curve. To the same
rotor speed, the power developed by the induction generator is calculated from the
results of power flow analysis. These two powers are then compared for conver-
gence. Thus, in this method power flow analysis is carried out for every value of
calculated slip. The analysis is continued until the operating slip is obtained.

The algorithmic steps for the sequential solution method for a given wind
speed, are presented below:

1. Begin with a slip s = srated. With this value of s, calculate the impedance Z of
the induction generator.

2. With these values, model the wind farm as impedance by including the
admittance of the generators in the admittance matrix.

3. Run the power flow and obtain the solution. With these results, calculate power
developed by the generator by using Eq. (7.4).

4. With the value of s, assumed in the step 1, calculate the tip-speed ratio, Cp and
power extracted from the wind using Eqs. (7.7), (7.8) and (7.10) respectively.
The tip-speed ratio is given by,

k ¼ xR
v

ð7:7Þ

The power coefficient is computed using,

Cpðk; hÞ ¼ C1ðC2
1
K
� C3h� C4h

x � C5Þeð�C6
1
KÞ ð7:8Þ

where

1
K
¼ 1

kþ 0:008h
� 0:035

1� h3 ð7:9Þ

and C1 to C6, x are constants. The power extracted from the turbine is then,

Pt ¼ CP �
1
2

qAv3 ð7:10Þ

where, q is the density of dry air, v is the speed of the wind in m/s and A is the
swept area of the blades in m2

5. Compute DPm = Pt - Pe. If |DPm | [ Specified tolerance value, e, then update
the slip by using, snew = s ? Ds and go to Step 2. Else stop the process.

Here, Ds = -J-1 * DPm, where the Jacobian J is given by,

J ¼ o PtðsÞ � PmðsÞð Þ
os

ð7:11Þ
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7.4.2 Simultaneous Method of Power Flow Analysis

This method determines simultaneously the state variables corresponding to nodal
voltage magnitudes and angles of the network and slip of induction generators
[18]. In this method, the WECS is modeled as a variable PQ bus. Assuming
adequate initial conditions, the method retains Newton’s quadratic convergence. In
this method the N-R power flow algorithm is reformulated to include the mismatch
equation DPm. The unified power flow formulation is,

DP½ �

DQ½ �

DPm½ �

2

6
6
6
6
6
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7
7
7
7
7
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ð7:12Þ

where oDPm

os

h i

is a diagonal matrix whose order is equal to the number of wind
farms in the network. Their elements are given by,

oDPm

os
¼ 1

2
qav3 C2 � EC1½ �C1eC6K xr=v

D
þ A

sC2 ðB� CÞ ð7:13Þ

where the values of A to E are given by,

A ¼ V2X2
mRr=s

R2
s þ ðXs þ XmÞ2

ð7:14Þ

B ¼ 2Rr

s
ðRx þ

Rr

s
Þ ð7:15Þ

C ¼ ðRx þ
Rr

s
Þ2 þ ðXx þ XrÞ2 ð7:16Þ

D ¼ ðkþ 0:08hÞ2 ð7:17Þ

E ¼ C2K� C3h� C5 ð7:18Þ

Here, DPm is the difference between the power extracted from the turbine and
electrical power developed in the machine and Ds is the vector of incremental
changes in induction generator’s slip. It is to be noted that when the induction
machine slip varies, its generated electrical power varies. This in-turn impacts the
mismatch vector DPm. Thus, Ds has a significant influence on the power flow
result.

In the above unified power flow Eq. (7.12) the dimension of the Jacobian for the
power system having Ng generator buses, Nl load buses and Nw wind farm buses
with induction generators is (Ng ? 2Nl ? 3Nw-1) x (Ng ? 2Nl ? 3Nw-1).
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7.4.3 Convergence Characteristics of Simultaneous
and Sequential Methods of Power Flow

Both the methods of power flow are tested on a 9-bus radial system given in
Fig. 7.2 [19]. The data for the same is provided in Appendix I.

Simulations are carried out for wind speeds ranging from 5 m/s (cut-in speed)
to 25 m/s (cut-out speed) in steps of 2 m/s and with one turbine connected at bus 9.
It should be noted that the ideal location of the WECS is identified to be at bus 9,
by running power flow simulations with WECS at buses 2, 7, 8 and 9. Voltage
magnitudes of all the buses and power system losses of each case were compared
and it was noted that WECS interconnected at bus 9, produced the best voltage
magnitude and minimum losses. The variation of voltage at the WECS terminals
(bus 9), real power generated and reactive power consumed by the WECS using
the simultaneous and sequential methods of power flow are presented in Table 7.1.
For the system considered, the Jacobian matrix for the simultaneous method is a
(17 9 17) matrix. The elements of the Jacobian are given in Appendix II.

The analysis reveals that the results obtained in both methods are comparable. It
is also observed that the number of iterations with sequential method is 20 (5 times
power flow 9 4 iterations in every power flow), whereas with simultaneous
method it is only 6. Thus the convergence with simultaneous method is better.

In Table 7.1, P is the power generated at WECS terminals (measured at bus 9),
Q is the reactive power consumed by WECS, V and d represent the voltage
magnitude and phase angles of bus 9.

7.5 Grid Strengthening

The number of wind turbines on-line determines the loading of the transmission
system. Thus, it affects the voltage at the WECS terminals. To illustrate this, the
simulation is initially run for one wind turbine connected at bus 9. The wind
turbines considered are uncompensated. Repeated runs are performed by
increasing the number of turbines connected at bus 9. In the simulation, the
impedance of induction generators connected at bus 9 is calculated as Z/N, where
N is the number of turbines. The plots of voltage at WECS terminals, real power
generated and reactive power consumed by WECS, for wind speeds ranging from
5 m/s to 25 m/s, obtained through simulation are given in Figs. 7.3, 7.4 and 7.5
respectively. It is clear that as the number of turbines increases, the reactive power
consumed increases and as a result the voltage drops. These are reflected in
Figs. 7.5 and 7.3.

As more turbines are connected, the generated power increases as illustrated in
Fig. 7.4. But when the number of wind turbines connected is more than 2, the
aerodynamic power of the wind turbine over-powers the power developed by
induction generator and thus the wind turbine goes into a runaway condition. This is
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reflected by the non-convergence of the power flow in the operating wind speed
region considered (shown by red line in Figs. 7.3, 7.4 and 7.5).

The discontinuity of the curve (red line) can be explained as follows. The
induction generator operates at a slip where the aerodynamic power equals the
electrical power developed. When the number of turbines connected at the PCC
increases to 3, the aerodynamic power increases 3 fold. Correspondingly, with 3

Fig. 7.2 Single-line diagram of 9-bus radial system

Table 7.1 Power flow results of 9-bus radial system for bus 9

Wind
Speed (m/s)

Sequential method Simultaneous method

V (PU) d (deg) P (kW) Q (kVAR) V (PU) d (deg) P (kW) Q (kVAR)

5 0.9787 0.9278 82.9141 214.6557 0.9780 0.9047 82.8858 213.6035
7 0.9843 1.9068 211.1735 221.9829 0.9838 1.8937 211.1126 223.4978
9 0.9895 3.4596 367.4732 241.6829 0.9890 3.1213 367.5418 242.8460
11 0.9918 4.6453 517.8517 263.7065 0.9922 4.3267 517.4311 264.0342
13 0.9927 5.3267 636.3004 289.5034 0.9933 5.3135 636.7911 291.5365
15 0.9927 5.9654 715.0093 309.2507 0.9934 5.9736 714.7080 310.7337
17 0.9928 6.2827 750.0036 325.7328 0.9932 6.2816 750.0001 325.8205
19 0.9928 6.2826 749.2659 318.9891 0.9932 6.2749 749.6892 318.5931
21 0.9928 6.2839 720.8318 310.4878 0.9933 6.2748 720.6771 310.3805
23 0.9928 5.7648 672.8567 301.7757 0.9934 5.6124 672.2771 302.4401
25 0.9925 5.2987 612.9106 289.0685 0.9932 5.1093 612.3689 289.6878

Fig. 7.3 Effect of increasing
the connected wind turbines
on voltage at WECS
terminals
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induction generators in parallel, the electrical power developed should also increase.
At the same time, due to the nature of induction machines, the Q consumed by
WECS also increases. This decreases the voltage at the PCC, which in-turn reduces
the power generated. This results in a condition where the aerodynamic power is
much greater than the electrical power. Thus, it is clear that the considered 9-bus
radial system cannot accommodate more than two turbines.

To meet the demand of increased power production from wind, more wind
turbines are required to be connected to the wind farms. Therefore, the grid needs
to be strengthened to accommodate more turbines. Figures 7.6, 7.7 and 7.8
respectively give the voltage at WECS terminals, real power generated and
reactive power consumed by the WECS after strengthening of the transmission
line between the PCC (bus 5 in Fig. 7.2) and bus 3 in Fig. 7.2. It is observed that
when a double circuit line is used, 5 uncompensated wind turbines can be con-
nected. The power flow converges for all wind speeds in the range, i.e., from cut-in
to cut-out speeds. As the effective line impedance between the PCC and the grid is
now reduced by half, the grid becomes stiffer. As seen in Fig. 7.8, obviously the

Fig. 7.4 Effect of increasing the connected wind turbines on real power generated by WECS

Fig. 7.5 Effect of increasing the connected wind turbines on reactive power consumed by WECS
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reactive power drawn from the grid increases, but at the same time the voltage at
WECS terminals also increases as seen in Fig. 7.6. This increase in voltage results
from grid strengthening. When the grid is further strengthened by reducing the
impedance of the transmission line 5 times, 13 uncompensated wind turbines can
be connected at bus 9. It is seen from Figs. 7.6 and 7.8, that although the reactive
power consumption with 13 turbines is quite high, the voltage increases to the
original value. This proves that the transmission capacity of the line is improved.

Fig. 7.6 Grid
strengthening—Voltage at
WECS terminals

Fig. 7.7 Grid
strengthening—Real power
generated by WECS

Fig. 7.8 Grid
strengthening—Reactive
power consumed by WECS
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Grid strengthening may not be advisable beyond a certain level due to the
following reasons:

(i) Strengthening the grid by reducing the impedance of transmission lines, leads
to the use of many lines in parallel. This is not at all economical.

(ii) In this analysis, uncompensated WECS is assumed. In general, fixed capaci-
tors are connected in parallel to the induction generators for reactive power
compensation. Therefore, there is a danger of overcompensation if this method
of grid strengthening is adopted.

Thus, the option of using different types of fixed reactive power compensation
need to be studied.

7.6 Reactive Power Compensation

The reactive power compensation for WECS is traditionally done with capacitor
banks, which is an economic and relatively simple solution. In order to avoid
problems with over voltages, especially in island conditions, no-load compensa-
tion is most commonly used. No-load compensation means, that the compensation
is designed to counterbalance the consumption of reactive power in the no-load
situation, when the WECS operates at cut-in speed.

7.6.1 Shunt Compensation

Shunt (parallel) compensation is a common practice in WECS to improve the power
factor of each turbine. Some WECSs use more than one capacitor bank at their
terminals to compensate for reactive power at different wind speeds [20]. In case of
a fixed shunt capacitor, the reactive power output of the capacitor is proportional to
the square of the voltage across it. The reactive power required by the induction
generator varies with operating slip. Thus with fixed shunt capacitor, the voltage
varies with the slip of the induction generator and the number of turbines on-line.

The power flow analysis is carried out for different KVAR ratings of shunt
capacitor compensation and with the grid strengthened using double circuit lines
between PCC and the grid. A total of 5 wind turbines are assumed to be connected
at bus 9. Simulation results are shown in Figs. 7.9, 7.10, 7.11 and 7.12. The
uncompensated system is used as the base line. Figure 7.9 shows that the terminal
voltage drops to 92 % when the system is uncompensated. With compensation, the
voltage at WECS terminals is seen to be within the limit of ±5 % of rated value.
Figure 7.10 shows that the reactive power demand reduces significantly.
Figure 7.11 shows a reduction in line current with compensation. This proves that
the advantage of an improved power factor is the reduction of total current, which,
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in turn, reduces transmission loss and improves voltage regulation. This is also
reflected in the PV curve of Fig. 7.12.

In order to study the effect of compensation in improving the number of tur-
bines connected at bus 9, the power flow analysis is carried out for cut-in speed
and for different ratings of shunt capacitor compensation. The results are shown in
Figs. 7.13 and 7.14.

Figure 7.13 shows that with a compensation of 250 kVAR, an additional 12
turbines can be connected for the same transmission line (assuming that the thermal
limit is not reached). Without shunt compensation, only 5 turbines can be connected.

Figure 7.14 shows that the slope of PQ curve reduces with compensation,
reflecting the improvement in power factor.

Fig. 7.9 Voltage at WECS
terminals with various values
of shunt compensation

Fig. 7.10 Reactive power
demand with various values
of shunt compensation

Fig. 7.11 Line current with
various values of shunt
compensation
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Fig. 7.12 Power generated versus voltage at WECS terminals with various values of shunt
compensation

Fig. 7.13 Effect of increasing the number of turbines with shunt compensation—Voltage at
WECS terminals

Fig. 7.14 Effect of increasing the number of turbines with shunt compensation—P Vs Q of
WECS
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7.6.2 Series Compensation

For the system shown in Fig. 7.2, the series capacitor is connected in the trans-
mission line between the infinite bus and the PCC i.e., in the line between buses 4
and 5. The voltage across the series capacitor has a 180� phase shift with respect to
the voltage drop across the line reactance. Thus, the voltage across the series
capacitor will be used to counteract the voltage drop across the line impedance.
Series capacitors are often used to improve the power transfer capability of
transmission lines.

In order to study the effect of series compensation, the power flow analysis is
carried out for cut-in speed and for different values of series capacitor reactance
measured as a percentage of transmission line reactance. Series capacitor reactance
equal to 25, 50 and 75 % of transmission line reactance are selected, because
100 % compensation for line reactance is not practically feasible. The maximum
compensation is governed by sub-synchronous resonance and by series capacitor
short-circuit overcurrent protection needs and it is generally about 80 % [21]. The
results obtained are shown in Figs. 7.15 and 7.16. Figure 7.15 shows that with
series capacitor reactance equal to that of 75 % of line reactance, 22 turbines can
be connected with the same double circuit lines. With shunt compensation, only 17
turbines can be connected. Even with 50 % series compensation, 18 turbines can
be installed. Thus series compensation becomes a cost effective alternative to
transmission line strengthening. Figure 7.16 shows that the slope of the PQ curve
does not significantly change with series compensation. In fact, there is a slight
increase in slope with compensation. This proves that series compensation does
not improve the power factor. But it helps to accommodate more turbines. From
Figs. 7.15 and 7.16, it is clear that 25 % series compensation has no significant
effect.

To see the effect of series compensation on the steady state improvement, in the
entire wind speed range, simulation is carried out with 10 turbines on-line and for
50 and 75 % series compensation. Although, with series compensation more than
20 turbines can be connected, only 10 turbines is chosen for simulation, because as
seen from Fig. 7.15, the voltage is reasonably within limits for 10 turbines. The
results are shown in Figs. 7.17, 7.18, 7.19 and 7.20. It is observed from these
Figures that with 10 turbines on-line, complete convergence over the entire wind
speed range, from cut-in to cut-out speed, is achieved with series compensation. It
is seen that without compensation, the power flow does not converge over the
entire speed range considered. From Figs. 7.17 and 7.18 it is observed that there is
power and voltage increase with compensation. Figure 7.19 shows that the reac-
tive power demand at WECS terminals increases. From Fig. 7.20, it can be
observed that the line current increases with series compensation in comparison to
the uncompensated system. It is now clear that series compensation reduces the
voltage drop across the transmission line, thus improving the voltage at WECS
terminals and improving the power transferred. The power factor of the wind farm
is not affected by series compensation.
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Fig. 7.15 Effect of
increasing the number of
turbines with series
compensation—Voltage at
WECS terminals

Fig. 7.16 Effect of
increasing the number of
turbines with series
compensation—P Vs Q of
WECS

Fig. 7.17 Voltage at WECS
terminals with various values
of series compensation

Fig. 7.18 Real power
generated Vs voltage at
WECS terminals with various
values of series compensation
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7.6.3 Series-Shunt Compensation

It is clear from the above analysis, that the advantage of both shunt and series
compensation of an AC capacitor can be made use of. In shunt compensation, the
capacitor is used to compensate the individual induction generators. In series com-
pensation, the capacitor is used to compensate the line impedance. The overall result
will be an improvement in the voltage and lower losses on the transmission line.

To know the effect of the combined series and shunt compensations, simula-
tions are carried out for two different combinations of series-shunt compensation.
The same 10 wind turbines are connected at bus 9. Figure 7.21 illustrates the real
power generated by WECS versus the voltage at the WECS terminals with various
combinations of series-shunt compensations. It is seen that the voltage profile is
high compared to individual series or shunt compensation. In fact, there is over
compensation with series capacitor equal to 75 % of line reactance and shunt
compensation of 200 kVAR.

Figure 7.22 shows that reactive power demand decreases significantly when
compared to those with series compensation alone. As shown in Figs. 7.20 and 7.23,
a comparison between the line current for series compensation and series-shunt
compensation, it is observed that the transmission line current is reduced signifi-
cantly with series-shunt compensation.

Comparing Figs. 7.12, 7.18 and 7.21, which show the variation of voltage with
power for different types of compensation, it is evident that series-shunt

Fig. 7.19 Reactive power
demand with various values
of series compensation

Fig. 7.20 Line current with
various values of series
compensation
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compensation provides a very good voltage profile at WECS terminals and
increases the wind power penetration, as more turbines can be connected.

From Fig. 7.24, it is observed that series-shunt compensation with 50 % series
compensation and 150 kVAR shunt compensation gives better voltage profile than
that obtained by strengthening the grid with 5 parallel lines. Also, for such
capacitor combination, the reactive power demand and transmission line current
are reduced significantly as seen from Figs. 7.22 and 7.23. Thus it can be con-
cluded that series-shunt compensation is an economical alternative to grid
strengthening.

Fig. 7.21 Real power
generated Vs voltage with
series-shunt compensation

Fig. 7.22 Reactive power
demand with series-shunt
compensation

Fig. 7.23 Line current with
series-shunt compensation
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7.7 Discussion of Results

The convergence characteristics of the newly developed simultaneous method of
power flow is compared with the existing sequential method of power flow
analysis and it is found that the simultaneous method results in less number of
iterations.

For the particular WECS modelled, the effect of increasing the number of
turbines with and without compensation is summarized in Table 7.2. From
Table 7.2 it is seen that when the transmission line between the PCC and the grid
is strengthened (with 5 parallel lines), 13 turbines can be connected and thus more
power can be fed into the grid. The voltage profile at the WECS terminals is also
found to improve, although the reactive power drawn from the grid is very large.
Yet such strengthening is not cost effective, being the equivalent of having 5 lines
in parallel. Therefore, the effect of different types of compensation is studied.

Table 7.2 shows that with shunt compensation, there is improvement in voltage
profile and decrease in the reactive power demand. The line current reduces

Fig. 7.24 Comparison of
series-shunt compensation
with grid strengthening

Table 7.2 Summary of results

Max. no. of turbines that
can be connected

V (PU) P (MW) Q (MVAR) I (PU)

A1 2 0.9329 1.56 0.88 0.0735
A2 5 0.9389 3.89 2.21 0.1833
A3 13 0.9472 10.12 5.79 0.4325
B1 9 0.9788 3.89 1.49 0.1807
B2 13 0.9912 389 1.25 0.1771
B3 17 1.0031 3.89 1.01 0.1729
C1 18 0.9580 7.77 4.43 0.3604
C2 22 1.0090 7.77 4.68 0.3443
D1 13 1.0014 7.77 2.27 0.1782
D2 20 1.0619 7.77 1.91 0.1253
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thereby reducing transmission losses. The net effect is an improvement in power
factor. With series compensation, there is improvement in voltage profile, although
there is increase in the reactive power demand. The line current drawn is com-
paratively large, yet more turbines can be connected on-line. The net effect is an
improvement in real power penetration. With series-shunt compensation there is a
considerable improvement in voltage profile. At the same time, the reactive power
demand and the line current drawn are both reduced compared to series com-
pensation alone and are comparable with shunt compensation. A combination of
series compensation equal to 50 % of line reactance and shunt compensation of
150 kVAR, shows better performance as compared to either series or shunt
compensation alone, for the 9-bus radial system considered. Thus with the correct
choice of capacitor sizes, a combination of series and shunt compensation can be
used to improve the overall system performance.

In Table 7.2, V—voltage at WECS terminals at rated speed, P—Real power
generated at rated speed, Q—Reactive power demand at rated speed, I—Line
current at rated speed, A—Uncompensated system (1—without line strengthening,
2—with double circuit line, 3—with 5 lines in parallel), B—Shunt Compensation
(1–150, 2–200, 3–250 kVAR), V, P, Q and I values with 5 turbines on-line, C—
Series Compensation (1–0.5 Xline, 2–0.75 Xline)—V, P, Q and I values with 10
turbines on-line, D—Series-shunt Compensation (1–Xse = 0.5 Xline and
Qsh = 150 kVAR, 2–Xse = 0.75 Xline and Qsh = 200 kVAR)—V, P, Q and I
values with 10 turbines on-line.

To summarize, the following are recommended:

1. To strengthen the grid to evacuate the maximum power output from the wind
farms, corresponding to installed rated capacity. This is to ensure harvesting of
the wind power in the windy seasons.

2. To go in for appropriate value of series-shunt capacitor compensation with grid
connected induction generators.

Appendix I

Data for 9-Bus Radial System
1. Transmission Line Data (All Lines)

Resistance 0.24 X/km
Reactance 0.48 X/km
Susceptance 2.80 lS/km
Length 20.0 km
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Table A.1 Transformer data

2. Load Data (All Loads)
0.150 ? j0.147 MVA

3. Coefficients of CP—k Curve

Asynchronous Generator Data (D-Connection)

Parameter Load transformer
data (all)

Step up transformer
data (at the wind bus)

Feeding
transformer data

Rated apparent power 0.63 MVA 1.0 MVA 25 MVA
Rated voltage of MV side 15 kV 15 kV 110 kV
Rated voltage of LV side 0.4 kV 0.69 kV 15 kV
Nominal short-circuit voltage 6 % 6 % 11 %
Copper loss at rated power 6 kW 13.58 kW 110 kW

C1 0.5
C2 67.56
C3 0.4
C4 0
C5 1.517
C6 16.286
Gear box ratio 67.5

Stator resistance 0.0034 X
Rotor resistance 0.003 X
Stator leakage reactance 0.055 X
Rotor leakage reactance 0.042 X
Magnetizing reactance 1.6 X
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Fig. A.1 CP—k curve for the
considered wind turbine
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Appendix II

Jacobian Matrix for the 9-bus System
For the system considered the Jacobian is a (17 9 17) matrix as below. The

numbers in the matrix represent the row and column of the elements. The ana-
lytical expressions for these elements are given in the subsequent sections.

ð1; 1Þ � � � ð1; 8Þ ð1; 9Þ � � � ð1; 16Þ ð1; 17Þ
..
.

. . .J1. . . ..
. ..

.
. . .J2. . . ..

.
. . .J5. . .

ð8; 1Þ � � � ð8; 8Þ ð8; 9Þ � � � ð8; 16Þ ð8; 17Þ

ð9; 1Þ ð9; 8Þ ð9; 9Þ ð9; 16Þ ð9; 17Þ
..
.

. . .J3. . . ..
. ..

.
. . .J4. . . ..

.
. . .J6. . .

ð16; 1Þ ð16; 8Þ ð16; 9Þ ð16; 16Þ ð16; 17Þ

ð17; 1Þ . . .J7. . . ð17; 8Þ ð17; 9Þ . . .J8. . . ð17; 16Þ ð17; 17ÞJ9

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

1 Elements of J1

oPi

ohi
¼ imag

X

j 6¼i

V�i VjYij

" #

oPi

ohj
¼ �imag

X

V�i VjYij

h i

2 Elements of J2

oPi

ojVij
jVij ¼ real

X

j 6¼i

V�i VjYij

" #

þ 2jVij2real Yij

� �

oPi

ojVjj
jVjj ¼ real

X

V�i VjYij

h i

Diagonal element for WECS bus (bus 9),

J 8; 16ð Þ ¼ J 8; 16ð Þ � 2jV9j2re

ðr2
e þ x2

eÞ

3 Elements of J3

oQi

ohi
¼ real

X

j 6¼i

V�i VjYij

" #

oQi

ohj
¼ �real

X

V�i VjYij

h i

7 Power Flow Analysis and Reactive Power Compensation 165



4 Elements of J4

oQi

ojVij
jVij ¼ �imag

X

j 6¼i

V�i VjYij

" #

� 2jVij2real Yij

� �

oQi

ojVjj
jVjj ¼ �imag

X

V�i VjYij

h i

Diagonal element for WECS bus (bus 9),

J 16; 16ð Þ ¼ J 16; 16ð Þ � 2jV9j2xe

ðr2
e þ x2

eÞ

where; Ze ¼ ZS þ ZmjjZr

5 Elements of J5

J 8; 17ð Þ ¼ o

os

V2re

ðr2
e þ x2

eÞ

ffi �

¼ jV9j2

ðr2
e þ x2

eÞ
2 x2

e � r2
e

� � ore

os
� 2rexe

oxe

os

ffi �

6 Elements of J6

J 16; 17ð Þ ¼ o

os

�V2re

ðr2
e þ x2

eÞ

ffi �

¼ �jV9j2

ðr2
e þ x2

eÞ
2 r2

e � x2
e

� � oxe

os
� 2rexe

ore

os

ffi �

7 Elements of J7 : 0
8 Elements of J8

J 17; 16ð Þ ¼ 2jV9jx2
mRr=s

R1 þ Rr
s

� �2þ x1 þ xrð Þ2
h i

R2
s þ xs þ xmð Þ2

h i

where; Z1 ¼ ZsjjZm

9 Elements of J9

J 17; 17ð Þ ¼ oDPm

os

These are given by Eqs. (7.13) to (7.18).
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Chapter 8
Contribution of Variable-Speed Wind
Generators to Frequency Regulation
and Oscillation Damping in the United
States Eastern Interconnection

Yong Liu, J. R. Gracia, T. J. King and Yilu Liu

Abstract The United States Eastern Interconnection (EI) has been going through
some profound changes due to the increasing penetration of wind power in this
bulk grid, including the worsening of the frequency response and inter-area
oscillation. However, the fast response speed of electronics devices makes it
possible that the kinetic energy stored and/or wind power reserve (if it exists) in
variable-speed wind generators could be injected into the power grid in a fast
manner. This portion of fast-injected active power could contribute to frequency
regulation or oscillation damping of the EI significantly if implemented with
appropriate control schemes. In this chapter, a user-defined wind electrical control
model with fast active power controllers is built in PSS�E. Then, based on the
16,000-bus EI system dynamic model, the potential contributions of variable-
speed wind generators to the EI frequency regulation and oscillation damping are
evaluated respectively. Simulation results have demonstrated that current and
future penetrations of wind generation are promising in providing frequency
regulation and oscillation damping in the EI.
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8.1 Introduction

Today, most major power grids around the world are experiencing an increase in
wind in their generation mix. This is causing concerns over stability of the grid and
other difficulties in system operations. Though some subjects such as voltage and
reactive power control, power quality requirements, and fault ride-through capa-
bility, have already been thoroughly examined and corresponding technical
solutions are commercially available, some other rising issues still remain to be
addressed. For example, conventional synchronous generators now play the pivotal
role for system frequency support. Up to now, due to the absence of synchroni-
zation torque for variable-speed wind generators, higher penetrations of wind
power may gradually lead to the decrease of overall system inertia as well as the
reduction of system frequency regulation capabilities [1–5].

Another serious issue is the inter-area oscillation. Many studies have repeatedly
shown that replacing conventional generation with double-fed induction generator
(DFIG)-based wind farms may have a negative effect on the interconnected system
oscillation damping [6–9]. As for the EI, the major portion of wind generation now
and in the near future is located in northwestern area that is far from the load
centers in the northeast, thus probably introducing new, difficultly damped inter-
area modes as well as influence existing ones.

However, thanks to the development of modern power electronics technology,
the answer to these problems may lie in wind generation itself. Though the steady-
state wind energy delivered to the grid depends solely on the mechanical energy
transferred from wind turbines, the electrical power of variable-speed wind gen-
erators can be effectively and fast controlled by modern electronics converters. As
a result, variable-speed wind generations have considerable capabilities to engage
in frequency regulation and oscillation damping, especially when the wind pen-
etration is high. In this chapter, fast active power control techniques of variable-
speed wind generators are discussed and applications of those controls to the EI
frequency regulation and oscillation damping are demonstrated. This chapter is
structured as follows: In Sect. 8.2, fast active power control techniques of variable-
speed wind generators that could help with frequency regulation and oscillation
damping are summarized; in Sect. 8.3, the wind generator and power system
model used in this chapter’s simulation is introduced; and in Sects. 8.4 and 8.5, the
contributions of variable-speed wind generators to frequency regulation and
oscillation damping are studied respectively.

8.2 Fast Active Power Control Techniques of Variable-
Speed Wind Generators

Variable-speed wind generators mainly refer to DFIGs and permanent-magnet
synchronous generators (PMSGs). A PMSG contains a multi-pole magnetic rotor
and a back-to-back AC/DC/AC converter attached to the stator. The converter
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transmits energy from the stator to the grid and, consequently, decouples the
generator fully from the grid. For a DFIG, the rotor supplies the AC excitation
current and is connected to the power grid through the converter while its stator is
connected directly to the power grid. During normal conditions, power electronics
converters enable the variable-speed wind generators to capture wind energy over
a wide range of wind speeds to their maximum extent (maximum power point
tracking, MPPT), improve power quality and regulate both active and reactive
power.

During transient conditions, additional controllers could be installed on the
converters or pitch controllers of variable-speed wind generators to control active
power in a fast manner for frequency regulation and oscillation damping [10–17].
In some studies, variable-speed wind generators could transiently support system
frequency by implementing the kinetic energy-based active power control tech-
niques such as ‘‘hidden’’ inertia emulation, fast power reserve emulation, inertia
droop control, etc., to enable wind generators to have an ‘‘artificial’’ inertial
response that behaves in a manner similar to the conventional generation [17]. This
type of control utilizes the kinetic energy stored in wind turbine blades to inject
more active power into the power grid in seconds. The active power output of wind
generators are only increased temporally, thus the normal operation point remains
unchanged. In fact, GE already has a commercial inertia droop product known as
WindINTERIA [18]. Besides inertial response, the function of power system
stabilizer (PSS) in conventional generations could also be emulated [19–26]. In
this case, variable-speed generators could also contribute to the system stability
significantly. It should be noted that the sustained loss of kinetic energy would
cause the rotational speed of a wind turbine to decrease and the turbine to stall if
the rotational speed falls too low. Consequently, limits need to be imposed to
avoid removing too much kinetic energy.

As mentioned above, wind generation normally works on the MPPT curve in
order to harvest wind energy to the maximum extent, since wind energy is both
environment-friendly and low-cost. However, if wind turbines do not operate over
the MPPT curve and save some power as reserve by rotational speed control
(increasing the rotational speed from the MPPT value, usually referred to as over-
speeding) or pitch control, certain control techniques could be implemented to
enable wind generators to emulate the frequency droop characteristics (‘‘governor
response’’) of conventional synchronous generators. Because the time constant of
pitch control is relatively large and frequent adjustments of pitch blades would
also dramatically reduce their lifetime, pitch control is not considered in this
chapter. Conversely, rotational speed control is provided by the power electronics
converters, thus making possible the utilization of power reserve saved by over-
speeding to balance the instantaneous power consumption and provide support to
the long-term frequency regulation [10]. Furthermore, though no research has
covered this topic yet, wind generation could also act to automatic generation
control (AGC) regulation order from the operator as effectively as conventional
generation if reserves exist.
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In sum, by implementing fast active power control techniques, variable-speed
wind generators could emulate both the inertial and governor response of con-
ventional generations to provide frequency support. Furthermore, PSS function
could also be implemented on variable-speed wind generators in order to con-
tribute to system small-signal stability.

8.3 Power System and Variable-Speed Wind Generator
Model

This chapter demonstrates the potential contribution of variable-speed wind gen-
erators to frequency regulation and oscillation damping in the EI. PSS�E has the
capability to handle both large-scale power system dynamic simulation and wind
generator modeling, thus is employed as the simulation tool in this chapter. The
variable-speed wind generator model used and the buildup of the EI dynamic
simulation scenario will be introduced in Sect. 8.3.

8.3.1 Wind Generator Model

Since DFIG is the prevailing wind generation type nowadays, variable-speed wind
generator is modeled as DFIG in this study. WT3 wind model has been developed
in PSS�E to simulate the performance of a DFIG-based wind generator with basic
active power control [27]. There are four basic components within DFIG model
(usually referred to as WT3 model, whose structure shown in Fig. 8.1), namely:

• WT3G: generator/converter model
• WT3E: electrical control model
• WT3T: mechanical control (wind turbine) model
• WT3P: pitch control model.

Typical parameters of a GE 1.5 MW wind generator from PSS�E are employed
in the simulation. And in order to add fast active power control functions to current
DFIG model in PSS�E, a user-defined electrical control model is developed by the
author (control structure shown by Fig. 8.2). Note that since pitch control and
reactive power control are not considered in this study, WT3P part is ignored and
constant reactive power control mode is selected in all the simulations.

8.3.2 Power System Model

The EI is one of the two major power grids in North America. It reaches from
central Canada eastward to the Atlantic coast (excluding Quebec), south to Florida,
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and back west to the foot of Rocky Mountain (excluding most of Texas). Its
16,000-bus dynamic model is selected as the base case in this study’s simulation.
The total generation capacity of this model is around 590 GW, which includes
roughly 3,000 generators (This model is protected by Non-disclosure Agreement
with Tennessee Valley Authority (TVA), thus no detailed information is allowed
to be released). However, no wind generation is modeled in the original model;
therefore a simulation scenario with realistic wind penetration needs to be
developed by the author.

Fig. 8.1 Structure of DFIG wind model in PSS�E [27]

Basic Active Power Control

Frequency Deviation Wind Governor Control

Wind Inertia Control

Wind AGC Control

Pelec Pord
Fig. 8.2 User-defined wind
electrical control model
structure (active power
control part)
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8.3.3 Simulation Scenario Construction

To simulate a relatively realistic wind penetration in the EI system, 5 % of EI
generation capacity is converted to wind power in this study. Their locations are
roughly shown in Fig. 8.3. Though most of current wind generators are located in
the Northwest area of the EI, a significant number of off-shore wind farms are
expected to be installed in the near future, as shown in Fig. 8.3. Additionally, wind
generations would be largely located on the edges of the EI, which makes them
more promising in inter-area oscillation damping. Last but not least, since wind
power is used to replace the same amount of conventional generations in the EI,
congestion is very unlikely to occur, thus not considered in the scope of this chapter.

8.4 Contribution of Variable-Speed Wind Generators
to the EI Frequency Regulation

In order to enable variable-speed wind generators engage in frequency regulation,
several additional controllers are employed in the user-defined PSS�E DFIG
electrical control model, including Wind Inertia Control, Wind Governor Control
and Wind AGC Control, which are introduced respectively in Sect. 8.5.

Fig. 8.3 Major wind farm locations in the EI
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8.4.1 Wind Inertia Control

Wind Inertia Control here is of the same philosophy as GE WindINERTIA�

technology, whose objective is to make wind generation provide the ‘‘artificial’’
inertial response like conventional generators. Droop control is utilized to produce
active power output change that is proportional to the frequency deviation, which
is given by

Df ¼ fmeas � fref

where fmeas is the measured system frequency and fref is the reference frequency.
The structure of Wind Inertial Droop control is shown in Fig. 8.4.

8.4.2 Wind Governor Control

As discussed in Sect. 8.1, wind turbines could decrease rotational speed to release
the power reserve in seconds if they have been operating in the over-speeding
zone. Therefore, governor response could be emulated on wind generators utilizing
the wind power reserve. Again, droop control is employed and the corresponding
Wind Governor Control structure is shown in Fig. 8.5.

Wind Inertia Control
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Fig. 8.4 Wind inertia control structure
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Fig. 8.5 Wind governor control structure
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8.4.3 Wind AGC Control

AGC plays a key role in maintaining the balance of power grid generation and
consumption. Though no research has covered this topic yet, variable-speed wind
generators could act to the AGC regulation order from the operator as effeciently
as conventional generation. Actually, thanks to the fast response speed of power
electronics converters, the active power output of variable-speed wind generators
could ramp up/down quickly, which makes wind generators even better candidates
for AGC regulation. The only disadvantage is the waste of wind energy during
normal conditions due to the reserve.

8.4.4 Case Study: Generation Trip

To demonstrate the contribution of variable-speed wind generators to the EI fre-
quency regulation, a 1000 MW generation trip is simulated in Sect. 8.4.4. The
frequency responses with different controls following the event are given in
Fig. 8.6 and the active power outputs of a typical wind generator are shown in
Fig. 8.7. (Note that the parameters of wind controllers in this chapter’s case studies
are all manully tuned by the author.)

In Fig. 8.7, if only with Wind Inertia Control (shown by the green line), the
wind generator increases its active power temporally in the several seconds fol-
lowing the generation trip disturbance by use of the kinetic energy stored in the
wind blade. However, as discussed previously, the active power increase could not
be sustained and after the temporal active power surge, the wind generator active
power output would go through a ‘‘dip’’, during which the kinetic energy of turbine
blades are ‘‘recharged’’. As for the turbine speed, it would be observed to go
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through the phase of ‘‘deceleration’’ to release some amount of kinetic energy and
then the phase of ‘‘acceleration’’ to ‘‘recharge’’, both of which are illustrated
clearly in Fig. 8.8. Apparently, while the Wind Inertia Control function does not
contribute to long-term frequency recovery but it does help reduce the frequency
drop nadir, which is shown by green line in Fig. 8.6.

If only deployed in Wind Governor Control mode, the wind generator would
behave just like the conventional generators but in a much faster manner. As shown
by the red line in Fig. 8.7, the wind generator active power output would ramp up to
a higher level because of the existence of the ‘‘governor’’ function and the wind
power reserve would be put into use by moving the operation point away from over-
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speeding zone. In this way, Wind Governor Control could help reduce not only the
nadir but also the steady-state frequency deviation (red line in Fig. 8.6).

If inertia and governor control are combined together, the frequency nadir
would be reduced to a greater extent and the steady-state frequency deviation
would also decrease (shown by turquoise line in Fig. 8.6). However, in order to
further reduce steady-state frequency deviation, AGC control should be consid-
ered. In the last scenario, all the wind generators received AGC orders from
operator at 10-th seconds to increase their active power outputs (purple line in
Fig. 8.7). As a result, the steady-state frequency deviation is eliminated almost
completely.

Furthermore, Fig. 8.9 shows that reactive power of variable-speed wind gen-
erators with different controls are similar since a constant reactive power control
mode is selected.

8.4.5 Case Study-Load Shedding

Note that variable-speed wind generators could also contribute to the frequency
response improvement in load shedding cases. In those cases, instead of decreasing
wind turbine speed and release the reserve, wind turbines accelerate to store more
energy in the blades and save more reserve so the frequency excursion would be
reduced. To demonstrate this, a load shedding event of 724 MW is simulated.
Similar to generation trip case, system frequency response (Fig. 8.10), active
power (Fig. 8.11), turbine speed (Fig. 8.12) and reactive power (Fig. 8.13) are
given below, respectively.
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8.4.6 Movie Display of Wind Generator Control
for Frequency Regulation

To demonstrate the overall effect of variable-speed wind generator control on the
EI frequency regulation, a movie is made based on the EI simulation data of a
generation trip event, one snapshot of which is given below in Fig. 8.14. Each red
dot on the right maps in the movie stands for one sample bus in the EI and contour
drawing is used to give the whole picture of the EI frequency deviation. On the
upper side of the snapshot, all three wind controls including Wind Inertia Control,
Wind Governor Control and Wind AGC control are employed in the simulation
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while on the lower side no control at all. Through comparison, it’s obvious that the
EI frequency response after generation loss could be improved dramatically
because of the wind generator control.

8.4.7 Discussion

Though the penetration of wind generation is still pretty low (3.4 % of all gen-
erated electrical energy in U.S. in 2012 and 5 % of total capacity in this scenario),
variable-speed wind generators have already been proven to have the potential to
effectively contribute to the EI frequency regulation. If wind generation penetra-
tion reaches 20 % of U.S. electricity by 2030 as expected by the U.S. Department
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of Energy’s 2008 report, wind generation would be the game-changer of the
frequency regulation service market. Therefore the corresponding control strate-
gies should be carefully studied.

8.5 Contribution of Variable-Speed Wind Generators
to the EI Oscillation Damping

Inter-area oscillation is another serious issue increasing wind generation brings
about. However, the wind generation’s potential in oscillation damping has been
noticed by many researchers [19–26]. In Sect. 8.5, the potential of variable-speed
wind generators’ contribution to the EI oscillation damping is investigated based
on the EI 16,000-bus dynamic model.

8.5.1 Wind PSS Control

For conventional generators, a PSS adds damping to the generator rotor oscilla-
tions by producing a component of electrical torque in phase with the rotor speed
deviations. A control structure similar to conventional generation PSS could be
also employed in variable-speed wind generators for oscillation damping (control
strucutre shown in Fig. 8.15), which is referred to as Wind PSS in this chapter. The
signal washout block serves as a high-pass filter, with time constant Tw high
enough to allow signals associated with oscillations to pass unchanged. Either
local or wide-area control signals can be used as the input to Wind PSS controller.

Fig. 8.14 Movie display of the EI wind generator control for frequency regulation
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8.5.2 Oscillation Damping Using Local Feedback Signals

Fed by a local frequency signal, Wind PSS could efficiently damp local frequency
fluctuations or oscillations. A case study of wind generators in damping local
frequency oscillation triggered by a line trip disturbance is given below. From
Fig. 8.16, the local frequency oscillation is well damped by Wind PSS controllers
with local feedback signals. The corresponding active power fluctuation in
Fig. 8.17 demonstrates that the variable-speed wind generator could provide
damping electrical torque effectively if with Wind PSS Control.

Just like conventional PSS, Wind PSS could also play a significant role in inter-
area oscillation damping. In this case, a generation trip is simulated to trigger the
inter-area oscillation between the Northwestern and Southern parts (NW-South) of
the EI, as monitored in the real grid [28]. Fed by local frequency signal, the inter-
area oscillation damping effect of Wind PSS could also be significant, as illustrated
in Fig. 8.18.
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8.5.3 Inter-Area Oscillation Damping Using Wide-Area
Feedback Signals

A lot of studies have revealed that introducing wide-area feedback signals to PSSs
could improve the inter-area oscillation damping effect to a great extent. In this
case study, if introducing the frequency difference between NW and South as the
input signal of Wind PSS controller, the inter-area oscillation between NW-South
could be damped much more effectively than just using local frequency feedback
signal, which is shown in Fig. 8.19. It should be noted that the originally weak
inter-area oscillation between Northwest and Northeast (NW-NE) would be neg-
atively influenced (as indicated by Fig. 8.20), which implies the necessity of a
coordinated wide-area control strategy.

8.5.4 Coordinated Inter-Area Oscillation Damping Using
Wide-Area Feedback Signals

To further improve the overall oscillation damping effect, a simple coordinated
strategy is developed in this chapter. According to the measurement experience
[28], the inter-area oscillations in the EI mainly involve three areas: Northwest
(NW), Northeast (NE) and South. The proposed coordinated wide-area Wind PSS
controller would first decide which area the wind generator belongs to, for
example NW, and then compare the frequency differences between the area it
belongs to and the other two areas, such as NW-South and NW-NE, and then
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always choose the larger oscillation to damp. In this way, a coordinated oscillation
damping effect could be achieved.

As a case study, a generation trip of 814 MW is simulated in the EI Florida
region to incite the inter-area oscillations among the three main areas. The
oscillation damping results using both local feedback signals and coordinated
wide-area feedback signals are presented in Fig. 8.21. Through comparison, it’s
apparent that, with coordinated wide-area feedback signals, the inter-area oscil-
lation could be damped much more effectively than just using local signals.
Typical wind generators’ active power outputs and local frequency responses are
also given in Fig. 8.22.

8.5.5 Movie Display of Wide-Area Wind Generator Control
for Inter-Area Oscillation Damping

To demonstrate the overall effect of wide-area wind generator control on the EI
inter-area oscillation damping, a movie based on the EI simulation data is created,
one snapshot of which is given below in Fig. 8.23. In this movie, each bus’s
frequency deviation from the whole system average (instead of the nominal value)
is plotted, therefore the inter-area oscillations could be demonstrated clearly.

Fig. 8.21 Inter-area oscillation damping using coordinated wide-area control
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The wind turbine icons indicate the locations of Wind PSS controllers. Through
comparison, the EI inter-area oscillations are damped much more effectively with
the wide-area wind generator control than without.

Fig. 8.22 Typical wind generator behaviors with inter-area oscillation damping controls

Fig. 8.23 Movie display of the EI wide-area wind generator control for inter-area oscillation
damping
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8.6 Discussion

Though promising as shown in Sect. 8.6, only very simple controller design is
employed in this study. The controller design definitely needs to be improved and
the parameters need to be tuned.

8.7 Conclusion

Based on the 16,000-bus EI model and the user-defined wind generator electrical
control model, a relatively realistic scenario of the EI with a significant penetration
of wind generators was utilized to evaluate the potential contributions of variable-
speed wind generators to the EI frequency regulation and oscillation damping.
Simulation results demonstrate that, at current and future penetration levels, wind
generators represent a promising tool for frequency regulation and oscillation
damping in the EI.
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Chapter 9
Power Management of Low and Medium
Voltage Networks with High Density
of Renewable Generation

M. A. Barik, H. R. Pota and J. Ravishankar

Abstract This chapter presents a review of existing control techniques for load-
sharing in low and medium voltage networks. The advantages and major draw-
backs of each method are described here. An overall comparison is made to find
out the best suitable method for the distribution systems of the future. Finally, the
limitations of existing methods and future directions for this research are indicated.

Keywords Microgrid � Load-sharing control � LV and MV networks � Renewable
energy sources

9.1 Introduction

The conventional power system uses fossil fuel to generate electrical power which
affects the environment [1]. As a result, there is interest in integrating renewable
energy sources (RESs) in them [2–4]. RESs are environmental friendly, but some
technical challenges must be addressed to integrate RESs with the grid. A major
difference from the conventional generation is that RESs are connected to the grid
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via power electronic interface and have low mechanical inertia [1, 5, 6]. Also,
RESs are small and distributed throughout the network as distributed generators
(DGs) [1]. The integration of DGs into a distribution system reduces the system’s
power loss, improves its voltage support and increases its efficiency and reliability
[7]. On the other hand, automatic load-sharing is an issue with increasing pene-
tration of RESs, because they are inertia-less DGs and connected to the mesh
distribution network via inverters [8–11].

Droop control method is a popular way for active and reactive power sharing in
a power system. This method has been primarily designed for high voltage (HV)
transmission lines and high-inertia based generators. In HV networks, line
impedances are inductive, whereas they are resistive in low voltage (LV) and
medium voltage (MV) networks. Also, RESs are zero or low-inertia generators.
For these reasons, conventional droop-based control does not work well [3, 12].
Thus, it is necessary to develop advanced control techniques for load-sharing in
LV and MV networks.

Research studies aimed at improving the load-sharing of LV and MV networks
have been conducted. These studies are usually based on modifications of the
conventional droop control method. Some studies use communication-based
control techniques. In this chapter, an overview of load-sharing in LV and MV
networks with high densities of RESs is provided. Firstly, the basic principle and
limitations of the conventional droop control method are explained. Then, the
results from existing research into mitigating its drawbacks are presented and
compared. After that, the load-sharing of LV and MV networks using a commu-
nication link is discussed and compared. Afterwards, a droop control-based load-
sharing control method with communication is presented and its advantages and
disadvantages are highlighted. Some limitations of existing research on the load-
sharing of LV and MV networks are determined. Finally, this chapter suggests
future directions for overcoming the limitations.

9.2 Load-Sharing Control Techniques for LV and MV
Networks

The main objective of load-sharing is to distribute the active and reactive loads
among the available DGs while maintaining voltage regulation and accommo-
dating various types of loads [13]. In LV and MV networks, load-sharing becomes
challenging due to the following factors.

• Most DGs have some local loads,
• Most DGs are non-dispatchable RESs, and
• The stability and reliability of the system gain importance, apart from the cost.
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Three different methods of load sharing are commonly employed: droop-based
control, communication-based control, and droop-based control with communi-
cation link, as described in the following subsections.

9.2.1 Droop-Based Control Techniques

9.2.1.1 Conventional Droop Control Method

A widely used method for load-sharing is the droop control method. A rotating
generator’s frequency and real power are closely related. Its load torque increases
with increasing load, causing its speed to decrease. Thus, its frequency changes with
a change in its real load while, its terminal voltage changes with a similar change in
its reactive load [14]. The droop control method is based on the concept of con-
trolling the generator’s frequency and voltage separately, in order to achieve real and
reactive load sharing [5, 15–31]. For an inverter-based generator without a rotating
part, better load-sharing can be achieved by the angle droop than the frequency
droop method [3, 32]. To explain the droop control method for load-sharing, a
complex power flow (Sab) from node a to node b via a transmission line, as shown in
Fig. 9.1, is considered. The equation of the complex power can be written as,

Sab ¼ Pab þ jQab ¼ vai�ab ¼ va
va � vb

z

� ��
¼ Y V2

a ejh � VaVbej hþdabð Þ
ffi �

ð9:1Þ

where Pab, Qab, and iab are the real power, reactive power, and current flow from
node a to node b, respectively, z ¼ Z\h ¼ Rþ jX is the corresponding line
impedance, va ¼ Va\da and vb ¼ Vb\db are the voltages of nodes a and b,
respectively, Y ¼ 1

Z is the admittance of the transmission line, and dab ¼ da � db is
the bus angle difference between nodes a and b. From (9.1), real and reactive
power flow can be expressed as:

Pab ¼ YðV2
a cos h� VaVb cosðhþ dabÞÞ ð9:2Þ

Qab ¼ YðV2
a sin h� VaVb sinðhþ dabÞÞ ð9:3Þ

In Eqs. (9.2) and (9.3), it can be seen that the power flows and node voltages are
dependent on each other because the line parameters are constant for a given line.
Then, these equations can be rewritten for small changes in power flows as:

DPab ¼ Y½ð2Va cos h� Vb cosðhþ dabÞÞDVa þ VaVb sinðhþ dabÞDda� ð9:4Þ

a b

Sab=Pab+jQab

Riab
X

aaV δ∠ bbV δ∠
Fig. 9.1 Power flow via
transmission line from nodes
a to b [12]
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DQab ¼ Y½ð2Va sin h� Vb sinðhþ dabÞÞDVa � VaVb cosðhþ dabÞDda� ð9:5Þ

For HV transmission lines, line reactances are very high compared to line
resistances, that is, h � 90�, cos h � 0 and sin h � 1. Thus, Eqs. (9.4) and (9.5) can
be rewritten as:

DPab ¼ Y½Vb sin dabDVa þ VaVb cos dabDda� ð9:6Þ

DQab ¼ Y½ð2Va � Vb cos dabÞDVa þ VaVb sin dabDda� ð9:7Þ

Again, as the dab is very small, cos dab � sin dab, Eqs. (9.6) and (9.7) can be
modified as:

DPab � YVaVbDda and DQab � Yð2Va � VbÞDVa ð9:8Þ

or

DPab / Dda and DQab / DVa ð9:9Þ

Equation (9.9) shows that the real power flow change depends on the bus angle
and the reactive power flow change depends on the bus voltage. Thus, load-sharing
control can be achieved by independently controlling voltage magnitude(V) and
bus angle(d), as presented in Eqs. (9.10) and (9.11). The characteristics and block
diagram of this control scheme are shown in Figs. 9.2 and 9.3, respectively.

d� dr ¼ �kpðP� PrÞ ð9:10Þ

V � Vr ¼ �kqðQ� QrÞ ð9:11Þ

where P and Q are the real and reactive powers injection to the grid, Vr, dr, Pr, and
Qr are the reference values for the bus voltage, bus angle, real power, and reactive
power, respectively, and kp and kq are the constants.

9.2.1.2 Limitations of the Conventional Droop Control Method

The conventional droop control method was designed for HV transmission systems
in which generators are rotational and transmission lines are inductive. Again, this
method was derived from the power flow equation considering X � R. Its per-
formance is very good and very easy to implement [33]. In LV and MV networks,
this method becomes ineffective for load-sharing due to the following major
drawbacks.

• Most generators are connected to the grid via inverters which are inertia-less and
have highly resistive line impedances [3].

• In a highly resistive network, coupling between the P-f and Q–V droops are
unavoidable [34].

• For a large load variation, which is common in LV and MV networks, the
transient current is very high [35].
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• Due to the unequal line impedances, the accuracy of reactive load-sharing
decreases [3].

• The majority of DGs have local loads which also decrease the accuracy of
reactive load-sharing [3].

• The load-sharing depends on the inverter’s output impedance which degrades
the performance [34].

• The load-sharing accuracy is low and voltage regulation is poor [36].
• In a weak system, a high gain of the angle droop is required for the proper

sharing of load which has negative effects on the stability of the system [37].

9.2.1.3 Modified Droop Control Methods

To overcome the limitations of the conventional droop control method, several
research studies have been conducted. Each of the studies has both benefits and
drawbacks, as described in the following subsections.

(a) (b)

Pr QrP Q

Vr

Vkp
kq

r

Fig. 9.2 Characteristics of the conventional droop control scheme: a P-d droop, b Q–V droop
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Fig. 9.3 Block diagram of the conventional droop control scheme
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Frame transformation method
The frame transformation technique considers both resistive and inductive line
impedances for load-sharing [33, 38, 39]. In this method, an orthogonal linear
rotational transformation matrix (T) is used to modify the real and reactive powers
as:

P0

Q0

� �

¼ T
P
Q

� �

¼
X
Z

�R
Z

R
Z

X
Z

� �

P
Q

� �

ð9:12Þ

where P0 and Q0 are the modified real and reactive powers, and the conventional
droop control method is modified by applying this transformation as:

d� d0 ¼ �kp P0 � P00
� 	

¼ �kp
X

Z
P� P0
� 	

� R

Z
Q� Q0
� 	

� �

ð9:13Þ

V � V0 ¼ �kq Q0 � Q00
� 	

¼ �kq
R

Z
P� P0
� 	

þ X

Z
Q� Q0
� 	

� �

ð9:14Þ

The advantage and major limitation of this method are [40]:

• It improves the real load-sharing accuracy and stability of the system, but
• The reactive load-sharing error exists.

Virtual output impedance method
The coupling between real and reactive load-sharing degrades load-sharing
accuracy. An inductor is connected in series with the inverter to improve the
sharing accuracy [41], but it is heavy, bulky and costly. This method considers that
a virtual impedance (zD) is connected to the output of the inverter to reduce the
imbalance of the line impedance [3, 23, 34, 42–44]. The relationship between the
virtual impedance and reference voltage (vr) is presented in Eq. (9.15) and the
control scheme is shown in Fig. 9.4.

vr ¼ v� zDi ð9:15Þ

where i and v are the output current and voltage, respectively.
In this control scheme, the output current is fed via a virtual impedance to

improve the voltage regulation which also reduces the coupling between real and
reactive load-sharing. This increases the reactive load-sharing error because of
increasing droops in the impedance voltage [3]. To improve the accuracy of
reactive load-sharing, a method based on an additional control signal is proposed

Conventional 
Droop Controller Plant

Virtual Impedance (zD)

+
-

i

v vr To
Load

Fig. 9.4 Block diagram of a
virtual impedance control
scheme [43]

194 M. A. Barik et al.



in [5]. This method is complex and has a possibility of creating line current
distortions. Another approach, which adds DV

Q slopes into voltage droop control,

increases the reactive load-sharing accuracy, and reduces the effects of local loads
[3]. Another technique is obtained by enforcing the resistive output impedance
[34]. This technique offers the advantages of automatic harmonic sharing and
improves the dynamic response of the paralleled system. Advantages and limita-
tion of virtual impedance methods are [40]:

• It improves voltage regulation and load-sharing accuracy, and
• It reduces the imbalance of the line impedance, but
• It may not work properly in some situations due to the plug-and-play features of

DGs and loads.

Supplementary control loop method
In a weak system, the high gain of the angle droop controller is required for the
proper sharing of load causing a stability problem in the system. A supplementary
control scheme is presented in [37]. This scheme considers closed-loop stability
over a range of operating conditions. Also, its reduces the effect of the high gain by
using a supplementary loop with conventional droop control as shown in Fig. 9.5.
In this method, the output real power from the inverter passes through a high-pass
washout circuit with a 0.05 s time constant to capture the oscillatory behaviour and
eliminate the DC component. The supplementary control block generates a sup-
plementary control signal (DVdr) which modulates the output from the droop
controller to modify the d-axis reference voltage (Vdr). This method is based on the
local measurement and modulation of the d-axis voltage reference of each inverter.
Finally, the supplementary loop increases the operating range of a weak system to

abc/dq 
Transformation

Conventional 
Droop Controller

Plant

Washout 
Circuit

Supplementary 
Control Block

Vdr

Vdr

Vqr

V'dr

V

PQ

To Load

Fig. 9.5 Block diagram of a supplementary droop control scheme, where Vqr and V0dr are the q-
axis voltage reference and the modified d-axis reference voltage, respectively [37]
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ensure satisfactory load-sharing. Its advantages are increase in the operating range
and reduction of the load-sharing error. However, this method considers only the
stability issue.

Voltage-based droop control method
In an inertia-based generator, the power imbalance affects the frequency of the
generator which can be managed by controlling this frequency. In an inverter-
based generator, the power balance is achieved by controlling the DC-link voltage.
Also, the power flow in a distribution network depends on the voltage magnitude
due to the network’s highly resistive transmission lines. Based on these, a voltage-
based droop control scheme with two parts, a Vg/Vdc droop and a P/Vg droop, is
presented in [1, 45, 46] and shown in Fig. 9.6. In the Vg/Vdc droop, the RMS value
of the terminal voltage (Vg) changes according to the change in the DC-link
voltage (Vdc) as:

Vg ¼ Vg; nom þ mðVdc � Vdc; nomÞ ð9:16Þ

where Vg,nom and Vdc,nom are the nominal values of the RMS voltage and DC-link
voltage, respectively and m is a constant. Again, voltage variations can occur due
to the control action taken by the Vg/Vdc droop. In every system, there is a certain
tolerance level for voltage variation. If it is exceeded, the output power from the
DGs is changed by the P/Vg droop. This controls the DC-link power (Pdc) which
depends on the constant power bandwidth of the DGs, as shown in Fig. 9.7. The
advantages and disadvantages of this method are:

• It improves sharing accuracy and voltage regulation,
• It is more beneficial for delaying RESs’ power changes than a dispatchable unit

which encourages the integration of more renewable energy, and
• It opposes hard curtailment which reduces ON–OFF oscillations, but
• It does not address the reactive power-sharing accuracy.

9.2.1.4 Comparison of Modified Droop Control Methods

All the modified droop control methods for the proper sharing of load in a dis-
tribution system improve sharing performance. In the frame transformation

(a) (b)

Vg,nom

Vg

Vdc,nom

Pdc,nom

Vg,nom

Pdc

Vdc Vg

Fig. 9.6 a Vg/Vdc droop, b P/Vg droop [46]
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method, load-sharing is improved by considering both resistive and inductive line
impedances. A reactive load-sharing error exists in this method due to the coupling
between real and reactive load-sharing. The virtual output impedance method
reduces the effect of unbalanced line impedance and increases load-sharing
accuracy. Sometimes this method may not work properly due to the plug-and-play
features of DGs and loads. On the other hand, stability can be improved by adding
a supplementary control loop to the supervisory control loop. Finally, voltage-
based droop control method considers all the generator types, such as dispatchable,
non-dispatchable and inertia-less DGs, and considers resistive transmission lines
while encouraging the integration of more RESs. This method is more suitable for
load-sharing in a distribution system because it considers the system’s maximum
constraints. Also, it highlights the sharing accuracy of the real power, but it does
not address that of the reactive power very well.

9.2.2 Communication-Based Control Techniques

9.2.2.1 Centralised Control Schemes

In these control techniques, load-sharing is centrally controlled by coordinating all
DGs and loads, with a central control unit measuring the load demand of the
system. A communication link sends reference signals to the local controllers
which are responsible for controlling the generating unit to meet the reference
value. There are two centralised control techniques, the central limit and master,
which are described in the following subsections.

Pdc,nom

Pdc

Pdc,nom

Pdc

Pdc,nom

Pdc

Vg,nom Vg

Vg,nom VgVg,nom Vg

(c)

(a) (b)

B

2B

Fig. 9.7 Constant power bands: a dispatchable unit (no bandwidth limit), b less dispatchable
unit (bandwidth = 2B), and c non-dispatchable unit (bandwidth = B), where Pdc, nom is the
nominal value of the DC-link power [1]
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Central limit control scheme
The central control unit measures the real and reactive load values and load
voltages, and calculates the reference currents (ir) for each generator and the
voltage error term (ve). The central limit control scheme is presented in Fig. 9.8.
The reference current for a generator can be calculated by dividing the total load
current (il) by the weighting factors (W) of the generators, i.e., the summation of
all the reference currents is equal to the load current, where the weighting factors
depend on the ratings of the generators (Gr). The voltage error term can be cal-
culated by comparing the load voltage (vl) with the reference voltage (vr). Local
controllers control the output currents and terminal voltages by considering the
reference current and voltage error [47–49]. A phase-lock loop (PLL) is used to
synchronise the central control unit and local controllers. This method has some
superior characteristics and also some limitations, as described below [35, 48–50].

Fig. 9.8 Block diagram of a central limit control scheme [47]
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• Its control algorithm is very simple.
• Current-sharing is forced during all times, including transients.
• Accurate load-sharing and voltage regulation are achieved in the steady state as

well as during transients.
• The communication links and supervisory control centre required are expensive.
• It is difficult to apply in a large and highly distributed system especially during

system expansion.
• It is difficult to achieve a fast response for power distribution control due to the

relatively slow response of the PLL.
• Neglecting the line impedances in the control strategies is a significant

disadvantage.
• If the sum of the weighting factors differs from one due to reasons like the

shutdown of a unit or a programming fault, the load current will not be supplied
properly.

Master control scheme
This technique is almost the same as the central limit control technique [48],

where all the local control units control both the voltage and current. In master
control scheme, master unit is responsible for only the voltage regulation. The load
current is divided among the other units according to their weighting factors. An
advantage of this method is that the master unit can provide transient current at the
time of a wrong weighting factor because it does not have a current controller.

In this control scheme, the master unit can be selected as a fixed, arbitrarily
chosen or maximum crest current unit and in the grid-connected mode, the main
grid can be used. Another option in this method is that the master unit can take the
responsibility of a central control unit and operate as a voltage source inverter. In
this case, master unit measures the load demand of the system, controls the grid
voltage, calculates the reference current for each generator and sends it to the
relevant generator. This technique has some advantages over the central limit
control approach as well as some disadvantages, as given below [35].

• In the case of failure of a unit, the system will still be operational because the
master unit will supply the transient current.

• Its load-sharing performance is good because the master unit controls the grid
voltage while other units are responsible for controlling only the output current.

• At a time, one signal has to be distributed to each local controller.
• It can operate without a central control unit.
• As the instantaneous voltages and currents are distributed throughout the sys-

tem, a high bandwidth is required for communication.
• The system will not work if the master unit fails because all the other units

depend on it.
• A high transient current can cause a dangerous situation because the master unit

does not have any current controller.
• As a relatively higher bandwidth is required in the transient than steady-state

condition, the system can fail if it has a low bandwidth.
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9.2.2.2 Circular Chain Control (3C) Scheme

The 3C method is presented in [13]. In this method, each module tracks the output
current from the previous module, with the first modules tracking those from the
last as reference values to share equal current, as depicted in Fig. 9.9. The voltage
control loop is used to ensure voltage regulation. This method requires less
communication than other techniques because each module communicates with
only the previous one and its dynamic response is very fast. Its advantage and
major drawback are:

• It requires less communication, but
• All units must be successively connected.

9.2.2.3 Distributed Control Through Frequency Partition

The distributed control technique is based on frequency partitioning between the
central and local controllers [50, 51]. The central controller is responsible for
controlling the low-frequency term and the local controllers the high-frequency
term. Information on the modules’ voltage references, current references and
average feedback voltages is shared among the modules. This scheme presents a
control algorithm which combines a low-pass filter (HLF) with a matched high-
pass filter (1-HLF). The filters are used for perfect sharing of the control spectrum
between two controllers, as depicted in Fig. 9.10. This control scheme uses a
limited bandwidth of the communication signal. Its advantages and disadvantages
are [35, 50]:

• Transient load-sharing is improved,
• The system will continue to run if a module breaks down,
• A limited bandwidth communication link is used to maintain load-sharing

between the units,
• The local controller rejects the harmonic component, and
• The power quality of the system is improved under linear, nonlinear, balanced

and unbalanced loads, but
• Interconnections between the DGs are required, and
• Higher performance can be achieved with high bandwidth which is costly.
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Fig. 9.9 Block diagram of 3C scheme [13]
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9.2.2.4 Instantaneous Average Current-Sharing Scheme

For proper load-sharing control, the RMS values of the output currents are shared
among the modules [26] and the average active and reactive loads shared [52].
These methods have good performances, but their current-sharing responses are
very slow [53]. To overcome this issue, an instantaneous average current-sharing
scheme based on sharing the instantaneous average current values among the
inverters was designed [53–56]. In this method, a current-sharing bus measures
deviations of the individual output currents and generates a current reference value
for all DGs, as shown in Fig. 9.11. The voltage reference of each generator is
different, but synchronisation is required to make the voltage phase angles of all
inverters the same to ensure equal load-sharing. Each inverter has three control
loops, inner current, outer current and inner voltage. The inner voltage and current
loops control the inverter to provide good sharing in both steady-state and transient
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Fig. 9.10 Block diagram of a distributed control scheme, where C is the control signal [51]
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Fig. 9.11 Block diagram of an instantaneous average current-sharing control scheme [53]
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conditions for each single inverter. The outer current loop ensures equal sharing of
the load by each inverter. This method is improved by introducing an adaptive
gain-scheduling approach that modifies the current error signal [54]. The advan-
tage and limitations of this method are [35]:

• It performs well for both current-sharing and voltage regulation, even if the
output currents contain many harmonics, but

• The necessary interconnections between the inverters limit the flexibility of the
system and degrade redundancy,

• The highest current control deteriorates the current distribution and output
voltage regulation,

• The non-identical component characteristics and input voltage variations of the
paralleled inverters might also deteriorate system performance, and

• This method is designed for equal power-sharing only.

9.2.2.5 Comparison Between all Communication-Based Methods

Various types of communication-based control techniques proposed for sharing the
load in a distribution system perform better than the droop control method. These
methods need a communication link, which is expensive, and interconnections
among all modules, which reduces the reliability of the system. Of all the com-
munication-based methods, the centralised control ones are the most simple and
accurate for sharing the load among DGs in LV and MV networks. They are
expensive and difficult to implement in a complex system. The 3C method offers a
simple control with less communication and has a first dynamic response, but
requires successive connections of all DGs which may not visible in practical
cases. The instantaneous average current-sharing control scheme controls the
output current from each generator by measuring the deviations of individual
output currents to ensure equal sharing of the load currents. This method only
produces good results for equal current-sharing. Finally, distributed control
through the frequency partition method performs well in terms of load-sharing
under both steady-state and transient conditions. Also, this method is effective for
linear, non-linear, balanced, and unbalanced loads. Its performance depends on the
communication bandwidth. A high bandwidth would achieve better performance.
As this is costly, this method considers a limited bandwidth communication link
for communicating with all DGs.

9.2.3 Droop Control Method with Communication

The main limitation of the droop control method is the coupling between real and
reactive load-sharing which decreases the sharing accuracy. The high cost of a
communication link is the major drawback of the communication-based control
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method. Considering these constraints, a method is proposed in [40] which
achieves good load-sharing at a relatively low communication link cost. This is a
reactive power compensation scheme based on the droop control method. This
scheme uses a low bandwidth synchronisation flag signal to obtain the reactive-
sharing error from the central controller.

A reactive power compensation control scheme for load-sharing in LV and MV
networks is shown in Fig. 9.12. Here, load-sharing is undertaken by coordinating
the central and local controllers. The central controller measures the reactive load-
sharing error and transmits it to the local controllers via a uni-directional low-
bandwidth communication link. Initially, each local controller uses the conven-
tional droop control method for load-sharing and measures the average power
(Pav). Each local controller stores the average power until it receives an error
signal from the central controller. Then, a modified droop control method is used
to compensate the reactive load-sharing as:

d� d0 ¼ �ðkpPþ kqQÞ ð9:17Þ

V � V0 ¼ �kqQþ
Z

kiðP� PavÞ ð9:18Þ

where Pav is the last value of the average active power saved before the error
signal is received. In Eq. (9.17), angle droop control is achieved by coupling the
real and reactive powers in the case of a reactive power error, where kqQ is used as
an unequal offset and is present only for a compensating reactive power-sharing
error. The integral term in Eq. (9.18) is used to maintain the active power at Pav

during the time of reactive power compensation. A dead band is used before the
integral block to limit the impact of load variations during that period. The
advantages and disadvantages of this method are:
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Fig. 9.12 Block diagram of a reactive power compensation control scheme [40]
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• A low bandwidth uni-directional flag signal is used to obtain the reactive power
error signal from the central controller,

• Local load effects, unequal voltage drops in virtual and physical impedances,
and variations in droop slopes are considered, and

• Its reactive load-sharing accuracy is very good like its frequency droop in the
steady state, but

• Measuring the average power is not straightforward, and
• Its transient performance is not very good, particularly for a sudden large load

variation.

9.3 Conclusions and Future Directions

An appropriate technique for controlling generating units in a distribution system
to ensure the proper flows of real and reactive powers while maintaining the
stability of the system is required. Designing a control scheme for load-sharing in a
distribution system is a big challenge because its transmission lines are resistive,
line impedances are unequal, most of its DGs are inverter-interfaced with some
local loads, and it is based on inertia-less RESs which have significant effects on
load-sharing.

A brief discussion of existing research on load-sharing of LV and MV networks
is presented in this chapter. Existing research shows that the load-sharing of the
distribution system can be enhanced by modifying the conventional droop control
method, using communication link, or using modified droop control method with
communication link. In all approaches, load sharing performance is improved.
Among them, communication-based methods achieve better performance for load-
sharing as well as better voltage regulation. These methods have not achieved
popularity due to high cost of the communication link and the complexity of
implementation. Most of the present research focuses on modifying the droop
control method for load sharing. Existing modified droop control methods give a
significant better performance on load-sharing, but reactive power-sharing accu-
racy, of the modified droop control methods, needs a significant improvement for
practical applications. Finally, droop-based control method with communication
link improves reactive power sharing accuracy, but advanced technique is required
to ensure the fast transient response.

Overall, it can be concluded that the major limitation of existing research is that
its results in terms of reactive power-sharing accuracy in the transient condition
are not up to the mark, but could be improved by adding some extra features using
the reactive power compensation method, such as:

(1) a better tuning algorithm for selecting the controller gain to reduce compen-
sation time,

(2) a scheme for predicting loads and generation capability in advance, and
(3) a robust controller which has a better transient response capability.
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Appendix-I: List of Symbols

Symbols Variable names

sab Power flow from node a to b
Pab Real power flow from node a to b
Qab Reactive power flow from node a to b
iab Current flow from node a to b
R Line resistance
X Line reactance
z Line impedance
Z Magnitude of the line impedance
h Phase angle of the line impedance
Y Line admittance
zD Virtual impedance
v Terminal voltage/output voltage of a generator
va Voltage of node a
vb Voltage of node b
vr Reference voltage of a generator
vl Load voltage
vn Terminal voltage of the nth generator
ve Voltage error term
V Terminal voltage magnitude
Va Voltage magnitude of node a
Vb Voltage magnitude of node b
Vr Reference value for V
Vg RMS value of terminal voltage
Vdc DC-link voltage
Vdr Direct axis voltage reference
Vqr Quadratic axis voltage reference
Vg, nom Nominal value of RMS voltage
Vdc, nom Nominal value of DC-link voltage
DVdr Supplementary control signal for modifying direct axis voltage reference
V0dr Modified direct axis voltage reference
d Bus angle
da Bus angle of node a
db Bus angle of node b
dr Reference value for d
dab Bus angle difference between nodes a and b
i Output current of a generator
ir Reference current
il Total load current
in Output current of the nth generator
P Real power injection to the grid
Q Reactive power injection to the grid
Pr Reference value for P
Qr Reference value for Q

(continued)
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(continued)

Symbols Variable names

P0 Modified real power injection to the grid
Q0 Modified reactive power injection to the grid
Pdc DC-link power
Pav Average power
Pdc, nom Nominal value of DC-link power
Gr Rating of generator
W Weighting factor of the generators
C Control signal
CLF Control signal from central controller
CHF Control signal from local controller
m, kp and kq Constants
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Chapter 10
Integration of Green Energy into Power
Distribution Systems: Study of Impacts
and Development of Control Methodology

N. K. Roy and H. R. Pota

Abstract Distributed generation (DG) is gaining popularity as it has a positive
environmental impact and the capability to reduce high transmission costs and
power losses. Although the integration of renewable energy-based DG will help
reduce greenhouse gas emissions, it will rely heavily on new ways of managing
system complexity. As traditional distribution networks were not designed to
accommodate power generation facilities, various technical issues arise in the
integration of distributed energy resources (DERs) into grids. This chapter presents
an analysis of the major obstacles to the integration of green energy into power
distribution systems (PDSs). Static and dynamic analyses are carried out with solar
photovoltaic (PV) generators connected to different test systems to gain a clear
understanding of the effect of PVs in PDSs. The results are compared with the
existing utility standards to determine the critical issues in the integration of PVs
into PDSs. A novel H? based control methodology is proposed to ensure grid
code-compatible performances of PV generators. During the controller design,
special attention is given to the dynamics of the load compositions of distribution
systems. It is found that the proposed controller enhances the voltage stability of
distribution systems under varying operating conditions.
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10.1 Introduction

Power supply reliability, efficiency and sustainability are the major concerns in the
development of future energy systems. Many countries of the world have set their
targets for power generation from green energy to reduce greenhouse gas emis-
sions, as shown in Table 10.1 [1]. To reach the goal of green energy, distributed
generation (DG) is a promising option and, therefore, is receiving a great deal of
interest.

Photovoltaic (PV) and wind energy-based systems are the most important green
energy resources. Research on the integration of solar PV in distribution systems is
still in its infancy. At present, the main concerns about high penetration levels of
solar PV generation in a distribution system are the effects of intermittency on the
system protection when multiple sources are connected to a radial feeder or network
[2, 3]. Close attention has been paid to modeling generators and their associated
controls, and distribution system equipment. A model of a PV array is proposed in
[4] which uses theoretical and empirical equations, together with data provided by
the manufacturer, solar radiation, cell temperature and other variables, to predict
the current–voltage curve. To study interactions of PV generators within the power
system, a model of PV generator developed based on experimental results [5]
suggests that the maximum power point tracking (MPPT) part of the control system
of a PV generator dominates the dynamic behavior of the system. A mathematical
model suitable for stability analysis that includes the nonlinear behavior of grid-
connected PV modules is presented in [6]. Simulations which include the entire
power converter are performed in [6] to support the mathematical analysis and it is
concluded that the system is more susceptible to instability under high loading
levels, i.e., when operating close to its maximum power point.

Grid integration of solar PV systems is gaining more interest than traditional
stand-alone systems because of the following benefits:

• under favorable conditions, a grid-connected PV system supplies the excess
power, beyond the consumption required by the connected load, to the utility
grid;

• it is comparatively easy to install as it does not require a battery system because
the grid is used as a backup;

• no storage losses are incurred; and
• it has potential cost advantages.

It is expected that grid-connected PV systems in medium-voltage networks will
be commercially accepted in the near future [7]. Therefore, it is necessary to
accurately predict the dynamic performance of three-phase grid-connected PV
systems under different operating conditions in order to make a sound decision on
the ancillary services that need to be provided to utilize their maximum benefits
without violating grid constraints. Thus, the spread and growth of solar and other
distributed renewable energy has led to significant modeling and engineering
analyses of distribution systems. Although DG has several potential benefits, the
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connection of it in the existing distribution network will increase the fault level of
the system. The impact of DG on the local voltage level can be significant during a
contingency. Typical contingencies on a distribution network can occur in the
form of single or multiple outages, such as unplanned losses of generators or
distribution feeders. Several internal and external causes are responsible for
equipment outages [8]. The internal causes arise from phenomena, such as insu-
lation breakdown, over-temperature relay action or simply incorrect operation of
relays. The external causes result from some environmental effects, such as
lightning, high winds and icy conditions or non-weather related events, such as a
vehicle or aircraft coming into contact with equipment or even human or animal
direct contact. These contingencies can result in partial or full power outage in a
distribution network unless an appropriate control action is taken.

A higher PV penetration level could possibly cause instability problems when a
large percentage of the system load is supplied by PVs. Therefore, it is becoming
more important to understand the behavior of a DG-integrated system under dis-
turbances with practical distribution network loads since variations in loads
physically close to generators are a large fraction of the generation. A practical
system load is a combination of various types of loads and it is referred to as a
composite load. The accurate modeling of loads is a difficult task due to several
factors, such as [9]:

• large number of diverse load components;
• ownership and location of load devices in customer facilities not directly

accessible to the electric utility;
• changing load composition with time of day and week, seasons, weather and

through time;
• lack of precise information on the composition of the load; and
• uncertainties regarding the characteristics of many load components, particu-

larly for large voltage or frequency variations.

Table 10.1 Renewable
energy targets in different
countries

Country Target (%) Year

Australia 20 2020
Austria 34 2020
Belgium 13 2020
China 15 2020
Denmark 30 2025
Finland 38 2020
France 23 2020
Germany 18 2020
Netherlands 14 2020
New Zealand 90 2025
Spain 20 2020
Sweden 49 2020
UK 15 2020
US 25 2025
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Load modeling is qualitatively different from generator modeling in many
aspects. Generally, only the aggregate behavior of load is required for power
system stability studies rather than a whole collection of individual component
behaviors [10, 11]. Thus, one cannot escape the necessity to analyze the impact of
bus load compositions in the distribution system behavior.

It is known that the majority (more than 60 %) of power system loads are
induction motors, the impact of which must be taken into account during network
analysis [12]. A higher proportion of induction motors in the composite loads
could cause voltage stability problem which could disconnect DG units from the
network as per the current utility practice [13, 14] which demands that a system
voltage should recover to an acceptable level after a disturbance within the time
indicated in Table 10.2. The unnecessary disconnection of generators reduces the
expected benefits of DG and should be avoided because of the increasing
importance of DG. In this context, it is particularly important to supply reactive
power to the dynamic load to maintain system stability, thereby keeping DG units
connected.

Although inverter-connected PV systems have their own reactive power
capability, they are not allowed to operate in voltage control mode to avoid
controller interactions [13, 14]. Moreover, in order to contribute more real power
into a system, small-scale PV units are operated at unity power factor (pf) [15]. It
is not advised to use PV inverters with a variable pf because, at high penetration
levels, this may increase the number of balanced conditions of load demands and
generations and, subsequently, increase the probability of islanding which is a
safety hazard [7]. If DG units are not allowed to regulate voltage, additional
sources of reactive power need to be installed at critical locations to supply the
reactive power of a system.

It is well-known that a static synchronous compensator (STATCOM) has
excellent performance in terms of its response speed and capabilities to reduce
system power loss and harmonics, improve voltage level and stability, and
decrease occupation area [16, 17]. The internal controls of a Distribution STAT-
COM (D-STATCOM) play a very important role in maintaining the system
voltage. The use of suitable control methods in a D-STATCOM may offer a better
performance along with making possible tracking of the desirable references more
efficiently. Conventional controllers for D-STATCOMs are mainly PI controllers
[18, 19], the tuning of which is a complex task for a nonlinear system with
switching devices. To avoid the limitations of PI controllers, a linear quadratic
regulator (LQR) method is used in [20] to design a STATCOM controller which

Table 10.2 Interconnection
system response to abnormal
voltages

Voltage range (pu) Clearing time (s)

V \ 0.5 0.16
0.5 B V \ 0.88 2.00
1.1 \ V \ 1.2 1.00
V C 1.2 0.16
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has a superior performance. Compared to the LQR method [20], which uses states
as feedback, linear quadratic Gaussian (LQG) controller is more realistic as it can
be designed using only measurable outputs and state variables estimated from
them [21]. However, linear controllers designed based on the given operating point
are not suitable in the event of large variations in the system model. To improve
the performance of an LQG controller, model mismatches or uncertainties can be
bounded by an H1 norm which provides robust closed-loop stability as well as
optimal performance [22]. As distribution networks have different types of loads, a
controller designed without regard to a tight bound on variations in load compo-
sitions will not lead to a satisfactory performance. However, this important issue
has not been considered in the existing literature. The superior dynamic perfor-
mance of the D-STATCOM compared to many other compensating devices
encourages further refining its control scheme to achieve robust performance
without enhancing its reactive power capacity.

This chapter makes three contributions: (a) an investigation of the static voltage
stability of distribution networks through Q–V analysis for different contingencies;
(b) an examination of the impact of different load compositions on the dynamic
behavior of distribution networks; and (c) a novel D-STATCOM controller design
which is robust to variations in load compositions in a practical distribution
system.

The organization of this chapter is as follows. Section 10.2 presents the static
voltage stability analysis of the system. The mathematical model of the system for
dynamic simulation is described in Sect. 10.3. Section 10.4 demonstrates the
impact of various load compositions on the distribution system. The controller
design is given in Sect. 10.5 and the performance of the designed controller is
evaluated for different operating conditions in Sect. 10.6. Concluding remarks are
given in Sect. 10.7.

10.2 Static Voltage Stability Analysis

A 16-bus 3-feeder distribution test system [23], as shown in Fig. 10.1, is used in
this study. Two PV generators, one at bus 2 and one at bus 3, are connected to the
distribution system. The total load on the system is 28.7 MW, 17.3 MVAr. The
test system data with distributions of system loads in different nodes is given in
Appendix-I. The PV system used in this analysis is operated at unity pf to comply
with the grid code requirement [13].

According to the Q–V method [12], the bus voltage magnitude (V) increases as
the reactive power (Q) injection at the same bus is increased. When the voltage of
any bus decreases with an increase in the Q for that bus, the system is said to be
unstable. The reactive power margin (Q-margin) is measured as the distance
between the lowest MVAr point of the Q–V curve and the voltage axis, as shown
in Fig. 10.2 [24]. Based on the Q–V analysis, the impacts of high PV penetration
and the behavior of the system under contingencies are described below.
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10.2.1 Impact of High PV Penetration

The penetration level of PV (%PV penetration) is given by

% PV penetration ¼ PPV

Pload

� 100 ð10:1Þ

where PPV is the total power delivered by the PV generator and Pload is the peak
load demand.
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The Q-margins of the system for increasing PV penetration levels are shown in
Table 10.3 which signify that PV generators have positive impacts on the system’s
Q-margin. In this scenario, the generations at both the PV buses are increased by
the same amount. As the penetration level of PV increases, static voltage stability
of the system also increases.

10.2.2 Behavior of System Under Contingencies

To get an idea of the system’s vulnerability, Q–V analysis is performed when PV
units are tripped as a result of disturbances in the system. Before application of the
contingency, it is assumed that PV1 and PV2 are supporting the total system load
equally. Figure 10.3 shows the Q-margins of the load buses when PV generators are
tripped from the system. It can be seen that the tripping of multiple PV generators
reduces the system stability compared to the tripping of a single PV generator.

It is expected that the penetration level of grid-connected distributed energy
resources (DERs) will increase substantially over the next few decades. With the
increased penetration of DG, tripping of massive generation due to local distur-
bances can further risk the stability of the whole system.

The most common operational problems in distribution systems are the over-
loads due to high demand in peak hours and inadequate voltage levels at system
buses. Load change exceeding the normal boundary can overload the lines and
transformers which is a safety hazard. To investigate the effect of overloading, it is
considered that initially, PV1 and PV2 are equally supporting the nominal system
load and then loading of the system is increased keeping the penetration level of

Table 10.3 Q-margins (MVAr) for different PV penetration levels

Bus no. Penetration level

20 % 40 % 60 % 80 % 100 %

2 29.80 31.07 32.19 33.18 34.06
3 37.78 39.17 40.42 41.55 42.57
4 35.59 36.93 38.04 38.99 39.80
5 46.21 47.69 48.89 49.88 50.69
6 26.43 27.56 28.57 29.46 30.28
7 24.77 25.85 26.82 27.69 28.49
8 167.60 169.96 171.62 172.74 173.42
9 82.43 84.25 85.65 86.73 87.55
10 82.07 83.97 85.55 86.85 87.92
11 52.46 53.99 55.22 56.21 57.02
12 55.12 56.52 57.73 58.83 59.79
13 48.45 49.89 51.13 52.21 53.14
14 69.37 71.12 72.58 73.80 74.82
15 37.95 39.21 40.34 41.37 42.32
16 34.97 36.15 37.23 38.22 39.13
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PV generators same. The effect of overloading of the system is tabulated in
Table 10.4 from which it can be investigated that a sudden overloading reduces the
voltage stability of the system. The impact of multiple contingencies is more
severe than a single contingency in a distribution network. Sudden outage of a line
and growth in demand significantly reduces the system’s stability margin, as
depicted in Table 10.4.

In this study, contingency analysis is carried out using a steady-state or power
flow model of the distribution system. Dynamic stability assessment is described in
the next section.
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Fig. 10.3 Q-margins of load buses under contingencies

Table 10.4 Q-margins of load buses before and after contingency

Load bus
no.

Q-margin (MVAr)

No contingency 20 % overload 30 % overload Outage of line 2–4
and 30 % overload

4 39.80 37.41 36.22 31.56
5 50.69 47.85 46.44 41.65
6 30.28 28.40 27.45 23.19
7 28.49 26.71 25.80 21.70
8 173.42 168.49 166.05 160.71
9 87.55 83.76 81.89 77.13
10 87.92 84.68 83.01 78.78
11 57.02 53.99 52.48 47.73
12 59.79 56.93 55.50 51.11
13 53.14 51.04 49.97 47.54
14 74.82 72.00 70.56 66.93
15 42.32 40.60 39.73 37.90
16 39.13 37.53 36.72 35.05
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10.3 System Model for Dynamic Analysis

To investigate the dynamic behavior of system, a Japanese practical distribution
system shown in Fig. 10.4 is considered [25]. A PV generator is connected at bus
13 and bus 1 is connected to the utility grid. The total load on the system is
6.301 MW, 0.446 MVAr. The PV generator has the capability to support 50 % of
the system load and the rest is supplied by the grid. The test system data with loads
is given in Appendix-I.

10.3.1 Solar PV

A PV generator consists of arrays of solar PV modules. PV modules produce DC
power which is converted into AC power by an inverter. It is essential to create
aggregate equivalent generators instead of modeling each individual inverter.
Small-scale PV generators are typically aggregated at the distribution interface
buses. Figure 10.5 shows a PV system connected to the grid through a DC–DC
converter and a DC-AC inverter. The equivalent circuit of a PV system is shown in
Fig. 10.6. The dynamics of the PV generator can be described by the following
equations [6, 26].

dipv

dt
¼ 1
#Lpv

ln
IL � ipv � vpvþRsipv

Rsh

Is
þ 1

 !

� 1
Lpv

ðvpv þ RsipvÞ ð10:2Þ

dvpv

dt
¼ 1

Cpv

½ipv � Nidc� ð10:3Þ

1 2 3 4 5 6

7891011

15 14 13 12

PV
Array

Utility
grid

Fig. 10.4 Single line diagram of Kumamoto 15-bus distribution system
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didc

dt
¼ 1

Ldc

½Nvpv � Rdcidc � vdc� ð10:4Þ

dvdc

dt
¼ 1

vdcCdc

½Ppv � P� ð10:5Þ

where # ¼ q
nskT, k = 1.3807 9 10-23 JK-1 is the Boltzmann’s constant,

q = 1.6022 9 10-19 C is the charge of electron, T = 298 K is the cell temperature
and ns is the number of series cells in the PV array, IL is the light-generated
current, ION is the dark diode characteristics of photocells, Lpv and Cpv is the
wiring inductance and capacitance of the PV cells, respectively, Is = 9 9 10-11 A
is the saturation current, Rs and Rsh are the series and shunt resistance of the array,
respectively, ipv is the current flowing through the array, vpv is the output voltage
of the array, N is the turns-ratio of the step-up transformer, Rdc is the resistance,
Ldc is the reactance, Cdc is the capacitance, G is the solar irradiance, idc is the
current flowing through and vdc is the output voltage of the DC-link, Ppv is the
power of the PV array which is a function of vdc, G and T, and P = 3/
2(vdid ? vqiq) is the output power, where vd and vq are the direct- and quadrature-
axis components of the output voltage, respectively, and id and iq are the direct-
and quadrature-axis components of the current, respectively.

The converter control of a solar PV system is shown in Fig. 10.7. The real and
reactive power generated and absorbed by the voltage source converter (VSC) can
be controlled by controlling its firing angle, apv and modulation index, mpv. In this
study, the reactive power, Qref is set to zero to operate the PV generator at unity pf
and Q = 3/2(vqid - vdiq). A shunt AC filter is not considered in the PV model since
its effect is more relevant for an electromagnetic transient analysis [27].

DC/DC Converter DC/AC ConverterPV Array

Fig. 10.5 Grid-connected PV generator
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Fig. 10.6 Equivalent model of grid-connected PV generator
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10.3.2 D-STATCOM

A D-STATCOM is a shunt-connected flexible alternating current transmission
system (FACTS) device that regulates the voltage of an AC bus. The regulation is
done by a VSC connected to a DC capacitor, as shown in Fig. 10.8. The dynamics of
this voltage source is governed by the charging and discharging of a large (nonideal)
capacitor. The capacitor voltage can be adjusted by controlling the phase angle
difference between line voltage, vs and VSC voltage, E (E ¼ kvdcs\a). If the phase
angle of the line voltage is taken as a reference, that of the VSC voltage is the same as
the firing angle, a, of the VSC. Thus, if a is slightly advanced, the DC voltage, vdcs,
decreases and reactive power flows into the D-STATCOM. Conversely, if a is
slightly delayed, the DC voltage increases and the D-STATCOM supplies reactive
power to the bus. By controlling a, the reactive power can be supplied from or
absorbed by the D-STATCOM and, thus, the voltage regulation can be achieved.

The dynamics of a D-STATCOM can be described by the following equation:

_vdcs tð Þ ¼ � Ps

Csvdcs

� vdcs

RcsCs
; ð10:6Þ

where vdcs is the capacitor voltage, Cs is the DC capacitance, Rcs is the internal
resistance of the capacitor, Ps is the power supplied by the system to the
D-STATCOM to charge the capacitor which is a nonlinear function of (a, k, E, vdc,
vd and vq) [28].

The terminal voltage of the D-STATCOM is measured using a transducer with
first-order dynamics,

_vsm ¼ �
vsm

Tm
þ Kmvs; ð10:7Þ

where vsm is the sensor output and vs is the voltage at the connection point of the
D-STATCOM, Km is a constant and Tm is the time constant of the voltage
transducer. In this chapter, the constant associated with the inverter, k is fixed and
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Fig. 10.7 Converter control of PV generator
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the firing angle, a is used as the control variable. In the load flow, the D-STAT-
COM is modeled as a generator bus (PV bus) with PG ¼ 0.

10.3.3 Load

The following exponential forms are used to represent a static load.

P Vð Þ ¼ P0
V

V0

� �a

; ð10:8Þ

QðVÞ ¼ Q0
V

V0

� �b

; ð10:9Þ

where P and Q are the active and reactive components of the load, respectively and
V is the bus voltage magnitude. The subscript 0 identifies the values of the
respective variables at the initial operating condition. The parameters of this model
are the exponents a and b. With these exponents equal to 0, 1 or 2, the model
represents the constant power, constant current or constant impedance character-
istics of load components, respectively.

For composite loads, the load components for the nominal system are aggre-
gated assuming that a load delivery point consists of 30 % static loads (space
heating, cooking, water heater, etc.), 10 % fluorescent lamps [24] and 60 %
induction motors [24]. In this study, the active components of static loads are
represented by constant current models and reactive components by constant
impedance models, as recommended in [9] for dynamic simulations.
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Fig. 10.8 D-STATCOM equivalent circuit with its control
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10.4 Impact of Different Load Compositions

In order to investigate the dynamic behavior of the system with the composite load
model, the system is tested with a sudden three-phase short-circuit fault at bus 2 for
a fault duration of 150 ms. Figure 10.9 shows the voltage at the point of common
coupling (PCC) for different load compositions in Table 10.5. The figure illustrates
that the composition of load has a great impact on the system stability. From
Fig. 10.9, it can be seen that the system has transient over-voltage in all cases and it
fails to return to pre-fault condition as the proportion of induction motors in the load
composition increases. The voltage profiles at different load buses with the load
composition 3 under the same disturbance are shown in Fig. 10.10. Real and
reactive powers drawn by the loads in those buses are shown in Figs. 10.11 and
10.12, respectively. From Figs. 10.11 and 10.12, it can be observed that the real
powers are less sensitive to the disturbance, however, dynamic loads cause voltage
instability due to their high reactive power consumption after a sudden disturbance.
To overcome the instability problem, the system requires dynamic compensating
devices to maintain the grid code requirements in Table 10.2.
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Table 10.5 Different load compositions in composite load model

No. Static (%) Fluorescent lighting (%) Induction motor (%)

Composition 1 45 15 40
Composition 2 30 10 60
Composition 3 15 5 80
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10.5 Controller Design for D-STATCOM

The problem considered here is the design of a robust controller which works for
various load compositions in the composite load. Modal analysis is performed on
the grid-connected PV system to obtain an idea of the dominant mode which needs
to be controlled [12]. The dominant mode of the nominal test system is monotonic
with an eigenvalue at -0.00059. The normalized participation factors indicate that
system voltage states (vpv ¼ 1:0, vdc ¼ 0:96, vdcs ¼ 0:57) have significant contri-
butions in this mode. This marginally stable mode causes unstable operation
during large disturbances in the system. The open-loop frequency response of the
system with converter controller is shown in Fig. 10.13 in which it can be
observed that the system has an inadequate margin (phase margin 28.55 deg) in
order to withstand disturbances.
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10.5.1 LQG Controller

The system to be controlled can be written as

_x tð Þ ¼ Ax tð Þ þ Bu tð Þ;
y tð Þ ¼ Cx tð Þ;

ð10:10Þ

where A is the system matrix, B is the control or input matrix, C is the output

matrix, x ¼ ipv; vpv; idc; vdc; vdcs; vsm

ffi �T
, input, u ¼ a and output, y ¼ vsm.

The standard LQR cost function can be defined as

J ¼lim
T!1

1
T

E

ZT

0

xT Qrxþ uT Rru
� �

dt; ð10:11Þ

where Qr is a positive semi-definite state weighting matrix and Rr is a positive
definite control weighting matrix, that is, Qr ¼ QT

r � 0, Rr ¼ RT
r [ 0 and E is the

expectation operator.
The controller for the nominal system that consists of a LQR and a Kalman-

Bucy filter (KBF) is given by [22]

_xc ¼ Acxc þ Bc DVref � Vsmð Þ; ð10:12Þ

yc ¼ Ccxc; ð10:13Þ

where

Ac ¼ A� BR�1
r BT Pr � Pf C

T R�1
f C; ð10:14Þ

Bc ¼ Pf C
T R�1

f ;Cc ¼ R�1
r BT Pr: ð10:15Þ

The matrices Pr and Pf are symmetric positive-definite solutions of the control
and filter algebraic Riccati equations given by equations (10.16) and (10.17),
respectively.

PrAþ AT Pr � PrBR�1
r BTPr þ Qr ¼ 0; ð10:16Þ

Pf A
T þ APf � Pf C

T R�1
f CPf þ Qf ¼ 0: ð10:17Þ

For the given test system, the weighting matrices for the standard LQG con-
troller are chosen as Qr ¼ diagð1; 1; 1; 10; 15; 5Þ and Rr ¼ 1 to calculate the
optimal gain. As IEEE Std. 1547 [13, 14] does not allow to regulate the voltage at
the PCC actively, in this chapter, the location of the D-STATCOM is determined
based on the weak bus oriented D-STATCOM placement planning to increase the
system’s Q-margin [29]. As, according to [29], the most suitable location for the
D-STATCOM in this study is bus 15, which is the most critical bus in this
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network, to evaluate the performance of the designed controller, simulations are
carried out on the nonlinear model of the system by connecting the D-STATCOM
at bus 15.

To demonstrate the performance of the standard LQG controller [30], the
voltage profile of the system with the controller is shown in Fig. 10.14 for a
sudden three-phase short-circuit fault of 150 ms at bus 2. From Fig. 10.14, it can
be seen that the standard LQG controller performs well to recover the voltage
within the utility’s time frame for the nominal system load composition. As the
standard LQG controller is designed for the nominal system (with load compo-
sition 2), it can ensure the performance for the plant for which it is designed.
However, it cannot provide robust performance when the load composition
changes (load composition 3), as depicted in Fig. 10.14. The results of stability
simulations indicate that the performance of the controller can be drastically
affected by the variations in load compositions which motivates the design of a
robust controller for the D-STATCOM.

10.5.2 Norm-Bounded LQG Controller

To facilitate the control design, the uncertain system can be represented as

_x tð Þ ¼ A pð Þx tð Þ þ B pð Þu tð Þ;
y tð Þ ¼ C pð Þx tð Þ;

ð10:18Þ

where p 2 R
k denotes the vector of uncertain parameters; AðpÞ;BðpÞ;CðpÞ are

appropriately dimensioned matrices assumed to be affine functions of the
parameter vector, p. The parameters pi; i ¼ 1; 2; . . .; k, which are components of p,
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Fig. 10.14 Performances of standard LQG controller for different load compositions
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are assumed to lie in a convex polytopic region f in the parameter space, bounded
by vertices p j; j ¼ 1; 2; . . .; l.

During the design procedure of the controller, the system with load composition
2 is considered as the nominal system. The first step in the design of robust
controller using the proposed method is to linearize the system in the region given
by the nominal load, p0 and changes in the system model due to variations in load
compositions, Dp. From the simulations of the variations in load compositions, we
obtain p, which is made up of the end-points of the region of interest. AðpÞ is
calculated for all possible combinations of these quantities. The corner points for
A Pð Þ are given by �Pls ¼ Pls0 þ 0:15 pu, Pls ¼ Pls0 � 0:15 pu; �Qls ¼ Qls0 þ 0:15 pu,
Q

ls
¼ Qls0 � 0:15 pu; �Plf ¼ Plf 0 þ 0:05 pu, Plf ¼ Plf 0 � 0:05 pu; �Qlf ¼ Qlf 0þ

0:05 pu, Q
lf
¼ Qlf 0 � 0:05 pu; �Plm ¼ Plm0 þ 0:20 pu, Plm ¼ Plm0 � 0:20 pu;

�Qlm ¼ Qlm0 þ 0:20 pu, Q
lm
¼ Qlm0 � 0:20 pu, where Pls and Qls are the real and

reactive power of static loads, respectively, Plf and Qlf are the real and reactive
power of fluorescent lighting loads, respectively, and Plm and Qlm are the real and
reactive power of induction motors, respectively, in the aggregated model.

In this study, the power supplied by the system, Ps, to the D-STATCOM to
charge the capacitor is a nonlinear function of the control input, a. Considering
10 % uncertainty in the input, corner points for B Pð Þ are given by
�Ps ¼ Ps0 þ 0:1pu; Ps ¼ Ps0 � 0:1pu.

The output matrix C is defined as C ¼ ½0; 0; 0; 0; 0; 1�. Considering 5 %
uncertainty due to the measurement error in the output, the corner points for C pð Þ
are given by �Vs ¼ Vs0 þ 0:05pu;Vs ¼ Vs0 � 0:05 pu:

The problem is to obtain a controller which minimizes the performance func-
tion (10.11) under the constraint (10.18). The approach considered here is to find
the smallest upper bound on the H1 norm of the uncertain system and then an
optimal controller is designed with this bound.

Suppose that there is a positive-definite symmetric matrix P and a scalar r [ 0
such that [22]

Zðp j;PÞ :¼ Aðp jÞT Pþ PAðP jÞ þ Cðp jÞT Cðp jÞ PB p jð Þ
Bðp jÞT P �rI

� 	

� 0; ð10:19Þ

for j ¼ 1; 2; . . .; l:

To find the smallest upper bound on Gðp j; sÞ ¼ Cðp jÞ½sI � Aðp jÞ��1Bðp jÞ, it is
necessary to minimize r.

If the inequality (10.19) is satisfied for all p j then,

k Gðp j; sÞ k1 � c :¼
ffiffiffi
r
p

; 8p 2 f

For the nominal system ðA;B;CÞ, k GðsÞ k1 � c; iff there is a symmetric
positive-definite matrix P such that the following inequality is satisfied.

AT Pþ PAþ CT C PB
BT P �c2I

� 	

� 0: ð10:20Þ
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The problem is to find an LQG controller whose infinity norm is bounded by a
given number l [22],

k Gc sð Þ k1 � l; such that 0\l\1=c;

where GcðsÞ ¼ CcðsI � AcÞ�1Bc:
Without loss of generality (Appendix-II), to reduce computational complexity,

an equivalent condition (10.25) is derived which is in the form of inequality
(10.20) with P ¼ I and the resulting transformed system takes the form of equation
(10.24).

Suppose that [22] the LQG performance function weights are such that Qr [ 0
and

Rr � I; ð10:21Þ

Qr [ l�2PrĈ
T R�2

f ĈPr � ĈT R�1
f ĈPr � PrĈ

T R�1
f Ĉ; ð10:22Þ

Qf ¼ � Âþ ÂT
� �

þ ĈT R�1
f Ĉ: ð10:23Þ

Then, the controller is norm bounded by l (0\l\ 1
c), if (10.21)–(10.23) are

satisfied.

10.5.3 Design Steps

The design steps of the LQG optimal norm-bounded controller for the nominal
system are given below:

Step 1: Obtain the region of interest by varying load compositions in the
composite load.

Step 2: Find the smallest upper bound c on the norm of the uncertain system so
that the inequality (10.19) is satisfied.

Step 3: Obtain a solution P to the linear matrix inequality (10.20) for the
nominal system and transform the system matrices using the similarity transfor-
mation, z ¼ Cx.

Step 4: Choose the LQR weighting matrices Rr � I and Qr [ 0 based on the
performance requirements and choose the scalar l, 0\l\ 1

c.

Step 5: Solve equation (10.16) for Pr and choose Rf such that (10.22) is
satisfied.

Using the above steps, the required controller is given by equations (10.14) and
(10.15) with Pf ¼ I.
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10.6 Performance Evaluation

In order to improve the system’s performance under varying operating conditions,
a robust LQG controller is designed according to the Steps 1–5 described in
Subsection 10.5.3. For the proposed approach, the smallest H1 norm-bound is
found to be c ¼ 1:15. A norm-bounded controller is designed to have an H1 norm
less than 1=c. The weighting matrices are chosen as

Qr ¼ diagð1; 1; 1; 12; 20; 10Þ;Rr ¼ 1:5;Rf ¼ 1:

Qr and Rr are chosen so as to give good regulator performance and Rf is chosen
so as to satisfy (10.22). There is a considerable freedom in choosing the regulator
weighting matrices Qr and Rr, but limited freedom in choosing the filter weighting
matrices Qf and Rf . This is to be expected because the objective is to limit the
overall controller gain which consists of the product of the LQR and KBF gains. A
suitable balance between the LQR and KBF gains can be obtained by adjusting Qr

and Rr in such a way as to permit a smaller Rf [22].
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Fig. 10.15 Bode plot of robust D-STATCOM controller—firing angle versus terminal voltage
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The frequency response of the proposed controller in Fig. 10.15 signifies that it
provides adequate bandwidth and margins to stabilize the system under different
operating conditions. The closed-loop eigenvalue of the dominant mode is found at
-4.512. To examine the robustness of the proposed controller, the following
contingencies are applied:

• a symmetrical three-phase short-circuit fault close to the substation; and
• an asymmetrical fault close to the DG unit.

10.6.1 Contingency I: Three-Phase Short-Circuit Fault
Close to Substation

In the studies of cases involving a short-circuit fault, the load characteristics during
a fault might deserve far more attention as bus voltages are depressed and even-
tually affect the stability of the system. In the demonstrated test system, main
source of reactive power support to the load is the substation located at bus 1. To
test the controller performance under a severe disturbance, the system is operated
with the load composition 3 and a three-phase short-circuit fault is applied near the
substation at bus 2 for 150 ms. From Fig. 10.16, it can be observed that although
the standard LQG controller fails to operate for a change in the load composition,
the proposed H1 norm-bounded LQG controller provides the grid code-compat-
ible performance due to the incorporation of load uncertainties in the design
process. It can be also observed from Fig. 10.16 that the system with the robust
D-STATCOM causes less transient over-voltage than the case without a
D-STATCOM. Voltages at the different load buses under the same disturbance
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Fig. 10.16 Voltage at PCC (bus 13) for load composition 3 (80 % induction motor in composite
load model)
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with the proposed control scheme can be seen from Fig. 10.17. Real and reactive
power drawn by the load before, during and after the disturbance are given in
Figs. 10.18 and 10.19, respectively. In all cases, the system returns to pre-fault
condition within a short-time. The outputs from the D-STATCOM for the standard
LQG and robust LQG controller are shown in Fig. 10.20 in which it can be
observed that the robust LQG controller supports reactive power to the system
instantaneously following a disturbance, thereby improving voltage performance.
The results obtained for the fault condition reveal superior dynamic performance
and fast fault recovery of the designed D-STATCOM.
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Fig. 10.17 Voltages at different load buses of system with robust D-STATCOM
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10.6.2 Contingency II: Asymmetrical Fault Close to DG Unit

To observe the effect of an unbalanced fault, a single-line-to-ground fault is applied
in the middle of the line connecting the buses 12 and 13. In this case, the system is
operated with 70 % induction motor loads, 10 % fluorescent lamps and 20 % static
loads in the composite load model. The fault is applied at 1 s and cleared after
150 ms. The voltage profile of the system at the PCC is shown in Fig. 10.21. It can
be investigated form Fig. 10.21 that although the controller is designed for the
nominal system, it performs well for a variation in the system model and the
original system is restored after the clearance of the fault. Reactive power con-
sumed by the load at bus 12 is shown in Fig. 10.22. The robust D-STATCOM
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Fig. 10.19 Reactive power consumed by loads at different buses with robust D-STATCOM
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injects reactive power to the load following a disturbance and the system voltage
starts to recover. The applied control effort a by the designed controller to stabilize
the system can be observed in Fig. 10.23.

The above investigations demonstrate that the proposed controller is robust
against changes in operating conditions and stabilizes the system under large
disturbances to ensure DG units remain connected to the network.
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Fig. 10.21 Voltage at PCC (bus 13) for asymmetrical fault (70 % induction motor in composite
load model)
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Table 10.6 PV system data Number of PV cells per module 54

Number of parallel modules in each row 150
Module current rating 2.8735 A
Module voltage rating 43.5 V
Voltage temperature coefficient -0.1 V/K
Current temperature coefficient 0.003 A/K
Diode ideality factor 1.3
VSC switching frequency 3060 Hz
On-state resistance of VSC valves 1 mX
Solar irradiance, G 1.0 kW/m2

Series resistance, Rs 0.0819 X
Shunt resistance, Rsh 72 kX
PV inductance, Lpv 1.0 lH
PV capacitance, Cpv 10 mF
DC-link resistance, Rdc 0.1 X
DC-link inductance, Ldc 1.0 mH
DC-link capacitance, Cdc 400 lF
Transformer ratio, N 15
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10.7 Conclusions

In this chapter, the impacts of solar PV generators and composite loads on dis-
tribution systems are analyzed and a novel control methodology is proposed to
ensure grid code-compatible performances of PV generators connected to distri-
bution networks. Static analyses show that the loss of multiple solar PV generators,

Table 10.7 Line and load data of 16-bus distribution system

SE RE R (pu) X (pu) Pl (pu) Ql (pu) C (pu)

1 8 0.110 0.110 0.040 0.027 0.000
8 9 0.080 0.110 0.050 0.030 0.012
8 10 0.110 0.110 0.010 0.009 0.000
9 11 0.110 0.110 0.006 0.001 0.006
9 12 0.080 0.110 0.045 0.020 0.037
2 4 0.075 0.110 0.020 0.016 0.000
4 5 0.080 0.110 0.030 0.015 0.011
4 6 0.090 0.180 0.020 0.008 0.012
6 7 0.040 0.040 0.015 0.012 0.000
3 13 0.110 0.110 0.010 0.009 0.000

13 14 0.090 0.120 0.010 0.007 0.018
13 15 0.080 0.110 0.010 0.009 0.000
15 16 0.040 0.040 0.021 0.010 0.018

5 11 0.040 0.040 0.000 0.000 0.000
10 14 0.040 0.040 0.000 0.000 0.000

(Base power is 100 MVA and base voltage is 23 kV, SE and RE are the sending and receiving
end nodes, respectively)

Table 10.8 Line and load data of 15-bus Kumamoto distribution system

SE RE R (pu) X (pu) B (pu) Pl (pu) Ql (pu)

1 2 0.003145 0.075207 0.00000 0.02080 0.0021
2 3 0.000330 0.001849 0.00150 0.04950 0.0051
3 4 0.006667 0.030808 0.03525 0.09580 0.0098
4 5 0.005785 0.014949 0.00250 0.04420 0.0045
5 6 0.014141 0.036547 0.00000 0.01130 0.0012
4 7 0.008001 0.036961 0.03120 0.06380 0.0066
7 8 0.008999 0.041575 0.00000 0.03230 0.0033
8 9 0.007000 0.032346 0.00150 0.02130 0.0022
9 10 0.003666 0.016940 0.00350 0.02800 0.0029

10 11 0.008999 0.041575 0.00200 0.21700 0.0022
3 12 0.027502 0.127043 0.00000 0.01320 0.0014

12 13 0.031497 0.081405 0.00000 0.00290 0.0003
13 14 0.039653 0.102984 0.00000 0.01610 0.0016
14 15 0.016070 0.004153 0.00000 0.01390 0.0014

(Base power is 10 MVA and base voltage is 6.6 kV, SE and RE are the sending and receiving end
nodes, respectively.)
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overloading and line outages from a distribution network can be a risk for the
system stability. Dynamic analyses illustrate that the proportion of induction motor
load in the composite load model has a significant impact on the stability of a
distribution network. It is investigated that a high percentage of induction motors
in the composite load model affects the dynamic voltage stability of the system. A
novel controller for a D-STATCOM is proposed to solve this problem. The pro-
posed control scheme determines the smallest upper bound on the H1 norm of the
uncertain system. The effectiveness of the proposed controller is verified through
time-domain simulation studies conducted on a widely used test system. The
results show that the distributed PV system with the proposed robust D-STAT-
COM controller maintains its stability despite major variations in load composi-
tions. As, in a practical system, there are always continual variations in the load
compositions itself, the proposed control method provides a good reflection of the
reality for supporting DG integration.

Appendix-I

The data of the PV system is given in Table 10.6. D-STATCOM parameters:
1.0 MVA, Cs= 300 lF, Rcs= 0.01 pu. The data of 16-bus and 15-bus distribution
test systems are given in Table 10.7 and Table 10.8, respectively.

Appendix-II

Suppose that C 2 R
n�n is a square root of P, i. e.; P ¼ CTC: Using the coordinate

transformation (n ¼ Cx), the system becomes

_n ¼ Ânþ B̂u; y ¼ Ĉn; ð10:24Þ

where Â ¼ CAC�1; B̂ ¼ CB; Ĉ ¼ CC�1:

Pre-multiplying (10.20) by diag½C�T ; I� and post-multiplying it by its transpose,
we have [22]

ÂT þ Âþ ĈT Ĉ B̂
B̂T �c2I

� 	

:¼ � QA Q12

QT
12 R

� 	

� 0: ð10:25Þ

Therefore, without loss of generality, it is assumed that the system is in this
form [i.e., it satisfies the inequality (10.20) with P ¼ I].
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Chapter 11
Integrating Smart PHEVs in Future
Smart Grid

F. R. Islam and H. R. Pota

Abstract In a smart power network, PHEVs can act as either loads or distributed
sources of energy. The two terms most commonly used to describe the intercon-
nection of a power network and electric vehicle are ‘Grid-to-Vehicle (G2V)’ and
‘Vehicle-to-Grid (V2G)’. When electric vehicles are connected into the grid to
recharge their batteries or supply energy to it, they act as loads known as the G2V
or V2G modes of operation respectively. This chapter reviews the impact of
implementing the G2V mode, and the benefits and drawbacks of, and strategies
for, the V2G interfacing of individual vehicles with a PHEV park. The perfor-
mance of a power system network can be improved using V2G technology, which
offers reactive power support, power regulation, load balancing, and harmonics
filtering, which in turn, improve its quality, efficiency, reliability and stability. To
implement V2G technology, a power network might require significant changes in
its structure, components and controls, the issues for which include battery life, the
need for concentrated communication between vehicles and the grid, the effects on
distribution accessories, infrastructure changes, and social, political, cultural and
technical concerns. As storage is essential for a power system, distributed electric
vehicles can be an economical storage solution if it has a good plan for buying and
selling its energy. Bidirectional power flow technologies of V2G systems need to
be addressed and the economic benefits of V2G technologies depend on vehicle
aggregation and G2V/V2G strategies. In the future, it is expected that their benefits
will receive greater attention from grid operators and vehicle owners.
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11.1 Introduction

Due to environmental and climate issues, along with the rising cost of petroleum,
energy security and limited reserves of fossil fuels [1–3], PHEV technology has
become of increasing interest. However, it is in an early stage of development and
faces a few problems before it can be adopted worldwide, such as technical lim-
itations, sociocultural obstacles and the fact that PHEVs currently cost more than
conventional vehicles [4]. According to the EPRI, penetration of PHEVs into the
USA’s vehicle market will be 35 % by the year 2020 [5]. To attain a stable and
versatile interfacing between a grid and PHEVs, standards and codes for system
requirements are developed by various organizations, such as the automotive
sector, the IEEE, the Society of Automotive Engineers (SAE) and the EPRI. In this
dissertation, PHEVs are chosen for analysis as they have a few advantages over
hybrid electric vehicle (HEV) and internal combustion engine (ICE) vehicles as
they can act in the discharge mode as V2G devices and in the charging mode as
G2V devices [6]. This chapter reviews V2G/G2V technologies on grids and cus-
tomer requirements, cost analysis, challenges and policies for V2G interfaces of
both individual PHEVs and vehicle fleets. To assess the impacts and utilization of
PHEVs in utility distribution or transmission networks, their controls and usage
prototypes need to be evaluated. The SAE has defined three levels of charger for
PHEVs [7], as summarized in Table 11.1. A PHEV behaves as a load when it
needs to recharge its battery in the G2V mode and as a generator when a utility
grid takes power from its battery in the V2G mode of operation. Its recharging and
discharging characteristics depend on a few factors, such as its geographical
location, the number of PHEVs in that particular area, its charging levels (charging
current and voltage), battery state and capacity, and the connection type used
(unidirectional or bidirectional) [8, 9].

11.2 Impact of G2V on Grid

First-generation mass-market PHEVs, such as the Chevrolet Volt and Nissan Leaf
[10, 11], connect to the grid for only battery charging, which is the most basic
configuration. G2V includes conventional and fast battery charging systems, and
the latter can stress a grid distribution network because its power is high, as a

Table 11.1 Charging power levels

Power level Description Power level

Level 1 Opportunity charger (any available outlet) 1.4 kW (12 A)
1.9 kW (20 A)

Level 2 Primary dedicated charger 4 kW (17 A)
19.2 kW (80 A)

Level 3 Commercial fast charger Up to 100 kW (12 A)
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typical PHEV requires more than double an average household’s load [25].
Charging practices in different locations also have an effect on the amount of
power taken from an electric grid by a fleet of PHEVs; for example, charging at
work in congested urban centres can lead to undesirable peak load [12], which
could require significant investments in expensive peak generation. Injected har-
monics and a low power factor can be serious problems if the charger does not
employ a state-of-the-art conversion for charging PHEVs at night, which has
minimal impact on the power grid given suitable choices for intelligent controls [5,
13–17]. The increasing exploitation of PHEVs is still a topical area of research.
One of the foremost recent studies of smart-grid development with PHEVs is [18]
that recognized the complexity of studying the impact of PHEVs on a smart grid,
with the results depending on many factors (power level, timing, duration of
PHEV connection to the grid) and possibly affecting several variables (capacity
needs, emissions generated). As mentioned above, as a charging PHEV may
present a load to an electrical grid twice the order of magnitude of that of a typical
home, connecting it may create power quality problems, such as momentary
voltage drops. An interesting point about the simulations in [19], which assumed
no control over the charging of vehicles, is that they showed voltage drops
between 5 and 10.3 % depending on the time of day and season. The simulation
results showed how the voltage supplied to a house changed without and with
PHEV charging where, for the latter, the drop in it increased from 1.7 to 4.3 %
while, for the former, much more random behaviour was exhibited with average
voltage drops of around 4 % (although this eventually reached a value close to
1.7 % once the PHEV was charged). These results point to a need to improve the
quality of electrical energy delivery by utilizing smart technology to coordinate the
charging of PHEVs. The study in [19] was based on simulations using residential
power consumption profiles. The shorter period of AC power consumption became
a switched load, with levels similar to what would be expected to be observed in
PHEVs with Level 2 charging profiles, that is, the notion that the grid had not
experienced high-magnitude loads with a random switching profile was not true.
This switching high-power AC consumption profile was masked by its aggregated
effect on the grid. One other important aspect when studying the effect of PHEVs
on an electric grid is the grid’s stability for which damping components will need
to be introduced into future designs for controlling PHEV charging.

11.3 V2G Technology

V2G describes a system in which PHEVs communicate with the power grid to sell
demand response services by delivering electricity into the grid or throttling their
charging rate. PHEVs can serve as stored and distributed energy resources as well
as reserves for unexpected outages when they have proper on-board power elec-
tronics, smart connections to the grid and inter-active charger hardware control
[14, 20–23]. A bidirectional charging system is essential to support energy
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injection into the grid [24–27], as a unidirectional charger, although simple and
easy to use in terms of control, can be used only for a G2V system.

A smart charging system and proper management can shift loads and avoid
peaks while a proper controller can minimize the impact of PHEVs on the utility
grid [16, 17, 28]. Smart metering, communication and control systems play
important roles in the direct coordination of the V2G and G2V modes of operation.
The real-time, nonlinear pricing of a utility bill is one of the important factors for
obtaining higher returns from grid-connected PHEVs [29]. In the V2G mode,
interconnection between the grid and vehicle is essential and an individual vehicle
or even a fleet of PHEVs can take part as spinning reserves for the grid. A group of
cars in a park is more convenient to manage as a load for the grid [30] and more
helpful as it can work as a distributed energy resource when necessary [31]. The
potential benefits and economic issues of V2G technology are of great concern for
researchers nowadays [28–47]. Another current issue is the use of RESs in a power
network as, due to their sporadic natures, they need storage devices for which a
PHEV’s battery can be a solution as it offers the opportunity to store wind and
solar energy at times of excess generation and provide possible backup when
necessary [6, 32–34]. The implementation of V2G technology has been explored
in a number of ways through different research, such as for reactive power support
[28], active power regulation, load balancing by valley filling [35, 36, 48], and
peak load shaving [37, 38]. These systems can enable such ancillary services as
frequency control and spinning reserves [6, 30, 39–42], improve grid efficiency,
stability, reliability [43] and generation dispatch [44], and reduce utility operating
costs and, potentially, even generate revenue [29]. In addition, PHEVs owners
benefit when electricity is cheaper than fuel for equivalent distances. Researchers
have estimated that potential net returns from V2G methods range from $90 to
4,000 per year per vehicle based on the power capacity of electrical connections,
market value, PHEV penetration and the energy capacity of the PHEV battery [6,
19, 20, 45–47]. Besides the intrinsic benefits of PHEVs, emissions have been
reduced [17, 49, 50], and it has been reported that V2G strategies have the
potential to displace the equivalent of 6.5 million barrels of oil per day in the USA
[37]. Peterson et al. estimated the annual net social welfare benefits from the grid
to be $300–400 [51]. The design of a power system filter is one more option for
using V2G technology, which in this dissertation, is described so that its imple-
mentation makes the grid smarter.

The expected increase in the number of electric vehicles produced could have a
significant impact on the potential for utility-related energy storage as these
vehicles can provide some of its benefits. Specifically, it may be cost-effective to
charge electric vehicles when energy prices are low and then dispatch the power
from them to support the grid, especially during grid emergencies. Using electric
vehicles as distributed storage is an important complement to the expected
increase in intermittently RESs, such as solar and wind power outputs, which are
sometimes produced when the energy demand and price are low and can change
rapidly [52]. If every suburb in Australia installed just one vehicle to a grid
recharge point, Australia’s V2G coverage would look like that in Fig. 11.1 [53].
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11.4 A Simple Structure of V2G System

Pang et al. summarized the requirements for a simple V2G structure with energy
resources and an electrical utility as being an independent system operator and
aggregator, a charging infrastructure and locations, a bidirectional electrical energy
flow and communication between each PHEV and the aggregator, on-board and off-
board intelligent metering and control, and the PHEV’s battery charger and man-
agement [54]. In short, a power connection with a grid, suitable metering and
control with effective communication can build a V2G system [55]. Figure 11.2
[56] shows a simple V2G system structure and Fig. 11.3 the power flows within the
charger. In general, although communications must be bidirectional to report a
battery’s status and receive control commands [57, 58], achieving intelligent
metering and control that are aware of a battery’s capacity and state-of-charge
(SOC) is challenging [6, 59–61]. Both on-board and off-board smart meters have
been proposed to support V2G methods [28, 48, 62], smart metering can make
PHEVs into controllable loads to help combine them with renewable energy [63],
GPS locators and on-board meters are useful [43, 62] while sensors and smart
meters on charging stations can monitor and exchange in- formation with the

Fig. 11.1 Potential V2G coverage in Australia
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relevant control centre through a field area network [55]. Also, control and com-
munication are essential for services such as dynamic adjustments that track
intermittent resources and alter charging rates to track power prices, frequency or
power regulation, and spinning reserves [6, 64–67], for which a variety of protocols
have been discussed, including Bluetooth, Home-Plug, Z-Wave and ZigBee,
[68–72]. In US, the IEEE and SAE provide the necessary communications
requirements and specification [73–75] while the National Electric Infrastructure

Fig. 11.2 The components and power flow of a V2G system

Fig. 11.3 General unidirectional and bidirectional power flow topology
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Working Council (IWC) has defined a communications standard to enable PHEVs
to communicate with chargers [76, 77]. PHEV chargers without state-of-the-art
power electronics can produce deleterious harmonic effects on a distribution system
[78]. The IEEE-519 [79], IEEE-1547 [80], SAE-2894 [81] and International
Electrotechnical Commission’s IEC-1000-3-6 [79, 81] standards limit the allow-
able harmonic and DC current injections into the grid with which PHEV chargers
are usually designed to full fill. Sophisticated active power converter technology
has been developed to reduce harmonic currents and provide a high power factor
[25, 82–85], while shock hazard risk reduction for PHEV charging is addressed in
the standard for personnel protection systems for PHEV supply circuits [86].

11.5 PHEV as Source of Stored Energy for Distribution
Networks

A single PHEV’s battery storage capacity is small relative to that of the grid.
However, the better coordination and reliability of a smart grid can be achieved by
aggregating PHEVs as storage devices [23, 30, 87]. An aggregator can be a
communication or controller device, or an algorithm that plays an effective role
between PHEV owners, the electricity market and distribution and transmission
system operators [88–90]. Both aggregated vehicles and the grid need to be
properly controlled to maintain the stability of the grid [91]. Figure 11.2 shows an
aggregator in a V2G system. One of its ma jor roles is to manage PHEVs to
operate in the V2G mode whenever the grid needs power [92]. Each PHEV can be
contracted for this service in a cost-effective way by an aggregator that under-
stands its battery’s SOC condition [43, 93, 94]. In an aggregated smart grid
environment, vehicles can engage and disengage while performing ancillary ser-
vices of the grid [64] and maintaining the maximum and minimum contract limits.
Considering each vehicle as an individual decision maker and the aggregator as the
coordinator, Wu et al. proposed a method of smart pricing and optimal frequency
regulation [95]. Another optimal frequency regulation controller for a V2G ag-
gregator was designed by Han et al. [96] while the western Danish power system
was used for the long-term aggregation of PHEVs in [97]. In the industrial net-
works MOBIE [98] and Better Place [99], the aggregation concept was success-
fully implemented, and it was found that control and communication with
individual vehicles was much difficult than with the aggregator [67].

11.6 Benefits of V2G System

PHEVs can support V2G mode of operation because on average, in the USA they
travel on the road for only 4–5 % of the day while sitting in home garages or parks
for the rest of the time [23, 62, 65]. Several services, such as voltage and frequency
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regulation [23, 30, 39, 40], spinning reserves, reactive power support, peak
shaving, valley filling (charging when demand is low), load following and energy
balance [28, 37, 48] could be provided by PHEVs. These services are sometimes
essential for power system while using V2G system overall costs could be reduced
and, thereby, prices to customers, and selling energy to the grid could improve
load factors and reduce emissions [5], and possibly replacing large-scale energy
storages.

11.6.1 Renewable Energy Supporting

The power quality of intermittent source of energy wind and solar can be improved
using PHEVs as storage and filter devices [23, 33, 34, 97, 100–103]. The com-
bination of PHEVs and renewable energy sources can make the grid more stable
and reliable. The unpredictable nature of wind speed makes the wind energy
sources strongly intermittent and leading to imbalances [33, 104]. Solar radiations
are available during the day while the peak energy demand occurs in the evening
which refers the excess solar energy generation at the time when exciting grid does
not need it [66].

A number of studies have been done to combine PHEVs with renewable energy
sources for different purposes such as using as battery energy storage system
(BESS) and reactive power support system. To overcome the fluctuation of wind
power Kepton and Tomic [23] investigated the possibility of using V2G tech-
nology while Guille and Gross [30] proposed a structure using model predictive
control (MPC) to analyze the positive effect of PHEVs on wind generator. To
improve the power quality of a renewable energy based power network, Ota et al.
[105] design a control scheme of PHEVs as distributed spinning reserve. Wand
et al. [106] have provided a combination of demand response and wind power
integration while Goransson et al. [107] elicited different strategies for integrating
PHEVs into a wind-thermal power system.

A higher level penetration of renewable energy sources make the grid unstable,
PHEVs can improve the situation by charging and discharging their battery during
the period of excess generation and the period of peak load demand respectively. It
can help the generation and load scheduling by consuming and supply energy
whenever necessary [66]. Thus, V2G increases the flexibility of the grid to better
utilize intermittent renewable sources.

11.6.2 Environmental Benefits

PHEVs have emissions benefits over conventional vehicles, even when consid-
ering power generation emissions. CO2 emissions would fall significantly if
PHEVs replaced conventional ICE vehicles [99]. In V2G mode of operation,
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PHEVs could offer more environmental benefits and reduce greenhouse-gas
(GHG) emissions [16, 29]. CO2 emissions are estimated to drop from about
6.2–4 tons per year from a single vehicle [33, 57] while GHG emissions linked to
driving depend on the type of fuel used for electricity generation. When the
electricity is produced from fossil fuels, the environmental benefits of PHEVs are
reduced, for renewable energy sources the GHG emissions almost 0 g/km while
for coal-based plants it increases up to 155 g/km [108], even then their emissions
may be 7–21 % lower than those of HEVs [17, 109] and 25 % fewer GHG
emissions than ICE vehicles [110]. The estimated reductions for PHEVs range
from 15 to 65 % in another USA-based study that examined low-carbon electricity
sources [5, 17]. Long-term GHG reductions depend on reducing a grid’s carbon
intensity [111, 112], and using PHEVs more than 33 % emission can be reduced in
future smart grid [113]. However automotive and oil companies allege that EVs
would have a net negative effect on the environment because of lead discharges
from battery manufacturing facilities and battery disposal [4, 114].

EPRI predicted the GHG impact of PHEVs over the years from 2010 to 2050
[115], as shown in Fig. 11.4, in which three scenarios represent levels of both CO2

and total GHG emissions intensity and another three scenarios represent pene-
tration of PHEVs. Nine different outcomes are possible from these two sets of
scenarios, which determine the potential long term impacts.

From the analysis, it is found that each of the nine scenario combinations
reduced annual GHG emissions significantly while reaching a maximum reduction
of 612 million metric tons in 2050 (High PHEV fleet penetration, Low CO2

intensity case) and reductions from 2010 to 2050 can range from 3.4 to 10.3 billion
metric tons.

11.6.3 Auxiliary Services

To maintaining stability, reliability, supply and load balancing and overall power
quality, power system sometime needs auxiliary services from external and
internal network devices. PHEVs with a bidirectional charger can provide higher
quality ancillary services, such services are voltage and frequency regulation, load

Fig. 11.4 Annual
greenhouse emission
reduction from PHEVs
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levelling and peak demand management. A few of them are described here in the
light of literature. An aggregator can be the main part of the system by creating a
larger and desirable load for the utility [30, 116].

11.6.3.1 Voltage and Frequency Regulation

Voltage and frequency regulation in power system is always essential for the better
quality power supply to the end user, V2G technology can provide this service and
it could be one of the best service from PHEVs due to their high market value and
minimal stress on a vehicle power storage system [62, 117]. An expensive process
of cycling large generator in the network [95] is used to regulate the frequency in
present grid system to balance supply and demand for active power [118] and the
reactive power demand is balanced by voltage regulation [118]. The charging and
discharging of PHEVs can be an alternative way of frequency regulation [23].

A proper logic of charging and discharging of PHEVs can be implanted in the
battery charger with a voltage control to compensate reactive power, which will
select the current phase angle to operate in inductive or capacitive mode of
charging [118]. With an appropriate voltage control a PHEV can able to decide
when it will charge or discharge it’s battery. As for example, when the grid voltage
becomes too low, vehicle charging can stop and, when it becomes too high,
charging can start [66]. Although penetration of large number of PHEV for
charging batteries from the grid could be a reason of line over loading and voltage
instability at a low voltage network [119], it can regulate the reactive power within
the local network by V2G operation [19].

The Union for the Coordination of Transmission of Electricity (UCTE) defined
three types of control for the frequency stability in the distribution network: pri-
mary, secondary and tertiary frequency control [120].

There are two regulation in power system: regulation up and down and separate
prices are given for regulation down and regulation up capacity, depending on bids
submitted during an auction. If a vehicle providing regulation submits a bid below
the market clearing price, it is contracted for its available capacity. Over the course
of the contracted hour, the vehicle will charge or discharge some percentage of its
contracted capacity. When the vehicle charges for regulation up, the owner will be
charged for the energy consumed, and when it discharges for regulation down, the
owner will be reimbursed for the energy provided. For secondary and tertiary
frequency control, activation is also based on bids. When demand for regulation up
arises, the lowest bid is activated first. Because delivering regulation down means
charging at a lower price, this can be profitable for PEVs [45]. In [121], primary
control is expected to have the highest value for V2G.

V2G research group at the University of Delaware compared the potential profit
of V2G with existing grid regulation system and found that a PHEV with
10–15 kW power regulation capacity can earn $3,777–4,000 per year [23, 62] and
Brooks’s calculation on California City’s PHEVs shows the amount up to $5,038
for V2G application [122].
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11.6.3.2 Load Shifting

By discharging during daily peaks and charging during low demand V2G can level
the energy load. Local and global smart-charging control strategies could reduce
the peak load [123]. Based on variation method an electricity pricing algorithm has
been proposed for load levelling and identified an electricity price curve by Takagi
et al. [36] that could realize an ideal bottom charge while PHEV owners could
minimize their electricity bills. Sana showed that even 4 million PHEVs charging
load could be accommodated with the existing grid of Californian [124] and for
New York City it is observed that, up to 10 % of peak capacity could be safely
contributed by PHEVs at penetration levels of around 50 %, which represented an
economic benefit of $110 million per year [125]. Smart charger reduce peak load
and shift energy demand [35, 126] while a little financial incentive for increased
PHEV penetration when V2G is used for peak load reduction [51, 116].

11.7 Challenges to V2G Concept

V2G technology in a power distribution system may impact on its performance
through overloading transformers and feeders, and in some cases this would reduce
efficiency, produce voltage deviations and increase harmonics [127, 128]. The US
Department of Energy reported [129] specific challenges and opportunities in
terms of communication needs. Security issues are another challenge at public
charging facilities [130]. Battery degradation, investment costs, energy losses,
resistance of the automotive and oil sectors are also impediments and barriers to
V2G systems.

Rapid charging and discharging of PHEV’s battery for V2G concept may
reduce the life of its battery. The rate of energy withdraws and cycling frequency
determines the amount of battery degradation. Equivalent series resistance (ESR)
and state of charge (SOC) are two major parameters proper controlling of which is
a good way of slowing degradation [131–133].

According to Andersson [45], the investment cost of a battery is $300/kWh and
a lifetime of 3,000 cycles at 80 % depth of charge (DOC), the degradation cost is
$130/MWh. For a 16 kWh battery Peterson et al. [134] calculated the maximum
net annual degradation cost of battery for V2G services, which is only $10–120.

Implementation of V2G technology in the present distribution network is likely
to have a huge impact on equipment [135, 136]. Depending on the number and
capacity of PHEV a distribution network could overload distribution transformers,
increase voltage deviations, harmonic distortions and peak demand [137–142].

According to Dyke et al. [143], PHEVs penetration need a significant invest-
ment in electrical networks within the United Kingdom, while Fernandez et al.
[144] presented the impacts of investments in distribution networks and incre-
mental energy losses for different levels of PHEV penetration.
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11.8 Scope of Research

From the above literature, there are several issues, which have not yet been taken
into consideration by researchers. In this dissertation, some are discussed, with the
main focus being on the following.

• Consideration of PHEV battery dynamics for load calculation and a cussed in
the literature.

• Introduction of a novel ancillary service of PHEVs through designing a filter for
a power system.

• Designs of virtual FACTS devices using PHEVs, which a few researchers have
addressed.

• A complete power quality solution for a benchmark distribution network using
V2G technology.

11.9 Chapter Summary

In this chapter, the impact of G2V and V2G technologies on power system and the
benefits and challenges with the requirements and strategies for the interconnec-
tion between PHEVs and power system were reviewed. With the help of a bidi-
rectional charger PHEVs can act like energy storage devices and serve the network
whenever necessary. Unidirectional charger was the logical first step of the PHEV
while the addition of on board bidirectional charger makes PHEV a smart part for
the future smart grid with the opportunity of charging from any outlet of the grid
and supports the network by injecting energy back to the grid. The economic
benefits, CO2 emissions, cost and the impact on the distribution system depend
upon the cooperation between PHEV owner, aggregators and efficient strategy for
grid operators.

Efficiency, stability, reliability and generation dispatch of a grid can be
improved by using V2G operations. This mode of operation can offer active power
regulation, reactive power support, power sources, current harmonic filtering, peak
shaving and load balancing by valley filling for the grid. To improve the reliability
of intermittent renewable energy sources PHEVs can provide possible backup as
energy storage and as load at the time of excess generation. Several auxiliary
supports can be provided by PHEVs to power system, such as voltage control,
spinning reserves, reduce grid operating cost and generate revenue. Based on the
power market value, the number of PHEVs and their battery energy capacities
V2G mode of operation have the potential of net return between $90 and 4,000 per
year per vehicle.

The V2G operation includes the cost of battery degradation, the need for smart
communication between the vehicles and the grid, effects on the distribution
system, the requirement for infrastructure changes, and political, social, technical
and cultural issues. A number of proposed V2G technique have been discussed in
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this chapter, and it is shown that with a few disadvantage V2G technology is more
economical and feasible from both owner and grid operator point of view. Political
and environmental benefits can be ensured by the development of PHEVs. For the
better interfacing of the PHEV and grid, the PHEV battery must have an extended
life cycle with pre-determined standard of V2G and G2V connections.
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Chapter 12
Coordinating Distributed Energy
Resources During Microgrid Emergency
Operation

C. Gouveia, D. Rua, C. L. Moreira and J. A. Peças Lopes

Abstract The development of the Smart Grid (SG) concept is the pathway for
assuring flexible, reliable and efficient distribution networks while integrating high
shares of Distributed Energy Resources (DER): renewable energy based genera-
tion, distributed storage and controllable loads such as Electric Vehicles (EV).
Within the SG paradigm, the Microgrid (MG) can be regarded as a highly flexible
and controllable Low Voltage (LV) cell, which is able to decentralize the distri-
bution management and control system while providing additional controllability
and observability. A network of controllers interconnected by a communication
system ensures the management and control of the LV microgrid, enabling both
interconnected and autonomous operation modes. This new distribution operation
philosophy is in line with the SG paradigm, since it improves the security and
reliability of the system, being able to tackle the technical challenges resulting
from the large scale integration of DER and provide the adequate framework to
fully integrate SG new players such as the EV. By exploiting the MG operational
flexibility and controllability, this chapter aims to provide an extended overview
on MG self-healing capabilities, namely on its ability of operating autonomously
from the main grid and perform local service restoration. The MG hierarchical
management and control structure is revisited and adapted in order to exploit the
flexibility of SG new players, like the EV and flexible loads and integrate smart
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metering infrastructures. The implementation of the MG architecture and com-
munication infrastructure in a laboratorial facility is also presented and used to
validate the MG self-healing capabilities.

Keywords Electric vehicle � Demand response � Frequency control � Islanding
operation � Microgeneration � Microgrids � Smart grid

12.1 Introduction

The Microgrid (MG) is considered to be a Low Voltage (LV) distribution grid
incorporating local generation, storage devices and responsive loads [1–3].
Through the future change of paradigm in the mobility sector, Electric Vehicles
(EV) will become another resource to be integrated in the MG system, which can
behave both as flexible loads or as mobile energy storage devices [4, 5]. In order to
be flexible and controllable, the MG power infrastructure is supported by a
communication and information system constituting the MG technical manage-
ment and control system [1–3, 6, 7]. The local intelligence is responsible for
coordinating and controlling local resources and enable innovative self-healing
operating strategies [8].

MG applications can be divided in two major types:

• The MG operates as a Medium Voltage (MV) customer, being the main oper-
ational objective to meet the consumer’s technical and economic requirements,
while being capable of providing services to the upstream grid. This concept can
be applied to a diversity of commercial, industrial or even military consumers.

• The MG is implemented as an extension of the distribution network manage-
ment system. In this case, the MG main operational objective is to ensure the
technical management and control of the LV network, when considering the
integration of large amounts of microgeneration technologies, EV and respon-
sive loads. However, the microgeneration, EV charging and loads control
options will be limited by commercial agreements between the consumers and
the electricity providers [5].

In the majority of the applications referred above, reliability is considered a
major benefit of the MG system due to its ability to operate both interconnected to
the main grid or autonomously as a physical island—emergency operation. In fact,
case a disturbance occurs in the upstream MV network or in case of planned
actions, the MG can be transferred to islanded operating conditions, supplying
local loads with the MG generation capacity supported by fast acting storage units
[3, 6]. However, if the islanding fails or a general blackout occurs, the MG flex-
ibility also allows performing local service restoration exploiting locally available
generation and energy storage units [8]. Ensuring a successful autonomous oper-
ation is quite challenging, since the sudden islanding of the MG may cause high
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unbalances between local load and generation, which have to be compensated by
fast acting storage devices in coordination with the microgeneration units and load
shedding mechanisms [4, 9–11].

The fact that EV are expected to be connected to the LV network during long
periods of time for charging purposes along with the predictability of its power
consumption, makes them good candidates for the development of dedicated load
control strategies. When regarded as flexible loads or distributed storage, they can
contribute to increase the global MG storage capacity [4, 5]. Nevertheless, the
increase of regulation capacity will depend on the number of EV connected to
the system and on the state of charge of their batteries.

Complementing EV control strategies with innovative emergency demand
response schemes for MG islanded operation will improve the security of opera-
tion during emergency conditions and minimize the consumers discomfort during
outages [9–14]. Under such cases, innovative control functionalities need to be
developed in order to promote an adequate coordination of the available resources.

The roll out of smart meters with bidirectional communication capabilities will
provide a set of valuable measurements essential to perform an adequate analysis
of the MG operating conditions and identify the most appropriate actions during
MG emergency operation, including islanding and restoration procedures.
Updating the emergency operation strategies according to the actual operating
state of the MG will allow a better coordination of the available resources, con-
sequently improving the MG resilience and success of the autonomous operation
[14]. However, the new functionalities to be developed have to take into consid-
eration the limitation of different communication solutions and technologies
currently available, namely the use of private or public networks.

The feasibility of the MG concept integrating EV has been the focus of several
research projects around the world. Following the track record on MG research,
significant demonstration activities have been exploited worldwide [15–20], ded-
icated to the three main areas of knowledge involved in the MG operation, namely
power systems, power electronics and information and communication technolo-
gies. Within this line, INESC Porto has been implementing a MG laboratorial
infrastructure in order to exploit distinctive control and management solutions for
key DER such as EV, loads and Renewable Energy Sources (RES) based
microgeneration [20]. The laboratorial infrastructure aims to demonstrate the
feasibility of the MG operation both in interconnected and autonomous mode
while exploiting the specificities of different communication technological solu-
tions that can be envisioned for a SG environment.

12.2 MG Architecture and Communication Infrastructure

The basic architecture of a MG consists in a hierarchical structure composed by a
network of local controllers which are connected to each MG element and are
headed by a central manager agent installed at the MV/LV substation—the MG
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Central Controller (MGCC). Given the different characteristics of the MG
resources, three types of local controllers can be defined: the Microsource Con-
troller (MC), EV Controller (VC) and the Load Controller (LC) [3–5]. As shown in
Fig. 12.1, the MG architecture can be easily adapted to integrate smart metering
infrastructures as well as the associated processing capabilities to manage the data
collected from the meters. At the consumer premises, the Smart Meter (SM) is
expected to support bidirectional communications between the local controllers and
the MGCC. Acting also as a local gateway it is able to aggregate the information
related with power consumption, generation, service interruptions, voltage and
other relevant data.

Communications systems and technologies have long been developed to
support a diverse number of applications, many of them related with electric power
system. However, a particular interest has been recently raised with the intro-
duction of the SG concept, which intends, among others, to support enhanced
control strategies in the distribution grids. This new distribution system paradigm
introduces challenges for communications systems, namely because in these net-
works the need for information exchange, was until recently, very modest.

Different reference models and architectures have been defined, namely by
NIST, IEEE and by the European Standards Organizations (ESO) with the purpose
of establishing the main actors, data networks and domains of applications.

Fig. 12.1 Smart distribution network architecture based on MG concept
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Transversal to all of them is the highlighted importance of distribution and
customer domains where the need of incorporating a considerable number of
different potentially participating players is higher. There are also different func-
tional and logical models that have been recently defined within the context of
smart grids, establishing different information flows and requirement to be met to
support specific types of information exchange.

12.2.1 Smart Grid Communication Technologies
and their Applicability to MG Operation

A considerable amount of communication technologies that suite the needs of
different applications targeted for SG is available. However, economical aspects
along with technical limitation factors are among the main reasons for the use of
particular technologies in detriment of others. The candidate technologies for the
electric distribution networks can be associated with the use of public or private
network. They can be typically distinguished between wired and wireless
technologies.

The use of public communications network is commonly associated with
telecommunication operators that make use of their infrastructure, based for
instance on copper, fiber optics, or cellular networks, to provide services to their
customers. The use of such networks is regarded by electric system operators with
some scepticism due to the limitations that telecommunication operators have in
guaranteeing the security, availability and reliability indexes usually associated
with the electric sector.

The deployment of private networks in the back-haul or backbone of utilities
has been very common, using several technologies in order to meet the different
requirements associated with the applications to support. The use of these types of
networks is therefore also regarded as preferred solution for the more demanding
scenarios and applications, making way for the use of public network in less
restrictive cases.

The potential for wired technologies envisioned by utilities are somehow nar-
rowed down to the use of power lines as a communications medium, mainly due to
the technical and economic constraints of deploying a cabled alternative, like
copper or fiber. This has led to the exploitation of wireless alternatives compatible
with the SG context.

12.2.1.1 Power Line Technologies

Power Line Communication (PLC) technologies explore the use of electric power
lines as a medium to convey a bidirectional data exchange. In recent years, SG
activities, in-building communications and home automation have brought a lot of

12 Coordinating Distributed Energy Resources 263



attention to PLC as an alternative to unwanted or impractical wiring to setup
communication networks. Power lines are inherently exposed to time–frequency
varying noise, unmatched loads and interference from electrical or communication
devices. The fact that in electric distribution networks power lines vary from
grounded to overhead lines introduces further challenges in using this type of
medium to exchange data. National legislation in different countries has intro-
duced different limits in the transmission power and accepted frequency bands. For
these reasons a large number of PLC technologies have been developed, each one
addressing different applications and thus targeting different throughput values,
frequency bands and channel access mechanisms. Implementations of PLC can be
globally divided into narrow and broadband versions.

Narrowband PLC

The Narrowband PLC (NB-PLC) is usually associated with low and high speed
versions. The latter is also sometimes referred to as medium speed to distinguish it
from the broadband implementations. Different transmission frequency ranges are
defined as well as a maximum transmission power in each range that must be
respected either by a standard or by the legal disposition of each country. In
Europe CENELEC is the entity responsible for the standardization and regulation
of NB-PLC, whereas in the USA the Federal Communications Commission (FCC)
and in Japan the Association of Radio Industries and Businesses (ARIB) are the
legally assigned entities [21].

The first generation of NB-PLC made use of a single or double band carrier
transmission schemes with simple modulation schemes like Phase-Shift Keying
(PSK) and Frequency Shift Keying (FSK) to achieve a bandwidth of a few kbps,
targeting remote metering applications. The second generation of PLC is associated
with G3 and PRIME technologies, which were developed by different consortia
with the purpose of supporting smart metering communication scenarios. Despite
the use of Orthogonal Frequency-Division Multiplexing (OFDM) modulation
schemes in G3 and PRIME, subtle physical layer details make them to differ
slightly [22]. As a general rule, PRIME achieves higher data rates while G3
incorporates more powerful error correction coding for higher reliability of infor-
mation. Another similar variation, G.hem, was introduced by the International
Telecommunication Union (ITU) sharing some features with the previous two.

The IEEE 1901.2 [23] is an emerging narrowband standard under development
since 2009. Defined as a low frequency OFDM narrowband for SG applications, it
is set to use frequencies below 500 kHz and data rates up to 500 kbps supporting
both indoors and outdoors communications. In the outdoors context this standard
targets MV and LV distribution feeders. It is expected that coexistence mecha-
nisms are defined to enable the interaction with G3 and PRIME systems.
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Broadband PLC

The initial developments of Broadband PLC (BB-PLC), also known as Broadband
Powerline (BPL), were started in the in-building environment, namely as a
replacement for conventional Ethernet infrastructure as an alternative, or com-
plementary solution for wireless solutions. In the last years BB-PLC has been
explored as a communication infrastructure outside the building context, namely
as a candidate technology for last-mile communications. Wide frequency bands,
generally in the range of 2–30 MHz, are used worldwide, except in Japan where
BB-PLC is not permitted. Higher bandwidths are potentially available in some
countries but they are generally bounded due to TV broadcast systems. One of the
main promoters of BB-PLC has been the HomePlug Alliance that targeted
domestic environments to implement this type of networks. A particular imple-
mentation of HomePlug standard was introduced in 2010 and designated as Green
PHY (GP) for in-home automation as a support for SG applications. It is prepared
to coexist with other HomePlug implementations.

The IEEE 1901 [24] is another BPL standardized implementation which uses
some of the strategies defined in the HomePlug variants. Unlike the latter, it is
designed to be deployed both inside and outside the building environment. Dif-
ferent PHY layers are defined along with different modulation schemes and error
correction coding mechanisms. Some of the approaches used in IEEE 1901 are
expected to be included in the IEEE 1901.2 NB-PLC.

The ITU has also defined a BPL standard designated G.hn, with the purpose of
supporting SG applications such as Advanced Metering Infrastructure (AMI) and
energy management including EV. It allows the use of power line communications
inside buildings, as well as in the last-mile.

12.2.1.2 Wireless Technologies

Wireless communication systems are another type of technologies that can also be
explored in the context of SG, either as an alternative or as a complementary
solution. Some of the generally highlighted advantages of wireless technologies in
this scope are the ease of installation, maintenance and modularity that allow a
higher degree of flexibility. Another advantage of wireless implementations, when
associated to battery systems, is the potential capability to continue operating
despite the occurrence of disturbances that lead to the disconnection of parts of a
feeder, thus compromising communications over power lines. The potential low
cost is also pointed out as an advantage when well established and mature solu-
tions are employed. Even so, there are some general challenges associated with the
use of wireless technologies, namely the need for careful planning due to the
adverse channel propagation conditions, the limitation in the use of free or licensed
Radio Frequency (RF) bands, the presence of obstacles, and the shared nature of
the communication medium.
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IEEE 802.11/Wi-Fi

One of the most known and disseminated IEEE standards is the 802.11 that defines
the features of a wireless local area network as an alternative to cabled Ethernet.
Its commercial designation, Wi-Fi, is promoted by the Wi-Fi Alliance, which has
contributed for the widespread availability and implementation of this technology,
making it a ubiquitous solution used in different communication infrastructures. In
SG its use has been explored inside and outside the building environment, in
applications as varied as distribution substation automation, DER monitoring,
control LAN, among others. The IEC 61850 defines some of the applications that
can be support by Wi-Fi networks [25].

IEEE 802.16/WiMAX

The IEEE 802.16 was released by IEEE as a standard for wireless metropolitan
area networks, targeting both Line of Sight (LOS) and non-LOS applications. The
WiMAX is the designation of the wireless devices based on this standard. It is
promoted by the WiMAX Forum that certified the compatibility and interopera-
bility of the devices from different manufacturers. Although WiMAX was created
with other type applications in mind, the fact is that SG applications like automatic
meter reading, real-time pricing, outage detection and restoration are also targeted
to be supported by WiMAX [25].

IEEE 802.15.4/ZigBee

A family of standards for wireless personal area networks was introduced by IEEE
with the 802.15.4. It defines low power, low rate and low complexity networks to
convey small amount of information over relatively small distances. The ZigBee
stack is responsible for the design and implementation of applications over IEEE
802.15.4. It originally targeted applications such as building automation, embed-
ded sensing or wireless sensor networks. Recently, SG applications like the control
of domestic appliances or even direct load control by a system operator or utility,
allowing smart meters to interact with a home area network manager, have been
considered to be supported by this type of networks [26].

Emerging Wireless Solutions and Opportunities

The use of conventional wireless technologies, typically single-hop, for SG
application has been subject to a general discussion and acceptance in specific
scenarios. As an alternative, multi-hop technologies can also be considered in this
context. One of such cases can be found in the recent IEEE 802.15.4 g, which
defines a mesh network of flat smart meters to support smart metering. Nevertheless
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this type of solution is not tailored for last-mile implementations, found in distri-
bution networks, where node distances can vary significantly [27].

Given the characteristics of the distribution networks, wireless mesh networks
can be used as a means to extend the coverage of a communications network
allowing access to an infrastructure network that can be wired or wireless. As
shown in Fig. 12.2, several topologies can be explored for this purpose that range
from a completely flat network where all nodes can relay information to more
complex and tiered approached where mesh access point nodes are responsible for
relaying the information. Nevertheless, hybrid strategies can also be implemented.

Wireless Mesh Networks (WMN) can potentially offer higher levels of redun-
dancy and robustness in terms of data communications, in the event of temporarily
or permanent node or link loss. Routing algorithms can be adapted to dynamic
network topologies to deal with channel varying conditions. However, the use of
WMN typically aggravates some of the limitations of conventional single-hop
wireless communications. Associated challenges like fairness [28], scheduling in
terms of fair-sharing [29] or resource optimization [30] and cross-layer mechanisms
like scheduling with congestion control are already addressed by the research
community. The use of WMN in distribution networks is facilitated given the scope
in which they have to operate. Most devices are not expected to have mobility
characteristics and planning is made usually in a medium/long term perspective.
Power constraints are very low and the use of battery support may allow the
survival of such systems in the event of power failures or even in more severe cases
where blackout occurs. The geographic span of last mile SG communication net-
works may not require a high number of mesh nodes, namely relays, to ensure a
proper coverage. Besides, data aggregation, typically upstream, may be used to
allow mode flexible scheduling schemes.

Solutions like Wi-Fi network Infrastructure eXtension (WiFIX) allow the
extension of wired communication networks using simple and efficient WMN [31].
This solution is regarded as an alternative to the IEEE 802.11 s which defines
mesh networking within the 802.11 family. The original WiFIX system has
evolved [31, 32] and it consists of a simple and efficient tree-based algorithm for

External
Network

External
Network

External
Network

Station (STA) Mesh Acces Point (MAP)

(a) (b) (c)

Fig. 12.2 Wireless mesh network topologies
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stub WMN that runs over 802.11 legacy MAC. Being a system that runs above the
MAC layer it can be implemented in wireless technologies other than IEEE
802.11, making it suitable of SG last-mile scenarios.

An opportunity for wireless communications in SG can be found in the dis-
connection of the analog TV broadcast services and consequent transition to digital
terrestrial TV. This can potentially allow frequency bands to be available for SG
applications. These are in particular desirable bands since they are associated with
transmission ranges which are compatible with the last-mile segment. Even when
using multi-hop solutions these frequencies could allow a similar level of coverage
but with less number of hops. Within this RF reusability spirit, TV white spaces
communications have also been considered as potential solution for the support
of SG services, although current regulation restrictions limit the reuse of these
bands [26].

12.3 Microgrid Control and Emergency Functionalities

The stability of the conventional power system relies in the regulation of the
system’s voltage and frequency, which is achieved by the control of large syn-
chronous units. However, the majority of MG systems are inverted dominated
being inertialess, due to the inexistence of rotating masses directly coupled to the
grid [3].

MG components such as Microsource (MS), storage units and EV require a
power electronic interface (DC/AC or AC/DC/AC) in order to be connected and
exchange power with the AC distribution grid. The inverters control system is
responsible for controlling the active and reactive power exchanged with the grid,
ensure high power quality and grid synchronization functionalities. Besides, some
additional services may be required by the grid operator, namely voltage and
frequency regulation, harmonic compensation or even active filtering [33, 34]. The
two most common control strategies used for the inverters connected to the power
systems are [3, 6, 33]:

• PQ inverter control: the inverter operates by injecting a given active and reactive
power set point into the grid. The control is implemented as a current-controlled
voltage source, with the objective of exporting a controlled amount of power
(active and reactive) to the grid (these inverters are usually referred as grid tied
inverters).

• Voltage Source Inverter (VSI) control: the inverter is able to control the fre-
quency and magnitude of its output voltage. A VSI, also referred as a grid
forming unit, defines the grid voltage and frequency reference by assuring a fast
response in order to continuously balance power generation and loads.

In interconnected mode, the MG voltage and frequency reference is given by
the upstream network. In these operating conditions the inverters can be operated
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with a PQ control strategy, being the set-points for P and Q provided either by the
MGCC or by other forms of local control. However, when the MG disconnects
from the main grid, due to a fault upstream or a planned outage, it is necessary to
establish the voltage in magnitude and frequency. Similarly to what has been
defined for large power systems, the MG requires specific primary and secondary
frequency control strategies, in order to maintain power balance between gener-
ation and loads and restore frequency to adequate values [3, 6]:

• Primary Control, which is performed locally to continuously assure the balance
between load and generation.

• Secondary Control, which ensures voltage and frequency regulation in order to
maintain these electrical variables within acceptable limits. This control level
also includes the coordination of synchronization actions to reconnect the MG to
the main grid after islanding operation. It is usually performed at the central
controller such as the MGCC.

12.3.1 Primary Voltage and Frequency Regulation

In conventional power systems, synchronous generators share load variations in
accordance with their droop characteristics. This general principle of conventional
power systems can be applied to inverters in order to change its output frequency
as a function of the output power. This principle is also important for parallel
operation of variable frequency AC voltage sources, similarly to what happens in
conventional power systems. In order to provide voltage and frequency regulation,
the storage unit grid coupling inverter is controlled as a VSI device with external
droop control loops, as in Eq. (12.1) [3, 6],
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x ¼ xgrid � kP � P

V ¼ Vgrid � kQ � Q
ð12:1Þ

where P and Q are the inverter active and reactive power outputs, kP and kQ are the
droop slopes (positive values) and x0 and V0 are the idle values of the angular
frequency and voltage (at no load conditions).

Figure 12.3 shows a MG frequency response after an unplanned islanding at
t = 20 s. The power unbalance between the MG generation and load will cause a
frequency variation in accordance to the active power-frequency (P-f) droop,
similarly to the response of the conventional synchronous machines. In this case
the MG was importing about 66 kW prior to islanding, which was compensated by
the storage unit. This control principle allows the VSI to react to system distur-
bances based only on information available at its terminals, not requiring fast
communications between the MC controllers and the MGCC.

When the MG operates with a single VSI, the MG is said to operate in Single
Master Operation (SMO) mode. However, the MG can operate with more than one
VSI controlled through droop functions, in a Multi-Master Operation (MMO)
strategy. In this case, when a disturbance occurs, the storage units will respond to
the power imbalance and share the power variations according to their droop
characteristics, as in Eq. (12.2).

DP ¼
Xn

i¼1

DPi ð12:2Þ

where DP is the unbalance between the MG generation and load and DPi is the
active power injected by the i-th VSI connected to the MG.
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The MG frequency deviation and the power sharing among the VSI can be
determined by the system of equations represented in Eq. (12.3).
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where x0 is the post-disturbance MG angular frequency and xgrid is the pre-
disturbance MG angular frequency.

Figure 12.4 shows the MG frequency response after an islanding when adopting
an MMO strategy. The power disturbance is shared by the two units as a function
of the storage unit capacity. In this case VSI 2 has half of VSI 1 capacity.
Comparing to the SMO strategy in Fig. 12.3 the resulting frequency deviation is
smaller, since the power injected by each unit is also lower. MMO strategy is more
robust than SMO, because the voltage and frequency control relies in several
(distributed) VSI units [3, 6].

12.3.2 EV Contribution to Primary Frequency Support

The deployment of EV within the new mobility paradigm introduces significant
power requirements for battery charging purposes which impacts the operation of
the LV network by affecting voltage profiles and line flows. In order to mitigate the
resulting impacts, the implementation of smart charging strategies has been shown
to be an effective way of dealing with the mentioned problems. Additionally,
during MG autonomous operation, EV can also be exploited in order to reduce the
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central storage capacity required to assure MG system robustness during islanding
conditions [4, 5, 14]. A P-f droop control strategy implemented at the EV charger
has been proposed in [4, 5], where the EV will modify the power exchanged with
the LV grid based on the MG frequency.

As shown in Fig. 12.5, for frequencies around the nominal value the EV will
charge the battery at a pre-defined charging rate (Pref). If a disturbance occurs and the
frequency drops below the dead-band minimum, the EV reduces its power con-
sumption, reducing the load of the system. When the MG frequency overpasses the
frequency dead-band maximum, the EV can also increase its power consumption.
For large disturbances, causing the frequency to go below the zero-crossing fre-
quency (f0), the EV starts to inject power into the grid (Vehicle-to-Grid—V2G
functionality). When the MG frequency becomes out of the pre-defined frequency
range the vehicle will inject/absorb a fixed power (Pmax or Pmin).

49

49.25

49.5

49.75

50

50.25

50.5

50.75

Fr
eq

ue
nc

y 
(H

z)

 

 
Islanded Operation Base Case - f P-f droop - f

10 20 30 40 50 60 70 80 90 100
-30

-10

10

30

50

70

90

110

Time (s)

A
ct

iv
e 

Po
w

er
 (k

W
)

 

 

Base Case - P P-f droop - P

Fig. 12.6 MG islanding with EV control: MG frequency and VSI active power response

20 40 60 80 100
49

49.25

49.5

49.75

50

50.25

Time (s)

Fr
eq

ue
nc

y 
(H

z)

Frequency

20 40 60 80 100
-30

-10

10

30

50

70

A
ct

iv
e 

Po
w

er
 (

kW
)

EV Active Power

Islanded Operation

Fig. 12.7 MG frequency and
EV active power response

272 C. Gouveia et al.



The definition of the EV control parameters will depend on the EV charger
characteristics and on the willingness of EV owners to participate in such services.
These parameters may differ from grid to grid and can be changed remotely by the
MGCC in order to promote adequate coordination with the MG frequency regu-
lation mechanisms (load shedding schemes, availability of energy storage devices
and their state of charge).

Figure 12.6 compares the MG frequency and the VSI active power response
after an islanding at t = 20 s when a SMO control strategy is adopted. As shown
in Fig. 12.7 the EV controlled through P-f droop have reduced their power con-
sumption from 36.75 to 10 kW, reducing the MG load and consequently the power
injected by the VSI.

12.3.3 Secondary Load–Frequency Control

The secondary frequency control ensures that after a disturbance the frequency
returns to its nominal value, by increasing the power output of controllable MS,
such as microturbines and/or fuel cells. As shown in Figs. 12.3 to 12.6, during a
transient the power balance is assured by the MG energy storage devices, which
would keep on injecting or absorbing active power until the frequency is restored
to the idle value.
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In [35] two secondary load–frequency control strategies are identified: one
implemented locally at each controllable MS and another centralized and mastered
by the MGCC. Local secondary control is implemented as an external control loop
of the active power control of controllable MS, as shown in Fig. 12.8. If the MS
inverter is controlled with a PQ strategy, the reference active power (Pref) to be
injected by the MS is determined by a PI controller based on MG frequency error.
If the MS inverter is controlled as VSI, local secondary control can be performed
by updating the idle frequency x0i of the MS P-f droop function, as represented in
Fig. 12.9. As proposed in [3, 35] a PI controller can be used to determine the new
idle frequency (x02) based on the MG frequency deviation in order to update the

Start

Determines power unbalance ΔP:

ΔP=PVSI + ΔPEV

Determines new power set-points
for controllable MS:

ΔPMSi=fpi.ΔP

No

Yes

MS 1 MS 2

ΔPMS1

10 MSiP Pkp

Determines droop compatible
dispatch

Determines droop compatible
dispatch

PMS2

PMS1 PMSn

PVSI

20 MSiP Pkp

ΔPMS2 ΔPMSn

PVSI> Pmin

PEV

Determines new reference
power

MS n

MGCC

VSI controlled MS

2_ MSinewrefP P P

PQ controlled MS

( ) ( )

Fig. 12.10 Centralized secondary control algorithm

274 C. Gouveia et al.



active power droop characteristic. The main advantage of local secondary fre-
quency control is that it only relies on local measurement to define the new
reference power. However, the MS active power response will also depend on the
PI controller parameters.

Centralized secondary control determines the new MS active power set-points
at the MGCC and then sends them to the respective local controllers. Based on the
MG frequency deviation and on an economic dispatch algorithm, the MS new
set-points are determined according to participation factors, which are based on
pre-defined cost functions or on the MS capacity [35, 36].

Taking advantage of the data provided by the smart meters a centralized sec-
ondary control strategy based on active power unbalance can be designed. The
algorithm shown in Fig. 12.10 is implemented at the MGCC and performs the MS
power dispatch when the power injected by the storage unit installed at the MV/LV
substation surpasses a defined limit.

As shown in Fig. 12.10, the MG power unbalance (DP) is determined based on
the power injected by the MG main storage unit (PVSI) and on the EV injected
power (PEV). The contribution of each controllable MS will be defined through a
participation factor (fpi), which is determined (for unit i) by the ratio between its
reserve and the total controllable MS reserve, as in Eq. (12.4),

fpi ¼
Ri

R
DPMSi ¼ DP� fpi

Xn

i¼1

DPMSi ¼DP

8

>>>>><

>>>>>:

ð12:4Þ

where DPMSi is the emergency active power step of unit i, DP is the active power
unbalance following a disturbance and Ri is the reserve capacity of unit i. The
resulting set-points are then sent from the MGCC to local MC. In order to be
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compatible with both SMO and MMO modes of operation, in the case of MS
controlled as VSI, the algorithm determines new idle values for the angular fre-
quency of the MS droop characteristics (x0), in order to obtain the desired power
adjustment (DPMSi). For PQ controlled MS, the new power set-point is directly
sent to the MC.

Figure 12.11 compares the MG frequency when considering primary and
secondary frequency response with and without the participation of EV through
P-f droop characteristic (MG islanding takes place at t = 20 s).

As shown in Figs. 12.12 and 12.13, secondary control reduces the power
injected by the storage unit, recovering the frequency to the nominal value (in this
case 50 Hz). In this case, in order to compensate the 66 kW of power imported
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from the MV network, it was assumed that the MG comprises also three Single
Shaft Microturbines (SSMT) running on gas that were dispatched to their maxi-
mum capacity (30 kW in this scenario) after islanding. The typical response of this
type of units is presented in Fig. 12.13.

12.3.4 Demand Response

Controlling the MG loads may be required when operating autonomously for the
two distinct situations:

• MG with insufficient generation reserve. In this case, the load will have to be
curtailed until the system reconnects to the upstream network or the generation
increases.

• MG with sufficient reserve. Although the MG has sufficient reserve, it may
happen that, for a certain disturbance, the storage units State of Charge (SOC) is
not able to ensure a secure operation or the frequency deviation expected for a
given disturbance surpasses admissible limits. The implementation of a tem-
porary load curtailment will help improve the MG frequency regulation capacity
and reduce the solicitation from the storage unit(s).

The MG load shedding schemes are usually based on under-frequency or on
rate-of-change-frequency relays [3]. However, if the MG has sufficient generation
capacity, some demand response strategies may help dealing with transient dis-
turbances resulting from load or variable generation, compensating the slow
response of MS to power control signals.

In [13] an Adaptive Hill Climbing (AHC) load control method was proposed in
order to improve the MG voltage and frequency regulation. The AHC determines
the minimum percentage of responsive loads (electric water heaters) which should
be disconnected/connected based on the MG frequency deviation. The commands
are then sent to the electric water heaters controllers. The method was tested
considering a small system with a diesel generator, which ensured secondary
frequency control. Still, in the absence of synchronous machines, the MG fre-
quency response will depend on the storage unit and controllable MS response to
control signals.

Several frequency responsive load control methods based on local frequency
measurements have been proposed in literature. The Frequency Adaptive Power
Energy Reschedule (FAPER) method [10] proposes the control of consumers loads
based on a local frequency measurement. In case of a sudden load increase or
generation loss causing a severe frequency disturbances, the loads will be dis-
connected during the time of response of the secondary control. In [11], a Dynamic
Demand Control (DDC) method is proposed in order to control refrigerators. An
alternative controller to the conventional thermostat will connect/disconnect the
refrigerator based on the frequency in addition to the freezer air temperature. The
results presented have shown that the DDC method potentially improves power
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system stability, when facing the sudden loss of generation, increase of load or
dealing with a large penetration of variable generation. In [12] a load reduction
algorithm is proposed considering the local frequency measurement from smart
meters. The load control method aggregates typical domestic appliances according
to the level of discomfort caused by their disconnection.

Based on the frequency load control methods proposed in [10–12, 14] a
selective load control scheme is proposed in order to control the MG loads, where
the consumers will be able to prioritize the availability of its home appliances to
participate in the MG load control scheme. At the MGCC an online tool period-
ically characterizes the MG operating state and evaluates the MG resilience in the
event of a disturbance affecting MG load and generation balance. Based on the
load priority list aggregated at the MGCC and on the amount of load which is
required to be disconnected (DP), the load shedding algorithm shown in Fig. 12.14
defines a set of actions to be parameterized at the local control level, namely: load
disconnection in LC, EV disconnection or droop parameterization at VC.

The activation/parameterization of the controls is performed previously to the
disturbances. The MGCC will send to the SM a frequency threshold for the
activation of the different load priority levels, which is then communicated to LC
and VC. When there is available reserve capacity, load reconnection takes place
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when the frequency recovers to a value close to the nominal one (for example, at
least 49.9 Hz). In order to avoid simultaneous load reconnections, a random time
delay is considered for load reconnection after the moment frequency effectively
reaches the pre-defined value.

Figure 12.15 shows the MG frequency behavior when the load participates in
the MG frequency regulation following islanding at t = 20 s. Four scenarios were
tested:
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• Base Case—considering only primary and secondary frequency control. The EV
and loads do not participate in the MG frequency regulation.

• Case 1—All the EV connected to the MG are controlled with P-f droop, rep-
resenting a total of 49 kW. Load control is not considered.

• Case 2—Only 40 % of the EV connected to the system are controlled with P-f
droop characteristic and 20 % of the MG load is available for participating in
the demand response scheme.

• Case 3—The EV do not participate in the MG frequency regulation and 36 % of
the MG load is available for participating in an active demand response scheme.

The coordination of EV and load control strategies demonstrates great benefits
in terms of the severity of the frequency disturbance and consequently of the
storage solicitation. As shown in Fig. 12.16, similarly to the results obtained for
the EV P-f droop control, the participation of load provides spinning reserve to the
system during the secondary control response time. Further improvements on the
reconnection of loads can be performed in order to minimize the transients.

12.3.5 Managing the MG Energy Balance Following
Islanding

The MG frequency and voltage control mechanisms described in Sects. 12.3.1 and
12.3.3 ensure continuous power balancing and frequency restoration to nominal
values during islanding operating conditions. However, the effectiveness of the
strategies will depend on several operating conditions, such as:

• MG storage capacity, which is essential to ensure primary frequency regulation.
• Controllable MS reserve capacity, in order to perform secondary frequency

regulation.
• Non-controllable MS power production, which acts as a negative load in the

system.
• MG flexible load, including the EV connected to the LV network.
• MG load in comparison to total generation.

The information sent by the smart meters to the MGCC can be used to char-
acterize the MG operating conditions and coordinate the available resources in
order to improve the MG resilience to severe disturbances. Updating the MG
emergency operation strategies according to the MG actual operating state will
allow:

• Minimizing the amount of load to be disconnected.
• Minimizing the time during which loads are disconnected.
• Ensure that the MG has sufficient storage capacity to ensure primary frequency

control following a given disturbance.
• Maintain frequency excursions within admissible limits.
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The algorithm presented in Fig. 12.17 will run online at the MGCC in order to
analyze the MG operating conditions and then identify the most appropriate
actions to ensure a secure islanding. It consists in four main steps, namely:

(1) Characterize the MG operating state based on the information sent by smart
meters. The algorithm determines the MG storage capacity, microgeneration
reserve capacity, power flow between the MG and the MV network and load
(divided between the controllable and non-controllable load).

(2) Determine the severity of the disturbance. If the MG is operating intercon-
nected to the main grid, the occurrence of an unplanned islanding will cause an
active power unbalance (Pdist) equal to the power exchanged with the MV
network. If the MG is operating islanded, the power unbalance will result from
the changes in loads or generation. It is important to notice that planned
islanding events are not a key concern, since adequate control action can be
taken in order to balance the MG load and generation prior to islanding, thus
minimizing the associated transient phenomena.

Determines MG Operating
Mode and State

Determines power
unbalance
ΔP=R-Pdist

E > SOC ?
or

ƒ< ƒmin

Temporary emergency
load control algorithm

END

Yes

No

Determines
Power Disturbance

Pdist

Controllable
MS Dispatch

MG dynamic
simulation

Priority Load
shedding algorithm

R > Pdist

YesNo

Fig. 12.17 Algorithm for
defining the MG emergency
operation strategy

12 Coordinating Distributed Energy Resources 281



(3) Determine the amount of load to shed. In case the MG does not have enough
reserve capacity, it is necessary to exploit emergency responsive loads and
shed some part of the MG load in order to ensure power balance.

(4) Evaluate the security of the MG during an unplanned islanding. The algorithm
determines if the MG has enough storage capacity to ensure power balance
during the time required for restoring the frequency to nominal values or if the
frequency goes out of admissible limits. Otherwise, it might be necessary to
shed some load temporarily.

In Step (3) the amount of load to shed (DPshed) is determined as in Eq. (12.5),
based on the MG reserve capacity (R) and on the active power unbalance (Pdist)
estimated in Step (2),

DPshed ¼ R� Pdist ð12:5Þ

During islanding conditions, if the MG lacks energy to ensure power balance,
the system will collapse. The energy balance in the storage unit (E) can be
determined by Eq. (12.6).

E ¼ EDP � EMS � EVE � ERL ð12:6Þ

where EDP is the energy resultant from the power unbalance after the MG dis-
turbance, EMS is the energy provided by the MS (both controllable and non-
controllable) and EVE is the energy resultant from the response of the EV to the
frequency deviation. ERL results from: (1) the energy not supplied to responsive
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loads, which were disconnected due to the emergency state of the MG or (2) the
energy to be supplied to dump loads, in case the disturbance leads to an excess of
generation regarding the MG load.

Based on Eq. (12.6) it is possible to evaluate the energy required to ensure
secure islanded operation. However, the energy injected/absorbed by the MG
storage unit will depend on the response of the controllable MS such as SSMT or
fuel cells (for example Solid Oxide Fuel Cells—SOFC). Since these units present a
non-linear power response, the energy required to ensure MG robust operation
following a disturbance cannot be accurately estimated using simplified linear
models.

In order to overcome this difficulty, a simplified MG dynamic model that is
represented in Fig. 12.18 was adopted. The model consists on a single equivalent
bus, considering only the load, generation and storage resources. The model
adopted neglects the presence of the LV network and the dynamics of the power
converters, which are faster than the MG dynamic behavior. The storage unit and
EV are represented by their external P-f control loop. TdP is the delay related to the
response of voltage source inverters and Tinv is the delay of the EV grid coupling
inverter [13]. Loads and non-controllable MS are represented as constant active
power.

The load shedding and the generation emergency dispatch are used as inputs of
the MG dynamic model in order to evaluate the energy balance within the MG and
the expected frequency deviation for a given period. As outputs, the model pro-
vides the total energy injected by the storage units and the MG frequency response.
Based on these values, the algorithm then verifies if the MG storage units have
sufficient capacity to ensure power balance and if the minimum frequency does not
violate the admissible frequency limits (fmin). If these conditions are violated, it is
possible to follow an iterative procedure to determine an additional amount of load
to be disconnected and compensate the slow response of some MS to power
control signals. The frequency threshold for its activation can also be identified,
based on the frequency response obtained from the MG simplified model.

The proposed approach is intended to support MG islanding operation during
short periods of time (i.e. less than 1 h). For larger time frames of operation in
islanding conditions, complementary approaches need to be considered, involving
forecasting of loads with different degrees of flexibility (including EV), as well as
forecasts for renewable based microgeneration.

12.4 Microgrid Service Restoration Procedure

The occurrence of general blackouts is a rare event but has severe economic and
social impacts, as a consequence of the long restoration times resulting from
complex procedures followed by system operators [37–39]. The unique charac-
teristics of each electric power systems preclude the definition of general restora-
tion plans. The restoration procedures usually consist on pre-established guidelines
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and operating routines, involving transmission and distribution operators. For each
step, system operators have to coordinate generation and load to maintain system
stability, ensure reactive power balance to keep system voltages within acceptable
limits and limit switching transient voltages, amongst others [37–39].

When compared to conventional power system restoration, the MG Black Start
(BS) procedure will benefit from a considerable problem size reduction, and hence
the reduction of the number of controllable variables. However, as discussed
previously, the MG is an inverter dominated grid, thus requiring very specific
voltage and frequency regulation strategies exploring the MG energy storage and
the MS generation capacity [8].

The MG restoration procedure is triggered by the MGCC when a general or local
blackout occurs, or when the MV network is not able to restore MG operation after a
pre-defined time interval. Similarly to conventional power systems, the MG resto-
ration procedure consists on a sequence of actions to be checked and performed
by MG local controllers in coordination with the MGCC. However, the procedure
should be fully automatic without requiring the intervention of distribution network
operators.

In order to perform service restoration at the MG level, it is assumed that the
MG is equipped with [8]:

• MS with black start capability, capable of communicating to the MGCC their
generation availability and operational status.

• LV switches to disconnect the MG feeders, loads and MS in case a generalized
fault occurs.

• Communication infrastructure powered by dedicated auxiliary power units, in
order to ensure the communication between the MGCC and the local controllers.

• Adequate protection equipment in order to protect MS and the LV grid from the
fault currents and to isolate the faulted area. Since the BS procedure involves a
step-by-step connection of MS to the LV grid, the short-circuit power at the
point where protection devices are installed will change. Thus, under such
protection strategy, it is assumed that during the restoration procedure the
MGCC has the ability to change the protection devices settings in order to
efficiently detect and isolate MG faults.

In order to provide BS capability, controllable MS such as SSMT and or fuel
cells require additional DC storage capacity to power the ancillary equipment
required when starting the MS. Also, in order to supply local loads, the MS
coupling inverter has to be controlled as a VSI. Therefore, during the MG resto-
ration procedure a Multi-Master Operation (MMO) strategy could be adopted
increasing the MG robustness during the procedure. When the MG stabilizes
before synchronizing to the upstream network, the MS grid-coupling inverters can
switch its control strategy to PQ.
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12.4.1 Participation of EV in the MG Restoration Procedure

The EV can be integrated in the MG restoration procedure as grid supporting units.
The EV available to provide this service will be connected to the MG during the
first steps of the restoration procedure. They won’t be allowed to charge at the
nominal frequency. Instead, the EV should be synchronized to the grid with a zero
power set-point, as shown in Fig. 12.19. As a result, during the first steps of the
procedure and whenever the frequency remains within the EV P-f droop frequency
dead-band, the EV will not exchange power with the MG. However, when the
loads and MS begin to be reconnected, the EV will inject or absorb power in order
to reduce the resulting frequency disturbance, consequently reducing the solici-
tation from the main storage unit and providing frequency support to the MG.

12.4.2 BlackStart Methodology

After a general blackout, the MGCC will trigger the BS procedure, based on the
information about the MG pre-disturbance load scenario. Following the MG res-
toration strategy proposed in [8], the overall procedure can be organized in the
following sequence of events:

1. MG status determination. The MGCC evaluates the network status both
upstream and downstream:

a. Upstream network status—the MGCC only activates the restoration procedure
if there is no alternative to reconnect to the main grid. Before activating the
procedure, the MGCC waits for a confirmation of the occurrence of local or
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general blackout from the distribution system operator, in order to eliminate the
possibility of an interconnection switch malfunction, or possible reconnection
to the main grid through MV network reconfiguration.

b. Downstream network status—the MGCC evaluates the LV network status,
analyzing switches status and alarms, in order to check the existence of local
faults or equipment failures. At this stage the MGCC also evaluates the gen-
eration and active load resources, in order to ensure the successful MG service
restoration. Historical data resulting from the MG operation can provide
information about the priority loads to be restored.

2. MG preparation in order to start the restoration procedure. The MGCC should
send to the local controllers (MC, LC), a signal to ensure the disconnection of
loads and MS from the LV network. Then, MS with local BS capability can be
restarted and be used in order to power some of the local loads. This procedure
ensures that the MS with storage capacity providing back power to their local
loads are not energizing larger parts of the LV network.

3. MG energization, connecting the MG central storage unit at the MV/LV
substation and closing the substation LV feeder switches. The connection of the
storage unit in no load/generation conditions ensures that the MG is operating
at nominal frequency and voltage.

4. Synchronization of the running MS to the MG. The synchronization is
enabled by the MGCC, being the necessary conditions—such as phase
sequence, frequency and voltage differences (both in phase and amplitude)
checked by the MC, through synchro-check relays.

5. Connection of EV. The MGCC will send a control signal to all smart meters in
order to connect the EV chargers with a zero power set-point and enable the P-f
droop functionality.

6. Coordinated reconnection of loads and non-controllable MS, considering
the available storage capacity and local generation, in order to avoid large
frequency and voltage deviations during load and non-controllable generation
connection.

7. Enable EV charging. After restoring priority loads and generation, if the MG
remains with sufficient reserve capacity the MGCC will enable the EV
charging. In order to avoid further disturbances, the MGCC will send new
reference power to the smart meters and dispatch the controllable MS to meet
the new load.

8. MG synchronization with the main grid, when the service is restored at the
MV network. The MGCC should receive a confirmation from the distribution
network operator to start the synchronization with the upstream network. The
synchronous conditions are checked locally through a synchro-check relay.
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12.4.3 Analyzing the Benefits of EV Participation on the MG
Rebuilding

Figure 12.20 compares the MG frequency behavior during the reconnection of
loads and non-controllable MS when considering both non-controlled charging and
V2G service. At t = 5 s the MGCC enables the reconnection of the first load block
causing a frequency deviation of 1.5 Hz, which is then corrected by the secondary
control by increasing the controllable generation output. The load reconnection is
interleaved with the reconnection of the non-controllable MS at t = 30 s, followed
by the reconnection of the second block of loads at t = 50 s. After the restoration
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of load there is still sufficient reserve capacity and the MGCC enables the increase
of the EV charging power, which is divided in three steps: 20 % of their nominal
power at t = 70 s, 40 % at t = 80 s and 60 % at t = 90 s.

As it can be observed in Figs. 12.20 and 12.21, the active participation of the
EV in the frequency regulation reduces the frequency deviation caused by the
reconnection of loads and the non-controllable MS. When the frequency deviation
falls outside of the P-f droop frequency dead-band (from 49.9 to 50.1 Hz), the EV
inject power during the reconnection of loads and increase their consumption
during the reconnection of the non-controllable MS. The participation of EV in
frequency regulation becomes more significant for large frequency disturbances,
according to their droop characteristics. Following the MG frequency stabilization
(t = 65 s) and since the MG had enough reserve capacity, the P-f droop parameter
Prated is increased gradually, in order to allow the EV to charge their batteries.
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Figure 12.22 shows the MG main storage power output for both case studies.
As demonstrated, when considering the V2G operation mode there is a reduction
of the active power required from the MG main storage unit.

The active power response of the SSMT to the centralized secondary load
frequency control is shown in Fig. 12.23. The SSMT change their power output
considering the frequency set-points sent by the MGCC. During the restoration
procedure the SSMT coupling inverters are controlled as VSI with a MMO strategy.
The DC coupled storage provides immediate power response to the MGCC
frequency control signals, compensating the SSMT slower power response.

12.5 Experimental Validation of MG Emergency
Operation

Following the track record on MG research, significant demonstration activities
have been exploited worldwide [15–20]. In Europe, the Association of European
Distributed Energy Resources Laboratories (DERlab) clusters European DER
laboratories in order to widen the access to the available testing facilities. In the
United States, the CERTS Microgrid Laboratory Test Bed aims to demonstrate
peer-to-peer and plug-and-play functionalities for different DER, while exploiting
the MG islanding operation mode. Large scale demonstration projects can also be
found in Japan, with a strong emphasis on the integration of RES in the grid, namely
on the development and test of adequate control solutions involving different
energy storage technologies to balance the RES variability. Recently, the Zhejiang
Electric Power Test and Research Institute implemented a cluster of multiple dis-
tributed generation and energy storage technologies capable of operating in dif-
ferent conditions and involving the testing of control strategies for grid connected
and islanding mode, while dealing with protection and power quality issues.

Envisioning the development of advanced experimental infrastructures for
feasibility demonstration of MG operation in both grid connected and autonomous
mode, INESC Porto has been implementing a laboratorial infrastructure in order to
exploit distinctive control and management solutions for key DER, such as EV and
loads. At the same time, a distinct feature of the MG experimental set-up relies on
the integration of both commercially available solutions and in-house developed
prototypes. The laboratorial infrastructure aims also to evaluate the specificities of
communication requirements for a MG environment and to assess the impact
of different technological solutions on the electric power system operational per-
formance [20].
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12.5.1 MG and EV Laboratory: Electric Infrastructure

The main building block of this laboratory includes micro-generation technologies,
energy storage, controllable loads, EV and the associated chargers as well as the LV
grid cable simulators. As shown in Fig. 12.24, the RES based microgeneration

Fig. 12.24 Laboratory renewable energy sources and commercial inverters

Fig. 12.25 Commercial EV and commercial charger
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installed at the laboratory includes 15.5 kWp of photovoltaic installed capacity and
a 3 kW micro-wind turbine emulator. The RES based microgeneration units can be
connected to the electric network either through single-phase state of the art
commercial inverters or through single-phase inverter prototypes developed
in-house. A 20 kW 4-quadrant back-to-back inverter is also available in the labo-
ratory. The inverter is remotely controlled in terms of injected or absorbed active
power, thus allowing the emulation of different operation conditions either as a
generation unit or as a load.

Regarding storage units, two Flooded Lead-Acid (FLA) battery banks (50 V,
20 kWh @ 10 h) were integrated in the laboratorial infrastructure, being con-
nected to two three-phase groups of SMA Sunny Islands inverters (15 kW, 400 V
each). These inverters are mainly used for the electrification of remote areas, being
able to operate autonomously in isolated systems, by managing storage and local
generation (renewable based and/or small backup generators). However, the
inverters can also operate in parallel with an existing grid, while providing a
smooth transition to autonomous (islanded) operation [40].

Regarding electric mobility, the laboratory has two commercial plug-in EV, as
shown in Fig. 12.25, which can be charged by a commercial single-phase home
charger. Since the commercial available chargers do not allow controlling the EV
charging power, a single-phase DC/AC bi-directional inverter prototype was also
developed and connected to a bank of lithium-ion batteries (128 cells, 3 V per cell,
40 Ah).

Two three-phase-four wire LV cables emulators (100 and 50 A) enable the
development of different network testing scenarios, considering the resistive nature
of LV feeders. Different unbalanced scenarios can also be implemented, distrib-
uting the laboratory electric devices by the three-phases of the system.

All the devices available in the laboratory are connected to an electric panel
with three 400 V busbars with the possibility of being sectionalized (thus allowing
a configuration with six semi-busbars). From the installed busbars, a set of output
feeders was installed, allowing the connection of the different laboratory equip-
ment. The configuration of the electric panel allows the composition of different
MG setups through the use of a contactor based system allowing the selection of
the busbar to which a certain feeder should be connected. The laboratory super-
vision and automation is carried out by a SCADA system, which supports all the
laboratorial operations and ensures the electrical network configuration and
monitoring. Each feeder and busbar is equipped with a universal metering device,
which provides a large set of electrical values and power quality indicators. The
interface and field bus capabilities (Modbus) of the universal metering devices
enables the communication of measurement data and its incorporation into the
laboratory SCADA system, as well as in the software routines used to operate and
control the MG system.
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12.5.2 Microgeneration Power Converters and Bi-directional
EV Charger Prototypes

As discussed in Sect. 12.3, the MG management and control strategies have to
take into account the specificities of power electronic interfaces coupling micro-
generation and EV to the network. In order to develop and test new control
strategies and since the commercial inverters are relatively closed technologies,
two single-phase microgeneration and an EV charger prototypes were developed
[41–43].

The power electronic converters architecture is based on a modular structure,
enabling the configuration of different types of converters. The converters are
composed by half-bridge assemblies, including IGBT switches and hybrid gate
drivers, as well as passive components, such as protection devices, voltage and
current sensors and the control hardware.

The inverters prototypes have similar architectures. However, considering their
distinct applications they present different control and hardware features. As an
illustrative example, the EV bidirectional charger prototype is mentioned. The
charger can be divided in two stages with independent control schemes, namely: a
grid tied Full-Bridge (FB) inverter that controls the power flow between the DC
bus and the LV grid and a Dual Active Bridge (DAB) that regulates the current
flowing from/to the batteries and assures the galvanic isolation between the grid
and the battery pack. The FB inverter regulates the DC bus voltage to 400 V, in
order to ensure adequate supply to the DAB input stage. The inverter is controlled
with a PQ strategy within a limit of ± 3,680 W, using a proportional-integrative
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controller implemented in a synchronous reference frame and with additional
harmonic compensation. The reference power will be determined according to the
droop characteristic described in Sect. 12.3.2.

12.5.3 Communication and Control Architecture

As represented in Fig. 12.26, the laboratory electric infrastructure is supported by
an information and communication system, enabling the management and control
of the MG. In terms of communications and control, the laboratory comprises two
major building blocks: the MG communication and control system and the labo-
ratory data acquisition and control system. A communication network consisting
of an Ethernet infrastructure was deployed and it is used to interlink the previously
mentioned building blocks.

At the MG communication and control system, the Ethernet communication
system ensures hierarchical and bidirectional communications in line with the MG
concept previously discussed and it allows a controllable communication medium
interconnecting the different devices and entities (e.g., MGCC, SM, local con-
trollers). Additionally, it was also envisioned the possibility of considering a layer
dedicated to the distribution network operator, which is represented by the Dis-
tribution Management and Control System (DM&CS), which will allow the
implementation of coordinated operations between the MG cell and the upstream
distribution grid.

The MG controllers are emulated in conventional computers integrating the
different software and hardware modules responsible for the acquisition and pro-
cessing of data, which is then used as input to the MG high level management and
control functionalities. The information received from the SM includes: power
generation, load, EV, responsive loads and power quality indicators, which are
processed and aggregated according to the system operator needs. The information
received is then used by local software modules, responsible for managing the MG
technical operation, during normal and emergency conditions. At the lower control
layer, the SM is able to receive set-points from the MGCC and forward them
downstream to the respective local controllers. The SM has also a local processing
capability, in order to integrate preferences of customers regarding the participa-
tion in grid support services and remote management of load and generation.

Regarding the MG communication infrastructure, a Medium Behavior
Controller (MBC) was developed. It allows emulating different communication
technologies. The Ethernet network is used as a controllable communication
medium where distributed MBC are able to impose controlled bandwidth values to
the different communication interfaces and define different communication profiles
considering data packet delays and losses.

With respect to the laboratory data acquisition and control system, it is
intrinsically related to the SCADA system and to the universal metering devices
which are used as a platform for data collection for detailed experiment analysis
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and to support MG software modules. The Modbus interface of the universal
metering devices enables the communication of measurement data and its incor-
poration into the laboratory SCADA system. Simultaneously, a Modbus to TCP-IP
protocol conversion platform is also used in order to share the measurement data
with the MG control system and with a general database for storing experimental
results. Additionally, laboratory load banks are remotely connected through
Ethernet remote I/O devices that allow its remote control and operation.

Fig. 12.27 MG test system for MG islanded operation experiment
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12.5.4 Experimental Validation of MG Autonomous
Operation

The experimental MG topology represented in Fig. 12.27 was adopted in order to
validate the MG islanded operation. The system includes two PV strings connected
to the DC/AC solar power converter prototype, the wind-turbine emulator, the EV
bidirectional charger prototype, two 27 kW resistive banks and the 4-quadrant
inverter emulating a gas microturbine with DC coupled storage. The communication
architecture, illustrated in Fig. 12.26, was used to support the data control
exchanged during the different phases of the scenarios considered.

The three-phase group of VSI inverters—SMA Sunny Island—is connected to
node 1. When operating in normal conditions, loads are supplied directly from the
main grid. When the grid switch is disconnected the Sunny island inverter coupled
to the FLA storage units ensures power balance and the MG voltage and frequency
reference. Primary control is assured by the Sunny Island inverter; however, these
power converters intrinsically include a fast additional secondary frequency con-
trol strategy, which allows restoring the grid frequency and voltage to the nominal
values [40, 44]. The solar and micro-wind turbine inverter prototypes are operated
with fixed power injection, while the 4-quadrant inverter is fully regulated in terms
of active power injection. In this case, the 4-quadrant inverter is dispatched to
provide secondary regulation, compensating the power injected by the battery
bank.

Experiment 1 -MG islanded operation with EV
As discussed in previous sections, one of the most important features of the MG

is the possibility of operating autonomously, through the exploitation of adequate
primary and secondary frequency and voltage regulation strategies. Figure 12.28
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compares the MG frequency in the moments subsequent to islanding when con-
sidering both the non-controlled and P-f droop EV charging strategies. The MG
frequency and EV active power were measured with a power quality analyzer
Fluke 1760 (negative values of EV active power corresponds to power absorption
for battery charging). Similarly to the results obtained in [4] and [5], the partici-
pation of EV in the MG frequency regulation reduces the MG frequency drop
during the islanding transient, since it actively responds to the MG frequency by
starting to reduce the absorbed power and even reversing it (operation in the V2G
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mode). This autonomous behavior implemented in the EV charger prototypes
contributes to reduce the power unbalance in the islanded MG and therefore
provides an active contribution to MG frequency regulation.

Following MG islanding, the MG laboratory setup allows also to evaluate the
ability of the EV charge prototype to participate in load following conditions. As
shown in Fig. 12.29, the EV controlled through P-f droop actively participates in
load following during MG islanding operation, by increasing or decreasing its
charging power as a response to the different load steps connection (frequency

Fig. 12.31 MG test system for the MG restoration procedure
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decrease) and disconnection (frequency increase). During this process it can also
be observed that EV participation is proportional to the MG frequency behavior.

As previously mentioned, SMA Sunny Island inverters are able to provide both
primary and secondary frequency regulation. However, after correcting frequency
deviation, the inverter continues to supply MG loads if no other MS can be
dispatched. In order to compensate the energy provided by the FLA battery bank,
the secondary frequency control method described in Sect. 12.3.3 was imple-
mented at the MGCC, which will dispatch the 4-quadrant inverter. Figure 12.30
depicts the active power injected by the SMA Sunny Island inverters both when
the secondary regulation functionality is activated and when it is deactivated
(negative power refers to power injected from the SMA Sunny Island inverters to
the MG). Considering the case without the secondary regulation, in Fig. 12.30 it is
possible to observe the active power injection by the SMA Sunny Island inverters
starting from an operating conditions which is changed at about t = 140 s and
t = 210 s by a load disconnection and reconnection, respectively. When consid-
ering the secondary regulation, at about t = 80 s the MGCC activates secondary
control and the 4-quadrant inverter starts increasing its power output, consequently
reducing the power injected by the SMA Sunny Island inverters. On the contrary,
at t = 140 s when there is an excess of generation the 4-quadrant inverter reduces
its power output in order to reduce the power absorbed by the SMA Sunny Island
inverters.

Experiment 2 -MG restoration procedure with EV
The MG topology represented in Fig. 12.31 was adopted in order to demon-

strate the participation of EV in the MG restoration procedure discussed in
Sect. 12.4. The test procedure adopted was the following:

1. Before starting the rebuilding phase, the MGCC enables the synchronization of
the EV connected to node 2 to the MG (at t = 25 s), in order to provide grid
support. As it was previously explained in Sect. 12.4.1, the EV P-f droop
characteristic is parameterized by the MGCC with a zero power charging
reference.

2. At t = 30 s the MGCC enables the reconnections of the loads installed in node
3, representing a total power of 10 kW and waits until the system frequency is
recovered to nominal values.

3. At t = 44 s the MGCC enables the reconnection of PV panels connected to
node 4.

4. At t = 56 s the MGCC reconnects the controllable generation represented by the
4-quadrant converter connected to node 3 and activates the secondary control.

5. At t = 80 s, a single-phase (phase A) load step in node 4 is allowed to be
connected to the islanded MG, representing a total of 3 kW.

6. Since the system has enough reserve capacity, at t = 136 s the MGCC enables
the increase of the EV charging power in three steps of 20, 40 and 60 % of the
EV charging power (3 kW).

298 C. Gouveia et al.



7. At t = 228 s the MV network becomes available and the synchronization
process is enabled. Synchronization is performed at the LV side of the MV/LV
transformer.

8. At t = 239 s the MG is successfully reconnected to the MV network.

Figure 12.32 compares the MG frequency response and the EV active power
output during the restoration procedure (negative power represents EV charger
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prototype power abortion from the MG). Similarly to the results obtained for the
islanded operation, the participation of EV reduces the frequency disturbances
resulting from the reconnection of loads and generation. For example, at t = 30 s
when the load at node 3 is reconnected, the EV active power injection of 1.3 kW
and it contributes to reduce the frequency excursion from 49.64 to 49.73 Hz. On
the contrary, when the 4-quadrant converter is reconnected at t = 56 s, the
increase of the EV power consumption to 600 W reduced the frequency excursion
from 50.24 to 50.1 Hz.

In order to evaluate the influence of the communication system uncertainty on
the restoration procedure previously developed, the experiment was repeated
considering the action of the MBC (described in Sect. 12.5.3) through the emu-
lation of different scenarios of information delays and losses. The introduction of
delays and losses is based on probabilistic process over which average values and
deviations can be established. Figure 12.33 depict the active power output of the
4-quadrant inverter in the presence of delays associated with the information
exchange. When the secondary control is enabled by the MGCC, in this case at
t = 90 s, the secondary control response depends on the MG communication
system uncertainties, which are considered to be the delays for information
exchange that are changed from a base case (zero delays) to 2 and 4 s (mean delay
values) with a jitter of 500 ms. As shown in Fig. 12.33, an increase in the average
delay time, associated with each set-point exchange, delays the overall response of
the 4-quadrant converter.

In Fig. 12.34 it is possible to notice the effect of set-point losses over the same
experiment, in the particular case of the 4-quadrant converter. A mean delay of
approximately 2 s was considered and different values of information loss were
defined. The impact resulting from the communication system uncertainties can be
evaluated with the introduction of losses. The impact is visible when comparing
the base case with no losses with the remainder cases where losses occur. With a
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loss rate of 10 % a set-point loss occurs around t = 180 s; with a loss rate of 20 %,
failures are visible t = 175 s and t = 220 s.

12.6 Final Remarks

Future power system planning and operation will focus on the LV distribution
networks since the majority of small scale DER—EV, MS, storage units and
flexible loads—are connected to it. Within the Smart Grid paradigm, the MG
concept has been pointed out as an efficient solution to deal with DER integration
acting either as a local DER control and management system or as an aggregation
cell that is able to provide a coordinate response to the upstream distribution grid.

This new distribution operation philosophy embodies the active distribution
network concept, being able to tackle the technical challenges resulting from the
large scale integration of DER and EV and at the same time take advantage of
the local resources flexibility to improve the security and reliability of the system.
The coordination of MG local resources endows the LV system with sufficient
autonomy to operate interconnected to the upstream network or islanded, or even
perform local restoration procedures in case of generalized disturbances.

Following a worldwide track record on MG research activities, significant
demonstrations have been implemented. INESC Porto experience on implementing
a MG laboratorial infrastructure was presented aiming the feasibility demonstration
of MG operation in grid connected and autonomous mode, while exploiting dis-
tinctive control and management solutions for DER. The infrastructure is composed
of commercially available components, which are complemented by hardware and
software prototypes developed in accordance with strategies developed for DER
active integration in MG operation. Additionally, the specificities of communica-
tion requirements for a Smart Grid environment and the evaluation of its impact on
the MG operational performance, namely due to the associated uncertainty, were
addressed given its key relevance for MG operation and control. Furthermore, the
presence of distributed control schemes allows the MG to react even when
the uncertainty introduced by communication systems is considered.

The industrial development of Smart Grid related products and technologies are
growing, enhancing the importance of experimental demonstrations which take
into consideration real world conditions. The development of laboratorial facili-
ties, such as the one described in this chapter, plays an important role in the
consolidation of innovative solutions that are the key for a successful development
of the smart grid paradigm. The results described in this chapter reinforce the fact
that the coordination between the MG centralized and local control strategies
provides additional resources to deal with the increasing integration of DER.
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Chapter 13
A Novel Aggregation Technique Using
Mechanical Torque Compensating
Factor for DFIG Wind Farms

M. A. Chowdhury

Abstract A novel aggregated model for wind farms consisting of wind turbines
equipped with doubly fed induction generators (DFIG) is proposed in this paper. In
the proposed model, a mechanical torque compensating factor (MTCF) is inte-
grated into a full aggregated wind farm model to deal with the nonlinearity of wind
turbines in the partial load region and to make it behave as closely as possible to a
complete model of the wind farm. The MTCF is initially constructed to approx-
imate a Gaussian function by a fuzzy logic method and optimized on a trial and
error basis to achieve less than 10% discrepancy between the proposed aggregated
model and the complete model. Then, a large scale offshore wind farm comprising
72 DFIG wind turbines is used to verify the effectiveness of the proposed
aggregated model. The simulation results show that the proposed model is able to
approximate collective dynamic responses at the point of common coupling with
significant reduction in the simulation computation time.

Keywords Doubly fed induction generator � Wind farm � Aggregated model �
Mechanical torque compensating factor � Fuzzy logic

13.1 Introduction

Wind power has been the fastest growing energy source since the last decade due to
its inherent attribute of the reproducible, resourceful and pollution-free character-
istics. Wind power capacity reached 215 GW (3 % of global electricity consump-
tion) worldwide with a growth rate of 22.9 % in 2010. With this growth rate, wind
power capacity will be doubled every 3 years. Based on this accelerated

M. A. Chowdhury (&)
Faculty of Engineering and Industrial Sciences, Swinbune University of Technology,
Internal Mail H38, PO Box 218, Hawthorn, VIC 3122, Australia
e-mail: achowdhury@swin.edu.au

J. Hossain and A. Mahmud (eds.), Renewable Energy Integration,
Green Energy and Technology, DOI: 10.1007/978-981-4585-27-9_13,
� Springer Science+Business Media Singapore 2014

305



development and further improved policies, 12 % of global electricity demand
(1900 GW) is predicted to be provided by wind energy systems by the year 2020 [1].

Wind farms of 50 MW ratings or more are integrated into high voltage trans-
mission networks [2]. With the increasing amount of wind power penetration in
power systems, wind farms begin to influence power systems. This justifies the
need for adequate models for wind farms in order to represent overall power
system dynamic behavior of grid-connected wind farms during both normal
operations and grid disturbances. A wind farm may consist of tens to hundreds of
wind turbines. This leads to model complexity and computation burden [3, 4].
Figure 13.1 shows a complete wind farm model with n number of wind turbines
equipped with doubly-fed induction generator (DFIG).

To simplify the complete wind farm model, an aggregated wind farm model is
required to reduce the size of the power system model, the data requirement
and the simulation computation time [5–7], where this aggregated model can
(1) represent the behavior (active and reactive power exchanged with the power
system at the point of common coupling (PCC)) of the wind farm during normal
operation, characterized by small deviations of the grid quantities from the
nominal values and the occurrence of wind speed changes and (2) represent the
behavior of the wind farm during grid disturbances, such as voltage drops and
frequency deviations.

Two types of wind farm aggregation techniques have been proposed: the full
aggregated and the semi aggregated techniques. Figure 13.2 shows the full
aggregated and semi aggregated wind farm models. The full aggregated model
consists of one equivalent wind turbine and one equivalent generator for a wind
farm with one operating point at an average wind speed for all the wind turbines in
the wind farm [7–12]. The semi aggregated model consists of all the wind turbines
in the wind farm and one equivalent generator [13, 14].

For a wind farm consisting of DFIG wind turbines, the ability of the full or semi
aggregated model to approximate the complete model depends on the operating
region of the DFIG wind turbines. The operating regions of the DFIG wind turbine
adopted in this work is shown in Fig. 13.3, which can be segmented into two parts:
a partial load region, where the wind speed ranges between 4.5 and 14.5 m/s and a

Fig. 13.1 Block diagram of a complete DFIG wind farm model
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full load region, where the wind speed ranges between 14.5 and 25 m/s).The DFIG
wind turbine is stopped when wind speed is less than 4.5 m/s or greater than 25 m/s.

The full or semi aggregated model can represent the complete model when
DFIG wind turbines in the wind farm operate in the full load region regardless of
the differences in the operating points of the wind turbines in the wind farm. This
is due to the fact that all generators produce the same current at its maximum
rating in this region.

But, the full aggregated model cannot provide an accurate approximation of a
complete model when DFIG wind turbines in the wind farm operate in the partial
load region. This is due to the fact that the full aggregated technique does not
consider the operating points of all corresponding wind turbines in the wind farm
and a nonlinear relationship between wind speed (VW) and mechanical torque (Tm)
as shown in Fig. 13.3.

Fig. 13.2 Block diagram of a full aggregated and b semi aggregated DFIG wind farm models

Fig. 13.3 Operating regions
of the DFIG wind turbine
at the turbine rotor speed
of 1 p.u
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The semi aggregated model, on the other hand, improves the approximation of a
complete model in the partial load region by considering the operating points of all
corresponding wind turbines in the wind farm. The use of an average generator
rotor speed (xg) for all of the wind turbines still contributes to discrepancies in the
magnitude of mechanical torque and consequently electromagnetic torque.

This chapter thus proposes a new aggregation technique with the incorporation
of a mechanical torque compensation factor (MTCF) into the full aggregated wind
farm model to deal with the nonlinearity of wind turbines in the partial load region
and to make it behave as closely as possible to a complete model of the wind farm.

13.2 DFIG Wind Turbine Model

The DFIG wind turbine is modelled in terms of behavior equations of each of the
subsystems, mainly the turbine, the drive train, the induction generator and the
control system (Fig. 13.4).

The aerodynamics of the wind turbine is characterized by Cp-k-b curve. Cp is
the power coefficient, which corresponds to maximum mechanical power extrac-
tion from wind for its maximum value, and is a function of the tip-speed ratio (k)
and the pitch angle (b), which is given by [15]

Cp k; bð Þ ¼ 0:22
116
ki
� 0:4b� 5

� �

e
�12:5

ki ð13:1Þ

where

1
ki
¼ 1

kþ 0:08b
� 0:035

b3 þ 1
ð13:2Þ

For a given Cp, the mechanical torque (Tm) produced by the wind turbine is
given by [16]

Tm ¼
qACpV3

W

2xt
ð13:3Þ

where q is the air density, A is the sweep area of the blades, VW is the wind speed
and xt is the turbine rotor speed.

For modeling drive train, the rotor is treated as two lumped masses, i.e., turbine
mass and generator mass are connected together by shaft with a certain damping
and stiffness coefficient values [17].

After simplifications by neglecting the turbine and generator self-damping,
shaft stiffness and torsional oscillations, the mathematical equation can be
expressed

2H
dxg

dt
¼ Tm � Te ð13:4Þ
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where H is the inertia constant, xg is the generator rotor speed and Te is the
electromagnetic torque.

For modeling induction generator, a synchronously rotating d-q reference frame
is chosen, which is rotating with the same speed as the stator voltage. Stator and
rotor voltages in this reference frame are given by

vds ¼ �Rsids � xs/qs þ
d/ds

dt
ð13:5Þ

vqs ¼ �Rsiqs þ xs/ds þ
d/qs

dt
ð13:6Þ

vdr ¼ �Rridr � sxs/qr þ
d/dr

dt
ð13:7Þ

vqr ¼ �Rriqr þ sxs/dr þ
d/qr

dt
ð13:8Þ

where v is the voltage, i is the current, R is the resistance, xs is the synchronous
speed, / is the flux and s is the slip. Suffix s, r, d and q denote stator, rotor, d-axis
component and q-axis component, respectively.

The electromagnetic torque (Te) is expressed in [18] as

Te ¼ /dsiqs � /qsids ð13:9Þ

where p is the number of poles.
The output active and reactive powers (Pe and Qe) are then calculated as

Pe ¼ vdsids þ vqsiqs þ vdridr þ vqriqr ð13:10Þ

Qe ¼ vqsids � vdsiqs þ vqridr � vdriqr ð13:11Þ

Fig. 13.4 Configuration of a
DFIG wind turbine
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The control system comprises of two external power electronic converter
controllers and a pitch angle controller. These controllers are modelled by the
conventional PI controllers [19]. The converter controllers generate the voltage
command signal vr and v1 for the rotor side converter (RSC) and grid side con-
verter (GSC), respectively in order to control the DC voltage and the reactive
power or the voltage at the grid terminals. The pitch angle controller generates
pitch angle command signal (b) for temporary reduction of mechanical power
when the DFIG wind turbine operates in the full load region. Their detail expla-
nation can be found in [20]. The parameters of the DFIG wind turbine used in this
work are shown in Table 13.1 [21].

13.3 Formation of a Complete DFIG Wind Farm Model

The model of a wind farm with all of its electrical networks is presented in this
section, which is a modified version of a 120 MVA offshore wind farm model
implemented by ‘NESA Transmission Planning’ of Denmark for power stability
investigations [8] as shown in Fig. 13.5. The wind farm model comprises of 72 DFIG
wind turbines with the parameters specified in Table 13.1. Each WTG is connected
to the cable sections through 0:67=30 kV transformer (LV/MV) and a line imped-
ance of 0:08þ j0:02 p.u. The wind farm is connected to the power grid through a
30=132 kV tertiary transformer (MV/HV) and then through a high voltage (132 kV)
transmission network (HVTN) with the impedance value of 1:6þ j3:5 p.u.

The internal and external electrical networks including electric lines, trans-
formers and cables are represented by constant impedances [13]. Short circuit
capacity viewed from the PCC into the HVTN is around 1500 MVA. The power
grid is modeled by an infinite bus with the MVA-rating of 1000 MVA.

A pair of indices identifies the WTG within the wind farm, where the first index
(from 1 to 6) denotes the number of the group (the 30 kV sea cable) and the second

Table 13.1 DFIG wind turbine parameters

Parameter Symbol Value Unit

Nominal mechanical output power Pmec 1.5 MW
Nominal electrical power Pelec 1.5/0.9 MW
Nominal voltage (L–L) Vnom 575 Volt
Stator resistance Rs 0.00706 p.u.
Stator leakage inductance Lr 0.171 p.u.
Rotor resistance Rr 0.0058 p.u.
Rotor leakage inductance Lr 0.156 p.u.
Magnetizing inductance Lm 2.9 p.u.
Base frequency f 60 Hz
Inertia constant H 1 s
Friction factor F 0.01 p.u.
Pair of poles p 3 –
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index (from 1 to 12) denotes the number of the WTG within the group. The
parameters of the DFIG wind farm used in the simulation are shown in Table 13.2
[8, 13].

Fig. 13.5 A 120 MVA offshore DFIG wind farm model

Table 13.2 DFIG wind farm parameters

Parameter Symbol Value Unit

Internal electrical network
Base power SWTG 1.5/0.9 MVA
Base voltage VWTG 575 V
LV/MV transformer – 0.69/30 kV

ST 2 MVA
ecc 6 %

Line impedance ZL 0.08 ? j0.02 p.u.
External electrical network
MV/HV transformer – 30/132 kV

ST 150 MVA
ecc 8 %

HVTN impedance ZT 1.6 ? j3.5 p.u.
Short circuit capacity of the PCC SPCC 1500 MVA
X/R ratio of PCC (X/R)PCC 20 p.u.
Short circuit capacity of the grid SG 1000 MVA
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13.4 Proposed Aggregated DFIG Wind Farm Model

Figure 13.6 shows the proposed aggregated DFIG wind farm model that consists
of a mechanical torque compensating factor (MTCF) incorporated into a tradi-
tional full aggregated model. The MTCF (a) is a multiplication factor to the
mechanical torque (T’magg) of the full aggregated model that minimizes this
inaccuracy in approximation. The mechanical torque (Tmagg) of the proposed
aggregated DFIG wind farm model is thus calculated by

Tmagg ¼ T
0

magg � a ð13:12Þ

The proposed model also involves the calculation of an equivalent internal
network and the simplification of the power coefficient (Cp) function.

13.4.1 Full Aggregated DFIG Wind Farm Model

The full aggregated DFIG wind farm model converts all DFIG wind turbines in the
wind farm into one equivalent unit with the same per unit value of mechanical and
electrical parameters in the voltage, flux linkage and motion equations [13], which
is driven by an average wind speed (VWagg) [14]

VWagg ¼
1
n

Xn

i¼1

VWi ð13:13Þ

where n is the number of WTGs in the wind farm and suffix agg denotes the
aggregated wind farm model.

Fig. 13.6 Block diagram of the proposed aggregated DFIG wind farm model
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This gives the mechanical torque as

T
0

magg ¼
qACpV3

Wagg

2xtagg
ð13:14Þ

where xtagg is the average turbine rotor speed calculated from VWagg.

13.4.2 Basis of MTCF Calculation

As stated earlier, the full aggregated model can provide an approximation of the
complete model when DFIG wind turbines operate in the full load region. Thus, in
this region the MTCF takes a value equal to 1.

When the wind turbines operate at different wind speeds and thus different
operating points, the adoption of an average operating point for the DFIG wind
turbines causes the discrepancies between the complete and full aggregated
models. Figure 13.7 shows that the torque of the full aggregated model is generally
lower than that of the complete model in the partial load region. Thus, in this
region the MTCF takes a value more than 1.

It means that the MTCF increases from the value 1 as VWagg increases from
4.5 m/s or VWagg decreases from 14.5 m/s, which implies that the MTCF may take
its maximum value between 4.5 and 14.5 m/s. On the other hand, the MTCF
maintains a proportional relation with the wind speed deviation (VWr) and it takes
a value equal to 1 when the operating points of the DFIG wind turbines in the wind
farm are identical (i.e., VWr = 0). Thus, the MTCF is a function of VWagg and VWr

and may be ‘approximated’ by an ideal Gaussian function (see Fig. 13.8) in the
partial load region:

a ¼ 1þ le
� VWagg�VWlð Þ2

2r2 VWr ð13:15Þ

According to Eq. 13.15, the maximum value of a is (1 ? l) when the wind
speed is equal to VWl (in this work, VWl = 9.5 m/s) and r is the standard deviation
from VWl.

From empirical rule of the central limit theorem, it is known that 99.993 % of
data lie within four standard deviation from their mean value [22]. It gives the
value of r and l.

4r ¼ 5 ð13:16Þ

l ¼ 1

r
ffiffiffiffiffiffi

2p
p ¼ 0:32 ð13:17Þ
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13.4.3 MTCF Calculation by Fuzzy Logic System

Due to the complex nonlinear relationship and ambiguous dynamics of the wind
energy generation system, it is difficult to find the mathematical model for the
input–output relationship for the calculation of the MTCF. However, based on the
expert (operator’s) knowledge, a human operator can express the input–output
relationship of a MTCF by using linguistic rules without knowing the exact
mathematical relationship and this expert knowledge described by linguistic rules
can be used to design the fuzzy logic system (FLS), which makes the FLS a very
good candidate to compute the MTCF. Thus, the FLS is adopted to calculate the
MTCF in this work.

The FLS is initially constructed by assigning overlapped triangular membership
functions for the fuzzy sets and setting fuzzy rules based on the ideal Gaussian
function. Triangular membership functions are easy to implement, quicker to
process and give more sensitivity, especially as variables approach to zero.

Fig. 13.7 Torque curves of
the complete and full
aggregated model in the
partial load region

Fig. 13.8 Gaussian
distribution of MTCF (a)
with respect to average wind
speed (VWagg)
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The design is optimized by making possible changes in membership functions for
the fuzzy sets and fuzzy rules on trial and error basis to achieve less than 10 %
discrepancy between the proposed aggregated model and the complete model.

The FLS takes two inputs: average wind speed (Vwagg) and wind speed devi-
ation (VWr). In the design of the FLS, Vwagg ranges between 4.5 and 14.5 m/s. VWr

ranges between 0 and its maximum possible value. The value of VWr is the
maximum when wind speeds received by the wind turbines are equally spaced
within the specified range of VWagg. For 72 DFIG wind turbines, the maximum
value of VWr is found by the following calculation:

VWrmax ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
72

X72

i¼1

14:5� 4:5
72� 1

i� 9:5

� �2
v
u
u
t ¼ 5:25 ð13:18Þ

Then, according to Eq. 13.15, the MTCF (a) is 2.7 when VWagg = VWl and
VWr = 5.25 (takes its maximum value), thus the range of the MTCF should be
between 1 and 2.7.

Figure 13.9 shows that triangular membership functions are assigned to each
input or output variable. It has been selected 7 membership functions for VWagg, 7
for VWr and 8 for output a. Overall 49 (i.e., 7 9 7) rules are built by crossing the
fuzzy sets, as shown in Table 13.3.

The ith fuzzy rule is expressed as [23]
Rule i: if VWagg is Aa and VWr is Bb,

then a nð Þ is Cc: ð13:19Þ

a = 1, 2, …., 7; b = 1, 2, …., 7; c = 1, 2, …., 49
where Aa and Bb denote the antecedents and Cc is the consequent part.
The FLS gives the values of the MTCF (a) by applying the center of gravity

method [23]

aðnÞ ¼
X49

i¼1

xiCc=
X49

i¼1

xi ð13:20Þ

where xi denotes the grade for the antecedent, which is the product of grade for the
antecedents of each rule.

13.4.4 Equivalent Internal Electrical Network

The aggregated wind farm must operate at an equivalent internal electrical network.
Thus, the internal electrical network of each individual DFIG wind turbine in the
complete model is required to be replaced by equivalent impedance in the proposed
aggregated wind farm model. The short circuit impedance of the aggregated wind
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Fig. 13.9 Membership functions: a VWagg, b VWr and c a
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farm must be equal to that of the complete wind farm, which gives the calculation of
the equivalent impedance (Ze) of the aggregated wind farm [13]

Ze ¼ Zawt �
Zwt

n
ð13:21Þ

where Zawt is the equivalent impedance of the internal electrical network of each
individual DFIG wind turbine in the complete model, Zwt is the impedance of
DFIG wind turbine.

13.4.5 Model Simplification

The detailed representation of wind farms with DFIG wind turbines is quite
complex. However, it can be simplified assuming that the power coefficient (Cp) is
always equal to the maximum value because the control mechanism of the DFIG
wind turbine maintains its power-speed characteristics such that Cp is always
tracking its maximum value (in this work, Cpmax ¼ 0:48) [24]. Due to the adoption
of the maximum power coefficient, the complicated Cp(k, b) characteristics from
the model (Eq. 13.1) is replaced by the transfer characteristics by a first order
approximation (see Fig. 13.10).

13.4.6 Simulation Results

Both the proposed aggregated model and the full aggregated model are simulated
to obtain the dynamic responses at the PCC under the following two conditions:
(1) normal operation and (2) grid disturbance. The variables considered for the
comparison are the active (Pe) and reactive power (Qe) exchange between the wind
farm and power system. The reactive power is taken into the calculation of the
proposed aggregated model because the reactive power does not solely depend on
active power generation in the DFIG wind turbine, where the reactive power and

Table 13.3 Rules of the FLS

a VWr

1 2 3 4 5 6 7

VWagg 1 1 1 1 2 3 3 4
2 1 1 2 3 3 4 5
3 1 2 3 3 5 6 7
4 2 3 4 5 6 7 8
5 1 2 3 4 5 6 7
6 1 1 2 3 4 5 6
7 1 1 2 3 3 4 5
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active power are independently regulated by the converter controllers in the
exchange of reactive power with the grid. In addition, the operation in the dynamic
speed range could demand lower reactive power output due to increased active
power output at higher and gusty wind conditions [25].

Figure 13.11 shows the speed of the wind received by the first DFIG wind
turbine in each group. The time delay and wake effect are accounted for
approximating wind speed for the following DFIG wind turbines in each corre-
sponding group.

Any changes in wind speed upstream have effects on the wind speed downstream
after a certain time delay due to the wind speed transport. The delay is a function of
distance and wind speed. The transport time delay of wind speed (tdelay) passing
between two successive columns can be roughly estimated using [26]

tdelay ¼
d

VW
ð13:22Þ

where d is the distance between the two successive turbine columns and VW is the
average wind speed passing the first DFIG wind turbine.

Power extraction on wind flow passing the turbine creates a wind speed deficit
in the area behind the turbine. This phenomenon is known as ‘wake effect’. As a
consequence, the turbines that are located downstream obtain lower wind speed
than those that are located upstream. The deficit in wind speed due to the wake
effect depends on several factors, such as the distance behind turbine, turbine
efficiency and turbine rotor size. Wind speed in the wake at a distance x behind the
turbine rotor can be calculated as [27]

VW xð Þ ¼ Vo 1� R

kwxþ R

� �2

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� CT

p� �
" #

ð13:23Þ

where Vo is the incoming free-stream wind speed, CT is the turbine thrust coeffi-
cient whose value is adopted from [28] and kw is the wake decay constant.

Fig. 13.10 First order
approximation (dashed line)
of transfer characteristic
(solid line) of the DFIG wind
turbine
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13.4.7 Normal Operation

The collective responses of the complete, the full aggregated and the proposed
aggregated wind farm models at the PCC during normal operation are shown in
Fig. 13.12.

The proposed aggregated model has a higher correspondence in approximating
active power (see Fig. 13.12a). Comparing with the complete model, it has the
maximum and average discrepancy of 2.94 and 2.35 %, respectively, while the full
aggregated model has the maximum and average discrepancy of 8.23 and 6.58 %,
respectively. The multiplication factor MTCF, dynamically produced by a well-
tuned FLS, manipulates the mechanical torque to compensate the existing non-
linearities in the wind farm in order to have a better approximation in the proposed
aggregated model. The proposed aggregated model cannot respond to the high
frequency fluctuations of wind speed as compared to the complete model, as can
be seen during periods of time between 23 and 26.5 s and between 37.5 and 50 s.

The proposed aggregated model has a higher correspondence in approximating
reactive power as well (see Fig. 13.12b). Comparing with the complete model, it
has the maximum and average discrepancy of 5.45 and 4.36 %, respectively, while
the full aggregated model has the maximum and average discrepancy of 9 and
8.14 %, respectively. The reactive power for DFIG wind turbine depends on the
active power and the generation voltage. These variables differ in each DFIG wind
turbine when the incoming winds are different. Therefore, it leads to different
converter controller action for each DFIG wind turbine. This is not accounted for
in the aggregated model resulting in lesser accuracy in the approximation of
reactive power at the PCC. The manipulation of mechanical torque in the proposed
aggregated model enables it to provide a better performance. However, poor
approximation of reactive power is observed during the periods between 13 and
18 s and between 34.5 and 38 s.

Fig. 13.11 Wind speed
received by the first DFIG
wind turbine in each group
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13.4.8 Grid Disturbance

A voltage sag of 50 % lasting for 0.1 s is originated at the PCC at t ¼ 1 s to
evaluate the proposed aggregated wind farm model during grid disturbances, the
collective responses of the complete, the full aggregated and the proposed
aggregated wind farm models at the PCC are shown in Fig. 13.13.

Figure 13.13 shows that the active power produced by the wind farm reduces
and it goes to negative values for a short time (i.e. the grid supplies active power to
the DFIG to keep it spinning) during grid disturbances. On the other hand, the
reactive power which is normally negative (which means the wind farm takes
reactive power from the grid) changes sign and increases during the disturbance.
This means the wind farm supplies reactive power to the grid during the distur-
bance caused by the voltage sag.

Fig. 13.12 Evaluation of the
proposed aggregated wind
farm model during normal
operation at the PCC:
a Active power and
b Reactive power
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It also shows a high correspondence among the collective responses at the PCC
of the complete, the full aggregated and the proposed aggregated wind farm
models with negligible discrepancies on the active and reactive power. However,
the active power (Pe) slightly mismatches in both aggregated models right after
clearing the fault when different parameters start retaining their normal values.
This high level of correspondence is partly due to the fact that the grid distur-
bances are much faster than the wind speed variations [13] and, therefore, the
discrepancies during normal operations are unimportant during grid disturbances.

13.5 Evaluation of the Proposed Aggregated Technique

In previous section, the good agreement of the collective responses at the PCC
between the proposed aggregated model and the complete model verifies the
stability of the aggregated model. In the following, the proposed aggregated

Fig. 13.13 Evaluation of the
proposed aggregated wind
farm model during grid
disturbance at the PCC:
a Active power and
b Reactive power
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technique is evaluated in terms of the accuracy in the approximation of the col-
lective responses at the PCC, such as active power (Pe) and reactive power (Qe)
and simulation computation time.

13.5.1 Accuracy in Approximation

The discrepancy between any instantaneous output power of the proposed
aggregated model and that of the complete model can be calculated by the fol-
lowing equation [29]

Dx ¼ xcomp � xagg

xcomp

�
�
�
�

�
�
�
�

ð13:24Þ

where x can be either active power (Pe) or reactive power (Qe). Suffix comp
denotes the complete wind farm model.

The results of the accuracy in approximating the collective responses are shown
in Table 13.4, where nPe and nQe are the number of instantaneous values of active
and reactive power, respectively. It shows that less than 10 % discrepancy has
been achieved between the proposed aggregated model and the complete model. It
can be seen as well that in normal operation the proposed aggregated model
approximates active power (Pe) and reactive power (Qe) more accurately than the
full aggregated model by 8.7 and 12.5 %, respectively. However, in grid distur-
bance both models show the same level of accuracy.

13.5.2 Simulation Computation Time

The comparison of computation time for the complete and both aggregated wind
farm models are made and the results are shown in Table 13.5. The simulations are
carried out on a personal computer with the following specifications: Intel (R)
Pentium (R) Dual CPU E2200, 2.20 GHz, 1.96 GB of RAM.

It can be seen that the proposed aggregated wind farm model has higher sim-
ulation computation time than the full aggregated wind farm model by 2.38 and
3 % during normal operation and grid disturbance, respectively. A slight increase

Table 13.4 Accuracy in approximating the collective responses at the PCC

Operation type Full aggregated model Proposed aggregated model

Normal operation nPe (%) 91.3 nPe (%) 100
nQe (%) 87.5 nQe (%) 100

Grid disturbance nPe (%) 95 nPe (%) 95
nQe (%) 100 nQe (%) 100
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in the computation time is caused by the additional computing block with the FLS
to generate the MTCF. However, it has significantly reduced the simulation
computation time by 90.3 and 87 %, respectively, comparing with the complete
model during normal operation and grid disturbance.

13.6 Conclusions

This chapter describes the development of a novel aggregated technique with the
incorporation of a mechanical torque compensation factor (MTCF) into the full
aggregated wind farm model to obtain dynamic responses of a wind farm at the
point of common coupling. The aim is to simulate the dynamic responses of the
wind farm with an acceptable level of accuracy while reducing the simulation time
considerably by using the aggregation technique. The MTCF is a multiplication
factor to the mechanical torque of the full aggregated wind farm model that is
initially constructed to approximate a Gaussian function by a fuzzy logic method
and optimized on a trial and error basis to achieve less than 10 % discrepancy
between the proposed aggregated model and the complete model. The proposed
aggregated model is then applied to a bigger 120 MVA offshore wind farm
comprising of 72 DFIG wind turbines. Simulation results show that the proposed
aggregated wind farm model has the average discrepancy in approximating active
power (Pe) and reactive power (Qe) of 2.35 and 4.36 %, respectively, during
normal operation as compared to the complete model. But it has 8.7 and 12.5 %
more approximation capability of Pe and Qe, respectively, than the full aggregated
model. However, the proposed aggregated model can mimic Pe and Qe with
negligible discrepancy during grid disturbance. Computational time of the pro-
posed aggregated model is slightly higher than that of the full aggregated model
but much faster than the complete model by 90.3 % during normal operation and
87 % during grid disturbance.

Table 13.5 Comparison of simulation computation time

Operation type Simulation computation time (s) Reduction in simulation time
(%)

Complete
model

Full
aggregated
model

Proposed
aggregated
model

Full
aggregated
model

Proposed
aggregated
model

Normal
operation

1476 110 142 92.5 90.3

Grid
disturbance

2283 235 298 89.7 87
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Chapter 14
DC Grid Interconnection for Conversion
Losses and Cost Optimization

R. K. Chauhan, B. S. Rajpurohit, S. N. Singh
and F. M. Gonzalez-Longatt

Abstract The rapid increment of DC compatible appliances in the buildings,
emerge the photovoltaic energy as the fastest growing source of renewable energy
and expected to see continued strong growth in the immediate future. The photo-
voltaic power is, therefore, required to be provided with a certain reliability of
supply and a certain level of stability. Motivated by the above issues, many grid
operators have to develop DC micro-grids, which treat photovoltaic power gener-
ation in a special manner. The interconnection of different voltage rating distributed
generation, storage and the load to the DC micro-grid requires large number of
converters, which will increase the conversion power losses and the installation
cost. Different types of Low Voltage Direct Current (LVDC) grid and their topol-
ogies are helpful in understanding the interconnection of distributed generation with
consumers end. The connections of LVDC distribution system is discussed in this
chapter. Optimization of LVDC grid voltage may reduce the conversion stage and
the power loss in DC feeders. A multi-objective technique is discussed, in this
chapter, to design a minimum power loss and low cost DC micro-grid.
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14.1 Introduction

In the last decade, micro-grids have become a more attractive option for rural
electrification compared with the extension of electrical transmission infrastructure
to connect rural areas to the centralized grid. DC power transmission and its sig-
nificance have been explained in detail [1]. According to world energy outlook 2011,
around 70 % rural area will be connected to a micro-grid or standalone off grid
solution while only 30 % rural areas may be connected to the main grid [2]. Rapid
increment in DC appliances and the integration of Distributed Generation (DG),
Hybrid Electrical Vehicles (HEV) leads to change in the structure of AC power
systems as well as the direction of power flow from a single direction to bidirectional
in the distribution systems [3, 4]. In [5], a review has been given about the demand
and economics of Renewable Energy Resources (RESs). The DC power of RESs
such as Photovoltaic (PV), and the fuel cell has to converted to AC for feeding to AC
grid, while AC power have to be convert into DC power at storage and load ends,
resulting in more conversion losses, and poor efficiency. For high power quality
distributed resources have been used in combination with DC distribution system [6].

The consumption of DC power by the DC appliances eliminates the conversion
stages required in the present AC distribution system. Moreover, the DC systems are
free from inductance, capacitance effects and skin effect, resulting in a lesser voltage
drop, power loss and line resistance. The DC system also requires less amount of
insulation than an AC system because of lesser potential stress for same working
voltage. Moreover, the multilevel voltage transformation ability of DC system pro-
motes to interconnect the different voltage level and power rating DG sources and
battery bank. It will go to increase the stability and reliability of the distribution system.

The DC load is supplied by DC power generated from load site DC sources and
stored energy dramatically improves the system efficiency, reduces energy costs
and environmental impact. On the other hand, the optimization of the voltage level
of the DC distribution system is the most important factor for reduction in con-
version losses and stages. A power-sharing method presents the control modes of
micro-grid when multiple distributed generators have been connected [7]. Some
literature explains the power sharing for hybrid power system [8]. Moreover, the
conversion of existing AC distribution systems into the DC distribution systems is
the greatest challenge for electrical engineers.

In the present scenario, Low Voltage Direct Current (LVDC) distribution
systems do not have standard voltage ratings as in the case of AC distribution
systems. The non-standardized voltage rating of the DC distribution systems again
requires more number of DC-DC conversion stages at the load, storage and the
generation ends, resulting in an increase in the conversion stages, losses and
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system cost. However, some literatures are available on the DC-DC converter and
AC-DC converter for renewable energy systems [9–15]. Table 14.1 shows the
conversion losses based on partial AC and DC loading of power system [16].
Three efficiencies viz. 95, 97, and 99.5 % were assigned to the DC-DC converters
for their comparative study.

The I2R loss can be represented by varying the voltages of the DC system. From
this Table, the difference in loss compared to the AC become small for 95 % DC-
DC converter, if 50 % of the loads are AC and 50 % of the loads are DC.

This chapter includes the topics which deals with not only the AC-DC-AC-DC,
DC-AC-DC conversion stages, but also the topics related to the reduction of the
DC-DC conversion stages, losses including system cost strategy in Indian envi-
ronment. Moreover, the conversion of wiring such as conversion of the existing
AC distribution system i.e. three-phase three-wire system, three-phase four-wire
system, etc. into multi-pole DC distribution system without any change in the
hardware is also discussed. The present chapter discusses the conversion losses in
the DC and AC distribution systems. Different topologies have been discussed
which may be helpful in reducing converter stages i.e. decreasing the conversion
losses. Total cost of the DC system has been calculated and some methods for cost
optimization have been explained.

14.2 Topologies of Different LVDC Grids

14.2.1 Topologies of Mini-Grid

‘‘Mini-grid having the more expansion of serving. It is an electrical power system that having
the span between two points to fulfil the requirements of more than one building’’ [17].

The converters and DC links are the main parts of DC distribution system. The
AC-DC conversion occurs near to the Medium Voltage (MV) line in each topol-
ogy. However, the points of DC-AC conversion may be at any locations. The
location, where DC-AC conversion is located at consumer range, is called the wide
LVDC distribution and the High Voltage Direct Current (HVDC) link may be DC-
AC conversion locations [18, 19]. Figure 14.1 represents the wide LVDC

Table 14.1 Losses based on partial AC and DC loading of power systems [16]

Loads AC (Watt) DC (Watt) DC (Watt) DC (Watt)

AC % / DC % 95 %a 97 %a 95 %a

100/0b 412 2317 1811 1119
50/50b 1679 1982 1313 583
0/100b 2872 1653 1008 329
a Represents DC–DC converter efficiency
b Represents ratio of AC/DC loads
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distribution system. The three-phase three-wire AC system is replaced here by
single DC line [20].

In Fig. 14.2, a DC line showing a HVDC link based DC distribution system
interconnects two separate AC networks. To make a suitable connection with
existing AC system, DC links are connected using transformers.

14.2.2 Topologies of Micro-Grid

‘‘A DC micro-grid is a group of many distributed energy resources which have the
capability to fulfill a specified load demand by a sufficient energy continuously’’ [17].

Fig. 14.1 Wide LVDC distribution system

Fig. 14.2 HVDC link distribution systems
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The layout of a DC micro-grid is shown in Fig. 14.3. This micro-grid structure
is a combination of three 240 volt (HVDC), 24 and 12 volt (LVDC) buses to draw
the three different types of loads viz. 240 volt, 24 and 12 volt loads in a same
building. The power fed to the HVDC bus (240 volt DC) is supplied by external
AC system via AC-DC converter while the photovoltaic plant and battery bank are
connected to the LVDC bus (24 volt DC). The Buck-boost converter is used to
interconnect the HVDC and LVDC buses. The HVDC bus is responsible to supply
the AC compatible appliances via DC-AC converter and the hybrid car. The
photovoltaic panel, battery bank and other appliances of 24 volt voltage rating has
been directly connected to LVDC bus and is used to supply the power to the low
power rating equipments such as DC motor drive loads, personal computer,
medium power load etc. While the 12 volt LVDC bus is designed for low power

Fig. 14.3 Layout of hybrid home power system (DC Micro-Grid)
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electronic appliances such as mobile. The power balancing in DC micro-grid could
be achieved by the AC-DC network converter and photovoltaic, battery bank and
storage DC-DC converters equipped with DC voltage regulator, which adjusts the
voltage in all the buses.

14.2.3 Topologies of Hybrid Electric Vehicle
(DC Nano-Grid)

‘‘Nano-grid is an electrical power system, defined between two universal points for ful-
filling the demand of a particular space in any building’’ [17].

Hybrid Electric Vehicle (HEV) designs is made up of a gasoline engine, a fuel
tank, an electric motor, a generator, batteries and a transmission system. The
electric motor, generator and batteries all work to gather on behalf of the hybrid
concept. Motors not only help power the car, but can also act as generators. It
means they can draw energy from the batteries, as well as return energy to the
batteries. The generator itself works solely to produce electrical power, while the
batteries store the energy to electric motors. Fig. 14.4 shows the layout of DC
hybrid electric vehicle (nano-grid) including distributed battery bank. According
to the load, the HEV power system is divided into HVDC and LVDC bus. The
power fed to the HVDC bus is supplied by the generator and battery bank-1 via
DC-DC converter. The HVDC bus is also connected to the propulsion system via
DC-AC converter. The air conditioning, power steering, and electric motor have
different operating voltage level and they are connected to HVDC bus via its own
DC-DC converter. The DC-DC converters interconnect the HVDC and battery
bank-2 to LVDC bus is responsible for power balancing in LVDC bus.

Fig. 14.4 Layout of hybrid electrical vehicle power system (Nano-Grid)
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14.3 LVDC System Connections

The LVDC distribution system may be categorized in two parts according to the
polarities of conductor.

14.3.1 Unipolar LVDC System

The construction of a unipolar system has two conductors with neutral and positive
polarity. The energy in the unipolar system is transmitted via single voltage level,
by which all consumers are connected. Fig. 14.5 shows a unipolar DC system.

14.3.2 Bipolar LVDC System

Bipolar system is a combination of two series connected unipolar system. The
consumers may be connected between different voltage levels as shown in Fig. 14.6.
The consumer connections 1 and 2 can lead unsymmetrical loading situations
between DC poles in system. The overvoltage is consequence of current superpo-
sition at neutral wire. The possible overvoltage can be restricted with cable cross-
section selection and the equal load balancing. The load balancing may be achieved
by placing the load between positive pole and neutral, negative pole and neutral,
positive and negative poles, and positive and negative poles with neutral connection.
The connections 1 and 2 are chosen to be used in studied of ±120 volt DC bipolar
system. The main lines of system contain all three conductors but at consumer end
2-wire cables connected between positive or negative pole. Therefore, the consumer
supply voltage is either +120 VDC or –120 VDC [20, 21].

Fig. 14.5 Unipolar LVDC distribution system
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14.4 DC-DC Converter Efficiency

In this section, the formulation of minimum required efficiency of DC-DC con-
verter of DC distribution system is discussed. This formulation has the ability to
make the efficiency of the DC distribution system near to any AC distribution
system. A step-by-step approach is used to derive the technique.

• Step1

In order to match the overall efficiency of DC system with the AC distribution
system, under the constraints of same load, the total power taken in Ptotalin should
be same [22]. The system total power input can be expressed as:

Ptotalin ¼ dPdli þ Pclosses ð14:1Þ

where, d is the number of DC/DC converters distribution levels in the distribution
system, Pclosses the losses in the distribution feeders transporting power from the
bulk power source to the distribution level converters.

In the DC distribution system, individual distribution level DC-DC converter
power Pdli can be obtained by an iterative process. A seed value is required in the
beginning of the iterative process. Pdli is considered as the seed value and can be
found as:

Pdli ¼
c � Pbulin þ PClossesð Þ

gdl
ð14:2Þ

where c, the number of residential buildings served by one distribution level DC/
DC converter, gdl, the efficiency of the converter, Pbulin the power input in one
building. It can be concluded that:

Pdli [ c � Pbulin [ c� PIþPACþPDCð Þ ð14:3Þ

Fig. 14.6 Bipolar LVDC distribution system with different consumer connection
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where PI, PAC and PDC represent power requirements of the three categories as
listed in Table 14.2.

In the present scenario three types of load such as AC compatible, DC com-
patible and AC-DC compatible load can be found in the building. The relative
percentage of these loads has been described in Table 14.2.

Due to power losses in the house hold converters, Pdli may be assumed slightly
higher than the total power consumed in the loads. The iterative process solves for
voltage and current values at each distribution level converter, starting from the
source side. Once the far end is reached, the following equality is tested,

Vcal � Ical ¼ Pcal ¼ Pdli assumed ð14:4Þ

where Vcal the calculated voltage, Ical the calculated current, Pcal the calculated
total power input to the building, Pdli_assumed is the assumed total power input to
the building.

If the equality holds, then Pdli_assumed is the actual value of power input for the
system. Otherwise, iteration is performed again with a modified value of Pdli. The
modification depends upon the results of the previous iteration. Specifically, if

Vcal � Ical\Pdli assumed ð14:5Þ

• Step 2

The individual building input power Pbulin can be expressed as:

Pbulin ¼ PI þ
PAC þ PDCð Þ

gPEC
ð14:6Þ

where, gPEC is the Power Electronics Converter (PEC) used in appliances.
Substituting expressions of Pbulin and cable losses in Eq. (14.2), and choosing a

suitable value for gdl, the resultant can be simplified to produce the following
equation.

Pdli ¼ a:g�2
PEC þ b:g�1

PEC þ q ð14:7Þ

where,

a ¼ R � PAC þ PDCð Þ2

V2
b

� c
gdl

ð14:8Þ

Table 14.2 Description of categories with percentage loading

Category Description Relative Percentage

AC Loads utilizing AC power 33.26
DC Loads utilizing DC power 66.00
I Loads that can use both (Independent loads) 0.74
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b ¼ PAC þ PDCð Þ þ 2PI � PAC þ PDCð Þ
V2

b

� �

� c
gdl

ð14:9Þ

q ¼ PI þ
P2

I

V2
b

� R

� �

� c
gdl

ð14:10Þ

where Vb the voltage at each housing unit, R the resistance of power conductor
from distribution converter to individual buildings. Equation (14.7) can be further
simplified as

a
0
:g�2

PEC þ b
0
:g�1

PEC þ k
0 ¼ 0 ð14:11Þ

a0, b0 are remain the same as a, b while

k
0 ¼ PI þ

P2
I

V2
b

� R

� �

� c
gdl
� Pdli ð14:12Þ

14.5 Loss Calculation in DC System

14.5.1 Cable Loss

A DC system has only active power. If the load power consumption and cable type
are same as AC then current and corresponding power losses in a DC system can
be expressed as [23]:

Idc ¼
P

Vdc
ð14:13Þ

where, Idc is current in DC system, P total power consumption in load and Vdc the
dc voltage:

DPdc ¼ 2:r:l:I2
dc ¼ 2:r:l:

P2

V2
dc

ð14:14Þ

DPdc power losses in DC system, r the cable resistance per unit length, Vdc the
DC voltage and l the cable length.

14.5.2 Transformation and Conversion Losses

There are AC-DC conversion losses and DC-DC conversion losses present at
different voltage levels in any multilevel DC system [24]. Main losses are con-
duction and switching losses. Due to partial distribution of current between IGBT
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and anti-parallel diode, the accurate finding for the conduction losses is becoming
difficult. Consideration is made by connecting a series resistance in series to create
a voltage drop. According to [25], IGBT module with series resistance exhibits
properties very close to an on-state resistance diode, and for this reason, con-
duction losses can be calculated in a simplified manner.

14.5.3 AC-DC Converter Losses

The power electronic converter is a combination of transistor and diode. The
power losses in a power electronic converter can be divided into conduction and
switching losses [25]. The conduction losses parameters of IGBT 2—generation
has been shown in Table 14.3. The average conduction losses in the transistor or
diode can be expressed as:

�Pc:loss;T=D ¼ uT0=D0

^ 1
2p
� a cos /

8

ffi �

þ rT=D I2
^ 1

8
� a cos /

3p

ffi �

ð14:15Þ

where Pc:loss;T=D the average conduction losses for transistor or diode, uT0, the
threshold voltage of transistor, uD0 threshold voltage of diode, rT, differential
resistance of transistor, rD differential resistance of diode.

The switching losses in the power electronic converters occur during the turn on
and turn off the power semiconductor and depend on the current blocking voltage,
the chip temperature and the current which are represented in characteristic maps

Table 14.3 Conduction
losses parameters of IGBT
2—generation [27]

Parameters Magnitude

uT0 1:1 V
uD0 0:832 V
rT 11:0 mX
rD 3:55 mX

Table 14.4 Switching losses
parameters of IGBT2—
generation [27]

Parameter Magnitude

a0Eon 0.0794
a1Eon 0.0060
a2Eon 2� 10�5

a0Eoff 0.493
a1Eoff 0.0239
a2Eoff �1� 10�5

a0Erec 0.6369
a1Erec 0.029
a2Erec –6E - 5
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of the energy losses per switch delivered by the manufacturer [26]. The switching
losses parameters of IGBT 2—Generation is shown in Table 14.4. The power
losses in switching are calculated by the following equation [27].

Ps

�
¼ fs

1
2p

Z2p

0

EonT iTð Þd/þ 1
2p

Z2p

0

EoffT iTð Þd/

þ 1
2p

Z2p

0

Erec iDð Þd/

2

6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
5

Udc

Udcref
ð14:16Þ

where EonT, the switching on losses of the transistor, EoffT the switching off losses
of the transistor, and Erec, the switching off losses of the diode.

14.5.4 DC-DC Converter

The power losses in a power electronic DC-DC converter can be divided into
conduction and switching losses, where conduction losses consist of inductor
conduction losses and MOSFET conduction losses [28] (Fig.14.7).

• Inductor Conduction Losses
Inductor conduction losses is as follows

PL ¼ I2
L � RL ð14:17Þ

where RL is the DC-Resistance of the inductor,
The inductor rms current (IL):

D 1

L

CD2
Q2

Q 1

I1

I2

Iout

Fig. 14.7 Basic topology of
buck converter
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IL ¼ I2
o þ

DI2

12
ð14:18Þ

where Io the output current and DI the ripple current.
Typically, DI is about 30 % of the output current. Therefore, the inductor

current can be calculated as:

IL ¼ Io � 1:00375 ð14:19Þ

Because the ripple current contributes only 0.375 % of IL, it can be neglected.
The power dissipated in the inductor now can be calculated as:

PL ¼ I2
o � RL ð14:20Þ

• Power Dissipated in the MOSFETs

The power dissipated in the high-side MOSFET is given by:

PQ1 ¼ I2
rms Q1 � RDSON1 ð14:21Þ

where RDSON1 is the on-time drain-to-source resistance of the high-side MOSFET.

PQ1 ¼
Vo

VIN
I2
o þ

DI2

12

ffi �

RDSON1 ð14:22Þ

The power dissipated in the low-side MOSFET is given by:

PQ2 ¼ I2
rms Q2 � RDSON2 ð14:23Þ

where RDSON2 is the on-time drain-to-source resistance of the low-side MOSFET.

PQ2 ¼ 1� Vo

VIN

ffi �

I2
o þ

DI2

12

ffi �

RDSON2 ð14:24Þ

The total power dissipated in both MOSFET’s is given by:

PFET ¼ PQ1 þ PQ2 ð14:25Þ

PFET ¼ I2
o þ

DI2

12

ffi �

1� Vo

VIN

ffi �

RSDON2 þ
Vo

VIN
RSDON1

� �

ð14:26Þ

where

DI ¼
VIN � Vo � V2

o

� �

L� f � VIN
ð14:27Þ

and:
L = Inductance (H)
f = Frequency (Hz)
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VIN = Input voltage (V)
Vo = Output voltage (V)

• MOSFET Conduction Losses

Fig. 14.8 Cable size versus
prices in Indian scenario

Table 14.5 Investigated appliances, appliance ratings and estimated on time per day

Product name Quantity Ratings Appliance on time in
a day

Power rating
(W)

Current
rating (A)

Voltage
Rating (V)

Light bulb LED 4 7 0.60 12 DC 10
Light bulb CFL 2 12 1.00 12 DC 10
Microwave oven 1 235 10.00 24 DC 1
Induction stove 1 2000 10.00 230 AC 2
Electric geyser 1 1500 8.00 230 AC 1
Sandwich maker 1 550 23.00 24 DC 0.5
Coffee maker 1 135 11.00 12 DC 0.5
Refrigerator

(DC)
1 72 3.00 24 DC 12

Water purifier 1 11 0.50 24 DC 1
Ventilation fan 4 20 0.90 24 DC 5
Submersible

pump
1 240 10.00 24 DC 0.5

Washing
machine

1 70 3.00 24 DC 0.5

Vacuum cleaner 1 95 8.00 12 DC 0.25
Window unit AC 2 800 33.30 24 DC 12
Laptop 1 65 3.34 19.5 DC 7
Perdonal

computer
1 170 14.00 12 DC 5

External modem 1 5 0.43 12 DC 24
15.6’’LCD

television
1 30 2.50 12 DC 5

Ceiling fan 4 20 1.70 12 DC 4
Hair dryer 1 425 15.00 24 DC 0.5
Cell phone 4 4 0.30 12 DC 5
Hybrid car 1 3000 12.50 240 DC 10
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For typical buck power supply designs, the inductor’s ripple current, DI, is less
than 30 % of the total output current, so the contribution of DI2/12 to the is
negligible and can be dropped to get:

PFET ¼ I2
o

Vo

VIN
RSDON1 � RSDON2ð Þ þ RSDON2

� �

ð14:28Þ

Note that when RSDON1 ¼ RSDON2, then:

PFET ¼ I2
o � RSDON2 ð14:29Þ

The power dissipated in the MOSFET is independent of the output voltage. By
using Eq. (14.29) the conduction losses of MOSFET can be calculated at any
output voltage. On the other side, inductor conduction losses and switching losses
etc. are independent of output voltage and remains constant with change in output
voltage [22].

Table 14.6 Cable size, power loss and energy consumption for DC system

Product Name Cable Size
(mm2)

Cable length
(meter)

Energy Loss
in feeder
(kWh/yr)

Total Energy
Consumption
(kWh/yr)

Light Bulb LED 4 40 0.23 102.43
Light Bulb CFL 4 30 0.47 88.07
Microwave oven 6 10 1.05 86.82
Induction Stove 1.5 20 16.74 1476.74
Electric Geyser 1.5 30 8.04 555.54
Sandwich Maker 35 20 0.95 101.32
Coffee Maker 25 20 0.30 24.94
Refrigerator DC 4 20 3.39 318.75
Water Purifier 1.5 20 0.02 4.04
Ventilation fan 1.5 30 0.51 146.51
Submersible Pump 6 10 0.52 44.32
Washing Machine 6 25 0.12 12.89
Vacuum Cleaner 16 15 0.09 8.76
Window Unit AC 25 10 33.42 7041.42
Laptop 10 40 1.96 168.04
Personal Computer 25 15 3.69 313.94
External Modem 1.5 30 0.56 44.36
15.6’’ LCD Television 6 20 0.65 55.40
Ceiling Fan 4 20 0.36 117.16
Hair Dryan 16 15 0.66 78.22
Cell Phone 1.5 20 0.04 29.24
Hybrid Car 1.5 10 65.40 11015.40
Total Energy in kWh/year 139.17 21834.31
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Hence, PD now can be computed as:

PD ¼ PL þ PFET þ otherlosses ð14:30Þ

There are some other types of losses such as the MOSFET switching losses,
quiescent current etc. At any output voltage, the overall efficiency can be calcu-
lated by the known total power supply losses and power supply output power.

g ¼ Po

Po þ PD
ð14:31Þ

14.6 Total Cable Cost

The voltage drop across the feeder cable and current is high for the 12 V DC
systems. The dependency of these losses is on the household appliances as well as on
the cable size (length and cross sectional area). For the 12 V DC systems, the current
is double for the appliances of same power rating compared to the 24 V DC systems.
Hence, power losses and voltage drops will decrease by increasing the voltage
rating. If the wire resistance is reduced then the power losses across the cable can be
reduced, as the resistance is inversely proportional to the cross section of the wire.
The losses in the cable can be reduced by increasing its cross-sectional area. For
example in a load of 500 W the power losses reduces 40 % if a 2.5 mm2 cable is
used instead of a 1.5 mm2 cable. However, when the cross-sectional area increases it
will definitely increase the copper cost used in the cable. The total cost of the cable
can be minimized by minimizing the cross sectional area of the cable [29].

The total cost of the cable is calculated as the sum of the investment cost of the
cable and the cost of the losses in the cable.

The total annual cost is calculated as:

Ct ¼ Cc þ
Wfl

year
� N � Ce ð14:32Þ

where Ct the total cost, Cc the cable cost, Wfl feeder energy loss, N life time and Ce

energy cost. The life time is assumed to be 25 years and the energy cost Rs.1 /
kWh. From Fig. 14.8, it is seen that the copper wire cost increases almost linearly
with the cross section of wire.

The annual cable cost can be expressed as:

Cc ¼ C1 þ C2Að ÞRs: ð14:33Þ

The annual cost of energy waste can be calculated as:

Cew ¼
C3

A
Rs: ð14:34Þ
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Total annual cost

Ct ¼ C1 þ C2Aþ C3

A

ffi �

l ð14:35Þ

where C1, C2, C3 are constant and A is the cross sectional area of conductor.

C1 ¼ 2:662 Rs:=m; C2 ¼ 1:959 Rs:=mm2: m; and

C3 ¼ Pr � N:q � EON �
Ion

Vdc
Rs: mm2=m

ð14:36Þ

The optimum area that minimizes the total cost can be calculated as

dCt

dA
¼ C2 �

C3

A2
¼ 0 ð14:37Þ

A ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3:75NqEonIon

1:959Vdc

s

ð14:38Þ

The on time in a typical day of different ratings appliances in a building is
shown in Table 14.5.

The description of cable size (area of cross section and length) to connect
particular appliances to the supply is based on Table 14.6. The energy losses in the
feeder and the total energy consumption in each appliances of building for a year is
also shown.

14.7 Conclusions

In this chapter, DC grids and Hybrid Electric Vehical (HEV) architechture has
been discussed. Topologies and wiring system discussed here are very helpful to
understand the most efficient way of interconnection. Tabular data of energy
dissipiated in DC appliences and the cable cost data representing a easy way to
understand the correlation of different parameters associated with losses. Graphical
relation of cable cost vs. cable cross-sectional area representing a recent study of
indian power economics. The relation is almost linear in nature with some
exceptions. So the cost calculation can be done by standard formulation. Overall
chapter giving a brief knowledge about DC grid topologies, losses and cost
optimization, which are the main requirements to design a DC system.
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Chapter 15
Interconnected Autonomous Microgrids
in Smart Grids with Self-Healing
Capability

Farhad Shahnia, Ruwan P. S. Chandrasena, Sumedha Rajakaruna
and Arindam Ghosh

Abstract In order to minimize the number of load shedding in a Microgrid during
autonomous operation, islanded neighbour microgrids can be interconnected if
they are on a self-healing network and an extra generation capacity is available in
Distributed Energy Resources (DER) in one of the microgrids. In this way, the
total load in the system of interconnected microgrids can be shared by all the
DERs within these microgrids. However, for this purpose, carefully designed self-
healing and supply restoration control algorithm, protection systems and com-
munication infrastructure are required at the network and microgrid levels. In this
chapter, first a hierarchical control structure is discussed for interconnecting the
neighbour autonomous microgrids where the introduced primary control level is
the main focus. Through the developed primary control level, it demonstrates how
the parallel DERs in the system of multiple interconnected autonomous microgrids
can properly share the load in the system. This controller is designed such that the
converter-interfaced DERs operate in a voltage-controlled mode following a
decentralized power sharing algorithm based on droop control. The switching in
the converters is controlled using a linear quadratic regulator based state feedback
which is more stable than conventional proportional integrator controllers and this
prevents instability among parallel DERs when two microgrids are interconnected.
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The efficacy of the primary control level of DERs in the system of multiple
interconnected autonomous microgrids is validated through simulations consid-
ering detailed dynamic models of DERs and converters.

Keywords Interconnected microgrids � Self-healing network � Power sharing �
DER � DSTATCOM

15.1 Introduction

The ever increasing energy demand, the necessity of cost reduction and higher
reliability requirement are driving the modern power systems towards using
Distributed Energy Resources (DER) as an alternative to the expansion of large
centralized generating stations [1, 2].

Microgrid is a cluster of DERs and loads which can operate in grid-connected
mode as well as in autonomous (islanded) mode during planned (network main-
tenance) or unplanned (network fault) conditions [3]. A survey on microgrid control
strategies is presented in [4]. General introduction on microgrid basics, including
the architecture, protection and power management is given in [5, 6]. To deliver
high quality and reliable power, the microgrid should appear as a single controllable
unit that responds to changes in the system [7]. A review of ongoing research
projects on microgrid in US, Canada, Europe and Japan is presented in [6, 8].

In grid-connected mode, the grid dictates voltage and frequency of the network
and DERs operate at their nominal (rated) capacities. For the renewable energy
based DERs, the rated capacity is dynamically changing depending on the pre-
vailing weather conditions. In this mode of operation, the desired reference for
DERs output can be derived using a constant PQ control strategy [9]. Alterna-
tively, in autonomous mode, if the DERs generation capacity is higher than local
load demand, they will be sharing the loads. In this operation, voltage and fre-
quency droop control strategy is proposed in [10] for deriving the reference for the
DER converters, for power sharing among parallel converter-interfaced DERs
similar to the droop control technique used for power sharing among generators in
a conventional power system. Later, voltage and angle droop is proposed in [11] to
be used instead of the voltage and frequency droop for converter-interfaced DER
applications. For improving the system response, the modified droop control is
proposed in [12]. For improving the small signal stability, an arctan power fre-
quency droop is proposed in [13] instead of the conventional droop method.
Recently, intelligent power sharing algorithms such as adaptive droop control [14]
and intelligent droop control [15] are proposed to remove the dependency of droop
control on line parameters. In addition, in [16], a potential function based method
is utilized instead of the droop control to adjust common set points required for
power sharing among the DERs in a microgrid. Stability of the microgrid system
with different power sharing algorithms is also investigated in [17–19]. Once the
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references for the DERs are assigned, the DER converters can be controlled either
in voltage-controlled [20, 21] or current-controlled [22, 23] strategies.

In grid-connected mode, the grid dictates the network voltage; however, in
autonomous mode, the network voltage can be indirectly regulated by the DERs
based on the droop control. Although in both modes, the voltage along the low
voltage network is maintained within the acceptable limits, it is desired to hold the
voltage to the nominal value of 1 pu. This can be achieved if one of the DERs in
microgrid regulates the network voltage to 1 pu, referred to as Master DER in [4].
However, the DERs in residential low voltage networks are owned by customers
and are not responsible for the network voltage support. This is because utilizing
the converter of a DER to generate reactive power, for supporting the network
voltage profile, will reduce the active power generation capacity of the converter
which is not desired by their owners. Alternatively, a Distribution Static Com-
pensator (DSTATCOM) can be used in each microgrid to regulate its voltage at
Point of Common Coupling (PCC) [24].

Another important issue in microgrids is islanding detection and resynchroni-
zation. Islanding is referred to the isolating of microgrid from the grid. Different
islanding detection methods are presented in [25]. In [25], it is indicated that a
communication based method can be utilized to send the circuit breaker status
from the circuit breaker to the DER converters. This method is preferred among
other islanding detection methods since it has no None Detection Zones (NDZ).
Resynchronization is referred to the reconnection process of a DER to microgrid or
a microgrid to the grid [26]. If a DER operates in current-controlled strategy, no
resynchronization is required when connecting to microgrid. However, if a DER
operates in voltage-controlled strategy, proper resynchronization is required.
Reconnection should only take place once the voltage magnitude and voltage
phase differences across the respective circuit breaker are zero or lower than a very
small specified value [26]. Inappropriate reconnection may cause high current
fluctuations which can damage the network assets or result in system instability.
Different resynchronization methods are proposed in [27–29].

If DERs generation capacity in an autonomous microgrid is less than the local
load demand, load shedding has to be carried out in order to maintain the voltage
and frequency in the microgrid [30, 31]. In [32, 33] based on the microgrid and
power market concepts and availability of control and communication infra-
structures, a model of distributed autonomous microgrids is proposed. In such a
model, if the DERs generation capacity in an autonomous microgrid is less than
the local load demand but there is surplus generation capacity in DERs of
neighbour autonomous microgrids, interconnecting these two microgrids can
reduce the load shedding in the microgrid with generation deficiency. In this
model, the DERs in interconnected microgrids should be properly controlled to
share the total load demand in the interconnected system. With the increased
interest in Smart Grid and self-healing networks, there is a possibility of inter-
connecting autonomous microgrids in the near future [32].
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Smart Grid is a term referred to the improved condition of existing electric
networks into more reliable, efficient, sustainable and customer-interactive status
by properly adding advanced metering, protection and communication infra-
structures [34, 35]. A general summary of the available smart grid definitions,
standards, protection and management plans and the required information tech-
nology, energy and communication infrastructures are given in [34]. Among
various anticipated smart features, self-healing is a key attribute in smart grids. It
is mainly driven by the requirement to improve system reliability [35–37]. In a
self-healing network, it is expected that the network can continuously detect,
analyze and respond to faults and restore feeders with minimum human inter-
vention. Therefore, in case of a fault in the network, the normal operation can be
restored in different feeder sections by properly isolating only the faulted sub-
sections such that the amount of the affected loads is minimized. The feasibility
study carried out in [38] concludes that integration of self-healing capabilities to
the future smart grids will bring high financial benefits to both utilities and cus-
tomers by reducing the number of affected customers as well as the amount of
unsupplied energy.

For a self-healing network, the intelligent agents are required to adapt the
system operation conditions. These agents are then utilized for analyzing and
maintaining the system reliability in real-time. A framework, required to imple-
ment autonomous agents throughout an interconnected system, is proposed in [39].
Such a framework can be utilized to support a self-healing smart grid through the
system monitoring and controlling. Some self-healing reconfiguration techniques
are proposed in [40, 41] to divide the network into isolated grids while minimizing
the number of effected loads. Some utilities in US have already started imple-
menting self-healing projects [42].

In a smart grid with self-healing capability, the following assumptions are
required when interconnecting two autonomous microgrids:

• Availability of communication infrastructure among DERs, protection devices
and circuit breakers,

• Self-healing capability in the network,
• Surplus generation capacity in DERs of at least one of the microgrids,
• Possibility of bypassing some of the current technical requirements for DER

interconnection.

This book chapter is on the dynamic performance of DER converters and
possibility of power sharing among the DERs in such systems. This is referred to
as the primary control level of the system of interconnected microgrids. An
automatic supply restoration algorithm is required for interconnecting the neighbor
microgrids. It is to be noted that developing and validating the control philosophy
for interconnecting neighbour microgrids and the required hardware are not dis-
cussed in this chapter.
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15.2 A Network with Self-Healing Capability

Let us assume a medium voltage feeder with self-healing capability with the single
line diagram as shown in Fig. 15.1. The assumed network contains 10 microgrids
which can be interconnected at certain times to fulfil the power demand require-
ment of each other. Each microgrid is a combination of several DERs and loads.
The network is divided into three zones by proper installation and coordination of
circuit breakers CBG, CBM1, CBM2 and CBM3, as shown in this figure. This zone
forming can be realized by deploying the required protection and communication
infrastructure, which is not the scope of this chapter.

In case of a fault within any microgrid, the faulty microgrid can be isolated
from rest of the network by the proper operation of the low voltage circuit breaker,
located in the secondary side of the distribution transformer in the relevant
microgrid. Let us assume a fault is occurred on the medium voltage feeder. Based
on the fault location, three separate cases can be identified as below:

Case A: The fault is on the medium voltage feeder within Zone 2.
Case B: The fault is on the medium voltage feeder within Zone 1.
Case C: The fault is in the grid (i.e. upstream of Zone 1).

For Case A, when the fault is within Zone 2, it is expected that, based on the
protection and circuit breaker coordination and self-healing process, CBM2 to be
opened while all other circuit breakers are closed. In such a case, the DERs in
MG-5, MG-6 and MG-7 have to independently supply their local load demand and a
load shedding is required if their generation capacity is less than their load demand.

For Case B, when the fault is within Zone 1, it is expected CBG and CBM1 to be
opened while all other circuit breakers are closed. In such a case, the DERs in
MG-1–MG-4 have to independently supply their local load demand. However, as
Zone 2 and Zone 3 microgrids are interconnected, they can share the load demand
together and this will prevent or reduce the load shedding for the loads of these
two zones.

For Case C, when the fault is in the upstream of Zone 1, it is expected only CBG

to be opened while all other circuit breakers are closed. In such a case, the MGs in
all three zones are interconnected and their DERs will share the load demand
altogether. Hence, the load shedding for the loads of these three zones will be
prevented or reduced. If this interconnection is not possible, then load shedding is
inevitable for these MGs.

15.3 Distribution Network: Configuration and Model

Let us consider a subsection of the medium voltage feeder in Fig. 15.1 where it is
connected to two low voltage microgrids, namely MG-1 and MG-2, through dis-
tribution transformers T1 and T2, as shown in Fig. 15.2. Assume that MG-1 has
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three DERs (i.e. DER1 to DER3) and five loads while MG-2 has two DERs
(i.e. DER4 to DER5) and four loads. A DSTATCOM is installed at the secondary
side of the distribution transformer in each microgrid to regulate the voltage at its
PCC. The loads are assumed to be residential loads and all DERs are assumed to
be converter-interfaced DERs.

During grid connected mode, all DERs are operating at their rated capacities or
the capacities desired by the economic analyses, subjected to limitations posed by
weather conditions in the case of renewable energy sources. During planned
maintenance or unplanned fault situations on the medium voltage feeder, the
microgrids will work in autonomous mode. In this mode, when CBM1 and CBM2

are open, the DERs of each microgrid will be sharing the loads of that microgrid
separately. Now, if the load demand in each microgrid is higher than the power
generation capacity of the DERs in that microgrid, load shedding must be applied
to some of the (non-critical) loads in that microgrid.

Now, let us assume a scenario in which the power generation in MG-2 is less than
its demand; while the power generation capacity in DERs of MG-1 is higher than its
demand. Assuming the network has self-healing and automatic supply restoration
capability, CBM1 and CBM2 can be closed while CBG remains open. In this way, the
two microgrids will be interconnected together. Hence, the DERs in MG-1 can
share some of the loads in MG-2 and prevent/reduce load shedding in MG-2.

Sections below present a brief explanation on modeling the network.

15.3.1 DER, Converter Structure and Modeling

The considered DERs in this chapter are photovoltaic cells (PV), fuel cells and
batteries, connected to the microgrid through Voltage Source Converters (VSC).
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Fig. 15.1 Schematic diagram of the large medium voltage feeder with self-healing capability
containing several microgrids

352 F. Shahnia et al.



Detailed dynamic models of these micro sources are utilized in this study. These
models are shown in Appendix A.

The considered DERs have a VSC consisting of three single-phase H-bridges,
as shown in Fig. 15.3a. This VSC structure has better controllability and dynamic
performance under unbalanced conditions in the network compared to VSCs with
three-phase three-leg or four-leg configurations; since in this configuration, each
phase can be controlled individually.

Each H-bridge of VSCs is composed of IGBTs with proper parallel reverse
diode and snubber circuits. The outputs of each H-bridge are connected to a single-
phase transformer, with 1 : a ratio, and the three transformers are star-connected.
The transformers provide galvanic isolation as well as voltage boosting. In this
figure, the resistance Rf represents the switching and transformer losses, while the
inductance Lf represents the leakage reactance of the transformers. The filter
capacitor Cf is connected to the output of the transformers to bypass the switching
harmonics.

15.3.2 Network Voltage Regulation

As mentioned in the Introduction, in grid connected mode, the grid dictates the
network voltage and in autonomous mode, the DERs indirectly regulate the net-
work voltage based on the droop control. Although in both modes, the voltage
along the low voltage network will be within acceptable limits, it is desired to hold
the network voltage to its nominal value of 1 pu. For this, in this research, voltage

MV Grid

~

DER1
DER2 DER3

L13L12L11
L14 L15

CBM1 CB M2

CBG

DER4
DER5

L22L23L24
L21

Z1 Z2

T1
T2

PF2

QF2

PF1

QF1

PG , QG

MG-2

MG-1

DSTAT1 DSTAT2

CBS1
CBS2

MV Feeder

Fig. 15.2 Schematic diagram of the considered network and microgrid structure

15 Interconnected Autonomous Microgrids in Smart Grids 353



regulation in the microgrids is achieved by a DSTATCOM installed at the sec-
ondary side of the distribution transformer in each microgrid, which regulates its
PCC voltage to a desired value, by exchanging reactive power with the network.
The implemented DSTATCOM has the same converter structure as those of the
DERs and its control is discussed in Sect. 15.4.4.

15.3.3 MICROGRID Resynchronization

As mentioned in the Introduction, resynchronization of a DER to microgrid and a
microgrid to grid is required as DERs are operating in voltage-controlled strategy.
For resynchronization, the voltage magnitude and angle are measured on both sides
of the circuit breaker. A Phase-Locked Loop (PLL) is utilized for measuring the
voltage angle [26]. The circuit breaker closes once the voltage angles and magnitudes
are the same on both sides. However, based on network load and parameters, re-
synchronization can be slow and may take from several milliseconds to minutes [28].

It is to be noted that resynchronization can be a complicated process depending
on the network configuration, existence of systems of interconnected microgrids
and their location along the medium voltage feeder [43]. Therefore, a sophisticated
resynchronization, self-healing and automatic supply restoration algorithm is
required for this purpose. This controller will utilize communications between the
network circuit breakers.
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Fig. 15.3 a VSC and filters structure for DERs and DSTATCOMs, b single-phase equivalent
circuit of VSC and filters, c Thevenin equivalent circuit of VSC and filters
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15.4 Control Strategy of Multi Microgrid System

A three-level hierarchical control system shown in Fig. 15.4, is required for proper
operation of a microgrid within a network, where the interconnection of neighbour
microgrids are considered [16, 44–46].

The primary (lowest) control level consists of inner-loop and outer-loop con-
trols. Inner-loop control is responsible for appropriate switchings in the converter
such that a proper tracking of the desired reference in DER converter output is
achieved. This control is based on the references determined by outer-loop control
and the local current and voltage measurements in DER converter output. Outer-
loop control is responsible for proper output power control of DERs in the mi-
crogrid. This control generates the proper references for the inner-loop control and
is different for grid-connected and autonomous modes. The dynamic performance
of DER converters in the system of interconnected microgrids depends on the
primary control level which is the main focus of this chapter and is discussed
further in Sects. 15.3.1–15.3.3.

The secondary control is the central controller of the microgrid. This controller
sends the desired (reference) output power of each DER converter to them. In
autonomous mode, this controller sends the desired output power of each DER
converter based on monitoring the network voltage and frequency. However, in
grid-connected mode, the desired output power of each DER converter is received
from the tertiary controller. This controller runs in a slower time frame compared
to that of the primary control [16].

The tertiary (highest) control communicates with the central controllers in each
microgrid and the protection devices and circuit breakers of the network. In
general, this controller can utilize load forecasting, electricity market and demand
response information for optimal power flow of the network and microgrids [47].
Additionally, in case of a network with self-healing capability, this controller
utilizes the information received from the circuit breakers to define the network
configuration and status. In this case, microgrids coordination agent decides
whether interconnection of neighbour microgrids is required and if any, identifies
those microgrids. Then, using the self-healing and supply restoration agent, it
decides which circuit breakers should open/close and sends the proper commands
to them. This controller also monitors the network data and decides whether two
interconnected microgrids should be isolated and sends the proper commands to
the relevant circuit breakers to operate.

As mentioned before, designing the secondary and tertiary control with its sub
agents requires an extensive study and is not discussed in this chapter.

15 Interconnected Autonomous Microgrids in Smart Grids 355



15.4.1 Outer-Loop Control in Grid-Connected Mode

Let us consider the DERs have a VSC and filter structure as shown in Fig. 15.3a
with its equivalent single-phase circuit as shown in Fig. 15.3b. This equivalent
circuit can also be represented by its Thevenin equivalent parameters (i.e. VTh and
ZTh) as shown in Fig. 15.3c. From Fig. 15.3c, it can be seen that the instantaneous
active power (p) and reactive power (q) supplied from DER-i to its PCC can be
expressed as [48]

Fig. 15.4 Hierarchical control structure of the network with microgrids
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pi ¼
VT ;i

�
�

�
� VTh;i

�
�

�
� cos /i � VTh;i

�
�

�
�
2

� ffi

cos hi þ VT ;i

�
�

�
� VTh;i

�
�

�
� sin /i sin hi

ZTh;i þ Zcoup;i

�
�

�
�

qi ¼
VT ;i

�
�

�
� VTh;i

�
�

�
� cos /i � VTh;i

�
�

�
�
2

� ffi

sin hi � VT ;i

�
�

�
� VTh;i

�
�

�
� sin /i cos hi

ZTh;i þ Zcoup;i

�
�

�
�

/i ¼ dTh;i � dT ;i & hi ¼ \ ZTh;i þ Zcoup;i

� �

ð15:1Þ

where VT is the PCC voltage, Zcoup is the coupling impedance and V = |V | \d
represents the phasor notation of v(t). It is to be noted that the coupling impedance
is dominantly inductive (i.e. Zcoup & jxLcoup). In Sect. 15.4.3, it will be shown
that after applying the proposed converter control, ZTh is dominantly inductive in
50 Hz (i.e. ZTh & jxLconv) and has a very small magnitude. Therefore, it is
expected that VTh & Vcf in Fig. 15.3c where Vcf is the voltage across the capacitor
Cf. Based on these assumptions, (1) can be simplified as

pi ¼
VT ;i

�
�

�
� Vcf ;i

�
�

�
� sin dcf ;i � dT ;i

� �

xLconv;i þ xLcoup;i

qi ¼
VT ;i

�
�

�
� Vcf ;i

�
�

�
� cos dcf ;i � dT ;i

� �

� VT ;i

�
�

�
�
2

xLconv;i þ xLcoup;i

ð15:2Þ

The average active power (P) and reactive power (Q) supplied by each DER
can then be calculated from p and q using a low pass filter.

In grid-connected mode, the grid dictates voltage and frequency of the network
and the DERs operate at their nominal (rated) capacities. This can be achieved
using a constant PQ control mode of operation [9]. In this discussion, a voltage-
controlled technique is utilized which will monitor the PCC voltage (VT) to reg-
ulate DER converter output voltage (Vcf) such that the desired nominal active and
reactive power are injected into the network. For this, the PCC voltage magnitude
and angles should be measured instantaneously and used in (15.2) to calculate the
converter output reference voltage (Vcf,ref) for the desired powers and the known
coupling inductance. This reference voltage is later be used in the inner-loop
control to generate the switching signals for the converter. The schematic diagram
of this control is shown in Fig. 15.5.

15.4.2 Outer-Loop Control in Autonomous Mode

During autonomous mode, network voltage and frequency should be regulated by
the DERs. In addition, a proper power sharing among the DERs is desired. Below
is a detailed description of the designed and implemented power sharing algorithm
based on droop control.
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Let us now consider a microgrid with two parallel converter-interfaced DERs
supplying a common load. DER-1 is connected to the load through a feeder
impedance of Zline,1 where DER-2 is connected to the load through a feeder imped-
ance of Zline,2. Let us also assume the feeder is highly inductive (i.e. Zline & jxLline).
Assuming the voltage at load PCC is Vload, the active and reactive power supplied
from each DER to the load can be expressed as

pi ¼
Vload;i

�
�

�
� Vcf ;i

�
�

�
� sin dcf ;i � dload;i

� �

xLconv;i þ xLcoup;i þ xLline;i

qi ¼
Vload;i

�
�

�
� Vcf ;i

�
�

�
� cos dcf ;i � dload;i

� �

� Vload;i

�
�

�
�
2

xLconv;i þ xLcoup;i þ xLline;i

ð15:3Þ

As the feeder is assumed to be highly inductive, the active and reactive powers
are decoupled and a DC load flow analysis can be applied. In addition, the angle
difference between Vcf and Vload is small. Based on DC load flow, the average
active power supplied from each DER to the load is

Pi ¼
Vload;i

�
�

�
� Vcf ;i

�
�

�
� dcf ;i � dload

� �

xLconv;i þ xLcoup;i þ xLline;i
ð15:4Þ

To supply the load with an average active power of Pi, from (15.4), the angle of
the voltage across the filter capacitor of DER-i will be

dcf ;i ¼ Pi Cconv;i þ Ccoup;i þ Cline;i

� �

þ dload ð15:5Þ

where Ci ¼ xLi

Vcf ;ij j Vloadj j

Decentralized power sharing among several DERs in a microgrid can be
achieved by changing the voltage magnitude and angle of DERs using the droop
control as [15]

dcf ;i ¼ drated;i � mi
Xline

Zline
Prated;i � Pi

� �

� Rline

Zline
Qrated;i � Qi

� �
� �

Vcf ;i

�
�

�
� ¼ Vrated;i � ni

Rline

Zline
Prated;i � Pi

� �

þ Xline

Zline
Qrated;i � Qi

� �
� � ð15:6Þ

where Vrated and drated are respectively the rated voltage magnitude and angle of
the DER when supplying rated active power (Prated) and reactive power (Qrated).
Reactive power–voltage and active power-angle droop coefficients are represented
by n and m, respectively. As the feeder lines are assumed to be inductive, (15.6)
can be further simplified as

dcf ;i ¼ drated;i � mi Prated;i � Pi

� �

Vcf ;i

�
�

�
� ¼ Vrated;i � ni Qrated;i � Qi

� � ð15:7Þ

This is monitored and controlled in the microgrid through the outer-loop con-
trol. Therefore, it is expected that the outer-loop control determines the desired Vcf
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for each DER in microgrid. The block diagram of outer-loop control is shown in
Fig. 15.5.

Let us assume when each DER changes its output active power from zero to its
nominal (rated) capacity, the frequency of the DER voltage reduces by Dx. Based
on this assumption, the active power-angle droop coefficient for each DER [49] is
derived from

mi ¼
Dx

Prated;i
ð15:8Þ

Assuming Dx to be constant for DERs i and j with different nominal capacities,
we have

mi

mj
¼ Prated;j

Prated;i
ð15:9Þ

Now, let us assume that all DERs in the microgrid have the same power factor
and when each DER changes its output reactive power from zero to its nominal
(rated) capacity, the DER voltage reduces by DV. Based on this assumption, the
reactive power–voltage droop coefficient for each DER [49] is derived from

ni ¼
DV

Qrated;i
ð15:10Þ

Assuming DV to be constant for DERs i and j with different nominal capacities,
we have

ni

nj
¼ Qrated;j

Qrated;i
ð15:11Þ

Now, for the microgrid in steady state condition, let us assume DER-i and
DER-j have the same drated. Therefore, from (15.7) and (15.9) we have

dcf ;i � dcf ;j ¼ drated;i � drated;j

� �

� mi Prated;i � Pi

� �

þ mj Prated;j � Pj

� �

¼ miPi � mjPj ð15:12Þ

Replacing dcf,i and dcf,j from (15.5) in (15.12), we have

Pi Cconv;i þ Ccoup;i þ Cline;i

� �

� Pj Cconv;j þ Ccoup;j þ Cline;j

� �

¼ miPi � mjPj

ð15:13Þ

Therefore, the ratio of the active power supplied by the DERs is equal to

Pj

Pi
¼ �mi þ Cconv;i þ Ccoup;i þ Cline;i

�mj þ Cconv;j þ Ccoup;j þ Cline;j
ð15:14Þ

Equation (15.14) shows that output active power of each DER is inversely
proportional to the sum of C in its output. The three components of Cconv, Ccoup

360 F. Shahnia et al.



and Cline are dependent on three inductances between the DER and the load. Since
C has a parameter of voltage square in its denominator, it is expected that

Cconv;i \\ Cline;i \\ Ccoup;i \\ mi ð15:15Þ

Therefore, (15.14) can be simplified further as

Pj

Pi
� mi

mj
ð15:16Þ

In a similar way, it can be shown that the ratio of the reactive power supplied by
the DERs in the microgrid will be

Qj

Qi
� ni

nj
ð15:17Þ

Hence, based on the above assumption, from (15.9), (15.16) and (15.11),
(15.17), it is expected that the output active and reactive power ratio among two
DERs in the microgrid will be same as the ratio of their nominal active and
reactive power capacities.

On the other hand, in parallel operation of converter-interfaced DERs in a
microgrid, it is desired that, for all the DERs, the voltage angle difference across
their coupling inductances (i.e. dcf - dT) in (15.2) to be constant. This voltage
angle difference is preferred to be small [49] so that it lies on the linear section of
sinusoidal P–d characteristic of (15.2). Similarly, it is desired that the voltage drop
across the coupling inductances (i.e. |Vcf | - |VT |) in (15.2) to be constant, for all
the DERs. This voltage drop is preferred to be small and in the range of 1–2 %
[50]. For achieving these assumptions, the coupling inductances are designed
inversely proportional to the nominal power ratio of DERs as

Lcoup;i

Lcoup;j
¼ Prated;j

Prated;i
¼ Qrated;j

Qrated;i
ð15:18Þ

From (15.1)–(15.18), it is concluded that for an accurate power sharing among
DERs in microgrid, we require

Pj

Pi
� mi

mj
¼ Lcoup;i

Lcoup;j
¼ Prated;j

Prated;i

Qj

Qi
� ni

nj
¼ Lcoup;i

Lcoup;j
¼ Qrated;j

Qrated;i

ð15:19Þ

15.4.3 Inner-Loop Control

As mentioned before, the outer-loop control regulates the output power of DERs
by adjusting the proper references for the each DER from (15.2) or (15.7). The
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inner-loop control will calculate and apply proper switching signals for the IGBTs
in the DER converter such that the desired voltage (Vcf,ref) is perfectly generated
across the AC filter capacitor (Cf).

For this, let us consider the equivalent circuit of VSC as shown in Fig. 15.3b. In
this figure, u�a�Vdc represents the converter output voltage, where u is the
switching function. For a 2-level (bipolar) switching, u can take on ± 1 value
which will be used subsequently to turn ON/OFF the IGBTs.

Let us consider the DER converter and its output filter as system for which a
controller is to be developed. The differential equations that describe the dynamic
behavior of this system are given by

ui:a:Vdc ¼ Rf if ;i þ Lf
dif ;i

dt
þ vcf ;i

if ;i ¼ Cf
dvcf ;i

dt
þ iT ;i

ð15:20Þ

A closed-loop optimal linear robust controller based on state feedback is uti-
lized to generate u. Let us assume the state vector x(t) for each phase of the system
is defined as

xiðtÞ ¼ ½ vcf ;iðtÞ if ;iðtÞ �T ð15:21Þ

where vcf (t) represent the instantaneous voltage across AC filter capacitor, if (t) is
the current passing through filter inductor Lf and T is the transpose operator. Then,
the equivalent circuit of this system can be represented with state space equation of

_xiðtÞ ¼ A xiðtÞ þ B1 uc;iðtÞ þ B2 iT ;iðtÞ ð15:22Þ

where

A ¼
0 1

Cf

� 1
Lf
� Rf

Lf

" #

B1 ¼
0

a:Vdc
Lf

� �

B2 ¼
� 1

Cf

0

� �

ð15:23Þ

In (15.22), uc(t) is the continuous time version of switching function u and iT
represents the network load change effects on this system; hence it is assumed as a
disturbance for the controller.

In the control systems, the desired values for each control parameter in steady
state condition must be known. However, it is rather difficult to determine the
reference for if in (15.21). Nevertheless, it is desired that if has only low frequency
components. Therefore, instead of using if as a control parameter, its high fre-
quency components (ı̃f) can be used in the control system. Based on this
assumption, ı̃f can be described and expanded in Laplace domain as [51]

~if ðsÞ ¼
s

sþ a
if ðsÞ ¼ 1� a

sþ a

	 


if ðsÞ ¼ if ðsÞ � îf ðsÞ ð15:24Þ

362 F. Shahnia et al.



where a is the cut-off frequency of this high-pass filter and îf is the low frequency
components of if which is given by

îf ðsÞ ¼
a

sþ a
if ðsÞ ð15:25Þ

Equation (15.25) can be expressed in differential equation form as

dîf ðtÞ
dt
¼ a if ðtÞ � îf ðtÞ
� �

ð15:26Þ

Now, let us define a new state vector for the system, which includes îf, as [51]

x0iðtÞ ¼ ½ vcf ;iðtÞ if ;iðtÞ îf ;iðtÞ �T ð15:27Þ

In this case, the system can be represented with new state space equation of

_x0iðtÞ ¼ A0 xiðtÞ þ B01 uc;iðtÞ þ B02 iT ;iðtÞ ð15:28Þ

where

A0 ¼
0 1

Cf
0

� 1
Lf
� Rf

Lf
0

0 a �a

2

6
4

3

7
5 B01 ¼

B1

0

� �

B02 ¼
B2

0

� �

ð15:29Þ

Equation (15.28) can be represented in discrete-time domain as [52]

x0iðk þ 1Þ ¼ Fx0iðkÞ þ G1uc;iðkÞ þ G2iT ;iðkÞ ð15:30Þ

where

F ¼ eA0:Ts ; G1 ¼
ZTs

0

eA0tB01 dt; G2 ¼
ZTs

0

eA0tB02 dt ð15:31Þ

where Ts is the sampling time. From (15.30), uc(k) can be computed, using a
suitable state feedback control law, as

uc;iðkÞ ¼ �K½x0iðkÞ � x0ref ;iðkÞ� ð15:32Þ

where K is a gain matrix and x
0

ref ðkÞ is the desired state vector for (15.27), in
discrete-time mode.

It is to be noted that the desired reference value for vcf (t) for each DER will be
determined by the outer-loop control. This value is calculated from (15.2) when
microgrid operates in grid-connected mode and from (15.7) when microgrid
operates in autonomous mode. As mentioned before, the desired reference value
for ı̃f (t) for all DERs is always set to zero to minimize the high frequency
components of the current flowing through Lf. Therefore, if (t) must only contain
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low frequency components (i.e. if (t) = îf (t)). Now, the reference vector, X’ref can
be defined for each DER as

X0ref ;i ¼ ½Vcf ;ref ;i Îf Îf �T ¼ ½Vcf ;i\dcf ;i Îf Îf �T ð15:33Þ

As the system behavior in steady-state is interested and assuming a full control
over uc(k), an infinite time Linear Quadratic Regulator (LQR) [52] can be designed
for this problem to define K. This controller is more stable than Proportional
Integrator (PI) based controls and prevents the instability among parallel DERs
when two autonomous microgrids interconnect together.

In a discrete LQR problem, an objective function J is chosen as

JiðkÞ ¼
X1

k¼0

x0iðkÞ � x0ref ;iðkÞ
� ffiT

QiðkÞ x0iðkÞ � x0ref ;iðkÞ
� ffi

þ uiðkÞT RiðkÞuiðkÞ
� �

ð15:34Þ

where R is the control cost matrix, Q is the state weighting matrix which reflects
the importance of each controlling parameter in x and J(?) represents the
objective function at infinite time (steady-state condition) for the system. Equa-
tion (15.34) is then minimized to obtain the optimal control law u(k) through
solution of steady state Riccati equations while satisfying system constraints in
(15.30) [52]. The LQR method ensures the desired results for the system while the
variations of system load and source parameters are within acceptable limits of
reality.

Equation (15.32) shows the total tracking error of each DER converter. The
tracking error can be minimized by limiting this error within a very small band-
width (e.g. h = +10-4). Now, from (15.32), for each DER, the switching function
u (i.e. which pairs of IGBTs to turn ON/OFF) is generated using a hysteresis
control based on the error level as

If uc;i kð Þ[ þ h then ui ¼ þ1

If�h� uc;i kð Þ� þ h then ui ¼ previous ui

If uc;i kð Þ\�h then ui ¼ �1

ð15:35Þ

More detail on the discussed converter control is given in [24].
To achieve a good tracking of the output voltage, a state feedback control was

utilized for each DER. Therefore, the controller expression can be presented as

ui:a:Vdc ¼ vcf ;ref ;i � KðXi � Xref ;iÞ ¼ vcf ;ref ;i � k1 vcf ;i � vcf ;ref ;i

� �

� k2 ~if ;i � 0
� �

ð15:36Þ

where K = [k1 k2 k2] is the gain matrix in (15.32).
Replacing (15.36) in (15.20) and representing that in Laplace domain, we have
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Vcf ;iðsÞ Lf Cf s
2 þ Rf Cf sþ 1

� �

þ IT ;iðsÞ Lf sþ Rf

� �

¼ Vcf ;ref ;iðsÞ k1 þ 1½ � � k1Vcf ;iðsÞ �
k2s

sþ a
If ;iðsÞ ð15:37Þ

From (15.37), the parameters of the Thevenin equivalent circuit of the DER
converter and filter including the developed state feedback control are given by

Vcf ;iðsÞ ¼ G1ðsÞVcf ;ref ;iðsÞ þ G2ðsÞIT ;iðsÞ ð15:38Þ

where G1(s) and G2(s) are defined as

G1ðsÞ ¼
k1 þ 1ð Þ sþ a k1 þ 1ð Þ

Lf Cf s3 þ Cf Rf þ k2 þ a Lf

� �

s2 þ k1 þ 1þ a Rf Cf

� �

sþ a k1 þ 1ð Þ

G2ðsÞ ¼
Lf S2 þ Rf þ aLf � k2

� �

Sþ a Rf

Lf Cf s3 þ Cf Rf þ k2 þ a Lf

� �

s2 þ k1 þ 1þ a Rf Cf

� �

sþ a k1 þ 1ð Þ
ð15:39Þ

and G1(s) Vcf,ref (s) = VTh and G2(s) = -ZTh.
The comparison of the performance of the state feedback control versus the

open loop control of the DER converter and filter system can be studied from
frequency domain analysis. For this, the Bode diagram of G1(s) and G2(s) are
obtained and shown in Fig. 15.6a and b, respectively. From Fig. 15.6a, it can be
seen that at the frequency range of interest (i.e. 50 Hz), G1(s) has the property of a
unity gain with zero phase shift (i.e. VTh & Vcf). This helps us to simplify (15.1)
into (15.2) in Sect. 15.4.1. On the other hand, in Fig. 15.6b, it can be seen that at
frequency range of interest, G2(s) magnitude is relatively high in open loop con-
dition. The high value takes the network load and iT change effects into the DER
converter control. This magnitude is reduced effectively by properly designing the
state feedback gains. It is to be noted that G2(s) is relatively inductive around
50 Hz. This validates the assumption that ZTh to be pure inductive in (15.1) in
Sect. 15.4.1.

15.4.4 DSTATCOM Control

As discussed in Sect. 15.3.2, voltage regulation in the microgrid is achieved by a
DSTATCOM installed at the secondary side of the distribution transformer, which
regulates its PCC voltage to the desired value. The utilized DSTATCOM in this
research has an LCL filter in its converter output and voltage regulation is
achieved by exchanging the reactive power with the network. Voltage control
strategy in DSTATCOM is based on directly controlling the PCC voltage. In this
method, the difference between the PCC RMS voltage (VT-DSTAT) and its desired
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value (VT-DSTAT,desired) is utilized to generate the required voltage magnitude
across the AC filter capacitor in DSTATCOM as

Vcf�DSTAT

�
�

�
� ¼ Vcf�DSTAT ;ref þ KP þ

KI

s

	 


VT�DSTAT ;desired � VT�DSTAT

� �

ð15:40Þ

where Vcf-DSTAT,ref is the reference value for this voltage, KP and KI are PI con-
troller parameters and the suffix DSTAT represents DSTATCOM.

The DC capacitor voltage (Vdc) in DERs is stabilized by their DC sources;
however, there is no such a DC source in DSTATCOMs. Vdc in DSTATCOM can
be kept equal to its reference value (Vdc,ref) when the AC system does not
exchange any power with the DC capacitor [53]. This can be reassured if the AC

Fig. 15.6 a Open loop and closed loop Bode diagram of G1(s), b open loop and closed loop
Bode diagram of G2(s)
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system replenishes the DSTATCOM converter losses. For this, the angle of the
voltage across the AC filter capacitor (dcf) must be varied with respect to the DC
capacitor voltage variations as

dcf�DSTAT ;ref ¼ K 00P þ
K 00I
s

	 


Vdc�DSTAT ;ref � Vdc�DSTAT

� �

ð15:41Þ

15.5 Verification and Simulation Studies

For verification of the proposed primary control level for the DERs in the system
of interconnected autonomous microgrids, several case studies are presented below
using PSCAD/EMTDC software [44, 54]. The technical data for the network, DER
converters and the droop control parameters are provided in Appendix B.

15.5.1 Case 1: Microgrid Operation with Three-Phase
Balanced Loads

Let us consider the system shown in Fig. 15.2 to investigate the DERs operation
during grid-connected and autonomous modes of microgrid operation. In grid-
connected mode, each DER will generate its rated power and the extra load
demand will be supplied by the grid or the DER extra generation will flow back to
the grid. In autonomous mode, the load demand of each microgrid is shared among
the DERs of that microgrid proportional to their rating.

The individual operation of MG-1 is investigated in this section. For this, let us
assume in the system shown in Fig. 15.2, CBG and CBM1 are closed while CBM2,
CBS1 and CBS2 are open. Let us also assume all loads are three-phase balanced. The
system is assumed to be in steady state condition at t = 0 s and all the DERs are
running at their rated conditions. The DSTATCOM is not connected to the system.

At t = 1 s, the grid is disconnected (i.e. CBG is opened) and MG-1 starts to
operate in autonomous mode. Therefore, the DERs increase their output power to
satisfy the load demand within the microgrid. At t = 2 s a 25 % load increase (i.e.
3 kW) and at t = 3 s a load decrease of 25 % are applied in the microgrid. It can be
seen that all DERs are sharing the load change proportional to their ratings. At
t = 4 s, it is desired that microgrid reconnect to the grid. In order to prevent
fluctuations in the current and power, the resynchronization method described in
Sect. 15.3.3 is used. The resynchronization is achieved at t = 10.1 s and CBG

closes. It can be seen the system reaches to the steady state condition after each
change within five cycles. Figure 15.7a shows the active power dispatch of grid and
three existing DERs in MG-1 between 0 and 11 s in the above mentioned network
while Fig. 15.7b shows the reactive power dispatch within the same time period.
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The voltage profile of the network is also shown in Fig. 15.7c. As it can be seen
in this figure, during the autonomous mode, there might be an uncontrolled voltage
drop/rise in the network, as none of the DERs are regulating the network voltage.
In this study, the DSTATCOM is not utilized to regulate the network voltage. To

Fig. 15.7 Simulation results for MG-1 without DSTATCOM: a active power dispatch of grid
and DERs, b reactive power dispatch of grid and DERs, c network voltage profile monitored in
the secondary side of distribution transformer
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investigate the efficacy of DSTATCOM, let us now assume that in Fig. 15.2, CBS1

is closed and DSTATCOM-1 is connected. For this condition, the active and
reactive power dispatch of grid and DERs are shown in Fig. 15.8a and b,
respectively. The voltage profile of the network is now highly improved and it is
closer to the desired value of 1 pu, as shown in Fig. 15.8c. The difference in the
active powers in Figs. 15.7a and 15.8a is due to the fact that voltage is varying
before DSTATCOM installation. The voltage profile of DSTATCOM DC
capacitor is shown in Fig. 15.8d which has a negligible drop of 1 % in autonomous
mode. The output active and reactive power of DSTATCOM is also shown in
Fig. 15.8e. The oscillations in the results of Fig. 15.8 are due to the dynamic
characteristics of DSTATCOM. It is also to be noted that the resynchronization
mechanism is similar to the previous case and not shown here.

15.5.2 Case 2: Microgrid Operation with Unbalanced
and Harmonic Loads

The simulation results presented in Fig. 15.8 represent the microgrid operation in
the presence of three-phase balanced loads. However, the networks are always
supplying single-phase loads and nonlinear loads. To study the effects of these
loads on microgrid operation, let us assume in the system of Fig. 15.2, at t = 0 s
CBG, CBM1 and CBS1 are closed and the system is in steady state condition. At
t = 0.5 s, CBG is opened to disconnect the grid hence microgrid will work in
autonomous mode. It is to be noted that distribution transformer is still connected
to the low voltage side.

At t = 1.5 s a new single-phase 2 kW load is connected to phase-A. Later, at
t = 2.5 s another single-phase 2 kW load is connected to phase-C. Figure 15.9a
shows the active power dispatch of grid and the 3 DERs in the microgrid between
0 and 3.5 s in the above mentioned network. From this figure, it can be seen that,
the total amount of active power generation among DERs are kept based on the
desired power sharing ratio among them.

The active power output of each phase of one of the DERs (e.g. DER-1) is
shown in Fig. 15.9b. From this figure, it can be seen that for t \ 1.5 s, all three
phases of DER-1 have an equal amount of generated active power. However, at
t = 1.5 s when a single-phase load is connected to phase-A, the active power
output of all phases of the DER increase. This increase is slightly higher for phase-
A. This slight difference is further discussed in [54]. In a similar way, at t = 2.5 s
when another single-phase load is connected to phase-C, the output active power
of all phases of the DER increases but this increase is more for phase-C. Similar
results are observed in all the DERs of the microgrid. From this figure it can be
seen that single phase load power demand is shared among the three phases of the
DERs. Figure 15.9c shows the active power output of all DERs in their phase-A
for the studied case. From this figure, it can be seen that for a load change in the
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Fig. 15.8 Simulation results
of MG-1 in with
DSTATCOM connected:
a active power dispatch of
grid and DERs, b reactive
power dispatch of grid and
DERs, c network voltage
profile monitored in the
secondary side of distribution
transformer, d DSTATCOM
output active and reactive
power injection, e voltage
profile of DSTATCOM DC
capacitor
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Fig. 15.9 Simulation results of microgrid operation in presence of unbalanced loads: a active
power dispatch of grid and three DERs, b active power output of DER-1, c active power output of
all DERs in their phase-A, d active power supplied by the distribution transformer, e three-phase
instantaneous current output of a DER-1
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network, the contribution level of each phase of the DERs in power generation is
also based on the desired sharing ratio among them.

It is to be noted that, all phases of the DERs contribute to a single-phase (or
unbalanced) load change in the network since there is a possibility of power
circulation from one phase of microgrid to the other two phases through the
windings of the distribution transformer. Figure 15.9d shows the active power
supplied by the distribution transformer in the studied case. From this figure, it can
be seen that the distribution transformer output power is zero when the microgrid
is working in autonomous mode with balanced loads (i.e. 0.5 \ t \ 1.5 s).
However, it can be seen that for 1.5 \ t \ 2.5 s there is a negative active power
flow into the distribution transformer in phase-B and C which is circulated and
retuned to phase-A where the single phase load is connected. In the same way, for
2.5 \ t \ 3.5 s there is a negative active power flow into the distribution trans-
former in phase-B which is circulated and retuned to phase-A and C where the
single phase loads are connected. The three-phase instantaneous current output of
a sample DER (e.g. DER-1) is shown in Fig. 15.9e which shows the DERs are
generating unbalanced current in their output.

Now let us consider the microgrid of Fig. 15.2 with a harmonic load. Assume
that the system is in steady state condition at t = 0 s and at t = 0.5 s, the grid is
disconnected (i.e. CBG is opened) and microgrid operates in autonomous mode. At
t = 1.5 s a new three-phase harmonic load of 3 kW is connected to the network.
At t = 2.5 s, its demand is increased to 6 kW. The harmonic load has a Total
Harmonic Distortion (THD) of 25.5 % with the Fast Fourier Transform (FFT)
Spectrum as shown in Fig. 15.10a. Figure 15.10b shows the active power dispatch
of grid and three existing DERs in the microgrid between 0 and 3.5 s in the above
mentioned network. The single-phase active power output of one of the DERs (e.g.
DER-1) is shown in Fig. 15.10c. This is the same for all phases of A, B and C. The
active power output in phase-A of all three DERs are also shown in Fig. 15.10d.
From these figures, it can be seen that as the load is supplied from the three-phase
network, its demand is shared equally among the three phases of each DER.
However, the DERs share the extra demand based on their desired power sharing
ratio. The three-phase instantaneous current output of a sample DER (e.g. DER-1)
is shown in Fig. 15.10e which shows the output current of the DERs are distorted
as required by the network harmonic load.

15.5.3 Case 3: System of Interconnected Autonomous
Microgrids

Let us assume that in system of Fig. 15.2, at t = 0 s, circuit breakers CBG, CBM1,
CBM2, CBS1 and CBS2 are closed and the network is at steady state condition.
Now, let us also assume, due to a fault in the medium voltage grid, after self-
healing process, CBG is open while CBM1 and CBM2 are closed at t = 1. As
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Fig. 15.10 Simulation
results of microgrid operation
in presence of harmonic load:
a FFT Spectrum of harmonic
load current, b active power
dispatch of grid and three
DERs, c single-phase active
power output of DER-1,
d active power output of all
DERs in their phase-A,
e three-phase instantaneous
current output of a DER-1
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Fig. 15.11 Simulation
results for system of
interconnected microgrids:
a active power supplied from
grid into each microgrid
feeder, b active power output
of each DER in MG-1,
c active power output of each
DER in MG-2, d MG-1
voltage profile monitored in
transformer secondary side,
e MG-2 voltage profile
monitored in transformer
secondary side, f active and
reactive power demand of a
sample load
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mentioned before, the operation of the protection devices and circuit breakers and
resynchronization of interconnecting microgrids during self-healing process is
beyond the scope of this discussion. In this study, this transition period is not
considered. At t = 2 s a load increase of 25 % and at t = 3 s a load decrease of
25 % are also applied in MG-1.

The total active power supply from the grid in addition to the active power flow
into each microgrid is shown in Fig. 15.11a. From this figure, it can be seen that
MG-2 has a negative power flow and is delivering, approximately, 20 % of the
load demand in MG-1. The active power output of all the DERs in MG-1 and MG-
2 are shown separately in Fig. 15.11b and c, respectively. It can be seen that all
DERs in MG-1 and MG-2 are sharing the load demand of the system of inter-
connected microgrids proportional to their ratings. The voltage profile in the
secondary side of the distribution transformers in each microgrid is regulated to the

Fig. 15.12 Simulation
results for the system of
interconnected MG-1 and
MG-2 when MG-2 DERs
operate in their maximum
capacity: a active power
supply from grid and active
power flow into each
microgrid feeder, b active
power output of each DER in
MG-1, c active power output
of each DER in MG-2
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desired value of 1 pu as shown in Fig. 15.11d and e. The active and reactive power
drawn by a sample load in the network, with a 2.7 kW demand and power factor of
0.95, is also shown in Fig. 15.11f.

Now, let us assume a case in which the two DERs in MG-2 are running in their
maximum capacity (i.e. 4 and 8 kW, respectively). Let us also assume at t = 1 s,
due to a fault in the medium voltage grid and after self-healing process, CBG is
open while CBM1 and CBM2 are closed. A 25 % load increase and decrease in the
network is applied at t = 2 s and 3 s, respectively.

For this case, the total active power supply from the grid in addition to the
active power flow into each microgrid is shown in Fig. 15.12a. From this figure, it
can be seen that MG-1 has a negative power flow and is delivering, approximately,
30 % of the load demand in MG-2. The active power output of all the DERs in
MG-1 and MG-2 are shown separately in Fig. 15.12b and c, respectively. It can be
seen that all DERs in MG-2 are running in their maximum rating at all times while
the DERs in MG-1 are sharing the rest of the load proportional to their ratings.

15.6 Conclusions

To minimize load shedding in a Microgrid during autonomous operation, islanded
neighbour microgrids can be interconnected if they are on a self-healing network
and an extra generation capacity is available in DERs in one of the microgrids. The
primary control level for the DER converters in a system of interconnected
neighbour autonomous microgrids was discussed in this chapter. A hierarchical
control system was described for the network and microgrid levels. The concepts
of self-healing and supply restoration algorithm, protection devices and their
coordination and communication belong to the tertiary control level and were not
the focus of this chapter. The chapter focused on the primary control level which
guarantees a proper power sharing among all the DERs in the system of inter-
connected microgrids. Control algorithms were developed to manage the parallel
operation of converter-interfaced DERs at grid-connected and autonomous oper-
ation modes in the microgrids while the network voltage was regulated by the
DSTATCOMs installed in each microgrid. Using the developed inner loop and
outer loop control techniques, an acceptable dynamic performance of DER con-
verters in transients and steady-state conditions can be achieved. The proposed
method prevents any undesired voltage, power and frequency variations in the
network. Based on the described primary control level, a DER with extra gener-
ation capacity can successfully share some of the loads in other microgrids, once
the other microgrids have a shortage of generation.
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Appendix A

As described in Sect. 15.3.1, the DERs considered in this chapter were modeled in
detail. The technical data for these models are summarized below.

A.1 Fuel Cell

Based on experimental validations, a typical Proton exchange membrane fuel cell
(PEMFC) has an output V–I characteristic of

VðiÞ ¼ 371:3� 12:38 logðiÞ � 0:2195i� 0:2242e0:025i ðA:1Þ

reported and utilized in [55].

A.2 Photovoltaic Cell (PV)

In [55], the simplified equivalent circuit of a PV was utilized where its output
voltage was a function of its output current and its output current was a function of
load current, ambient temperature and radiation level. In this model, the voltage
output of PV is calculated by

VPV ¼
AkTc

e
Ln

Iph þ Io � Ic

Io

	 


� RsIc ðA:2Þ

where
A Constant value for curve fitting
e Electron charge (1.602 9 10-19 C)
k Boltzmann constant (1.38 9 10-23 J/ok)
Ic Output current of PV cell
Iph Photocurrent (1 A)
Io Diode reverse saturation current (0.2 mA)
Rs Series resistance of PV cell (1 mX)
VPV Output voltage of PV cell
Tc PV cell reference temperature (25 �C).

A Maximum Power Point Tracking (MPPT) method was also used to achieve
maximum power from the PV based on the load or ambient condition changes. The
MPPT algorithm was presented in [55].
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A.3 Battery

The battery is assumed to be a constant voltage source with fixed amount of energy
and modeled as a constant DC voltage source with series internal resistance [55].

Appendix B

The technical data (Tables B.1, B.2) of the microgrid network under consideration
in Fig. 15.2 is provided.
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Chapter 16
Agent-Based Smart Grid Protection
and Security

Md Shihanur Rahman and H. R. Pota

Abstract The vision of a smart grid is to provide a modern, resilient, and secure
electric power grid as it boasts up with a highly reliable and efficient environment
through effective use of its information and communication technology (ICT).
Generally, the control and operation of a smart grid which integrate the distributed
energy resources (DERs) such as, wind power, solar power, energy storage, etc.,
largely depends on a complex network of computers, softwares, and communi-
cation infrastructure superimposed on its physical grid architecture facilitated with
the deployment of intelligent decision support system applications. In recent years,
multi-agent system (MAS) has been well investigated for wide area power system
applications and specially gained a significant attention in smart grid protection
and security due to its distributed characteristics. In this chapter, a MAS frame-
work for smart grid protection relay coordination is proposed, which consists of a
number of intelligent autonomous agents each of which are embedded with the
protection relays. Each agent has its own thread of control that provides it with a
capability to operate the circuit breakers (CBs) using the critical clearing time
(CCT) information as well as communicate with each other through high speed
communication network. Besides physical failure, since smart grid highly depends
on communication infrastructure, it is vulnerable to several cyber threats on its
information and communication channel. An attacker who has knowledge about a
certain smart grid communication framework can easily compromise its appliances
and components by corrupting the information which may destabilize a system
results a widespread blackout. To mitigate such risk of cyber attacks, a few
innovative counter measuring techniques are discussed in this chapter.
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16.1 Introduction

A smart grid is a complex electrical power network that provides efficient inte-
gration of real-time monitoring, advanced sensing and communication infra-
structure superimposed on the physical grid. It utilizes estimations and controls to
enable dynamic flows of information and energy from a generation source to end-
users that ensures an economically efficient, reliable and sustainable power system
environment for the generation and distribution of energy with low losses, high
quality and security of energy supply. A smart grid has a role to play in the process
of integrating various distributed energy resources (DERs), such as wind power or
solar power or both, to supply all the critical loads in a network in either a gird-
connected or standalone mode. Safety and reliability of supply are increased by
using an intelligent multi-agent system (MAS) approach to avoid frequent
occurrences of cascading failures due to the inability of the system to operate in an
autonomous mode. For reliable and secure operation of a smart grid both physical
and cyber influences are significant for protection and security. Recent research
studies have indicated that an MAS technology provides a more flexible way of
increasing both the resilience and efficiency of a smart grid by combining top–
down and bottom–up intelligent autonomous decision-making in its communica-
tion infrastructure and control architectures [1].

According to Russell and Norvig [2] ‘‘the notion of an agent is meant to be a
tool for analysing systems, not an absolute characterization that divides the world
into agents and non-agents,’’ being able to distinguish agent systems from existing
systems is important. The autonomous agents and multi-agent technology, differ
from the existing systems and system engineering approaches as they exhibits a
distributed characteristics along with the dynamic adaptability and flexibility. As a
matter of fact, the potential advantages gained through this difference motivated
the power engineers to explore the applications of MAS to power engineering
problems. From power engineering point of view, some existing systems could be
classified as agents i.e., agents can be assumed to be embedded with the power
system components. For example, a protection relay may be considered as an agent
present in an environment, such as a power system. It reacts to any changes in it
environment, i.e., changes to voltage or current due to fault or sudden generator
load change. It can also exhibit a degree of autonomy. Similar arguments can be
made for software agent systems such as detection and mitigation of cyber threats
for smart grid security.

In this chapter, we discuss about the physical protection and cyber security
issues in smart grids by means of an agent-based approach. As smart grids are
quite large, complex and extensively interconnected, they are vulnerable to several
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types of disturbances, such as three-phase faults and sudden generator load
changes, which may cause loss of synchronism and a risk of widespread blackouts.
The problem of assessing the transient stability has been dealt by several methods,
including a few applications of agent-based techniques such as, an agent-based
turbine valve control [3–5], a multi-agent-based real-time wide-area power system
stabilizer using reinforcement learning (RL) [6], an agent-based technique for
instability prediction and control [7], a multi-agent based decentralized coordi-
nated control [8], etc. To date, the transient stability enhancement considering a
dynamic evaluation of the critical clearing time (CCT) with high wind power
penetration using a multi-agent concept has not been studied. Therefore, a MAS
architecture for smart grid protection is proposed in this chapter for well-coordi-
nated protection framework, in which autonomous agents embedded with the
protection relays which co-operate and communicate with each other to provide
real-time coordination of system protection devices with CCT information. By
using a continual streaming of this CCT information, it can precisely detect and
isolate a fault before its CCT and reclose its circuit breakers (CBs) for the
resumption of normal operation to promote the scalability and capability of the
system, hence ensuring the transient stability improvement.

Besides physical failures or disturbances, a smart grid, being a critical cyber-
physical system (CPS), is also vulnerable to various cyber threats to its data
management system and communication layers. A cyber attack can potentially
impact on the smart grid’s dynamic states, appliances and its components by
manipulating or corrupting its dynamic data and tampering with its information,
thereby causing its control centre to make wrong decisions regarding its control
operations which can lead to a widespread blackout in the grid. A few innovative
counter measuring techniques within an agent-based smart grid infrastructure are
discussed in this chapter which can be incorporated to detect and mitigate such a
cyber attack which could cause abnormal physical behavior of the system.

16.2 Protection and Security Requirement for Smart Grid

In a smart grid, a protection system is, in general, set to be adequate a certain
operating condition. Therefore, if the operating condition has changed, incorrect
operation of the protection relays can result in a sequence of CB tripping, which
may cause cascading failure results into a widespread blackout in the smart grid
[9]. To ensure the safe and reliable operation of a smart grid, a few basic protection
requirements are necessary for protection relay coordination. Since a smart grid is
being a major infrastructure of a CPS, so its security requirement is also necessary
for its safe and resilient operation. In general, cyber security requirements for a
smart grid include three main security properties, such as confidentiality which
prevents an unauthorized user from obtaining private information, integrity which
prevents an unauthorized user from modifying the information and availability
which ensures that the resources can be used when requested [10].
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16.2.1 Smart Grid Protection Requirements

The most important requirements for protecting an agent-based smart grid are
discussed below.

• Reliability: It is the ability of a protection system protection system in a smart
grid which operates only when it is needed to be operated rather than remain in
normal operation.

• Sensitivity: It is the ability of a protection system to detect even a small dis-
turbance or a small change in a power network. It is an important issue that
ensures the detection of high-impedance faults or the reduced contribution to
faults from small, dispersed generators [11].

• Speed: It is the ability of a protection system to operate with a very short time
after a fault begins, but must trip the CBs before the CCT, which is significant
for preserving the system stability, reducing the equipment damage and hence
improving the power quality.

• Selectivity: It is the ability of a protection system to isolate a fault occurring on
a grid with a shortest possible time along with least disconnection of system
equipments.

16.2.2 Smart Grid Security Requirements

In this section we discuss about the smart grid cyber security requirements which
are important to protect it with respect to the main security properties [10].

• Confidentiality: It is important as the power system information provides it
with a usage patterns for individual smart appliances. Confidentiality of price
information, control commands and software should not critical since the
security of the system does not rely on the public knowledge and the secrecy of
the software rather than only the secrecy of the keys [12].

• Integrity: Integrity of information, control commands and software is critical. It
may alter the price information which results electricity utilization wrong billing
information to the customers. It can cause a control center to make wrong
decision by corrupting the information obtained from PMU results a significant
loss to the utility grid. Integrity of software is critical as compromised software
can control any device and grid component [10].

• Availability: Availability of power system information is a key factor of which
Denial-of-service (DoS) attacks can send fake or delayed information to a server
or a network, and distributed DoS (DDoS) attack can be accomplished by uti-
lizing distributed attacking source such as, compromised smart meter and
appliances [10].
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16.3 Smart Grid System Model

Smart grids are large-scale interconnected, distributed and complex systems
consisting of four major units which are, (i) power generation: the electric power is
retrieved from the coal, water dams, wind, nuclear reaction, solar radiation, etc.,
which can be synchronous generator, induction generator or photovoltaic gener-
ator; (ii) transmission: transporting electrical power through a high voltage (HV)
transmission lines over a long distance; (iii) distribution: the transmitted energy is
distributed to residents over a medium or low voltage distribution system; and (iv)
consumption: energy consumption at the customer device level. A node of typical
physical smart grid architecture is shown in Fig. 16.1 where each node may consist
of a generator with necessary supporting control equipments and a load or a
generator along with a protection relay. Each node of this system is capable of
independent control action.

In this chapter, we have considered a smart micro-grid system [13] as shown in
Fig. 16.2 with some modifications. This system consists of two DGs, a conven-
tional synchronous generator with nominal capacity of 7.3 MW–6.9 kV connected
to bus 1 using a 6.9/66 kV, 8 MVA transformer and an induction generator-based
wind farm model consists of 10 wind generators for 500 kW each i.e., 5 MW wind
turbines are connected at bus 7 through a transmission line of impedance,
z = 0.0374 + j0.3741 pu using a 12.5/66 kV, 10 MVA transformer. Two electrical
loads, load-1 and load-2, are connected at bus 4 and bus 6, respectively. Power is
delivered to load-1 of 3.94 MW, 0.95 Mvar by a 66/12.5 kV, 5 MVA transformer
and load-2 of 2.82 MW, 0.6 Mvar by a 66/12.5 kV, 4 MVA transformer. Bus 2
and bus 5 are connected through a transmission, TL1, of impedance, z = 0.0416 +
j0.0663 pu. A 66 kV, 1,000 MVA utility grid, considered as infinite bus, is con-
nected to bus 3 through a transmission line of impedance, z = 0.02 + j0.032 pu.
The modelling of synchronous generator and induction generator-based wind farm
are discussed in the following sections.

16.3.1 Modelling of Synchronous Generators

In power system, a synchronous generator is one of the most important compo-
nents that generate power delivered to the consumer end through transmission and
distribution system. With some typical assumptions, a classical third-order non-
linear dynamic model of the synchronous generator can be represented by the
following set of differential equations [14, 15]:

• Generator electrical dynamics:

_E
0
q¼�

1
T0d0

E0qþ
1

Td0

xd � x0d
X0d

� �

Vscosdþ 1
Td0

Ef ð16:1Þ
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• Generator mechanical dynamics:

_d ¼ �xs x� 1ð Þ ð16:2Þ

_x ¼ D
2H

xþ Pm

2H
� 1

2H

VsE0q
x0d

sin d ð16:3Þ

where E0q is the quadrature-axis transient voltage of the generator, T 0d0 the direct-
axis open-circuit transient time constant of the generator, Xd the direct-axis syn-
chronous reactance, X0d the direct axis transient reactance, Vs the infinite bus
voltage, d the power angle of the generator, Ef the equivalent voltage in the
excitation coil, x the rotor speed with respect to synchronous reference, D the
damping constant of the generator, H the inertia constant of the generator, Pm the
mechanical input power to the generator which is assumed to be constant.

16.3.2 Modelling of Wind Power Generation

In this chapter, the nonlinear model the wind turbines is based on a static model of
the aerodynamics, and a second order model of the induction generator. With some
typical assumptions, the mathematical model of the induction generator-based
wind farm can be represented by the following set of equations [16, 17].
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16.3.2.1 Wind Farm Model

A fixed-speed wind turbine (FSWT) model, in which the wind energy is trans-
formed into mechanical energy through a mechanical drive train, is considered in
this chapter. The wind speed and mechanical power extracted from the wind are
related as [17],

Pwti ¼
qi

2
Awti cpiðki; hiÞV3

wi
ð16:4Þ

where cpi is approximated by the following relation [17]:

cpi ¼ 0:44� 0:0167hið Þ sin
pðki � 3Þ
15� 0:3hi

ffi �

� 0:00184ðki � 3Þhi ð16:5Þ

where i ¼ 1; � � � ; n, and n is the number of wind turbines, Pwti the power extracted
from the wind turbine depends on the wind speed,Vwi (m/s), the air density, qi (kg/
m3), and the swept area, Awti (m

2), cpi the performance/power coefficient which
depends on the pitch angle of the blade, hi, and the ratio between the speed of the

blade tip and the wind speed, denoted tip-speed ratio, ki ¼
xmi Ri

Vwi
, Ri the wind

turbine radius (m), xmi the wind turbine rotational speed (rad/s).

16.3.2.2 Induction Generator Model

The dynamic equations for the induction generator used in this chapter in a
structure similar to the synchronous generator is written as,

_d ¼ � xs � xrð Þ � rrXm

xsXrXs

Va sin d
kdr

ð16:6Þ

J
2
P

� �

_x ¼ 3
2

� �
P
2

� �
Xm

Xr

�kdr

Va sin d
xsX0s

� �

� TL ð16:7Þ

where d is the power angle between the d-axis and phase-a peak of the induction
generator, xs the synchronous speed, xr the electrical angular speed of the rotor, rr

the rotor winding resistance, Xm the magnetizing reactance, Xr the leakage reac-
tance of the rotor winding, X0s the leakage reactance of the stator winding, Va the
infinite bus voltage, kdr the rotating flux of the d-axis, J the inertia co-efficient,
P the pole of the induction machine and TL the load torque.

16.4 Multi-agent System

A MAS framework is a distributed and coupled network composed of intelligent
software agents within an environment which work together to achieve a particular
goal by solving a certain problem in a particular domain. Agent’s intelligence may
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include a few methodic, functional, procedural or algorithmic search, find and
processing approach [18]. According to Wooldridge [19], an agent is merely ‘‘a
software entity that is presented in some environment and is able to autonomously
react to changes in that environment’’, which must be observable to, or alterable
by, each intelligent agent. The environment may be a physical system e.g., a power
system, and therefore it is observable through sensors using a phasor measurement
unit (PMU), or it may be the computing environment e.g., data or computing
resources by messaging. An agent may alter the environment by taking control
actions through actuators either physically such as, opening and re-closing a circuit
breaker to reconfigure a power network, or storing diagnostic information in a
database for others to access [20].

The key component of the MAS is the communication principle. According to
Wooldridge’s definitions, intelligent agents must have social ability and therefore
must be capable of communicating with each other, where an agent encapsulates a
particular task or a set of functionality, in a similar way to object-oriented pro-
gramming [20]. If any agents need to cooperate and negotiate with neighbouring
agents, they use messaging with a standard agent communication language (ACL)
[21] along with an additional capability of autonomous control action. A multi-
agent technology provides an ideal means of achieving systems integration by
‘wrapping’ disparate systems as ‘intelligent systems’ which commonly forms a
MAS as shown in Fig. 16.3 with rules and knowledge enabling it to react within its
environment and automate its internal function and reasoning.

By giving an agent this autonomy, it is possible to overcome the problems
associated with intermittent communications between tools [22]. The intelligent
autonomous agents have two basic criteria, one is knowledge base, i.e., each and
every agent must have knowledge about other agents and the whole environment;
another one is the message functionality, i.e., they use their communication
capability to exchange the message or information among each other to achieve
their common goal. A MAS has significant wide area applications in power
engineering research such as, strategic power infrastructure defence system, fault
analysis and diagnosis, power system protection, secondary voltage control,

Fig. 16.3 Intelligent system wrapped in a multi-agent system
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energy-management system (EMS), wide-area control, power system restoration
and reconfiguration, transformer condition monitoring system, energy resource
scheduling, power markets analysis, etc.

16.4.1 Characteristics of Intelligent Agents

The agents in MAS have several important characteristics along with them which
are given as follows.

• Autonomy: The agents are at least partially independent and autonomous,
hence they have an ability to schedule action based on environment observations
[23].

• Decentralization: There is no designated controlling agent or the system is
effectively reduced to a monolithic system [24].

• Reactivity: It is an ability to react any changes in its environment and takes
action based on its perception.

• Social ability: It is an ability to interact, negotiate and cooperate with each other
by simply passing information ACL for conversation.

• Pro-activeness: It is an ability to take initiatives to exhibit its goal-directed
behavior [20], through which it can dynamically change its behavior according
to the changes in the system.

16.4.2 Engineering Benefits of MAS

From engineering perspective, a MAS has numerous benefits over various engi-
neering problems, by providing a solution in decentralized manner. MASs are used
in a wide range of power system applications requiring flexibility, extensibility and
adaptability with a rapidly changing environment due to their distributed nature,
modularity, and ease of implementation which are beneficial [25]. Some benefits
of MAS are discussed in this chapter as below.

• Protocol: MAS provides an infrastructure that specifies the communication and
interaction protocols with all other intelligent agents.

• Decentralize: MAS are decentralized in their structures to solve a complex
problem in an environment autonomously.

• Cooperative: MAS contains agents that are autonomous and distributed, and
may be self-interested and cooperative.

• Flexibility: MAS has the ability to respond properly to the dynamic situations,
and support for replication in variable situations [20].

• Extensibility: MAS has the ability to easily add a new feature to a system,
augmenting or upgrading any existing functionality by sensing any change in the
environment.
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16.4.3 Interaction of MAS with Smart Grid

A smart grid is operated locally and distributed by heterogeneous agents that can
range from simple devices to intelligent entities [26]. A few meta-heuristic tech-
niques such as, genetic algorithm (GA), particle swarm optimization (PSO),
simulated annealing (SA), and tabu search (TS) have been extensively used in
power engineering research. As a matter of fact, a key disadvantage of these
techniques is that most of these approaches are centralized and they mainly depend
on a central computing facility to handle huge amount of data using a high speed
communication capability. If the central computing facility fails then these
methods could not be able to resolve the problems. Since MAS technology is an
application of distributed intelligence dealing with problems in decentralized
manner, so as to provide it with high flexibility and extensibility. Zhang et al. [27]
have suggested that the MAS technology would be the best solution for the
problems associated with computing, communications, and data integration in
power systems because of its distributed nature and dynamic adaptability. A
hierarchical agent-based framework is used in [28] for smart grid infrastructure.
Inspired by this work, we have proposed a decentralized hierarchical structured
multi-agent-based smart grid architecture in this chapter.

A multi-agent-based smart grid architecture is shown in Fig. 16.4, where the
various node agents are: Through Node (TN) agent for end power consumption
devices, ZIP Node (ZIPN) agent for ZIP (Z-impedance, I-constant current, P-
constant power) loads which aggregates house-level TN, Dynamic Node (DN)
agent for devices such as generators and motors with associated equipments, Root
Node (RN) agent which provide a reference value for Dynamic Nodes, and Super
Node (SN) agent that communicates with all RNs. A TN agent sends information
of its on–off status and ratings of real and reactive powers to its cluster ZIP node
agent. The ZIP node agents send the aggregated data to its DN agent which will
collect this data and use this for simulating the system model given by system’s
dynamic equations. The RN agents provide the reference value down to its cluster
of DN agents. The RN agent can also send its advice of pricing and load shedding
down to the TN agents. Each subsystem in this architecture communicates through
their RN agents, and can export power outside and receive injections of external
power into them.

When intelligent autonomous software agents in a MAS environment are
embedded or integrated with major power system components, for example pro-
tection devices, then they have their own thread of control over the protection
relays to coordinate them after experiencing a disturbance on power system
through a high-speed communication network perhaps via optical fibre link or
wide-area network (WAN) used among protection relay agents. Researchers are
still investigating the MAS technology as a way of developing a novel protection
scheme which has an ability to be fault tolerant and self-healing if any agents fails
to operate.
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16.5 Multi-agent Framework for Smart Grid Protection

Generally, a MAS is characterized as a group of individual intelligent agents
running and co-operating with one another to solve problems in dynamic and
unpredictable domains such as power systems which are inherently nonlinear and
undergo a wide range of transient conditions. Since a smart grid is interconnected,
distributed and a complex network, hence it is well suited for decentralized multi-
agent technology. The basic operating requirement of a smart grid is that its
synchronous generators remain in synchronism, and hence the ability of it to retain
this synchronism after a large disturbance such as, three-phase fault or sudden
generator load change is referred as transient stability. A smart grid will become
unstable, if the operating time of its circuit breaker (CB) is longer than the CCT.
Therefore, a better coordination among its protection devices is necessary to
operate with the corresponding CCT information to regain the stability after
experiencing a fault on it. Recent blackouts in different countries have illustrated
the significance and vital need for investigating the transient stability of power
systems, therefore the process of fault detection, isolation and reclosing is indis-
pensible for the assessment of it.

A multi-agent based protection scheme is discussed in this chapter, where each
intelligent autonomous agent is assumed to be embedded with each of the pro-
tection relays of the smart grid. A MAS-based protection scheme is shown in
Fig. 16.5 in which the agents are able to coordinate the protection relays through
an algorithm developed by a combination of MATLAB and Java. In this frame-
work, agents can continuously monitor the present system status from the power
system network topology. Once a fault occurs in a smart grid, using the algorithm,
MASs precisely detect the fault with its location by measuring the fault current and
hence obtain the CCT for the actual system condition. Based on their perceptions,
they communicate and cooperate with each other through inter-agent communi-
cation to autonomously decide for coordinating the protection relays to trip the CB
to isolate the fault before the CCT and reclose it automatically as soon as the fault
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is cleared in order to improve the transient stability of the system by maintaining a
synchronism among the generators.

The conventional protection systems only respond to faults or abnormal events
in a fixed and predetermined manner based on some certain assumptions made
about the power system information e.g., considering a fixed generation with a
certain critical fault clearing time. In fact, the variation in generation or high wind
power integration into the grid may adversely affect the dynamic evaluation of the
CCT which is an important key factor for assessing the transient stability of the
system. However, these MASs can dynamically adapt the on-line measurement
capabilities when the system conditions vary, and have the full flexibility to
reconfigure themselves in an autonomous way i.e., they are able to dynamically
determine the new stability limit each time the operating condition has changed
due to the increasing penetration level of wind power of the smart micro-grid
system as shown in Fig. 16.2 and flexibly obtain the corresponding new CCT to
coordinate the protection relay operation. This means that this MAS has the full
flexibility to adapt to the stability margin of the system for the assessment of the
transient stability issue.

Fig. 16.5 MAS-based
protection system framework

394 M. S. Rahman and H. R. Pota



16.5.1 MAS-Based Protection Scheme

In the developed agent-based protection scheme, all the agents are able to
simultaneously work together to update the system information at each integration
step and have the capability to store pre-fault, fault and post-fault values. For fault
detection, a threshold value of the current (Ith) is set for each protection device
agent. When a fault occurs on the power system, agents detect that fault when fault
current (If) flows above of its rated values and at the onset of the fault, agents
dynamically check the wind power penetration level into the grid and for this
penetration, the agents obtain the corresponding CCT which is a maximum value
of the fault clearing time for a given fault for which the post-fault system is stable.
If the fault occurring on smart grid is cleared within this CCT, the system will
remain stable otherwise it will lose its stability.

In fact, the determination of the CCT is very important for protection scheme as
it is a complex function of pre-fault system conditions, such as operating condi-
tion, network topology, system parameters, fault structure, such as its type and
location and post fault conditions that themselves depend on the protective
relaying plan employed [16].

• CCT calculation: The CCT is first estimated by using the following equations
and then determined from the time-domain simulation approach. The swing
equation of the induction generator can be written as,

_x ¼ TL � Te

J
: ð16:8Þ

In terms of speed it can be represented by,

_s ¼ 1
2H

TL � Te½ �: ð16:9Þ

Integrating both sides of the above equation, it can be written as,

s ¼
Z t

0

1
2H

TL � Teð Þ þ s0: ð16:10Þ

After solving this equation, the CCT of the machine can be written as,

tcr ¼
1

Tm
2H scr � s0ð Þ ð16:11Þ

where scr is the critical slip, which is given by the intersection between the torque-
speed curve for the specified system and Tm the mechanical torque [29].

The torque-slip curve from Eq. 16.11 can be used to determine the slip of
induction generator beyond which the generator become unstable which is called
unstable slip or critical slip, scr. Its corresponding speed is called unstable speed or
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critical speed and its corresponding time is called CCT, tcr. To better understand,
let us consider a Fig. 16.6, which shows the torque versus slip curve superimposed
on the generator input mechanical torque, Tm. At steady-state condition, it is
assumed that the operating point is located at point 1 in which the generator
operating at a steady-state constant slip, s0. From Fig. 16.6, it can be seen that, for
a certain circumstances e.g., three-phase short circuit fault, the generator operates
at any point beyond point 2 where the input mechanical torque is higher than the
electromagnetic torque developed inside the generator. Hence, the generator would
accelerate to possibly a dangerous speed. Therefore, this point is considered as the
unstable operating region, which also represents the stability limit of induction
generator. So, the slip at this point is called unstable slip or critical slip, scr.

On the other hand, the agents can continuously monitor the induction generator
based wind power penetration (PWG) and dynamically determine the new stability
limit for increasing wind power penetration level by simultaneously checking it,
hence obtain the new corresponding CCT for the new wind generation (P0WG).
Agents use the following simple logic to dynamically sense the wind power
penetration.

PWG ¼ P0
WG ðfor normal operationÞ

if PWG [ or\P0
WGðP0

WG �%penetration level changeÞ
P
0

WG ¼ PWG ðfor new penetration levelÞ
else PWG ¼ P0

WG ðfor normal penetration levelÞ

where P0
WG is the initial wind power generation extracted from the wind turbine.

Depending on the actual CCT information obtained, agents in the multi-agent
platform communicate, cooperate and negotiate with each other to coordinate
protection devices for opening of the CBs before the corresponding CCT is
reached and reclose the breakers as soon as the fault is cleared. For CB operation,
each agent uses a simple control logic signal ci(t) for breaker i, where
i = 1,2,3,……n, where n is the number of CBs installed in a smart grid. The
control logic signal for opening and reclosing of CB can be initiated as,
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CiðtÞ ¼
0; for opening of CB at time t
1; for closing of CB at time t

�

Initially this control logic signal is set to 1 for normal operation when there is
no fault occurring on the system. Once a fault occurs and agents obtained the CCT
information, they initiate the control signal ci(t) = 0 to trip the corresponding CBs
at any time t to remove the faulted line and when the fault is cleared they initiate
ci(t) = 1 for reclosing the CBs to reconnect the line again. In this way agents
cooperate with each other to enhance the transient stability of a smart grid through
proper protection device coordination.

16.5.2 Smart Grid Protection Strategy

In the current implementation, the agents are primarily responsible for the pro-
tection of the transmission line of a smart grid. In the developed multi-agent based
smart grid protection scheme, the agents use an algorithm which is developed
through a combination of MATLAB and Java Agent Development Framework
(JADE) that provides them with a capability to simultaneously monitor the system
present status e.g., its present wind power penetration and measure the system
parameters to store the values of voltage, current and power. In order to link these
two platforms, they are integrated using the MATLAB control server through the
MATLAB S-function. A flow chart of the proposed method is shown in Fig. 16.7.

When a disturbance like a three-phase short circuit fault occurs in a smart grid
system, agents detect it by measuring the fault current (when If [ Ith) whereas, if
there is no disturbance then they take the decision for normal operation. After fault
detection, the wind energy penetration level is checked according to the logic
demonstrated in Sect. 16.5.1 and for the present wind power penetration the
corresponding CCT is calculated. At the same time inter-agent communication
takes place among the protection device agents to decide for tripping corre-
sponding CBs to isolate the faulted portion from the rest of the system with the
corresponding CCT information. On the other hand, when the fault is cleared,
the agents take the decision to reclose the breakers as soon as possible for the
resumption of the normal operation. At the same time, the agents can still perform
their individual tasks within their own environments by continuously monitoring
the system along with the appropriate control action.

The MAS framework developed in this chapter provides a scalability and
capability for real-time coordination of protection devices with versatile system
conditions as they autonomously decide to control the CBs using the knowledge of
present system status. It can update the measured system information at each
integration step with the corresponding CCT computation for the present wind
power generation, hence the system relies on a continual streaming of on-line CCT
information at any instant which enhances the on-line capability of the real-time
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coordination of the protection devices for the secure and reliable operation of a
smart grid through agents.

16.6 Illustrative Example and Results

To evaluate the performance of the MAS-based smart grid protection system for
the impact of growing penetration of wind energy in the grid, a test system as
shown in Fig. 16.2 is used for simulation under different wind power penetration
level. In the following sections, we discuss about the function of individual
autonomous agents which are responsible for coordinating the protection relays by
detecting and isolating a fault with the corresponding CCT information.

Fig. 16.7 Flow-chart of the
agent-based smart grid
protection algorithm
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16.6.1 Fault Detection and Isolation

In this section, we have described the capability of agents to coordinate the pro-
tection relays by operating CBs for precise fault detection and isolation with the
corresponding CCT information. Under the given wind power extracted from the
wind turbines i.e., 5 MW, a three-phase short circuit fault is applied at t = 2.0 s at
line TL1 of the smart micro-grid system as shown in Fig. 16.2. The agents
cooperate and communicate with each other to coordinate the protection relays for
corresponding circuit breaker operation to detect and isolate the fault while the
fault current exceeds its predefined threshold value. This fault is cleared by
removing the line TL1 by tripping the corresponding CBs, where the fault current
is shown in Fig. 16.8 and its flows in the breaker with their threshold limit is
shown in Fig. 16.9 over a period of 10 s.

From Fig. 16.9 it is seen that the breaker agents can precisely detect that fault
by sensing the fault current while it flows above its rated value i.e., upper and
lower threshold limit. At the same time the agents dynamically evaluate the CCT
using a transient simulation for tripping the breaker to isolate the fault from the
rest of the system and hence reclose the breakers quickly to reconnect the line TL1
after the fault is cleared. The rotor angle of the synchronous generator and the rotor
speed of the induction generator are shown in Figs. 16.10 and 16.11, respectively.
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From these figures it can be seen that, the synchronous generator rotor angle
and induction generator rotor speed are transiently stable following the removal of
the fault from the rest of the system by tripping the line TL1 before the corre-
sponding CCT through agent-based protection relay coordination. This means that
the agents successfully cooperate and communicate with each other to coordinate
the corresponding CB operation with the corresponding CCT information in order
to enhance the transient stability of the system.

16.6.2 Impact of Increasing Wind Power on Smart Grid

The stability and security of a smart grid with a large amount of wind power
penetration have recently become the major concerns, especially in terms of
transient stability issue. Addressing this issue the impact of growing wind power
generation on transient stability is evaluated in this section by applying a 3-phase
short circuit fault at t = 2.0 s at line TL1. To dynamically evaluate the impact of
this wind energy penetration on the transient stability of the smart micro-grid as
shown in Fig. 16.2, the wind energy penetration level is gradually increased from
5.0 MW penetration to 6.25 MW penetration with a regular interval of 5 %
penetration i.e., 0.25 MW. Table 16.1 summarize of the effect of increasing wind
power penetration on the CCT of the system.
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The relationship between the calculated CCTs and the wind power penetration
levels is shown in Fig. 16.12 in which it is seen that increasing the wind power
penetration level deteriorates the transient stability margin. On the other hand, a
torque-slip curve of the induction generator is shown in Fig. 16.13 for operating at
different level of wind power generation, in which it is seen that the critical slip
decreases as the wind power penetration level increases i.e., the CCT decreases
with growing wind power. Hence, a new stability limit or margin needs to be
determined at each time the system operating condition has changed, which can be
dynamically well achieved by the agents using logic developed in Sect. 16.5.1.

In this section, the angular stability of the synchronous generator and the rotor
speed of the induction generator for wind power penetration levels of 5.5 MW is
shown only to understand the effectiveness of the proposed approach for
increasing wind power penetration. The wind power penetration level is increased
from 5.0 to 5.5 MW, where for this penetration level, the agents dynamically adapt
to this change using the logic demonstrated in Sect. 16.5.1 and hence obtains the

Table 16.1 Effect of increasing wind power penetration on CCT

Fault Location CCT (s)

5 MW 5.25 MW 5.50 MW 5.75 MW 6 MW 6.25 MW

1 TL1 0.611 0.593 0.554 0.512 0.475 0.457

5 5.2 5.4 5.6 5.8 6 6.2
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Fig. 16.12 Relationship
between wind power versus
CCT
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corresponding new CCT as 0.554 s. Using this new CCT information they coor-
dinate the protection relays to open the corresponding CBs to remove the fault
from the rest of the system by tripping the line TL1 and reclose the breakers again
to reconnect it. The rotor angles of the synchronous generator and the rotor speed
of induction generator are shown in Figs. 16.14 and 16.15 for a fault at line TL1
for a wind power penetration level of 5.5 MW in which it can be seen that they are
transiently stable following the removal of the fault by the tripping the line TL1 by
agents before the corresponding CCT.

From the above analyses, it can be interpreted that, with a gradual increasing of
the wind power penetration level into the grid, the CCT of the system decreases,
i.e., the system’s stability margin decreases. However, the agents can successfully
adapt to this situation and properly coordinate the corresponding CB operations
with the corresponding CCT information in order to improve the transient stability
of the system.

16.7 Multi-agent Framework for Smart Grid Security

A CPS is a next-generation network system [28] which is often featured with tight
interaction of the computing intelligence, networking function and physical pro-
cesses of the system. A multi-agent based smart grid exhibits the important aspects
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of the behaviour of the next generation CPS infrastructure. CPS requires a capa-
bility of sensing and operation of the physical process locally while relevant
observations and control messages are securely transferred in real-time over the
network [30]. Recently CPS has been identified as the top research priority by the
U.S. President’s Council of Advisers on Science and Technology (PCAST) [31].
Systematically classifying various types of cyber attacks is an effective tool which
can provide a solid basis for investigating relevant security solutions through
different counter measuring techniques for attack mitigation [28]. In this chapter,
we focus mainly on the impact of different types of cyber attacks on an important
critical infrastructure, an agent-based smart grid. A few innovative countering
measure techniques for the attacks have also been suggested in this chapter.

A new emerging technology called smart grid can be considered as an inter-
connection of a large number of autonomous nodes as agents which has a capa-
bility to reduce the energy losses and increase the reliability of the system. In
smart grid infrastructure, networking and intelligent information and communi-
cation (ICT) functions are embedded into every aspect of the system component
ranging from power generation, transmission, and distribution and consumer
appliances. A communication framework is superimposed on this physical struc-
ture to enable the autonomy and build an interconnected grid topology. The per-
vasive embedding of ICT functionalities into typical agent-based smart grid
architecture is shown in Fig. 16.3, in which such a system will expose it to a wide
range of security threats, which will also render the secure operation of the system
an extremely challenging task [10]. A smart grid security investigation report from
the U.S. Government Accountability Office has cast a concern over the adequacy
of the current security measures over smart grid’s cyber infrastructure [32]. In
shortly the goal of this chapter is to provide an idea of developing a framework for
agent-based smart grid cyber security assessment through the following steps: (1)
systematically identifying the different types of cyber attacks/threats that emerging
on the smart grid; (2) analysing the potentially impact of cyber attack on the smart
grid infrastructure which may cause damage to both cyber and physical domain
and lastly (3) focusing attack resilient counter measuring techniques to mitigate
the risk of cyber threats to ensure the secure operation of smart grid. A typical CPS
infrastructure for smart electric power grid is shown in Fig. 16.16.

16.7.1 Attack Impacts on Smart Grid Dynamic States

Several types of cyber attack such as, integrity and availability (DoS/DDoS or
replay) have a severe impact on the agent-based smart grid dynamic states like
angle, frequency and voltage corruption that obtain from a time-stamped value
comes from PMU. Integrity attack can alter the present value of the system’s
dynamic states i.e., the input to the dynamic node agent can be a different value
from the true value, which will lead to the unstable device operation resulting a
loss of service to the customers. On the other hand, it can also alter the load
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threading and can corrupt the information on the supervisory control and data
acquisition (SCADA) system, which may lead to a suboptimal system operation as
load may not be adjusted as desired and make wrong trigger decision results in
damaging physical grid, respectively, which may affect the power market economy
as well as customer’s usage. Availability attack may provide a time delay for
which system dynamic state information will not be available or available after a
time delay or delayed dynamic state can be taken as a present state which may
make the unstable system operation that will lead to a loss of service as well as
financial loss could happen.

16.7.2 Attack Impacts on Smart Grid Components

Besides affecting the smart grid dynamic states, cyber attack may also hamper its
physical grid components. Being a distributed critical infrastructure, smart electric
power grid consists of the following four major parts [10]: (i) power generation; (ii)
transmission; (iii) distribution and, (iv) consumption. This section demonstrates
about the different types of physical grid controllers which can be treated as agents
under generation, transmission and distribution which are using communication
infrastructure among them are vulnerable to various types of cyber attacks. The
generation control loops are used for controlling the output power and the terminal
voltage through both, local i.e., automatic voltage regulator (AVR) and governor
control (GC), and remote wide-area i.e., automatic generation control (AGC)
control schemes. The transmission systems normally operate at a HV generally
used for power flow and their components controller includes switching and
reactive power support devices like VAR compensation. The distribution system is
normally responsible for delivering power to the end users or customers. With the
emerging smart grid infrastructure, additional control loops enable direct control of

Fig. 16.16 A typical CPS-
based smart power grid
infrastructure
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load at the end user level and can deploy advanced metering infrastructure (AMI) to
provide a real-time metering [32]. The possible cyber vulnerabilities for the above
controllers are described in Table 16.2.

16.7.3 Attack Impacts on Smart Grid Appliances

An agent-based smart grid becomes increasingly dependent on ICT for control and
monitoring functions and this pervasive embedding of ICT can introduce a greater
exposure to various cyber attacks [28]. It will introduce a number of power system
applications which will heavily depend on cyber architectures for communication
and control mechanism [33]. A typical agent-based smart grid infrastructure
incorporates along with some applications like advanced metering infrastructure
(AMI), distribution management systems (DMS), energy management systems
(EMS), wide area measurement, protection, and control (WAMPAC) and power
markets which are also being vulnerable to various types of cyber threats.
Table 16.3 describes various cyber attacks impact on the above smart grid
applications. A more detail of the cyber attack impact analysis on smart grid
appliances can be found in [33].

Table 16.2 Impact of cyber attack on smart grid physical components

Major parts Physical grid control components Cyber vulnerabilities

Generation AVR, GC and AGC Impacts and consequences
Using modbus protocol to commutate

with the computers in the plant
control center via ethernet link

Corrupt the digital control logic or
setting to disrupt the normal
operation. Directly impacts on the
system frequency, stability and
economic operation

Transmission State estimation and VAR
compensation

Impacts and consequences

Using wide-area communication
through phasor measurement units
(PMUs) and coordinated FACTS
devices can communicate with other
devices to determine the operating
set point

Loss of critical information exchange
results disruption of normal
operation and incorrect operational
data results unnecessary VAR
compensation and can make
unstable operating conditions

Distribution Load shedding and AMI Impacts and consequences
Incorporates modern relays which use

IP support communication protocols
IEC61850 and deploys smart
metering

Change of relay control logic could
result unscheduled tripping that
leading to load segment unserved.
Tempering a meter data results
economic loss
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16.7.4 Attack Impacts on Smart Grid Protection Scheme

The easy availability of synchronized measurements using Global Positioning
System (GPS) technology and the improvement in communication technology
makes the smart grid protection of transmission lines quite faster and become more
decentralized [34]. Since the agent-based protection scheme is largely depend on
the communication infrastructure and ICT functionalities, hence this scheme can
be vulnerable to various types of cyber attack like aurora attack, integrity attack,
availability attack which could cause an unintentional or delayed tripping of the
CBs by tampering the status or control signals used by protection device agents.
These attacks may happen on the communication link between PMU-based pro-
tections relay agents as they use communicated information from the remote
locations over a wide band channel.

The aurora attack may involves in an unintentional opening and closing of a CBs,
resulting an out-of-synchronism condition that may damage rotating equipment
connected to the power grid. That means the intent of an aurora attack is to inten-
tionally open a breaker and close it out of synchronism to cause damage to the
connected generators and motors [35]. If an attacker knows the accurate power
system information i.e., number of breakers installed, placement of the breakers, any
knowledge of the communication link of the protection relays if the communication

Table 16.3 Impact of cyber attack on smart grid applications

Smart grid applications Cyber vulnerabilities

AMI Smart meter provides a two way
communication between the customer
and utilities for control over user
consumption, real-time pricing and
also supports the integration of
distributed renewable energy
resources

Confidentiality attack may results wrong
end user billing and can corrupt the
privacy data. Integrity attack may
affect meter’s operation and control
along with the communication of
both pricing and status information

DMS DMS incorporates applications of
forecasting, state estimation, fault
management, Volt/VAR control,
restoration, consumption and load
sharing

Integrity and availability attack can send
false data or commands that may
affect control and communication
resources

EMS EMS provides real-time communications
for control and monitoring along with
the applications of AGC, FACTS and
state estimations

Integrity and availability attack may
affect control operations

WAMPAC WAMPAC incorporates PMUs that
provides real-time grid state
measurements

Availability and integrity attacks may
potentially jam the communication
network and may results in wrong
state measurements

Power
market

Commodity-based energy markets
provide a balance between supply and
demand of energy

Confidentiality, integrity and availability
attacks may results various parties to
place energy bid data
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link is not encrypted, then they can compromise with the communication channel
and hence can control the protection relay operation by manipulating the signal or
information used by the protection device agents.

Integrity attack may cause altering the information which the agent-based
protection relays use to communicate with other relays e.g., tripping signal
information; hence the other agent-based relays may have a chance to get the
wrong information of tripping which could cause wrong protection device oper-
ation that may cause loss of service to the customers and a cascading tripping of
the other CBs in a smart grid results a wide-spread blackout on it. On the other
hand, DoS/DDoS attack may cause a delayed tripping of the CBs as it adding a
time-delay signal to the original signal that send to the other relays. This type of
cyber attack which could cause a protection relay to delay in operation that results
an unstable condition in a smart grid.

16.8 Some Useful Innovative Counter Measuring
Techniques for Cyber Attack Mitigation

Conventional cryptography based mechanisms can be an effective tool for miti-
gating the risk of confidentiality attack, integrity attack, and replay attack [31]. For
DoS and DDoS attacks, network traffic analysis is an effective tool and popular
detection mechanism [36]. The conventional cryptography based security mech-
anism generally depends on a password or PIN or token. As a matter of fact,
sometimes this security solution cannot identify or address whether the password
or PIN or token is provided by the genuine user or not [28]. In this case non-
conventional security measurement e.g., a bio-cryptography based mechanism can
be used which is more secured from being compromised and can be pre-stored in
the server database. In worst case, a password or PIN or token can be re-issued if
the existing technique has been compromised [37]. For agent-based protection
relay security, these equipments can be protected by using breaker reclosing
supervision with a time delay on reclosing, reclosing supervision by a backup
protective relay, and rate of change of frequency, or wide-area synchronized
phasor measurements [35]. An innovative physical process oriented countering
measure technique, an abnormal state observer, can be a potential solution for a
cyber attack on the system’s dynamic states to mitigate its risk.

Other than the above methods some possible counter measuring techniques to
mitigate the risk of cyber attacks are risk modelling methodology to assess the
cyber vulnerabilities, risk mitigation algorithm to provide attack resilient control,
intelligent power system control and domain-specific anomaly detection, and
intrusion detection, coordinated attack defence to provide cyber risk modelling and
mitigation, and planning and reliability studies, AMI security for remote attesta-
tion; trust management for dynamic trust distribution, cyber attack attribution, data
sets and validation, etc., [32].

16 Agent-Based Smart Grid Protection and Security 407



16.9 Conclusion

In this chapter, an intelligent multi-agent framework has been developed which is
vulnerable to both physical and cyber attack. For smart grid protection, MAS has
provide a power framework, in which agents dynamically adapt the changes in the
system condition i.e., dynamically adapt increasing wind power penetration level
by analysing and understanding a disturbance and hence choose an appropriate
control action for coordinating the system protection devices by controlling the
CBs by opening and reclosing them in order to enhance the transient stability of
the smart grid. The developed MAS has meet the smart grid protection require-
ments and the preliminary simulation results give us a hope that implementation of
the MAS with the grid protection relays may be a potential solution for smart grid
protection which helps to improve the power system’s transient stability.

On the other hand, as agent-based smart grid is a major CPS system whose
security is a big concern, MAS established a structured framework where the
security issues are effectively investigated. A few possible innovative countering
measure techniques are also described in this paper which may help to mitigate the
risk of various types of cyber threats mentioned in this chapter. In fact, a more detail
investigations are required for designing a good taxonomy of cyber attack which
may help to provide useful guidelines to mitigate the risk of cyber vulnerabilities.
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Chapter 17
Vulnerabilities of Smart Grid State
Estimation Against False Data Injection
Attack

Adnan Anwar and Abdun Naser Mahmood

Abstract In recent years, Information Security has become a notable issue in the
energy sector. After the invention of ‘The Stuxnet worm’ [1] in 2010, data
integrity, privacy and confidentiality has received significant importance in the
real-time operation of the control centres. New methods and frameworks are being
developed to protect the National Critical Infrastructures like- energy sector. In the
recent literatures, it has been shown that the key real-time operational tools (e.g.,
State Estimator) of any Energy Management System (EMS) are vulnerable to
Cyber Attacks. In this chapter, one such cyber attack named ‘False Data Injection
Attack’ is discussed. A literature review with a case study is considered to explain
the characteristics and significance of such data integrity attacks.

Keywords State estimation � False data injection attack � Smart grid � Cyber
security � Data integrity attack

17.1 Introduction

Power system State Estimation has been widely used at the utility control centres
to know the system status during the power system operation. In order to ensure
the stability and reliability of the power system, network operator monitors and
controls the system states which are obtained from the state estimation processor.
Generally, State Estimator provides an estimation of the data for all measured and
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unmeasured quantities. This advanced tool also filters out the measurement errors
and noises and suppresses bad data. With the development of the power system
research and engineering, the modern State Estimation programs have advanced
capabilities which have enhanced the computational performances, as well as,
accuracy. However, the challenges of accurate and efficient State Estimation
programs have increased more because of the recent cyber attacks in the energy
system infrastructure.

In a recent report of the ‘Industrial Control Systems Cyber Emergency
Response Team (ICS-CERT)’, it has been mentioned that 198 cyber incidents
happened in the financial year 2012 among which 41 % happened within ‘Energy
sector’. In the first half of the financial year 2013, 200 incidents happened across
all sectors of the critical infrastructure among which the highest attack (111 in
incidents) happened in the energy sector (53 %) as shown in Fig. 17.1 [2].

From the last few years, distributed energy resources and storage devices are
widely used which have changed the power flow patterns of the grid [3]. These
renewable sources have intermittent nature and most of the time they are not
dispatchable. Therefore, demand response has been a crucial issue in a smart grid
environment. To face the challenges, Advanced Metering Infrastructures (AMI)
which is equipped with smart meters, may play a significant role. It is obvious that
the use of smart meters and advanced communication network has helped the
utility operators to implement the SCADA controls more easily; however, the
communication system of the cyber-physical smart grid has been more vulnerable
in terms of cyber attack which may affect the communication network. These types
of cyber related crimes may have devastating impact on the physical power grid
including operational failures and loss of synchronization of different critical
equipments of a power grid. Moreover, a large scale blackout may occur due to a
cyber attack in a smart grid.

In a smart grid environment, energy system control sector needs advanced
communication means among different parts of the network which increases the
use of commercial off-the-shelf technologies. As a result, the cyber security issues
arise. State Estimator, which is one key operational tool in the Energy Manage-
ment System, is also very vulnerable to cyber attacks. Due to any pre-planned
cyber attack in any State Estimation programs, bad data detectors may not be able
to identify the possible threats which are attacked by any intruder. As a result,

53%
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Fig. 17.1 Cyber incidents in
different sector [2]
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State Estimation programs will provide wrong information to the system operator.
Based on the wrong estimation, operator may take misleading operational decision
resulting a vital problem in the stable operation of power system. Therefore,
advanced intrusion detection algorithms are desirable.

The organization of this chapter is as follows: A brief overview of traditional
State Estimation is discussed in Sect. 17.2. The problem formulation with solution
methodologies including Bad Data Detection techniques are also discussed in that
section. The overview of Sate Estimation in Distribution System and Smart Grid is
discussed in Sects. 17.3 and 17.4 respectively. A case study is illustrated to
describe the vulnerabilities of the Smart Grid State Estimation in Sect. 17.5. A
recent review on False Data Injection attack on State Estimator is discussed in
Sect. 17.6. Finally, the chapter is concluded with brief remarks. This chapter
intends to be a comprehensive reference in the field of cyber security of smart grid
infrastructure.

17.2 Power System State Estimation

State Estimation is one of the most traditional power system analysis tools for
reliable monitoring and control of Energy Management System. One early revo-
lutionary work based on power system static state estimation was proposed in [4]
and till then a significant number of research works have been conducted on this
imperative issue. Although the traditional State Estimation has a long history in
power transmission level, this powerful network analysis tool needs more attention
in the low-voltage power distribution level [5], especially, when the grid adopts
more communication infrastructures (i.e., Advanced Metering Infrastructure,
Phasor Measurement Units (PMUs), etc.) and Distributed Energy Resources
(DERs). As mentioned earlier, the evolution of the Smart Grid State Estimation
and the vulnerabilities of this estimation tool in terms of Data Integrity Attack will
be discussed in the following section; this section will provide a brief overview of
the significance of the traditional Static State Estimation and different methodol-
ogies and techniques involved with it. In this section, the importance of Bad Data
identification and well-established procedures of detecting bad data are also
discussed.

Basically, State Estimation is a procedure which is used to determine the most
approximate solution of the system states by analyzing the measured sensor values
and the equivalent calculated values. In power system theories and applications,
the term ‘state estimator’ implies a computer program for calculating the system
states based on the measured data at different nodes of the network and the laws of
electric power networks which explains the behavior of the physical network
model. The purpose of the state estimation is to estimate the unmeasured variables,
improve overall efficiency and to detect the bad measurement.
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Generally, the states in a power system are the complex voltage magnitude and
the angles of each bus. If the state vector is x, then the state vector for an ‘n’ bus
system will be:

x ¼ d2d3. . .. . .dnV1V2V3. . .. . .Vn½ �T ð17:1Þ

where, di indicates the phase angles and Vi the voltage magnitude at the i-th bus. It
is interesting to note that, the dimension of the state vector is (2n - 1) 9 1 as the
phase angle at the reference bus is considered to be known which is generally
assumed 0 rad. Although, the bus voltage magnitudes and angles are used in
practice, current magnitudes-angles and power flows are also considered as state
variables in some cases. At the first stage of the state estimation, measurement data
are obtained from the Remote Terminal Units (RTUs) which are equipped with
sensors. These measurements include voltage magnitudes, bus injections and both
real and reactive power flows through different components of the network.
However, the measurement data may be noisy and corrupted which increase the
risk of direct use of these data. If the system states are known, then it is expected
that from the laws of electric network (say, Kirchhoff’s Current Law or Kirchhoff’s
Voltage Law) it is possible to calculate the power flow pattern of the network.
However, it is not possible to directly measure the system states which motivate to
develop and improve the methodologies related to State Estimations. As a result, at
the second stage of state estimation, functions of state variables are used to cal-
culate the expected values of the measurement data. Finally, any established
method is employed to calculate the state variables from the measurement values
and the calculated values. One such widely adopted method is Weighted Least
Square (WLS) Method. After estimating the system states, the Bad Data Detection
program is perform to identify the corrupted data. All of the steps of the state
estimation are described briefly in following sub sections.

17.2.1 System Model of Measurement Data

Consider a measurement vector z for an n-bus system, where,
z 2 RM�1;M [ ð2n� 1Þ � 1. Therefore, z should be:

z ¼

z1

z2

:
zm

2

6
6
4

3

7
7
5

It is assumed that the measurement vector should contain some error with the
exact measurement function value. Therefore, z can be written as:
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z ¼

z1

z2

:
zm

2

6
6
4

3

7
7
5
¼

h1 x1;x2;::;x3ð Þ
h2 x1;x2;::;x3ð Þ

:
hm x1;x2;::;x3ð Þ

2

6
6
4

3

7
7
5
þ

e1

e2

:
em

2

6
6
4

3

7
7
5
¼ h xð Þ þ e ð17:2Þ

where, h xð Þ ¼

h1 x1;x2;::;x3ð Þ
h2 x1;x2;::;x3ð Þ

:
hm x1;x2;::;x3ð Þ

2

6
6
4

3

7
7
5

, e ¼

e1

e2

:
em

2

6
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4
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7
7
5

, and, x ¼

x1

x2

:
xm

2

6
6
4

3

7
7
5

Here, h xð Þ is the calculated function values for the state variables. x is the
vector of state variables and e is the vector of measurement errors.

Generally, e is a zero-mean Gaussian noise vector where measurement errors
are independent. Therefore, E eið Þ ¼ 0;where i ¼ 1; 2; . . .;m. And E eiej

� �

¼ 0 and
Cov eð Þ ¼ E eeT½ � ¼ R ¼ diag ðr2

1; r
2
2; . . .; r2

mÞ.

17.2.2 Calculation of Measurement Function

h xð Þ is the vector of calculated functions. Generally, h :ð Þ is a set of nonlinear
functions of the state variables for AC approximations of the load flow equations
whereas it would be a set of linear functions if the load flow equations are for-
mulated considering DC approximations.

For a p-model of any network, the measurement function value can be calcu-
lated as follows [6]:

(a) Real and reactive power injection at bus i:

Pi ¼ vi

X

j2ni

vj Gij cos dij þ Bij sin dij

� �

ð17:3Þ

Qi ¼ vi

X

j2ni

vjðGij sin dij � Bij cos dijÞ ð17:4Þ

(b) Real and reactive power flow from bus i to bus j are:

Pij ¼ v2
i gsi þ gij

� �

� vivj gij cos dij þ bij sin dij

� �

ð17:5Þ

Qij ¼ �v2
i bsi þ bij

� �

� vivjðgij cos dij � bij sin dijÞ ð17:6Þ
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(c) Line current flow magnitude

Iij ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P2
ij þ Q2

ij

Vi

s

ð17:7Þ

where, the symbols have their usual meaning.
To calculate the h xð Þ values, any other functions can be used based on the

formulation of the network model. For example, a multi-phase power flow model
is proposed for state estimation in [7].

17.2.3 State Estimation: Formulation and Methodologies

As discussed, state estimation depends on the following equation,

z ¼ h xð Þ þ e ð17:8Þ

Therefore, state estimation can be formulated as an error minimization problem
which is in fact a convex optimization problem described below:

x0 ¼ arg min
Xm

i¼1

W zi � hi xð Þð Þ2 ð17:9Þ

where, W is the weighting matrix which can represents W ¼ R�1. To solve the
valuex0, an iterative approach may be adopted. Some popular techniques are
Gauss–Newton method and Newton–Raphson method [8]. Evolutionary algorithm,
i.e., swarm intelligence based approaches (Particle Swarm Optimization) have also
been used to solve this critical operational problem [9].

17.2.4 Bad Data Detection

Generally, it is assumed that the measured data will contain some errors. However,
sometimes, measured data is so faulty that it affects the state estimation and
inconsistent result occurs. As a result, Bad Data Detection becomes very important
to obtain a successful state estimation. Different methodologies are used to detect
and identify bad data. Such a widely adopted procedure is ‘Largest Normalized
Residual (LNR)’ method [10]. Once the system states (x0) are estimated, then the
residual is calculated as following

r ¼ z� h x0ð Þ ð17:10Þ
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At least one bad data exists if the value of the residual is less than a predefined
threshold, which can be written as follows:

Bad data exists if rj jj j\s
Some other techniques which are also used in literature are ‘The J x0ð Þ Per-

formance Index’, ‘Hypotheses Testing’, ‘Dormant and Perfect Measurement’,
‘Identification test’, etc. [8].

17.3 State Estimation for Distribution Networks

State Estimation of transmission system is a well-established area for real-time
monitoring and control of a complex power network. However, traditional tech-
niques and methodologies for transmission style State Estimation do not fit for a
low voltage power distribution network. Generally, balanced approximation of the
power system is considered in most of the traditional State Estimation techniques,
e.g., [6, 8]. Although this assumption of positive sequence network modeling is
valid for high voltage transmission network, but does not work well for low
voltage distribution system [11]. In reality, power lines are transposed and loads
are not balanced in a distribution network. Moreover, there are three, two, and
single-phase lines and transformers are both delta and wye connected. As a result,
rather than a positive sequence modeling of the network, it is essential to have full
multi-phase modeling for accurate simulation of distribution network as mentioned
in [12]. Considering a-b-c phase modeling, some early researches on Distribution
State Estimation are proposed in [11, 13, 14], where these issues are clearly
pointed out. Other than this multi-phase property and untransposed phase con-
ductors, distribution network exhibits some other characteristics as below [15, 16]:

(a) Feeders are mostly radial in nature
(b) Distributed loads with a small geographical area
(c) High R/X ratio
(d) Presence of Distributed Generation and no conventional generation
(e) Very low redundancy of measurement units.

Due to the distinct features of radial low voltage distribution feeders, Distri-
bution State Estimation is different from the traditional one. Moreover, analysis
procedure of this real-time operational tool is very challenging because of the
following properties [17]:

(a) Limitation of measurement devices
(b) The pseudo-measurement of load data is obtained from the historical load data

which may have very limited accuracy
(c) Significant number of current measurement devices are used.

These challenges are increased a lot in a smart grid environment which will be
discussed in the next section.
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17.4 Smart Grid State Estimation

Smart Grid State Estimation needs to face the new requirements and challenges of
the future renewable energy based sustainable self-healing intelligent smarter grid.
Different new aspects will have significant impact on the Smart Grid State Esti-
mation. Three major aspects have been identified in [5] which will be discussed
here briefly:

(a) Development of Advanced Measurement Technologies: Generally, measure-
ment data of a power system is obtained through the SCADA network. Tra-
ditionally, RTUs are used for this purpose. RTU is a microprocessor-controlled
electronic device that is responsible to measure network traffic through sensors
and to transmit the telemetry data to the Distribution Management System for
further processing. These measurements are non-synchronized and obtained
too infrequently to understand the system operational characteristics. Espe-
cially capturing system dynamics is too difficult [5]. In recent years, PMUs
have been adopted widely for better real-time monitoring and control of smart
grid. PMUs have several advantages over traditional measurement devices,
such as:

• It captures data more frequently, e.g., 20*60 times per second [17].
• Measurement data are synchronized as they are sampled according to the Global

Positioning System (GPS).
• Current measurement is also possible to those nodes where PMU is placed.
(b) New regulatory and pricing issues: In a Smart Grid concept, new regulatory

issues are arising. In a consumer-centric electricity market, end users are
capable to produce electricity and sell those to the Distribution Network
Operator (DNO). There arises the need of dynamic pricing and new regulatory
issues. As a result, DNO must have a clear knowledge about the whole dis-
tribution network, especially regarding the power flows through all the phases
of the utility distribution grid. To obtain an accurate power flows, the role of
Smart Grid State Estimation is vital.

(c) Demand response and Distributed Energy Resources: In order to fulfil the ever
growing load demand, co-generation, distributed generation and storages are
being employed in the grid. These devices are making the grid active from its
traditional passive manner which will introduce a bi-directional power flow
[18]. In order to understand the flow pattern, distribution network needs
advanced modelling and analysis capabilities which motives to develop
advanced State Estimation tools for Smart Grid.

Realizing the needs for developing accurate and fast State Estimation algo-
rithms, a significant number of research works are going on throughout the world
[19–24]. A multi-level State Estimation framework for Smart Grid is proposed in
[19] where authors propose a new paradigm based on multi-level communication
and computation architecture. At the lowest level, a local State Estimation (LSE) is
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proposed to deal with the distribution substation and its downstream radial feeders.
Computed state variable values are then transmitted through the aid of commu-
nication infrastructure to its upper level which is Transmission System Operator
(TSO) level. Rather than calculating only from ‘raw’ data, this time TSO-level SE
will get a chance to update, smooth and modify the data from LSE by comparing
with the raw measurement data. At the final stage, Regional State Estimation
(RSE) will synchronize and purify the data obtained from TSO level SE.
Numerical simulation is also carried out to explain and evaluate the working
procedure of this multi-level schema in [19].

Signal Processing based approaches have also been used to solve this critical
real-time operating problem. One such method is Belief Propagation based method
to solve Distribution State Estimation [20]. One major challenge of Distribution
State Estimation is limited measurement devices. The method proposed in [20]
solves the problem of sparse measurement by addressing Belief Propagation based
method for real-time Distribution State Estimation. One more advantage of this
method is that it can deal with the renewable energy based distributed power
generation sources. The performance of the proposed method is compared with the
Electric Power Research Institute’s distribution system analysis tool openDSS.

In [21], authors propose a method for Distribution State Estimation with the
deployment of PMUs and Smart Meters. Authors suggest that rather than mixing
the traditional meter measurements and the measurements obtained from
Advanced Metering Infrastructure (AMI) and PMU, a two-step approach can be
adopted. The advantage is that the current configurations of EMS software need
not to be changed. According to that, a traditional State Estimation is performed at
the first step and finally PMU measurements are considered to update and modify
the pre-processing data.

Considering renewable energy resources, a method for State Estimation based
on evolutionary algorithm is proposed in [25]. The proposed method can consider
different practical issues including unbalanced power flows, VAR compensators,
Voltage Regulators (VRs), tap changing transformers, etc.

17.5 Vulnerabilities of Smart Grid Sate Estimation:
A Case study

Recent literature shows that a significant improvement of Smart Grid State Esti-
mation is noticeable in terms of ‘accuracy’ and ‘efficiency’. However, this oper-
ational tool is very prone to cyber vulnerabilities as discussed in [26]. As the State
Estimation is highly dependent on the measurement data, any intruder can inject
‘False Data’ in such a way that the system is unable to detect it. Figure 17.2 shows
such kind of scenario when State Estimation is under attack. This type of malicious
modification of measurement data is known as ‘False Data Injection Attack’ [26]
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or ‘Data Integrity Attack’ [27]. In the following sub-section, a step-by-step pro-
cedure of a false data injection attack is explained with example.

In terms of computational complexity, simplified DC approximation of a power
network has more advantages over AC model of a power system. Instead of
solving ‘N’ nonlinear equations, one need to solve a set of linear equations in DC
approximation where the bus voltage is considered to be known and equivalent to
1 pu. As DC approximation does not need any iterative method, it is faster and
reduces the computational burden in the State Estimation process.

For a DC State Estimation, the problem can be defined as:

z ¼ Hxþ e ð17:11Þ

where, z is the vector of measurement data and z 2 RN ; H is the Jacobian matrix
and e is the error term. When the meter error follows normal distribution with zero
mean, the solution becomes as follows [26]:

x0 ¼ ðHT WHÞ�1HT Wz ð17:12Þ

where, W is a diagonal matrix as follows:

W ¼
r�2

1 � � � :

..

. . .
. ..

.

: � � � r�2
m

2

6
4

3

7
5 and r�2

i is the variance of i-th meter.

In order to avoid the bad measurement, the measurement residual z�Hx
should be below than the threshold value s. Generally, it can be said that there is at
least one bad data if z�Hxj jj j[ s, otherwise, Bad Data does not exist. However,
this assumption is not valid all time. Here, an example is shown to describe how to
introduce False Data Injection Attack into the State Estimation. The theoretical
concept is adopted from [26].
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Fig. 17.2 State estimation under attack [36]
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In this case, a three bus test system is considered as shown in Fig. 17.3, where
three measurement devices are connected to measure the power through the lines
1–2, 1–3 and 3–2. The measurement powers are P12 = 0.62 pu, P13 = 0.06 pu,
P32 = 0.37 pu and r ¼ 0:01. Here, h1 and h2 are the state variables and h3 ¼ 0
which is the reference angle. As, the problem solves DC state estimation, the
voltages are considered 1 pu.

Following the DC power flow equations:

h1 xð Þ ¼ P12 ¼
ðh1 � h2Þ

X12
¼ ðh1 � h2Þ

0:2
¼ 5ðh1 � h2Þ ð17:13Þ

h2 xð Þ ¼ P13 ¼
ðh1 � h3Þ

X13
¼ ðh1 � h3Þ

0:4
¼ 2:5h1 ð17:14Þ

h3 xð Þ ¼ P32 ¼
ðh3 � h2Þ

X32
¼ ðh3 � h2Þ

0:25
¼ �4h2 ð17:15Þ

So, the H matrix becomes,

H ¼
5 �5

2:5 0
0 �4

2

4

3

5

Bus 1 Bus 2

Bus 3

P12

P13
P32
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1 = ? 2 = ?

3 =0θ
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Fig. 17.3 Three-bus test system
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Following the Eq. (17.12), the values of the state variables become,

h1 ¼ 0:0286

h2 ¼ �0:0943

Therefore,

h ¼ ½0:0286� 0:0943�T

Now, the residual matrix r becomes,

r ¼ z� Hx0ð Þ ¼
0:62
0:06
0:37

2

4

3

5�
5 �5

2:5 0
0 �4

2

4

3

5
0:0286
�0:0943

� �

¼
0:62
0:06
0:37

2

4

3

5�
0:614

0:0714
0:3771

2

4

3

5

¼
0:0057
�0:0114
�0:0071

2

4

3

5

So, the squared error is, z�Hx0j jj j2¼ 0:00021429.
This value is very close to zero and it can be said that a good assumption of the

state variables are made.
Now, an attack scenario is introduced. It has been assumed that the measure-

ment data is corrupted by the malicious modification of the measured data and

therefore z becomes za where za ¼ zþ a and a is the attack vector. Here, a ¼
ða1; . . .; amÞT and m is the rank of z. It is expected that due to the change of the
measured vector the values of the state variables will be altered. Considering that
effect, the new state variables will be x0false, where x0false ¼ x0 þ c. Here, c is a vector
of non-zero values with a length n. According to [26], the residual of the base case

( z�Hx0j jj j) and modified case ( za �Hx0false

�
�
�

�
�
�

�
�
�

�
�
�) would be same if a ¼ Hc that

means a is a linear combination of column vectors of H. At this stage four sce-
narios are considered as described below:

Scenario 1: This is the base case where no malicious modification of the mea-
sured data is made and therefore, it is assumed that the residual lies within the
threshold and there is no probability of a False alarm. In the base case, the values of
the measured data are PBase-12 = 0.62 pu, PBase-13 = 0.06 pu, PBase-32 = 0.37 pu.

Scenario 2: In this scenario, measured data are modified arbitrarily. Say, the
corrupted measurements are PFalse1-12 = 0.63 pu, PFalse1-13 = 0.05 pu, PFalse1-

32 = 0.35 pu.
Scenario 3: In this scenario, measured data are modified following the Attack

Definition proposed in [26]. Considering c as a vector of non-zero arbitrary chosen
values of length n:

c ¼ c1; . . .; cnð ÞT¼ 0:0050:001½ �T
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Then, the attack vector a would be

a ¼ Hc ¼
5 �5

2:5 0
0 �4

2

4

3

5 � 0:005
0:001

� �

¼
0:02

0:0125
�0:004

2

4

3

5

So, corrupted measurement would be za ¼ zþ a, therefore,
PFalse2-12 = 0.6400 pu, PFalse2-13 = 0.0725 pu, PFalse2-32 = 0.3660 pu.
Scenario 4: The attack formulation in this scenario is the same as it is discussed

in the previous scenario, however, the value of c is different which is
c ¼ c1; . . .; cnð ÞT¼ 0:010:04½ �T )

Therefore,

a ¼ Hc ¼
5 �5

2:5 0
0 �4

2

4

3

5 � 0:01
0:04

� �

¼
�0:15
0:0250
�0:16

2

4

3

5

So, corrupted measurement would be za ¼ zþ a, therefore,
PFalse2-12 = 0.4700 pu, PFalse2-13 = 0.0850 pu, PFalse2-32 = 0.2100 pu.
Now, the results obtained from the previous scenarios are discussed. The base

case is already discussed in the previous section. According to that, the state

variables obtained in the base case are h ¼ 0:0286� 0:0943½ �T . Using these val-

ues, the squared error becomes, z�Hx0j jj j2¼ 0:00021429. Considering this error
value as normal operating limit (that means, it is less than the threshold s), we will
evaluate how other corrupted measurement data in scenario 2, 3 and 4 perform
during the bad data detection in the State Estimation process.

Now, the second scenario is considered where the vector of corrupted mea-
surement data is

za ¼
0:63
0:05
0:35

2

4

3

5

Considering that, the value of h becomes,

hScenario2 ¼ ½0:0313� 0:0919�T

So, the residual matrix r becomes,

rScenario2 ¼ z� Hx0ð Þ ¼
0:63
0:05
0:35

2

4

3

5�
5 �5

2:5 0
0 �4

2

4

3

5
0:0313
�0:0919

� �

¼
0:0141
�0:0282
�0:0176

2

4

3

5

Using these values, the squared error becomes, z�Hx0j jj j2¼ 0:0013 which is
greater than the squared error in the base case. As a result, the False Data Injection
attack may not be overlooked and be detected in the Bad Data Detection test. So,
the intruder may not be successful to plan an attack.
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At this stage of the discussion, Scenario 3 and Scenario 4 are considered where
measurement data are also corrupted like the Scenario 2 but the attack vectors are
created following the method described in [26]. Using those corrupted data State
Estimation is performed and the obtained state variables are as follows:

hScenario3 ¼ 0:0336� 0:0933½ �T

and

hScenario4 ¼ ½0:0386� 0:0543�T

So, the residuals are

rScenario3 ¼ z� Hx0ð Þ ¼
0:6400
0:0725
0:3660

2

4

3

5�
5 �5

2:5 0
0 �4

2

4

3

5
0:0336
�0:0933

� �

¼
0:0057
�0:0114
�0:0071

2

4

3

5

rScenario4 ¼ z� Hx0ð Þ ¼
0:4700
0:0850
0:2100

2

4

3

5�
5 �5

2:5 0
0 �4

2

4

3

5
0:0386
�0:0543

� �

¼
0:0057
�0:0114
�0:0071

2

4

3

5:

So, the squared error for both the case is z�Hx0j jj j2¼ 0:00021429.
In scenario 3 and scenario 4, the three measurement devices show different

measurement data as they are attacked by the intruder and therefore, the system
operator obtains two different set of state variables for these two different sce-
narios. But it is interesting to note that the residual values and squared errors
calculated from both of these scenarios are the same and that is equal to the base
case. Therefore, it is expected that the error value is below than the threshold and it
will pass the Bad Data Detection technique although attack has been launched. So,
the results can be summarized in Table 17.1.

From the Table 17.1, it can be seen that no bad data is detected in Scenario 1,
Scenario 3 and Scenario 4. Although there is no False Data Injection attack in
Scenario 1 but measurement data is manipulated in the remaining two scenarios.
However, bad data detection technique fails to detect that. It is also interesting to
note that squared error term for the above discussed cases is 0.00021429 but state
variables vary a lot. As a result, the system operator may take misleading
decisions.

17.6 Vulnerabilities of Smart Grid State Estimation:
A Review

The new class of False Data Injection attack is first proposed in [26]. In that
literature, authors show that the DC State Estimation is very vulnerable to mali-
cious modification of the measurement data. With theorem and proof, some
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heuristic approaches are proposed to attack the DC state estimation. Both random
attacks and targeted attacks are considered. Two limitations of the proposed
methodology are:

(1) The attacker needs the system ‘Configuration’ information prior to the attack,
(2) The proposed methodology is developed only for DC State Estimation.

A technique to detect false data injection is proposed in [28], where authors
have focused on detecting a set of sensors whose measurements need to be pro-
tected in order to capture the false data injection in a DC State Estimator. The
work presented in that paper considers the proposed attack model of [26]. The
relation between the change of topology and the attack scenario is not considered
in this research work [28].

The impact of False Data injection attack on the energy market is discussed in
[29] which show that a successful attack can introduce a financial disaster. In that
research, a convex optimization problem is formulated to find profitable attack.
Although False Data Injection Attack is discussed based on financial issues, the
work does not provide any intrusion detection or prevention technique to mitigate
the problem.

A protection strategy against the False Data Injection Attack is proposed in
[30]. In this research, the authors propose an effective algorithm to identify and
protect the key measurements easily. A strategic plan for placement of PMU units
is also described here. This work focuses system operator’s point of view to utilize
limited resources against the False Data Injection Attack. However, this paper does
not consider accurate nonlinear AC State Estimation to define and protect attacks
in power grid.

Generally, the bad data detection technique relies on the residual errors of the
State Estimation procedure. However, it has been proven that this type of meth-
odology for Bad Data Detection is vulnerable to False Data Injection Attacks [26].
To detect bad data, a Generalized Likelihood Ratio Test (GLRT) is proposed in
[31]. This paper also considers the False Data Injection Attack from an intruder’s
point of view where attacker knows the information of mean-square error and
GLRT of the system operator. This paper also limits the research idea to DC State
Estimation.

Table 17.1 Comparison of different attack scenarios

Case False data injection attack State variables Squared error Bad data detection

h1 h2

Scenario 1 No 0.0286 -0.0943 0.00021429 Not detected
Scenario 2 Yes 0.0313 -0.0919 0.0013 Detected
Scenario 3 Yes 0.0336 -0.0933 0.00021429 Not detected
Scenario 4 Yes 0.0386 -0.0543 0.00021429 Not detected
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Impact of cyber attack on the State Estimation considering a non-linear model
is analyzed in [32]. Two widely used Bad Data Detection techniques are consid-
ered for comparison. This work concludes that False Data Injection Attack has a
better probability to remain undetected if the attacker has a more accurate model of
the system.

Another defense strategy against False Data Injection attack is proposed in [33].
The proposed detection framework has two stages. At the first stage, a linear
unknown parameter solver is used and finally, a CUSUM algorithm is used to
detect the intrusion maintain a certain low level of detection error rate.

Vulnerabilities of AC State Estimation due to the False Data Injection Attack
are discussed in [34]. This work extends the hidden False Data Injection Attack
model of [26] from a DC approximation to a non-linear AC model. Here, authors
propose a Graph-theory based approach to determine critical measurement com-
ponents which are vulnerable to cyber-attacks.

From the literature review, some decisions may be taken:

• From the attacker’s point of view:

(a) Detail system model should be considered during the attack creation
(b) Different techniques exist to detect the Bad Data. It is important to note that

attack vectors should be able to hide against most of the Bad Data Detection
techniques.

(c) Attack should be introduced with limited knowledge of system and resources.

• From the system operator’s point of view:

(a) System operator should be aware about the possible attack scenarios.
(b) Strategic protection and defense model should be introduced.

A brief description of different types of cyber attacks considering smart grid is
given in [35].

17.7 Concluding Remarks

The role of State Estimation is crucial to operate the system in a stable condition.
In recent time, Smart Grid State Estimation is very vulnerable to False Data
Injection Attacks. In this chapter, the overview of State Estimation in both
transmission level and distribution level is discussed. The evolution of State
Estimation in the Smart Grid and its requirements are also explained. The review
of False Data Injection attack is explained with a case study. It is expected that
utilities, industries and academics should be more concerned to develop the
countermeasures and protection strategies against this type of attacks.
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Chapter 18
Impediments and Model for Network
Centrality Analysis of a Renewable
Integrated Electricity Grid

A. B. M. Nasiruzzaman, Most. Nahida Akter and H. R. Pota

Abstract Inclusion of renewable energy changes the power flow direction of the
trans- mission grid, resulting in a bidirectional flow model of the power trans-
mission systems. The changing nature of the grid demands for new and improved
techniques to analyze the vulnerability of the power grid. In this chapter, a method
for identifying critical nodes for smart and bulk power transmission grid envi-
ronment is presented. A new model based on bidirectional power flow is con-
sidered. Three different models of power system based on complex network
framework are analyzed. Applicability of these methods in smart grid environment
is evaluated. The consequence of removing critical nodes found from the analysis
is discussed. Four measures of impact based on topological and electrical char-
acteristics are tested. The efficacy of bidirectional model is studied through rank
similarity analysis.
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18.1 Introduction

Utilities around the world are integrating smart and new technologies towards
making the existing electrical power transmission grid much smarter [1]. The
scope of smart grid includes various generation options, primarily in the distri-
bution side—near consumers. Engagement of customers with the energy man-
agement systems is the most lucrative part of smart grid from the point of view of
regulating energy usage. Excess of generation after local use can be transmitted
long distance to meet the energy shortage of the destination area.

This introduces a new concept of power flowing from customer end towards the
grid. The bidirectional power flow changes the whole power flow pattern of the
existing grid [2]. Analytical methods, technical strategies, control system and
protecting devices need to be changed along with, to mention a few. Metering and
protecting equipments will experience flows coming from the reverse side. Proper
operation of the equipments used earlier can be ensured either by changing the
instruments themselves or by incorporating new measurement techniques [3].

Recent years have seen several very large scale blackouts initiating from small
disturbances. In August 1996, a cascading outage occurred in the Western power
grids of North America in USA and Mexico [4]. More than four million people
suffered the consequences. Most affected areas were out of electricity for about
4 days. Another large scale blackout which affected around 55 million people
happened in August 2003 [5]. Several northeast and mid-western states of USA
and some provinces of Canada were affected.

The move towards the smart grid started after the blackouts happened all
around the world [6]. From the frequent events of large scale-blackouts it is clear
that the existing dynamics security assessment and monitoring system has not been
working well [7]. The motivation of complex network framework based analysis
approach comes from the necessity of new, alternative and improved methodology
to assess the risk involved with cascading events in power system.

Degree centrality, betweenness centrality and closeness centrality measures are
commonly used in social network research to find a person with most influence [8].
The person who has most number of links is the most central according to degree
centrality. Betweenness centrality measures the importance of a person as an
intermediary. The person who comes across a path of communication between two
other persons most of the times is considered as central in between centrality. A
person is said to be closeness central if he or she is closest to all other persons
relative to other persons in the network of interest.

Connectivity of the network is hampered, when nodes with higher degrees are
taken out from the system. Removing a node takes out with it many links, which
degrades the performance of network. Betweenness central node is important
because it has the most ability to control communication between other nodes. The
node which has least distance from all other nodes is closeness central. This node
is the most independent one since it can communicate with other nodes without the
need of intermediate nodes.
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Power grid topology has been analyzed by various researchers recently to
explore its strength and weakness using complex network framework. The strength
of the grid is found to be, from a pure topological analysis of USA power grid,
small-world property [9]. This implies that various nodes within the system can be
reached easily, which will make the communication that comes along with the
smart grid easy and effective. The scale freeness of the topology of the grid is
shown to be a weakness of the grid since it makes the system very much vul-
nerable to targeted attack [10]. This targeted attack can trigger cascading failure
which will lead to blackout.

The research on power grid from a system point of view has been triggered after
the publications of the preliminary topology based analysis results. Since results
from pure topological approach is quite misleading [11], several researchers have a
mix of both topological and electrical characteristics based complex network
analysis of power system to find reasonably improved results [12, 13].

Motivated by the topological result that found the power grid robust against
random failure but vulnerable to targeted attacks [10], critical node and link
analysis of power grid have been carried out to explore the criticality of the power
grid. If critical components can be spotted out which can initiate cascading effect,
special preventive actions could be exercised so that to prevent large scale
blackouts from happening.

Network efficiency, a topological measure of performance change after the
inclusion or removal of nodes or lines from a grid, is analyzed in [14]. A weighted
line betweenness based approach is utilized to find out critical lines responsible for
spreading of large scale blackouts from small initial shock [15]. Vulnerable
regions of power system are identified employing complex network theory based
qualitative simulation in [16]. Transmission line reactance is incorporated to
compute a new vulnerability index to identify critical lines [17].

A link is explored between power system reliability and small world effect [18].
Maximum flow based centrality approach is used to find out critical lines which
removes the shortcoming of the assumption of power flowing through the shortest
paths between source and load nodes [19]. This method has slow convergence but
can be useful when used in conjunction of planning issues. A DC power flow
model is used and hidden failure of protective equipment is considered to model
the structural vulnerability of power grid [20]. Electrical parameters are incor-
porated extensively to improve the centrality indices for power system [21].

An extended topological approach proposed in [22] takes into consideration
traditional topological metrics as well as operational behavior of power grids like
real power flow allocation and line flow limits. Power Transfer Distribution Factor
(PTDF) is used to simulate cascading event in an attempt to identify correlated
lines [23].

All these analysis are carried out for electric grids where power flow is directed
from generating nodes to load nodes. But since with the inclusion of distributed
generations the power flow pattern is going to change, new methodologies have to
be proposed which takes into account bidirectional power flow. Since
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communication is an important factor in smart grid, identifying those nodes in the
system would be very much useful which are important for communication.

In this chapter, a method based on complex network theory has been proposed
to identify critical components in smart grid. This method is a modification of
closeness centrality which takes into account power flow distribution among
various power lines during steady state. This is a reasonable extension of previous
work carried out by researchers since it captures the power flow in smart grid
environment. Rank similarity analysis result is carried out to verify that proposed
index is useful although there is a slight change in network. The impact of
removing critical components is identified using well known impact metrics like
path length, connectivity loss and load loss.

The organization of the rest of the chapter is as follows. Sect. 18.2 provides a
model for the analysis of smart power grid under complex network framework. A
new model based on bidirectional power flow is considered and a method is
discussed to find critical nodes in the power grid. The critical node identification
procedure is illustrated in Sect. 18.3. The effect of removal of critical nodes on
various topological and electrical measures is addressed in Sect. 18.4. Effect on
the rank of critical nodes for different models, when the network is changed
slightly is observed in Sect. 18.5. Conclusion is drawn and future research
direction is provided in Sect. 18.6.

18.2 System Model and Methodology

The first step of analyzing power grid under complex network framework is to
model the system as a directed graph [7]. Vertices in the graph represent gener-
ating stations, substations, loads etc. Edges of links represent transmission lines
that connect various generating stations, substations and load points. In this model,
only transmission system is considered. The overall distribution system is regarded
as a lumped load at the distribution substation terminal.

Power flow analysis is conducted for the given test system during nominal
condition. Newton–Raphson method is used to solve the simultaneous nonlinear
algebraic power flow equations [24]. The direction of real power flowing through
the lines is taken as the direction of edges in the modeled graph. From this point
this graph will be known as forward unidirectional flow graph, which can be
defined as:

Definition 18.1 (Forward Unidirectional Graph) A nominal unidirectional graph
model of a power system can be obtained from the normal operating states of the
system. It can be represented by C ¼ ð1;E;XÞ comprising of a set 1, whose ele-
ments are called vertices or nodes, a set E of ordered pairs of vertices, called edges
or lines and a set X, whose elements are weights of edge set elements. There exists
a one-to-one correspondence between set E and set X. An element e ¼ ðx; yÞ of the
edge set E, is considered to be directed from x to y, where y is called the head and x
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is called the tail of the edge. In this model, transmission line impedances in pu is
considered as weights of the edges between nodes. There exists a one-to-one
correspondence between set E and set X.

In order to consider the bidirectional flow in smart grid, a backward unidi-
rectional flow graph is also modeled, which is presented in a formal definition as
follows:

Definition 18.2 (Backward Unidirectional Graph) A backward unidirectional
graph model of a power system can be obtained from the reversed operating states
of the system. It can be represented by G ¼ ðV;E;WÞ comprising of a set V,
whose elements are called vertices or nodes, a set E of ordered pairs of vertices,
called edges or lines and a set W, whose elements are weights of edge set ele-
ments. There exists a one-to-one correspondence between set E and set W. An
element e ¼ ðx; yÞ of the edge set E, is considered to be directed from x to y, where
y is called the head and x is called the tail of the edge. In this model, transmission
line impedances in pu is considered as weights of the edges between nodes. There
exists a one-to-one correspondence between set E and set W.

As we can find out from the definition, the direction of edges in the backward
unidirectional flow graph is exactly opposite to the nominal unidirectional flow
graph. Now, the combination of the forward and backward unidirectional graph is
considered to be the bidirectional graph, which is used to model the power flow
pattern of the future smart power grid. The bidirectional graph can be defined as:

Definition 18.3 (Bidirectional Graph) A bidirectional graph model of a power
system can be obtained from the superposition of nominal unidirectional and
backward unidirectional graph models. It can be represented by G = (V,E,W)
comprising of a set V, whose elements are called vertices or nodes, a set E of
ordered pairs of vertices, called edges or lines and a set W, whose elements are
weights of edge set elements. There exists a one-to-one correspondence between
set E and set W. An element e ¼ ðx; yÞ of the edge set E, is considered to be
directed from x to y , where y is called the head and x is called the tail of the edge.
In this model, transmission line impedances in pu is considered as weights of the
edges between nodes. There exists a one-to-one correspondence between set E and
set W.

To illustrate uni- and bi-directional graph models in a power system, a simple
example of 14 bus system [25] is used in this chapter. Figure 18.1 depicts the
system with 14 bus bars, and 20 links connecting them, while Figs. 18.2 and 18.3
represent the forward and backward unidirectional graph model of Fig. 18.1. We
can model the system as a graph which contains 14 nodes/vertices which corre-
spond to the slack, voltage-controlled, and load bus bars of the original system.
The transmission lines can be represented by the 20 links/edges which connects
various nodes. The system data is given in Table 18.1.

Assume that, k represent the intermediate bus within the shortest path origi-
nating from bus s and ends at bus t. Let, Pst represents the maximum power
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flowing in the shortest electrical path between buses s and t, and PstðkÞ is the
maximum of inflow and outflow at bus k within the shortest electrical path
between buses s and t. Then, let their fraction is represented by rstðkÞ as in:

rstðkÞ ¼
PstðkÞ

Pst
ð18:1Þ

where, the ratio rstðkÞ is an index of the degree to which buses s and t need bus k to
transmit power between them along the shortest electrical path. If a double sum is
taken of (18.1) over all intermediate buses k and all destination buses t for the
source buses s,

CE
CðsÞ ¼

Xn

k¼1

Xn

t¼1

PstðkÞ
Pst

; s 6¼ t 6¼ k 2 V ð18:2Þ

a centrality measure for bus s within the grid is obtained. This measure (18.2) adds
up the real power of the lines originating at bus s and terminating at all other buses.
This quantity takes high values if the difference between numerator and denom-
inator term is low. This fact represents that very few amount of power is lost in the
shortest path. Such buses might have more direct influence on other buses since
very few amount of power is lost.

Fig. 18.1 Topology of the IEEE 14 bus test system
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Table 18.2 lists top ten critical nodes in IEEE 30 bus test system [24, 25] found
from nominal and backward unidirectional as well as bidirectional model.

18.3 Measure of Pair Dependence of Various Buses

The concept of pair dependence of various buses is presented in [26], which is
described here to maintain the flow of this chapter.

Fig. 18.2 Forward unidirectional graph model of the IEEE 14 bus test system
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18.3.1 Shortest Path

The concept of shortest path is used by the researchers of power system who use
complex network framework for network vulnerability analysis [17]. In order to
assess the vulnerability of a power grid researchers used dynamic power system
model where the concept of network flow is introduced [20]. The flow between
two nodes s and t takes on shortest path between them. If there are two or more

Fig. 18.3 Backward unidirectional graph model of the IEEE 14 bus test system
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paths between two buses then the path that has less weight is regarded as the
shortest path between those two buses.

Only the physical connection is considered in traditional modeling approach by
complex network researchers. The weight of the line between nodes reflects
simply the topology of the network. If there is a connection between node s and
node t then the weight of the corresponding line is taken as 1, otherwise it is 0 in
traditional approach [20]. In case of a power system the main parameter of a

Table 18.1 System data for
network in Fig. 18.1

Branch
number

From
bus

To bus From bus
Pinj (MW)

To bus
Pinj (MW)

Loss
P (MW)

1 1 2 156.88 -152.59 4.30
2 1 5 75.51 -72.75 2.76
3 2 3 73.24 -70.91 2.32
4 2 4 56.13 -54.45 1.68
5 2 5 41.52 -40.61 0.90
6 3 4 -23.29 23.66 0.37
7 4 5 -61.16 61.67 0.51
8 4 7 28.07 -28.07 0.00
9 4 9 16.08 -16.08 0.00
10 5 6 44.09 -44.09 0.00
11 6 11 7.35 -7.30 0.06
12 6 12 7.79 -7.71 0.07
13 6 13 17.75 -17.54 0.21
14 7 8 0.00 0.00 0.00
15 7 9 28.07 -28.07 0.00
16 9 10 5.23 -5.21 0.01
17 9 14 9.43 -9.31 0.12
18 10 11 -3.79 3.80 0.01
19 12 13 1.61 -1.61 0.01
20 13 14 5.64 -5.59 0.05

Table 18.2 Top ten nodes of
IEEE 30 bus test system in
unidirectional & bidirectional
power flow models

Unidirectional
nominal

Unidirectional
backward

Bidirectional
nominal

1 24 1
3 19 3
2 26 2
4 18 4
6 23 6
13 21 24
12 25 19
9 29 13
14 30 12
28 17 14
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transmission line which has significant effect in the power flow in the line between
buses is its impedance which is not considered in this model.

Several researchers have considered the reactance of the line [15], neglecting
the line resistance which is very small for transmission systems. But, in order to
generalize the model for both the transmission and the distribution system, the
impedance, (i.e., both the reactance and resistance) needs to be taken into con-
sideration [17].

In this chapter, we have used absolute measure of impedance,jZj, as weight of
the line. If we want to find shortest electrical path between buses 1 and 4, several
paths are possible as given in Table 18.3. We can clearly see that the shortest path
between buses 1 and 4 is 1� 3� 4 whose weight is 0.72 pu.

Finding the shortest path set for a network is a problem of graph theory and
several efficient algorithms are available.

18.3.2 Bus Dependency Matrix

In the context of complex network theory, when a pair of buses in the power
system is connected via a transmission line without any other buses in between
(intermediaries), they are said to be adjacent. A bus s adjacent to bus k, another bus
t adjacent to bus k, creates a transmission path between buses s and t via bus k. The
shortest electrical path linking a pair of buses is called a geodesic.

Let, Pst is the maximum power flowing in the shortest electrical path between
buses s and t, and PstðkÞ is the maximum of inflow and outflow at bus k within the
shortest electrical path between buses s and t. Then, let their fraction is represented
by rstðkÞ as in:

rstðkÞ ¼
PstðkÞ

Pst
ð18:3Þ

where, the ratio rstðkÞ is an index of the degree to which buses s and t needs bus
k to transmit power between them along the shortest electrical path.

The pair dependency of nodes in a network is defined in [27]. The concept of
pair dependency in [27] is used here in case of electrical power grid. The
dependency of bus pairs can be regarded as the degree to which a bus s must
depend upon another bus k to transmit its power along the shortest electrical path

Table 18.3 Various possible
connections between buses 1
and 4 of the system of
Fig. 18.1

Connection Weight (pu)

1–2–4 1.21
1–2–3–4 2.01
1–2–5–4 1.04
1–3–4 0.72
1–3–2–4 1.50
1–3–2–5–4 1.33
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or geodesic to and from all other reachable buses t’s in the network. For a power
grid with n number of buses the dependency of bus s upon bus k to transmit power
on any other buses in the network can be represented as follows:

dsk ¼
Xn

t¼1s 6¼t 6¼k2V

rstðkÞ ¼
Xn

t¼1s6¼t 6¼k2V

PstðkÞ
Pst

ð18:4Þ

The dependency of bus pairs for the whole system can be calculated and the
result can be summarized in a matrix D as follows:

D ¼

d11 d12 � � � d1n

d21 d22 � � � d2n

..

. ..
. . .

. ..
.

dn1 dn2 � � � dnn

2

6
6
6
4

3

7
7
7
5

ð18:5Þ

Each element of D is an index of degree to which a bus designated by row
number must depend upon another bus designated by column number to transmit
its power along the shortest electrical path or geodesic to and from all other
reachable buses in the network. Thus this matrix captures the information of
importance of a bus as an intermediary with respect to other buses in the network.
So we can call the matrix D as bus dependency matrix.

18.3.3 Steps to Find Bus Dependency Matrix
from System Data

The procedural steps to find bus dependency matrix from the system data is as
follows:

1. Model the system as a graph.
2. Find a shortest path set for the graph using Johnson’s algorithm [28].
3. Find flow in various lines of the system solving load flow problem.
4. Find the maximum power flowing in the shortest electrical path between buses

s and t, Pst, for the shortest path set.
5. FindPstðkÞ, the maximum of inflow and outflow at bus k within the shortest

electrical path between buses s and t.
6. Evaluate bus dependency matrix D from Pst and PstðkÞ.

18.3.4 Several Observations About Bus Dependency Matrix

Several observations about the bus dependency matrix are enumerated as follows:

• The ðs; tÞ-th element of the matrix represents the dependency of bus s on bus t.
• Diagonal elements of the bus dependency matrix are zero.
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• This matrix is non-symmetric.
• The row sum of the matrix could be used as an electrical closeness centrality

measure.
• The column sum of the matrix is electrical betweenness centrality measure.

18.4 Measures of Impact

At first, the nominal network is solved and nodes are removed from the system one
by one in the descending order of centrality measure. In order to measure the
impact of removing critical nodes from the system various measures are being
used. In this chapter, four measures are considered. The first two of them, path
length and connectivity loss are purely topological. The last two measures are
percentage of load lost due to the removal of critical nodes and number of over-
loaded lines.

18.4.1 Path Length

The path length is used by researchers as a measure of network connectedness. It is
the average length of the shortest paths between any two nodes in the network
[29]. It is found that if a node is removed from a system, it generally increases the
distance between other nodes. So, the increase in network characteristic path
length is considered as a measure of impact analysis of removing critical nodes
from the system.

A simple IEEE 30 bus test system is used to simulate the consequence of node
removal on path length and the result is depicted in Fig. 18.4. It is seen that, if
node with high centrality is removed found from nominal unidirectional graph
model, the path length increases slightly. A mix result of increase and decrease in
path length is found if backward unidirectional flow model is used. In case of
bidirectional flow model the maximum impact is found.

18.4.2 Connectivity Loss

This is a purely topological measure of impact a power grid encounters when some
nodes are removed from the system. In this measure we calculate how much
connectivity is lost in terms of how many generators a transmission or distribution
node can access due to effect of removing a node from the system. The less is the
number of generators a node is connected with, the less is the redundancy and the
more is the vulnerability of the node. It is given as (18.6) originally proposed in
[30].
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C ¼ 1�\
Ni

g

Ng
[ i ð18:6Þ

where, the averaging is done over each intermediate node, i.e., substations. Ng is
the total number of generators and Ni

g is the number of generators that a node i can
reach. Impact on connectivity loss for three different models is presented in
Fig. 18.5.

It is found that connectivity is lost to a great extent in all three cases, although
the effect is highest in case of bidirectional flow model. Initially nominal and
bidirectional method had similar impact, but the impact becomes more prominent
in case of bidirectional flow model after removal of three nodes only.

Fig. 18.4 Change in path
length in IEEE 30 bus test
system for removal of critical
nodes based on three different
measures

Fig. 18.5 Connectivity loss
of IEEE 30 bus test system as
a function of removal of
critical nodes from three
different points of view
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18.4.3 Load Loss and Number of Overloaded Lines

Last two measures of impact are found from a simple model of cascading failure
that is presented here. Since it is not possible to exactly model the blackout,
various approximate measures have been taken by several researchers to mimic the
situation [11, 31–33].

Power system is a very much complex interconnected system whose exact
modeling would require consideration of dynamics of rotating machines and
devices within the system, discrete dynamics of switchgear elements, non-linear
algebraic equations that govern line flows and social dynamics of governing and
operating bodies.

In this chapter, a fairly simple model of cascading failure of the power grid is
proposed by incorporating important electrical features ignoring those which are
too complicated but have little effects. The detail of the model is described here.

At first AC power flow is used to calculate the steady state condition of the
network. Real and reactive power of transmission lines are found from numerical
solution of line flow equations given in (18.7) and (18.8)

Pi ¼
Xn

j¼1

jVijjVjjjYijj cosðhij � di þ djÞ ð18:7Þ

Qi ¼ �
Xn

j¼1

jVijjVjjjYijj sinðhij � di þ djÞ ð18:8Þ

where, the symbols have their usual meanings as found in power system literature.
During the analysis, generator and load dynamics are not included. Although

the limitation of not using dynamics of generators and loads are well understood
but it is at least useful for modeling one mechanism of cascading failure that is
cascading overload. Also, Generation Shift Factors (GSF) and Line Outage Dis-
tribution Factors (LODF) [34] are used to recalculate flows in lines after distur-
bance. This helps achieving fast results without using actual load flow after each
disturbance. The speed and accuracy of the result and comparison with actual load
flow is out of the scope of this chapter and will be addressed in another research
article in future.

The transmission lines are removed if overloaded. The number of lines tripped
is taken as a measure of impact which is demonstrated in Fig. 18.6. It is clear that,
the number of overloaded lines in nominal and backward unidirectional flow
methods is almost same. The bidirectional flow model gives highest impact and a
large number of lines are overloaded for removing only seven nodes.

Also, time delayed over current relays are used in every line so if there is a lot
of overload it trips fast and if there is a little bit of overload it trips slowly. Another
thing that is added to the model is ramping up of generators. As the system
separates into sub grids, generators are allowed to ramp up or ramp down to
rebalance a little bit.
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So, if a component failure disturbs the supply–demand balance, through gen-
erator set-point adjustment this balance is achieved. But if there is not enough
ramping ability, then the ultimate choice is to trip lowest possible system load. The
total amount of load lost during the successive removal of nodes is used as a
measure of impact.

Figure 18.7 shows load loss as a percentage of total system loads. Up to six
node removal the load loss is nearly equal and does not increase much for both
unidirectional models. After five node removal, more than 50 % load of the system
need to be shedded to ensure secure and reliable operation of the remaining
system.

This introduces a new concept of power flowing from customer end towards the
grid. The bidirectional power flow changes the whole power flow pattern of the

Fig. 18.6 Number of
overloaded lines increases
drastically in bidirectional
flow based algorithm

Fig. 18.7 Three different
effects on load loss due to
loss of functionality of
important nodes in IEEE 30
bus system
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existing grid [18]. Analytical methods, technical strategies, control system and
protecting devices need to be changed along with, to mention a few. Metering and
protecting equipments will experience flows coming from the reverse side. Proper
operation of the equipments used earlier can be ensured either by changing the
instruments themselves or by incorporating new measurement techniques [27].

18.5 Rank Similarity of Critical Nodes

From the results of Sect. 18.4 it is clear that, the nodes found from bidirectional
flow model has much more impact than nominal and backward unidirectional
models. In order to analyze the effect of system change on ranks of critical nodes a
rank similarity analysis is performed. A structural change like change in the
direction of power flow is incorporated in the model and critical nodes are found
out for the modified system. This change in network corresponds to a situation
when there is a pushback of power from low voltage network via transmission
system to meet energy needs in other area.

Table 18.4 compares the changes in top ten critical nodes in IEEE 30 bus test
system. This analysis is carried out for bidirectional power flow model. Top row of
Table 18.4 corresponds to the topological state of the system. The first column
gives the top ten critical nodes from the bidirectional model. The rest of the
columns list change in critical nodes for changed topology. As for example, the
third column represents the top ten critical nodes when the nominal direction of
flow is changed through line 29–27. It is clear that; changed topology does not
affect much the node criticality.

On the other hand, slightly more change is observed in criticality for the uni-
directional model as shown in Fig. 18.8. When power flow pattern through the grid
is unidirectional, nominal unidirectional method is effective. But, in order to model

Table 18.4 Top ten critical nodes in bidirectional power flow model for IEEE 30 bus system
under various changed topological conditions

Nominal
case

Line
24–25

Line
29–27

Line
6–2

Line
17–10

Line
4–3

Line
10–6

Line
18–15

Line
30–29

Line
15–14

1 1 1 1 1 1 1 1 1 1
3 3 3 2 3 2 2 3 3 3
2 2 2 3 2 4 4 2 2 2
4 4 4 6 4 6 6 4 4 4
6 24 24 4 13 24 24 6 6 6
24 13 6 24 12 19 19 24 24 24
19 6 19 19 24 13 13 19 19 19
13 12 29 13 6 12 12 18 13 9
12 19 13 12 16 14 14 9 12 26
14 14 12 14 19 9 9 26 14 13
9 9 14 9 17 26 26 23 9 18
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the situation in the future smart grid, bidirectional model gives better result in
terms of rank similarity as given in Fig. 18.9.

This introduces a new concept of power flowing from customer end towards the
grid. The bidirectional power flow changes the whole power flow pattern of the
existing grid [18]. Analytical methods, technical strategies, control system and
protecting devices need to be changed along with, to mention a few. Metering and
protecting equipments will experience flows coming from the reverse side. Proper
operation of the equipments used earlier can be ensured either by changing the
instruments themselves or by incorporating new measurement techniques [27].

Fig. 18.8 Variation of ranks
of nodes in unidirectional
model of IEEE 30 bus test
system when the network is
modified slightly

Fig. 18.9 Rank similarity of
nodes in bidirectional power
flow model is better than that
of unidirectional one
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18.6 Conclusions

The prospect of complex network theory based research in analyzing the critical
components in smart grid environment is analyzed here with Monte-Carlo simu-
lation techniques on various standard test systems. A bidirectional flow graph is
constructed from the superposition of forward and backward unidirectional flow
graphs. The bidirectional flow graph captures the true power flow scenario of the
future smart electricity grid. Electrical centrality measure, motivated by closeness
centrality measure of power system, is used to find critical components. Four
different measures of impacts are analyzed to quantify the effect of removing
critical nodes from the grid. The results found from different measures show that,
bidirectional power flow based model is more effective in smart grid environment
than unidirectional ones. Rank similarity analysis shows that, critical nodes of
bidirectional models do not change much with system topology change as a result
of reverse power flow through transmission network in smart grid environment.
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