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Bond formation and relaxation and the associated
energetics, localization, entrapment, and polarization
of electrons mediate the macroscopic performance
of substance accordingly



Preface

Phenomena due to chemical bond reformation and relaxation are ubiquitous and
important. A consistent and systematic understanding of such matters is yet
urgently needed, which is the driving force behind the author’s efforts in the past
two decades.

Pauling indicated in 1939 that the nature of the chemical bond bridges the
structures and properties of crystals and molecules. In order to change the physical
properties of a substance, one has to control the processes of formation, dissoci-
ation, relaxation, and vibration of the chemical bond. The foremost task for
accomplishing such goals is to correlate the detectable properties of a material to
the parameters of all bonds and nonbonds involved, and to ascertain the interde-
pendence of various properties. Consistent insight into the nature, length, and the
energy of the chemical bonds and the associated energetics and dynamics of
densification, localization, polarization, and redistribution of electrons during the
process of bond reformation and relaxation are essential. Hence, identifying and
subsequently controlling the factors and efficient means in engineering bonds and
electrons are the ultimate objectives of the community of condensed matter
physics and chemistry. The aim of this book is to explore these perspectives.

This book is composed of four parts:
Part I deals with the formation and relaxation dynamics of bonds and nonbonds

during chemisorption of O, N, and C to the skins of solid specimens from the
perspectives of chemical bond, energy band, surface potential barrier (3B), and
their correlation. This part demonstrates that: (i) sp3-orbit hybridization is neces-
sary for O, N, and C interacting with atoms in the solid phase to form H2O, NH3,
and CH4-like tetrahedral structures, which determines the crystallography, mor-
phology, potential barrier, band structure, and the chemical physical properties of
the chemisorbed skins; (ii) chemisorption modifies the valence band of the host
with four additional energy states, i.e., bonding electron pairs, nonbonding lone
pairs, antibonding dipoles, and electronic holes. Such a practice formulates the
valance evolution dynamics of atoms on oriented and reconstructed surfaces in
different phases of Ag, Cu, Co, Ni, V, Pd, Pt, Ru, diamond, and N and C reacting
with Ni surfaces as well; (iii) numerical analysis of measurements results in the
quantification of the Cu3O2 bond geometry and its four-stage formation and
relaxation dynamics as well as the N–Ni and C–Ni bonding dynamics and bond
stress; (iv) the 3B premise unifies and empowers the experimental techniques for
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crystal geometry (LEED, XRD), surface morphology (STM), electron binding
energy (STS, UPS, XPS), lattice vibration frequency (Raman, EELS), and thermal
desorption (TDS) in terms of bonding and electronic dynamics. It is emphasized
that the concept of solid skin up to three atomic layers thick describes better the
properties and processes at the solid/vacuum interface than the conventional
concept of surface without invoking thickness.

Part II is focused on the relaxation of bonds between atoms with fewer
neighbors than the ideal in bulk with unraveling of the bond order-length-strength
(BOLS) correlation, which clarifies the difference in nature between nanostruc-
tures and bulk of the same substance. This part proves that: (i) bonds between
undercoordinated atoms become shorter and stronger; (ii) bond contraction
increases the local density of bonding electrons and binding energy while bond
strengthening deepens the interatomic potential wells and results in quantum
entrapment; (iii) the densely and locally entrapped bonding electrons in turn
polarize the weakly bound nonbonding electrons (NEP) to form Dirac-Fermi
polarons with emergence of properties that bulk parents do not demonstrate;
(iv) interaction between undercoordinated atoms in the skin and the fraction of
such undercoordinated atoms determine the unusual behavior of nanostructures.
The BOLS correlation clarifies the common origin for the unusual performance of
defects, surfaces, grain boundaries, and nanostructures of various shapes in
chemistry, dielectrics, electronics, magnetism, mechanics, thermodynamics,
phononics, and photonics. Based on the core–shell configuration and the local
bond average (LBA) approach, the BOLS-NEP notation reconciles the size and
shape dependence of known bulk properties and the emerging anomalies of
materials at the nanoscale such as catalytic, magnetic, conductor–insulator tran-
sition, topologic insulation, etc. The new degree-of-freedom of crystal size results
in determination of the energy levels of an isolated atom, the specific heat per
bond, etc. It is emphasized that the size-induced emergence of properties are
equally important to the size-induced change of known bulk properties at the
nanoscale.

Part III deals with the relaxation dynamics of bonds under heating and
compressing and describes the rules governing the temperature- and pressure-
resolved elastic and plastic properties of under- and hetero-coordinated systems.
This part shows that: (i) binding energy density determines the elasticity and the
yield strength; the atomic cohesive energy determines the thermal stability of
materials; and the applied forces in measurements create defects and heat the
specimen; (ii) undercoordination-induced energetics determines the unusual
mechanical performance of atomic chains, atomic sheets, nanotubes, nanowires,
point defects, nanograins, liquid and solid skins, and hetero-junction interfaces;
(iii) the enhancement of elasticity and polarization of the skin dictates the
superhydrophobicity, superfluidity, superlubricity, and supersolidity at the
contacting interfaces; (iv) competition between the energy density and atomic
cohesive energy determines intrinsically while competition among the dislocation
creation and accumulation, and heat softening determines extrinsically the
superelasticity, superplasticity, superrigidity, and the extreme strength in the
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inverse Hall–Petch relationship of solid at the nanoscale. It is emphasized that the
concepts of local binding energy density and atomic cohesive energy are more
efficient than the conventional concept of free energy in describing attributes of a
solid at the skin and the interface regions.

Efforts of the above have led to systematic understanding of the unusual
behavior of graphene, nanostructured Silicon, ZnO, water ice, etc., and measures
and techniques for practical applications.

Part IV is focused on the geometric structure, local potentials, relaxation
dynamics of the hydrogen bond (O:H–O), and the associated anomalies of water
and ice under cooling, compressing, and clustering. An extension of Pauling’s Ice
Rule results in not only the correlation between the size, separation, structure
order, and mass density of molecules packing in water and ice but also the O:H–O
bond as a pair of asymmetric and coupled oscillators with ultra-short-range
interactions. Hydrogen proton undergoes no ‘‘frustration’’ in the O:H–O bond
because of the asymmetric local potentials. This part verifies that: (i) Coulomb
repulsion between the electron pairs on adjacent oxygen atoms and the disparity
within the O:H–O bond determine the difference in nature between water and other
common materials; (ii) when the environment changes, the O:H van der Waals
bond and the H–O polar-covalent bond relax in the same direction but by different
amounts; (iii) compression shortens and stiffens the O:H bond significantly but
lengthens and softens the H–O bond via Coulomb repulsion; coordination number
reduction (clusters, surface skins, and ultrathin films) causes H–O bond contraction
and results in the opposite trends of O:H–O bond relaxation to that happening
under compression; the bonding part with a relatively lower specific-heat contracts
upon cooling, meanwhile, this part forces the other to elongate by different
amounts via the repulsion. This process leads to the thermally driven density and
phonon-stiffness oscillations of water and ice in four temperature regions. In the
liquid and solid phases, the softer O:H bond contracts more than the stiffer H–O
elongates, hence, an O:H–O cooling contraction and the seemingly regular process
of cooling densification take place. In the water–ice transition phase, the H–O
contracts less than the O:H elongates, leading to an O:H–O elongation and volume
expansion during freezing. At temperature below 80 K, density increases slightly
due to O:H–O bond angle stretching as the length and energy of the H–O and the
O:H bond conserve. In ice, the O–O distance is longer than it is in water, resulting
in a lower density, so that ice floats; (iv) liquid water is comprised of a high-
density body of tetrahedrally coordinated structures with O:H–O bond angle and
intermolecular distance fluctuations and a supersolid skin that is elastic, hydro-
phobic, polarized, ice-like, with two molecular layers of ultra-low density. The
supersolid skin not only slipperizes ice but also enhances the surface tension of
water. Modulation of the intermolecular Coulomb repulsion by replacing O with
other ions results in Hofmeister series. It is emphasized that focusing on the
statistical mean of all the cooperative parameters is more reliably revealing than on
the instantaneous accuracy of one parameter at a time for the strongly correlated
and fluctuating system of liquid water.
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Apart from the perspective in each part, this work ends with a solution to the
Mpemba paradox—hotter water freezes quicker than colder water does. O:H-O
bond exhibits memory to emit heat at a rate depending on the initial storage. The
skin supersolidity creates gradient of heat diffusion coefficient to ensure thermal
current flowing outwardly. Being sensitive to the liquid volume and the drain
temperature, the paradox happens only in the non-adiabatic ‘‘source-path-drain’’
cycling system.

It is a great pleasure to share these personal thoughts and learnings though some
formulations need further refinement and improvement. Critiques from readers are
cordially welcome and much appreciated.

I hope that this book will inspire fresh ways of thinking and stimulate more
interest and activities toward coordination bond and electronic engineering.
Directing effort to the areas of nonbonding electronics, water and soft matter
electronics, quantitative phonon and electron spectroscopy, and materials gene
engineering could be even more challenging, fascinating, promising, and
rewarding.

I would like to express my sincere thanks to colleagues, friends, peers, and
seniors for their encouragement, invaluable input, and support, to my students and
collaborators for their contribution, and to my family, my wife Meng Chen and
daughter Yi, for their assistance, patience, support, and understanding throughout
this adventurous journey.

February 2014 Chang Q Sun
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Part I
O, N, and C Chemisorption

Abstract O, N, and C hybridize their sp orbits and form bonds in four discrete
stages, which create four valence DOS features upon reacting with a solid skin; the
valence states of the acceptor, the electronegativity, the scale, and geometrical
orientation of the host specify bond-forming dynamics.

Part I is focused on the formation and relaxation dynamics of bond and nonbond in
the process of chemisorption and its consequences on the valence electrons and the
surface potential barrier (SPB, a description of surface morphology). This
framework leads to a bond-band-barrier (3B) correlation for chemical reaction. In
the process of chemisorption, O, N, and C atoms hybridize their sp orbits to form
tetrahedrally bonded structures upon reacting with atoms in a solid surface.
Electronic holes and anti-bonding dipoles of the host, bonding electron pairs and
nonbonding lone pairs on the electronegative acceptors, and hydrogen-like bonds
are formed, which add the corresponding features of density of states (DOS) to the
valence band of the host. Bond formation also alters the sizes and valences of the
involved atoms and causes a collective dislocation of these atoms, which not only
corrugates the morphology or the potential barrier of the surface but also creates
vacancies in occasions where atoms become excessive for bonding. This premise
has reconciled the oxidation 3B dynamics of the low-index surfaces of transition
metals, such as Cu, Co, Ni, and V, noble metals, such as Ag, Rh, Ru, and Pd, non-
metallic diamond, as well as N and C reacting with Ni surfaces. The 3B premise
also defined the identities probed using instrument such as STM/S, LEED, XRD,
PES, TDS, EELS, and Raman in terms of atomic valences, bond geometry,
valence DOS, bond strength, bond vibration, and bond formation kinetics.
Formation of the basic tetrahedron, and consequently, the four discrete stages of
bond formation kinetics, and the emerging DOS features, are intrinsically common
for all the analyzed systems though the morphologic and crystallographic patterns
of observations may vary from situation to situation. What differs one
chemisorbed surface from another in observations are: (i) the site selectivity of
the adsorbate, (ii) the order of the ionic bond formation, and (iii) the orientation of
the tetrahedron in the outermost two layers of the host. The valence states of the
acceptor, the scale and geometrical orientation of the host lattice, and the



electronegativity of the host elements determine these specific differences
extrinsically. Extending the premise of sp-orbital hybridization to the reactions
of (C, N)-Ni(001) surfaces has led to an approach neutralizing the diamond-metal
interfacial stress and hence strengthening the diamond-metal adhesion substan-
tially. The 3B correlation has also led to means in designing and fabricating
materials for photoluminescence, electron emission and ultrahigh elasticity, etc. In
dealing with chemisorption, undercoordination-induced surface bond contraction
and bond energy gain play a significant role. Such a bond order-length-strength
(BOLS) correlation is essential for determining the physical behavior of low-
dimensional systems such as defects, surfaces, and nanostructures, which will be
the focus of Part II.

2 O, N, and C Chemisorption



Chapter 1
Introduction

• Surface chemisorption is a process of bond breaking and bond making, which is
beyond the description in terms of potential landscape or dislocation of atoms
individually.

• Charge transportation, polarization, and localization take places associated
with potential barrier and work function change.

• Interplay of crystallography, microscopy, and energetic and vibronic spec-
troscopies with theoretical computations and proper modeling guidelines would
derive comprehensive quantitative information of the reaction dynamics.

• Grasping with factors and efficient means controlling the process of bond
breaking and making, at will, would be the foremost task of the community.

1.1 Scope

The part will start, in this chapter, with a brief overview on puzzles in oxygen
chemisorption, for instance, what are the challenges in generalizing knowledge
from various species observed with different techniques. Chapter 2 will describe
the O, N, and C (extend to F) tetrahedron bonding and its effect on the valence
density of states (DOS) and the surface potential barrier (SPB). Basic conditions
for possible tetrahedron bond formation and the effects of bond forming on the
charges are classified. Emphasis will be given on crucial yet often overlooked
events, such as non-bonding lone pairs, antibonding dipoles, and the formation of
hydrogen-like bonds during reaction. Chapters 3, 4, 5, 6 and 7 present systematic
analysis of observations using STM, LEED/XRD, STS, UPS/XPS, TDS, EELS,
and Raman of typical samples for generalized information. On the framework of
the chemical bond–valence band–potential barrier (3B) correlation, the analysis
aims to derive the following:

1. the formulae of reaction with specific valence value of individual atom,
2. kinetics of charge transportation and polarization,
3. bond geometry and atomic dislocation,
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4. the driving forces and bond strength for surfaces with chemisorption, and
5. correspondence between the 3B mechanism and the signatures of observations.

Two concepts are essential. One is the bond contraction at surfaces or sites
surrounding defects where the atomic coordination number (CN) is reduced, and
the other is the essentiality of sp-orbital hybridization for O, N, and C (extend to F)
atoms upon interacting with a solid surface, which widens the bandgap by charge
transportation and polarization. Chapters 8 introduce findings in practical appli-
cations driven by the developed 3B correlation knowledge. Chapter 9 features
main conclusions in response to the challenges addressed in this chapter with
recommendations on further extension of the current approaches in materials
design.

1.2 Overview

The atomic and electronic process of chemical reaction with electronegative
acceptors plays an essential role in many fields such as environmental chemistry
(CO and NO oxidation, radiation protection, and ozone layer protection), bio-
electronics (DNA folding and protein signaling), and pharmacology (NO regu-
lating and messaging). Oxygen interaction with solid surfaces of metals and
nonmetals relates to the technical processes of corrosion, bulk oxidation, and
heterogeneous catalysis. Studies of these processes laid the foundations for
applications in microelectronics (MOSFET gate devices and deep submicron
integrated circuit (DSIC) technologies), photoelectronics (photoluminescence,
photoconductance, and field emission), magnetoelectronics (superconductivity and
colossal magnetoresistance), and dielectrics (ferro-, piezo-, pyro-electrics). For
both scientific and technological reasons, oxygen interaction with solid surfaces
has formed the subject of extensive study over decades [1, 2].

Chemisorption has been a historically great battlefield for scientists to fight with
the small atoms or molecules involved in the reaction with solid surfaces. For
instance, solid surfaces with chemisorbed oxygen have been extensively examined
from a macroscopic to an atomistic point of view and both experimentally and
theoretically. Various techniques have been used to characterize the atomic and
electronic properties:

• Crystallography includes low-energy-electron diffraction (LEED), surface X-ray
diffraction (XRD), X-ray photoelectron diffraction (XPD), high-, medium-, and
low-energy ion scattering (HEIS, MEIS, LEIS).

• Microscopy contains scanning tunneling microscopy (STM) and photoelectron
emission microscopy (PEEM).

• Spectroscopy includes scanning tunneling spectroscopy (STS) for the on-site
DOS cross-Fermi energy (EF), inverse photoelectron spectroscopy (IPES) for
surface image states, angular-resolved ultraviolet photoelectron spectroscopy
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(ARUPS) for the valence DOS features, and X-ray photoelectron spectroscopy
(XPS) for the energy shift of a core band. Surface extended X-ray absorption
fine-structure spectroscopy (SEXAFS) and impact-collision ion-scattering
spectroscopy (ICISS) are also commonly used in the chemisorption studies.

• Techniques for bond activation and lattice vibration include the thermal, elec-
tron, and laser-stimulated desorption spectroscopy (TDS, EDS, and LDS), the
electron-energy-loss spectroscopy (EELS), Raman scattering, and Fourier
transform infrared spectroscopy (FTIR) spectroscopies.

Numerous theoretical approaches have been employed to investigate the details
of oxygen chemisorption including the semiempirical effective medium theory
(EMT) [3], the tight binding theory [4–6], the first-principle method [7, 8], and the
density function theory (DFT) [9–14].

Usually, the process in which an electronegative atom exchanges electrons with
the solid surface is defined as chemisorption; otherwise, it is physisorption. The
kinetics of surface chemisorption generally consists of dissociating the initial guest
molecules at the surface and trapping of the guest atoms into the corrugated well of
potential. Chemisorption breaks the host–host surface bonds and then creates new
kinds of guest–host bonds [15]. In the oxidation of metals, for example, oxygen in
the atmosphere is adsorbed onto the metal surface and reacts with the metallic
atoms to form an ionic or polar covalent type of compound. To a certain extent, the
degree of adsorption and reaction is the function of the orientation of the crystal
facet exposed to the gas and the partial pressure or activity of the adsorbate in the
atmosphere. The actual mechanism for the oxidation of each surface was thought
to be quite different and very complicated [16, 17].

The invention of STM and STS has led to revolutionary impact on studying the
chemisorption of metal surfaces on an atomic scale and in real time. In spite of the
difficulties in interpreting the STM images, valuable, direct, yet qualitative
information for systems with adsorbate has been gained from such observations
[18, 19]. It is possible to investigate the kinetic and the static features of the
chemisorbed systems using STM and STS and hence to [15]:

(a) distinguish between the different reconstruction models and thus optimize the
proper ones and

(b) elucidate the driving force behind such surface phase transitions.

Models, derived from STM observations or from the fitting of diffraction (such
as LEED and XRD), provide information about static atomic structures of the
surface. These structural models succeed in describing specific situations in terms
of the static positions of the adsorbates that are often assumed rigid spheres. The
general characteristics of electronic structures and atomic arrangement on a variety
of chemisorbed metal surfaces have been now fairly determined [20, 21] with
many landmark reviews on the progress in this field [15, 17, 20, 22–32].
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1.3 Issues to Be Addressed

The key concerns in chemisorption are the correlation between the chemical
bonds, valence DOS, surface morphology, and the corresponding properties of the
chemisorbed surfaces and their relaxation dynamics. Understanding the nature and
kinetics of bond breaking and bond making and their consequences on the
behavior of atoms and valence electrons at surfaces is essential [15–31]. This part
will address the following issues.

1.3.1 Bond Nature and Bonding Kinetics

Long-range ordered O–M–O chains (M for metal) are generally created on the
oxygen-chemisorbed surfaces, which provide the major forces that stabilize the
reconstructed surface. Oxygen is suggested to bond more covalently to a Cu atom
than to a Ni atom, and with very small 3d-electron participation in the O–Cu
bonding [33]. An alternative opinion [34] suggests that the O–Cu bond is an ionic
one with a significant Cu–3d-electron contribution. The colinear O–Cu–O chain is
suggested to be formed through the O(2pxy)–Cuð3dx2�y2Þ interaction [35, 36] or
connected by the delocalized O–Cu antibonding states [37]. The O–M bond is
suggested to have a mixture of ionic–covalent character and that the O–M bond
transforms from ionic/covalent to covalent/ionic in nature when the Cu(001)–
c(2 9 2)–2O phase transforms into the Cu(001)–(H2 9 2H2)R45�–2O structure
[38–41]. The covalent bond character becomes weaker in the case of Cu(001)–
c(2 9 2)–2O than in the case of Ni(001)–c(2 9 2)–2O [40, 41]. Through a study
of dc resistance and infrared reflectance of the epitaxial Cu(100) films with
adsorbed oxygen, McCullen et al. [42] found that the standard surface resistivity
models based on free electrons and point scatters are inadequate, even if the
adsorbate-induced changes in conduction electron density are considered. They
found that to interpret their findings within a free electron framework would
require that each adsorbate localizes an unreasonably large number of conduction
electrons. Therefore, knowing how the electron transports among the bonding
constituent atoms and how the adsorbate localizes the electrons is essential.
Oxidation is actually a kinetic process of bond breaking and forming, and it is
difficult to detect accurately the static position of the moving surface atoms,
particularly the light oxygen, with alternated valences and sizes. Therefore, the
nature and kinetics of oxide bonding and its consequences on the behavior of host
atoms and the valence electrons at the host surface are of key importance.
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1.3.2 Alternation of Atomic Valencies

The common features of the STM images of metal surfaces with chemisorbed
oxygen are the pronounced dimensions and contrasts of protrusions compared with
those of clean metal surfaces. STM studies have confirmed the presence or absence
of the O–M–O chains. The oxygen adsorbates could ‘squeeze out’ atoms at a
certain number of surfaces so that metal rows are missing from these surfaces.
Furthermore, the shapes of the protrusions and the orientations of the O–M–O
chains vary considerably with the substance and the crystal orientation. For
instance, O–Cu pairing chains form on the Cu(001)–(H2 9 2H2)R45�–2O surface
and the ‘dumbbell’ protrusions are as high as 0.45 Å [37] at 0.5 ML (monolayer)
adsorbate coverage while ‘‘check board’’ protrusions present on the Cu(001)–
c(2 9 2)–2O phase at coverage below 0.5 ML. In contrast, zigzagged O–O chains
form between two Co rows along the close-packed direction on the Co(1010)–
c(4 9 2)–4O surface [43]. The ‘honeycomb’ protrusions on the O–Co(1010)
surface are up to 1.0 Å [44]. The resulting reconstructed phases of (Ag, Ni, Cu,
Pt)(110)–(2 9 1)–O surfaces [9, 45–47] possess ‘a high degree of similarity in the
sense that they all are stabilized by single O–M–O strings perpendicular to the
close-packed direction.’ The ‘spherical’ protrusion on the Cu(110)–(2 9 1)–O
surface is about 0.8 Å in height contrasting to that of 0.15 Å for the clean Cu(110)
surface [48]. The ‘oval’ protrusions are observed in the Cu(110)–c(6 9 2)–8O
phase [49], and the ‘honeycomb’ protrusions composed of the ‘dumbbells’ are
observed from the Cu(111)–O surface at higher temperature [50]. All the (Ag, Cu,
Ni, Pt)(110)–(2 9 1)–O and the Cu(001)–(H2 9 2H2)R45�–2O phases have
missing rows. However, some others have no atoms that are missing during the
reaction such as Ni(001)–O [51], Pd(001)–O [52], (Co, Ru)(1010)–O [43, 44],
Cu(111)–O [50], Rh(001)–O [53], Rh(111)–O [54, 55], and Ru(0001)–O surfaces
[56, 57].

STM is able to reveal inherently common features caused by hetero-coordi-
nated adsorption from all the specific forms. Determination of the behavior of
surface electrons is beyond the scope of the structural models in terms of rigid
spheres. STM features for metal surfaces with adsorbate can hardly be explained in
terms of crystallographic alone [19]. Correct correspondence between the STM/S
signatures and the valences of surface atoms is critical. The atomic valences may
alter from metallic to ionic, dipole, or missing-row vacancies upon reaction. The
definition of surface atomic valence may then enable the reaction of a specific
surface to be formulated. The patterns of morphology and crystallography may
vary from situation to situation; the guest–host bond configuration and the valence
DOS distribution modified by electronegative acceptors should be naturally
common. This would eventually lead to deeper and consistent insight into the
observations of different atomically adsorbed systems for generalized information.
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1.3.3 Spectroscopic Correspondences

Spectroscopic methods such as UPS, XPS, STS, TDS, and EELS are important
tools commonly used in chemisorption studies. UPS with E \ 50 eV (He-I and
He-II excitation) is often used to obtain direct information about the distribution of
valence electrons below EF of a specimen. XPS at higher energy (102 eV) reveals
the energy shift of the core bands of the surface. The core-level shift fingerprints
the crystal field experienced by the core electrons. Shortened bond and alterna-
tively charged ions will enhance the binding energy and hence the crystal field.
Charge transportation alters the nature of atomic interaction and also weakens the
effect of valence screening on the particular core-level states [58]. Therefore, the
chemical shift in XPS reflects the occurrence of electron transport and atomic
dislocation due to the bond reformation and relaxation. STS provides on-site DOS
information around the EF of atoms at the surface. UPS and STS also provide
information about any work function change caused by dipole layer formation at
the surface [59]. For example, STS profiles from the O–Cu–O chain region on the
O–Cu(110) surface have revealed two DOS features around EF [48]. One is the
empty energy states (peaks) located at 0.8–1.8 eV above EF, and the other is the
newly occupied state that is 1.4–2.1 eV below EF. The STS DOS features below
EF are substantially the same as those detected using UPS from the Cu(110)–O
[60], Cu(001)–O [36], and Pd(110)–O [61] surfaces. Oxygen does not add simply
its 2s and 2p states to the valence bands of the host metals but exchanges and
polarizes electrons of the host atoms.

On the other hand, TDS could resolve the individual process of bond breaking,
i.e., the opposite process of bond forming by thermal activation [62]. TDS profiles
possess peaks of which the intensities oscillate with increasing oxygen exposure.
For example, TDS from O–Pd [63] and O–Rh [64] surfaces shows a similar
number of peaks (4–5) with slight difference in the characteristic peak tempera-
tures. The TDS peaks correspond to different bond strengths and the peak intensity
oscillation to the bond forming kinetics.

High-resolution EELS from O–Ru [65, 66] and O–Rh surfaces revealed that the
stretching modes of dipole vibration are at energy around *0.05 eV, being
equivalent of 600 K. The peak shifts toward higher binding energy when oxygen
coverage increases. The blueshift of vibration energy reflects the strength variation
of the weak interaction of the dipoles. The value of 0.05 eV is at the same energy
level as that for the hydrogen bond vibration detected from protein, H2O, and DNA
molecules.

Therefore, the variation in the spectral features of STS, UPS, TDS, and EELS
corresponds to the dynamics of bond formation and relaxation, bond strength, and
the adsorbate-derived valence DOS relaxation.

8 1 Introduction



1.3.4 Driving Forces Behind Reconstruction

Oxygen adsorbates could ‘push’ or ‘pull’ the entire first atomic layer of a surface
outward by 8–30 % and squeeze the spacing between the second and the third
atomic layers closer by *5 %. For a pure metal surface, the first interlayer spacing
often contracts by 3–30 %, instead [67–74]. It is hard to imagine that the oxygen
adsorbates resting above the surface are able to ‘pull out’ the entire first atomic
layer without external forces ‘pulling’ the adsorbates. It is not certain yet how the
oxygen adsorbates enhance the interaction between the second and the third
atomic layer. Furthermore, adsorbates can remove atoms from the surface to form
the missing-row vacancies without applying any external stimulus. Based on the
effective medium theory, Jacobsen and Nørskov [3] assumed that oxygen atoms
penetrate into the Cu(001) and the Cu(110) surfaces and push the top Cu layer
outward. Such a subsurface-oxygen structural configuration on the Cu(110) sur-
face agrees with the conclusion drawn by Feidenhansl et al. [75] from their surface
XRD studies.

A first-principles study of the O–Al(111) surface by Kiejna and Lundqvist
[76, 77] revealed that the oxygen adsorbate prefers the hcp tetrahedral site, 1.92 Å
below the topmost Al layer, that has relaxed by 25–37 %. For the simultaneous
subsurface and on-surface adsorption at a coverage of H = 1.0, the binding energy
of adsorbates in the hcp hollow subsurface site is 0.2 eV/atom lower than that in
the on-surface fcc hollow sites. The hcp hollow subsurface oxygen is favorable in
the Al(111) surface because of the lower binding energy. Hypotheses of subsurface
oxygen are reasonably true, as the oxygen adsorbate needs to move into the surface
to form bonds with its surrounding atoms in both the top first and the underneath
second atomic layers and then penetrate into the bulk, proceeding the oxygen-
attacked corrosion. The oxygen adsorbates push up the entire top layer and
squeeze some metal atoms away from their original sites, as a result of bond
formation. The interaction between metal ions in the second layer with neutral
metal atoms in the third layer should be stronger than the original pure metallic
interaction, which shall drive the second and the third atomic planes to come
closer.

The driving forces for reconstruction were attributed to the formation of the
O–M–O chains and the formation of the missing rows at the surface. However,
neither missing rows nor O–M–O chains could be formed on the (Co, Ru)(1010)–O,
Rh–(111)–O, Ru(0001)–O, and Rh(001)–O surfaces. Therefore, formation of the
missing row and the O–M–O chain may not be an essential mechanism driving
the reconstruction but a consequence of reaction. Jacobsen and Nørskov [3] related
the driving force to a ‘stronger O-metal bond’ formation on the reconstructed
surface, because they noticed that the oxygen 2p states hybridize (bond) more
strongly with the d states of metal atoms. Further, they noted that the O–M bond
becomes stronger if the oxygen bonds to metal atoms with fewer neighbors [78]
according to their EMT results.
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1.3.5 Work Function and Inner Potential Change

The work function of a surface is the separation in energy between EF and the
vacuum level. The work function often changes when dipoles form at the surface.
If the negative end of the dipole is toward the vacuum, the work function reduces,
and vice versa. The muffin-tin inner potential constant corresponds to the net
quantity of electrons around the atom [79]. For metal surfaces with chemisorbed
oxygen, the work function often reduced by about 1.2 eV, and such a reduction
depends on the phases and adsorbate exposures [24, 80].

Zhang et al. [81] detected that the work function of a Gd(0001) surface reduces
from 3.3 to 2.5 eV upon oxygen chemisorption. Moreover, they noted that the
work function decreases quickly upon exposure to oxygen and the reduction rate
slows down when the oxygen coverage is over 0.5 ML. Occasionally, work
function of a surface increases at higher oxygen exposures.

The inner potential constants for the Cu [82] and the Ru [83] surfaces reduce
upon oxygen adsorption. Pfnür et al. [84] found it necessary to assume such a
reduction in analyzing the very low-energy electron diffraction (VLEED) spectra
from the O–Ru system. The VLEED calculations with rigid sphere models by
Thurgate and Sun [82] showed a 1.2 eV or more reduction in the inner potential
for the top layer of the O–Cu(001) surface. The inner potential reduction also
varies for different phases due to the possible crystal structures [85]. VLEED
optimization revealed that the inner potential for the top Cu atomic layer reduced
by 9.5 % (from 11.56 to 10.5 eV) upon oxygen chemisorption [79]. Besides the
strong localization of surface charge due to the missing-row formation and charge
transportation, the residual ion cores provide an additional likely mechanism for
reducing the inner potential.

1.3.6 Factors Controlling Bond Formation

Models of rigid spheres for a specific reconstructed system can illustrate the static
atomic positions at a certain moment of snapshot. However, such models reveal
little information about the kinetics and dynamics of bonds and electrons at the
surface. During reaction, atomic position and atomic size change; atomic valences
and the form of atomic interaction change; electrons, strongly localized, transport
from one constituent atom to the other and from one energy level to another. Some
occupied energy states in the valence band are emptied, and some empty ones are
filled up. It seems impractical to locate accurately the static positions of the
individual atoms at a surface at a time. It is also not realistic to base all obser-
vations on atomic dislocation or crystal structure change [23].

Understanding the process of bond forming kinetics and dynamics is beyond the
scope of any instrumentation and theoretical approximation alone. For example,
results of numerical optimizations are subject to the assumptions made or to the
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initial conditions taken [56, 86, 87]. Fitting diffraction data often involves a huge
number of strongly correlated parameters [88]. The independent treatment of the
correlated parameters often leads to an infinite number of numerical solutions [89–
91]. In addition, theoretical calculations often consider the electrostatic interaction
between the adsorbates and host atoms, being treated as rigid spheres, rather than
the true process of bond formation [92], with essential contraction of bonds at the
surface. Therefore, physical constraints on all the observations and their interde-
pendence are necessary. It is quite often that some undetectable factors play the
dominant roles behind the observations. It would be interesting and rewarding to
cope with the above-mentioned challenges and thus perhaps to discover methods
to control the processes of bond making or breaking.

1.4 Objectives

Decoding the kinetic VLEED data from the O–Cu(001) surface has resulted in a
compact model for the oxide tetrahedron bonding [93, 94] and its effects on the
valence DOS [95, 96] and the SPB with chemisorbed oxygen [89]. The developed
3B correlation has enabled in turn the capacity and reliability of VLEED to be
fully explored [97] and the STM images to be explained in terms of bond geometry
and atomic valences. The decoding technique and the 3B models have enabled the
kinetic VLEED from the O–Cu(001) surface to be quantified and consistently
understood in terms of four-stage Cu3O2 bonding kinetics and its effects on the
valence DOS [98].

The objective of this part is to share with the community what the practitioner
experienced and learnt in the past decades with focus on extending the 3B corre-
lation mechanism to the electronic process of O, N, and C chemisorption and
enhancing the capacity of STM, STS, PES, TDS, and EELS for general
understanding.

1. Surface chemisorption is a kinetic process in which charge transportation/
polarization dominates and atomic dislocation and even evaporation happen
consequently. The events of O–M bonding, lone pair non-bonding, metal dipole
antibonding, and H-like bonding are crucial to the processes of O, N, and C
reacting with solid surfaces. Meanwhile, atomic sizes and atomic valences
change, and the bonds at the surface contract. These events dislocate surface
atoms collectively and modify the valence DOS of the host. These events also
roughen the surface (or SPB) and change the physical properties of a chemi-
sorbed surface.

2. The electronegativity, the scale of lattice constant, and the geometrical orien-
tation of the host surface determine the specific details of the adsorbate facil-
itation, bond ordering, and the orientation of the tetrahedron. This process gives
rise to the versatile modes of crystal reconstruction and surface morphologies.
For the analyzed representatives of transition metals, noble metals, and a
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nonmetallic diamond, it is consistently concluded that the phase ordering,
crystallography, and surface morphology vary from situation to situation.
However, formation of the basic H2O-, NH3-, and CH4-like tetrahedron, with
sp-orbital hybridization and lone pair production, corresponding valence DOS
features and the kinetic processes of bond formation are substantially the same
by nature.

3. The combination of STM, LEED/VLEED, PES/STS, TDS, and EEELS/Raman
are essential for a comprehensive insight into the bonding and electronic pro-
cess occurring at a surface. Furnished with the 3B correlation premise, these
techniques allow one to extract information about the surface atomic valences,
bond geometry, valence DOS, bond strength, and bond forming kinetics.
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Chapter 2
Theory: Bond–Band–Barrier (3B)
Correlation

• Chemical bond, energy band, and surface potential are closely correlated.
• O, N, and C hybridize their sp orbit upon reacting with atoms in any phase to

create tetrahedral bonding orbits.
• Non-bonding lone electron pairs and bonding shares electron pairs occupy the

orbits. The number of lone pairs follows the (4-n) rule with n being valance
value.

• The lone pair polarizes its neighboring atoms to form dipoles.
• Bond and non-bond formation creates four DOS features in the valence band,

i.e., bonding pairs, non-bonding lone pairs, holes, and antibonding dipole
states.

• Bond formation corrugates the surfaces with subjective production of missing-
row vacancies.

2.1 Basics

2.1.1 Regular Bonds: Interatomic Potential and Electron
Configuration

The covalent, ionic, and metallic bonds are the most popular kinds of interatomic
interaction [1]. These regular bonds are realized through valence charge sharing,
either locally by neighboring atoms in the ionic and covalently bonded systems or
delocally by all atoms of the entire body of a metal [1, 2]. The energies of the
regular bonds are several electron volts (eV) in magnitude at equilibrium. The
nearest distance between atoms and ions at equilibrium corresponds to the bond
length. For example, Na is interacted with metallic bond and a cohesive energy of
1.1 eV per atom, which determines the Na to be ductile and electrically and
thermally conductive. NaCl is an ideal specimen of ionic bond with a cohesive
energy of 3.28 eV/atom, which makes NaCl harder, having high melting point and
soluble in polar liquids such as water. Diamond being an ideal example of covalent
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bond with cohesive energy of 7.4 eV per atom is so far the hardest natural material
with high melting point of 3,800 K; diamond is insoluble in nearly all solvents.
The polar covalent bond, in the form between the covalent and the ionic, exists in
most alloys or compounds. The electronegativity difference between the constit-
uent elements of the specimen dictates the nature of the bond or the way of charge
sharing.

The interatomic potentials for these stronger interactions dominate the atomic
cohesive energy, the Hamiltonian and the band structure, dispersion relations, the
allowed density of states (DOS) of the valence band and below, and the effective
mass and group velocity of charges in various bands as well. At equilibrium, the
coordinates of a pairing potential correspond to the bond length and bond energy
(d, Eb) that determine the binding energy density, Eb/d3. The product of the
number of bonds (z) of an atom and the cohesive energy per bond is the atomic
cohesive energy (zbEb). All the detectable quantities of the bulk materials, such as
the critical temperature for crystal structural phase transition, electronic and
optical properties, hardness, elasticity, and melting point, are all closely related to
the bond nature, order, length, and energy represented by m, z, d, and Eb, or their
combinations such as the cohesive energy, energy density, and lattice vibration
frequency. The cohesive energy determines the thermal stability; the binding
energy density determines the elasticity and mechanical strength. Quantum
approximations could describe these regular bonds and their functionalities
because of their periodically ordered homogeneity and uniformity.

2.1.2 Chemisorption Bonding Environment

Patterns of crystallographic and morphologic observations of the chemisorbed
surfaces depend on the scale and geometry of the surface lattice and the difference
in electronegativity between the guest and the host.

Figure 2.1 illustrates the typical coordination environment of the low-index fcc
and hcp surfaces. Host atoms are arranged at sites between the first two planes of
the fcc(001), (110), (111), and the hcpð10�10Þ, (0001) surfaces regularly. The C4v,
C3v, and C2v point-group symmetries apply to the unit cells. The shortest atomic
separation (atomic diameter) is a. These structures represent the majority of
coordination environments so far documented. Table 2.1 compares the lattice
geometry of the unit cells.

In the fcc(001) surface unit cell (see Fig. 2.1a), five atoms surrounding the C4v

hollow site form an upside-down pyramid. The atomic structures of the fcc(111)
and the hcp(0001) surfaces in Fig. 2.1b are the same in the top two atomic planes
where atoms arrange in the same AB order. Atoms surrounding the hcp(0001)
hollow (indicated I) site form a tetrahedron, while atoms surrounding the fcc(111)
hollow (indicated II) site cannot because there is no atom in the second layer
underneath.
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Atoms surrounding the fcc(110) and the hcp 10�10ð Þ hollow sites, in Fig. 2.1c, d,
form a rectangular pyramid of C2v symmetry. Besides the long-bridge hollow site,
there are two facet sites along the close-packed direction in the fcc(110) and the
hcp 10�10ð Þ surfaces. One is the hcp(0001) facet hollow site (I) that contains one
atom in the top layer and two atoms in the second layer; the other is the fcc(111)
facet (labeled II) that contains two atoms in the top layer and one in the second
layer along the close-packed direction. The fcc(110) and (111) surfaces are
analogous to the hcp 10�10ð Þ and (0001) surfaces with a slight difference in the
interatomic spacing.

[0001] [1010] 

[100]

[001] 

III

[001] 

[110] 
II

[001]

  [1120] 

I 

(a) fcc(001) (c) fcc(111)/hcp(0001)

(d) hcp(1010)(b) fcc(110)

Fig. 2.1 Possible coordination environment for atomic chemisorption. a Atoms surrounding the
fcc(001) fourfold (C4v) hollow site form an upside-down pyramid. b On the fcc(111) and
hcp(0001) surfaces, there are two types of threefold (C3v) hollow sites. Atoms surrounding the
hcp(0001) hollow (I) form a tetrahedron. No atom exists in the substrate second layer below the
fcc(111) hollow site (II). c The fcc(110) and its analog. d hcp 10�10ð Þ surfaces possess alternate
hcp(0001) (I) and fcc(111) (II) facet sites along the close-packed direction (reprinted with
permission from [3])

Table 2.1 Comparison of the lattice geometry of the unit cells of various surfaces (unit in atomic
diameter, a) (reprinted with permission from [3])

a1 a2 a3 (layer spacing)

fcc(001) 1 1 1/H2
fcc(110) 1 H2 1/2
fcc(111) 1 1 0.6934
hcp 10�10ð Þ 1 1.747 0.2887
hcp(0001) 1 1 0.8735
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Table 2.2 lists the values of electronegativity (g), possible valences, and the
atomic radius of representative elements of different electronic structures. The
difference in electronegativity between atoms of two elements determines the
nature of the bond between them. If the Dg is sufficiently high (around 2), the bond
is ionic; otherwise, it is covalent or polar covalent [1]. Normally, the atomic size of
a noble (4d) metal is greater than that of a transition (3d) metal and the electro-
negativity of the noble metals is higher than that of transition metals. An atomic
radius is not a constant but varies with the coordination number (CN) of this atom.
Importantly, atomic radii change with alternation of valences. These basics play
important roles in specifying the site of the adsorbate and the orientation of the
tetrahedron bonds involving C, N, and O and therefore the patterns of observations
for the chemisorbed surfaces.

2.1.3 Bonding Effects

Bond formation is a process in which valence electrons transport. This should have
enormous effects on the surroundings by polarization and mass transportation.
Alternation of atomic sizes will change the atomic distances and modify the
surface morphology. Besides the well-known bonding states of metallic, covalent,
ionic, and Van der Waals bonds in nature, polar covalent bonds, non-bonding lone
pairs, antibonding dipoles, H-like bonds, and hydrocarbon-like bonds also exist.

Despite the well-known bonding events illustrated in Fig. 2.2a–h describes the
formation of an ionic bond, non-bonding lone pairs, and their consequences on the
wave functions of their atomic neighbors. The electronegative adsorbate or
additive (smaller broken circle labeled A) interacts with the heavier host atoms
(bigger broken circle labeled B) by either capturing electrons from the host B atom
or polarizing the electrons of B. The polarization will raise the binding energy of
the polarized electrons to the higher energy levels. Electron transport alters the
atomic valences and atomic sizes of both the adsorbate A and the host B. For
example, an oxygen atom changes its radius from 0.66 to 1.32 Å when the oxygen
atom evolves into an O-2 ion. A copper atom alters its radius from 1.278 to 0.53 Å
when the Cu atom becomes a Cu+ ion.

All the ions, whether positive or negative, and the non-bonding lone pairs are
apt to polarize their neighbors, giving rise to the host dipoles with localized nature.
Dipoles are formed with the expansion of atomic sizes and elevation of the DOS in
energy. The production of the dipoles and the dipole–dipole interaction in the
opposite direction will raise the system energy. It is therefore reasonable to term
such an event as antibonding dipole formation—an extreme case of the Van der
Waals bond interaction. Antibonding is a by-product of reaction, and it never
forms between atoms of different electronegativities [4].

Non-bonding lone pairs meant that a pair of electrons of a specific atom occupies
a directional bonding orbital of this atom. Lone-pair formation happens only to
electronegative elements in the upper right part of the periodic table, such as
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nitrogen, oxygen, and fluorine when the 2s, 2px, 2py 2pz orbitals of these elements
are hybridized [5]. It is often the case that a fraction of the hybridized orbitals is
occupied by shared electron pairs (bonding) and the remaining orbitals by the lone
electron pairs (non-bonding) of the electronegative additives. The number of lone
pairs of an adsorbate follows a ‘4-n’ rule, and the n is the valence value of the
adsorbate. For oxygen (n = 2), two lone pairs are present, while for nitrogen
(n = 3), only one lone pair forms during the sp-orbital hybridization. The ‘4-n’
rule holds for any elements in which the sp orbits hybridize. The lone pair requires
an interaction with a B atom through polarization without any charge transport. The
lone pair is actually not a bond but the weaker part of the hydrogen bond.

The classical hydrogen bond (O-2 –H+/p:O-2), known for over 50 years, plays
an essential role in the structure and function of biologic molecules. The ‘–’ and ‘:’
represent the bonding pair and the non-bonding lone pair, respectively. Hydrogen
bonds are responsible for the strength and elasticity of materials such as wood or a
spider’s web, molecular binding, as well as base pairing and folding in DNA.
Hydrogen bonds are also responsible for the synthesis and transferring of protein
signaling [6, 7].

(c)  Ionic bond (d) lone pair
[Bdipole (A- - B+)Bdipole]  (Bdipole: A-)

(g) antibond (dipoles) (h) H-C-Bond-like
(Bdipole ..Bdipole)     (C- -H+ )Bdipole

(e) H-bond-like (f) O-B bond

(A- - B+/dipole: A- ) (Bdipole : O-2 -B+)

+- +-+ +

(a) Metallic/covalent (b) Van der Waal s

- :+- - +- +: - +

++ +-+-- : -+-

+ - +- + +--

Fig. 2.2 The possible bond configurations and their consequences on the electron clouds of
surrounding atoms (shaded areas stand for dipoles). a and b are the well-known bonding events.
c Ionic bond formation alters atomic sizes (broken circles) and valences. d Non-bonding lone-pair
formation (represented by ‘:’) induces Bp. e H-like bond forms if B+/p replaces the H+/p. f O–M
bonds involve non-bonding lone pairs and bonding electron pairs. g Antibonding dipoles.
h Hydrocarbon-like bonds can form by replacing H+ with B+, which also induces antibonding
dipoles (reprinted with permission from [3])
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The formation of the hydrogen bond is not due to the existence of hydrogen or
oxygen but a consequence of the non-bonding lone pairs. If the lone-pair-induced
Bp bonds further to an electronegative element A, then an H-like bond (O-2–B+/

p:O-2) forms. H-like bonding differs from the classical hydrogen bond simply in
that the B+/p replaces the H+/p in the hydrogen bond (see Fig. 2.2e). If an atom of
another electronegative element, such as C, replaces one of the oxygen ions, then
the (C-4–B+/p:O-2) configuration forms, which was specified as the anti-hydrogen
bond [8]. This is also an H-like bond. Formation of such an H-like bond depends
merely on the existence of the lone pair rather than the particular B elements
involved. Hence, the H-like bond is more generally applicable though it is not
often referred to as such. The same is true for the hydrocarbon-like bonds. The
hydrocarbon bond is polar covalent in nature. The naked H+ also polarizes and
attracts electrons of its neighboring atoms. Hydrocarbon-like bond can form by
replacing the H+ with B+. The B+ is less electronegative than the carbon.

The production of non-bonding lone pairs, antibonding dipoles, H-like bonds,
and the hydrocarbon-like bonds is often overlooked. However, these events indeed
play crucial roles in determining the physical properties of a system that involves
electronegative additives. Quite often, a system contains several kinds of chemical
bonds, such as in graphite and in an oxide. Because of the sp2-orbital hybridization
of carbon, the Van der Waals bond dominates in the [0001] direction, while the
stronger covalent bond dominates in the (0001) plane of the graphite. As is shown
in Fig. 2.2f, g, O–B bond formation involves sharing pairs of electrons (bond),
non-bonding lone pairs, and antibonding dipoles. The electronic environment
surrounding an oxygen atom or a nitrogen atom is anisotropic.

From an energy point of view, bond formation lowers the system energy and
stabilizes the system. Antibond dipole formation requires additional energy.
Although it is energetically less favorable, the antibond can still form as a by-
product of the events of bonding and non-bonding. Occupation of the orbitals by
non-bonding electron lone pairs of an electronegative element, in principle, neither
raises nor lowers the system energy with respect to the initially specific energy
level of the isolated atoms of the electronegative element [4, 9, 10]. From the band
structure point of view, the antibond-derived DOS (or polaron) should locate at
energy above EF or near to it due to the energy rise of the polarized electrons. The
DOS features for bonding are located below the originally occupied levels of the
electronegative element, while the DOS features of non-bonding lone pairs are
located between those of the bond and those of the antibond. Hydrogen-like bond
formation will stabilize the system as electrons transport from the high-energy
antibonding states to the lower bonding states. Bond and antibond formations will
produce holes below the EF of the host material [11], which should be responsible
for the transition from metal to semiconductor when a compound forms.
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2.1.4 Surface Bond Contraction

Besides the well-known fact that an atom changes its radius when its valence
alternates, both the ionic and metallic radii of an atom contract with reducing the
CN of this atom. Goldschmidt [2] suggested that if an atom changes its CN from 12
to 8, 6, and 4, then the ionic radius would be reduced by 3, 4, and 12 % corre-
spondingly. Pauling [1] also noted that the metallic radius contracts considerably
with the reduction in the CN of the metal atom. One may extend the CN-imper-
fection-induced radius contraction to atoms at a solid surface or sites surrounding
defects (such as point defects and stacking errors). It is understandable that the
surface provides an ideal environment for CN reduction. Termination of the lattice
periodicity in the surface normal direction reduces the CN of an atom at the
surface. Such a CN reduction shortens the remaining bonds of the surface atom. It
is essential to consider the CN effect on the Goldschmidt contraction for an ionic
bond or a Pauling contraction for a metallic bond.

2.2 Chemical Bond: Tetrahedron Geometry

Extending the FH, H2O, NH3, and CH4 molecular structures to a chemisorbed
surface by replacing the H atom with the host atom of an arbitrary element B, one
can construct the tetrahedron bond configuration, as illustrated in Fig. 2.3a for
oxide instance. During the modeling, two factors are taken into consideration.
Firstly, the atomic radius is not constant but varies with the changes in not only its
atomic valence, but also its CN. Secondly, the sp orbits of oxygen hybridize and a
quasi-tetrahedron forms. The bond angles and the bond lengths are not constant
but vary within limits. Therefore, an oxygen atom can react with atoms, in any
gaseous, liquid, or solid states of an arbitrary element B through two bonding
electron pairs and two non-bonding lone pairs.

Oxygen atom has initially six electrons in the 2s and 2p orbits and then captures
two more electrons from each of its B neighbors. The eight electrons fully occupy
the 2s and 2p levels of an oxygen atom that hybridizes its sp orbits then to form
four directional orbits. The eight electrons repopulate in the four directional
orbitals with two electron pairs shared between O and B. The remaining two orbits
are occupied by the lone electron pairs of oxygen.

In a bonding orbit, the extent of electron sharing, or the nature of the bond,
depends on the difference in electronegativity (g) between the oxygen and element
B. Due to the high g value (see Table 2.2), oxygen catches an electron from
B (labeled 1 and 2 in Fig. 2.3a) to form the ionic bond with Goldschmidt contraction
at the surface. Formation of the non-bonding lone pairs, however, is independent of
the nature of element B. The lone pairs polarize atom B (labeled 3 in Fig. 2.3a),
and the B atom becomes a Bp dipole with associated expansion of size and elevation
of energy of the polarized electrons that occupy the antibonding energy levels.
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In an oxide tetrahedron, the plane (3O3) composed of the lone pairs and the
oxygen nucleus should be ideally perpendicular to the plane (1O2) that consists of
two bonding orbits. The distance (1–2) between the two B+ ions and the spacing
(3–3) between the Bp and Bp match closely the first and second shortest atomic
spacings at a surface, which involves two atomic layers. The Bp tends to locate at
the open end of a surface due to the strong repulsion between the dipoles. The B2O
primary tetrahedron is not a standard one, but it is distorted due to the following
effects: (1) the difference in repulsion between the occupied orbits varies the bond
angles [BAij (angle \iOj), where i, j = 1, 2, 3 correspond to the atoms as labeled;
BA12 B 104.5�, BA33 [ 109.5�] and (2) the difference in CN of atoms at dif-
ferent sites adjusts the bond length [BLi = (RM

+ ? RO
-2) 9 (1-Ci), where i = 1,

2; Ci are the effective bond contracting factors]. The length of BL3 and the angle
BA33 vary with the coordination circumstances in a real system. The bonding
environment for an oxygen atom is anisotropic at the atomic scale.

The formation of tetrahedrons dislocates the B atoms collectively in the
otherwise regular lattice sites. Moreover, an oxygen atom always seeks four
neighbors to form a stable quasi-tetrahedron. The expansion of atomic radius and
the energy rise of the dipole electrons are responsible for the protrusions in the
STM images and the reduction in the local work function. The localized dipole
electrons are also responsible for the non-Ohmic rectification at the surface, even
though the local work function reduces significantly. The strong localization of
dipole electrons at the surface increases the surface contact resistance because
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Fig. 2.3 a the primary oxide quasi-tetrahedron and, b the corresponding DOS features of
bonding, non-bonding, antibonding, and electronic holes [12]. Each of the two ions, 1 and 2,
donates one electron to the central oxygen to form ionic bonds with Goldschmidt contraction.
Atoms labeled 3 are the lone-pair-induced metal dipoles with expansion of sizes and elevation of
energy states. Due to the repulsion between the electron pairs, the angle BA33 is greater than
109.5� and the angle BA12 is smaller than 104.5�. Arrows in (b) represent the process of charge
transportation. The arrow from the antibonding sub-band to the bond states corresponds to the
process of H-like bond formation (reprinted with permission from [3])
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these electrons cannot move easily. The oxygen adsorption affects the STM cur-
rent predominantly by polarizing metal electrons, because of antibonding dipole
formation [13–15].

At the initial stage of oxidation, the oxygen molecule dissociates and the
oxygen atom interacts with the host atoms through a single bond. The O-1 chooses
a specific site where the O-1 bonds directly to one of its neighbors and polarizes
the rest. For the transition metals, such as Cu and Co, of lower electronegativity
(g\ 2) and smaller atomic radius (\1.3 Å), the oxygen atom often bonds to an
atom at the surface first. For noble metals, such as Ru and Rh, of higher elec-
tronegativity (g[ 2) and larger atomic radius ([1.3 Å), the oxygen atom tends to
sink into the hollow site and bonds to the atom underneath the first atomic layer.
The ordering of bond formation leads to different patterns of reconstruction. The
O-1 also polarizes other neighbors and pushes the Bp at the surface radially
outward from the adsorbate. Because of oxide tetrahedron formation with lone-pair
non-bonding and dipole antibonding, the electronic structure surrounding a certain
atom varies from site to site.

2.3 Energy Band: Valence Density of States

The formation of bonds, non-bonding lone pairs, and antibonding dipoles as well
as the H-like bonds generates corresponding features adding to the DOS of the
valence band and above of the host, as illustrated in Fig. 2.3b. Arrows represent
the kinetic processes of electron transportation. Initially, energy states below the
EF of a metal are fully occupied in the ideal case at T = 0. The work function, /0,
Fermi energy, EF, and the vacuum level, E0, follow the simple relation:
E0 = /0 ? EF. For Cu, as an example, E0 = 12.04 eV, /0 = 5.0 eV, and
EF = 7.04 eV. The Cu-3d band locates at energies range over from -2.0 to -

5.0 eV below EF. The oxygen 2p states are around -5.5 eV with respect to EF for
Cu. At the initial stage of reaction, an electron from a metal is transported from its
outermost shell to the unoccupied 2p orbit of the oxygen, which produces a hole in
the outermost shell of the metal. The O-1 polarizes its rest neighbors to form a
polaron, as a result. This first stage creates additional DOS features of bonding (�
EF), holes (B EF), and antibonding dipoles (C EF).

With the full occupancy of the p-orbit of oxygen, the sp orbits of the O-2

hybridize, which brings about four additional DOS features, as illustrated in
Fig. 2.3b:

• Electronic vacancies pertaining to the host are produced right below EF, gen-
erating a gap between the conduction band and the valence band of a metal. The
electron transportation can also expand the original bandgap of a semiconductor
from EG0 to EG1.

• The non-bonding states of O-2 locate below EF without apparent energy change,
in principle, compared with the 2p level of an isolated atom of oxygen [9].
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• The bonding states are close to the originally occupied 2p level of the isolated
oxygen.

• The antibonding (lone-pair-induced dipole) states are located above EF or near
to it. The oxygen-induced dipole reduces the work function from /0 to /1.

• Upon being overdosed with oxygen, H-like bonds form at the surface. The
overdosed oxygen gets electrons from the dipoles, and the Bp becomes B+/p. The
arrow from the antibonding states above EF to the deeper bonding sub-band
represents the process of H-like bond formation. Apparently, this process lowers
the system energy and increases the work function.

The hole production and the lone-pair production are independent but simul-
taneous, which result in the joint DOS features below EF. If the products of both
processes are compatible in quantity, the joint DOS features derived by the two
processes may not be easily identified. The hole production is due to two mech-
anisms: bonding and antibonding. For the Cu example, the 4s electrons (in the
conduction band, CB) either contribute to oxygen for the bonding or jump up to
the outer empty shell (Cu 4p, for example) for the antibonding dipole. Such
bonding and antibonding processes empty the states just below EF, which result in
the Cu oxide being a semiconductor with a known bandgap ranging from 1.2 to
1.5 eV [16, 17].

STS and VLEED revealed that the states of antibonding of the O–Cu system
range over 1.3 ± 0.5 eV above the EF and the non-bonding states -2.1 ± 0.7 eV
below. Angular resolved inverse PES [18] detected that the features of empty
states at +2.0 eV decrease with increasing oxygen coverage on the Cu(110) sur-
face. The PEEM studies of O–Pt surfaces [19–22] have detected the conversion of
the dark islands, in the scale of 102 lm, into very bright ones with work functions
*1.2 eV lower than that of the clean Pt surface. The bonding states are around
-5.5 eV below EF, which is shifted slightly toward an energy level lower than the
2p level of the oxygen because the hybrid bond lowers the system energy. Most
strikingly, all the oxygen-derived DOS features are strongly localized in real
space.

Non-bonding lone pairs and antibonding dipoles are generated in a reaction
with sp3-orbit hybridization being involved, such as in the processes of

NH3 ! 3Hþ � N3� : HP
� �

H2O! 2Hþ � O2� : 2HP
� �

HF! Hþ � F� : 3HP
� �

Usually, the parts in the brackets are omitted in formulating reactions because
they share no charges with the electron acceptors. Under UV irradiation or thermal
excitation, the hybrid sp3-orbit can be dehybridized, and the lone pairs and dipoles
are removed accordingly.

Figure 2.4 illustrates the residual DOS of N- and O-chemisorbed metals and
semiconductors. Likewise, a nitrogen atom needs three electrons for sharing and
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generates one lone pair. Similarly, an F atom forms a tetrahedron with three lone
pairs. In additional to the weak interactions with energies of *50 meV [3], these
lone pairs polarize the neighboring atoms instead causing their change to dipoles.
Strikingly, the manner of electronic distribution, bond type, bond length, and bond
energy surrounding the central O or N atom in the tetrahedron is anisotropic.

In semiconductor compounds, the holes form at the upper edge of the valence
band, which expand the semiconductor’s bandgap further and turn a semicon-
ductor into an insulator. In metallic compounds, the holes are produced at the
Fermi surface and hence causing the formation of a bandgap. This is the reason for
the metallic compound’s loss of conductivity to become either a semiconductor or
an insulator. Non-bonding states are situated in the bandgap to form impurity
states close to Fermi surface, while antibonding states are situated above the Fermi
energy. The production of dipoles will shift the surface potential barrier outwardly
with high saturation [23], opposing to the effect of the charged ions. The former
can be observed using STM as protrusions, while the latter depressions. The
orientation of such a tetrahedron in a bulk is also subject to its coordination
environment [24]. The difference between N, O, and F is in the structural sym-
metry and the number of lone pairs in one tetrahedron.

The weak interactions contribute insignificantly to the Hamiltonian or the
atomic cohesive energy. These electrons add, however, impurity states near Fermi
energy, which neither follow the regular dispersion relations nor occupy the
allowed states of the valence band and below. They are located right in the energy
scope of STM/S. The lone-pair and dipole interactions not only act as the most
important function groups in the biologic and organic molecules but also play an
important role in the inorganic compounds.

Fig. 2.4 N, O, and F chemisorption modified valence DOS for a metal and a semiconductor with
four excessive DOS features: bonding (�EF), lone pairs (\EF), electron holes (\EF), and dipoles
([EF). The three DOS features close to the EF are often overlooked, yet they are crucial to the
performance of a compound (reprinted with permission from [3])
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2.4 Surface Potential Barrier: Morphology

The SPB experienced by LEED incident electrons traversing the surface region
contains two parts [25]:

V r;Eð Þ ¼ReV rð Þ þ iImV r;Eð Þ
¼ReV rð Þ þ iIm V rð Þ � V Eð Þ½ �

ð2:1Þ

The shape and the saturation degree of the SPB depend on the surface atomic
valence states [26], but the height of the SPB approaches to the muffin-tin inner
potential constant of atoms inside the solid, V0 [27]. The real (elastic) and
imaginary (inelastic) parts of the SPB take the following forms [27, 28]:

ReV zð Þ¼
�V0

1þA exp �B z� z0ð Þ½ � ; z � z0 a psuedo-Fermi-z functionð Þ
1� exp k z� z0ð Þ½ �

4 z� z0ð Þ ; z \ z0 the classical image potentialð Þ

(

ImV z;Eð Þ ¼ Im V zð Þ � V Eð Þ½ �

¼ c � q zð Þ � exp
E � / Eð Þ

d

� �

¼
c � exp

E�/ Eð Þ
d

h i

1 þ exp � z� z1
a

ffi �

where A, B, c, and d are constants. a and k describe the degree of saturation. z0 is
the origin of the image plane inside which electron is located. /(E) = E0-EF, the
energy-dependent local /(E) depends on the density of states q(E). The
r2[ReV(z)] = -q(z) � ImV(z) describes the spatial distribution of charges. The
terms z1(z0) (q(z1) = 0.5qbulk) and a(z0) (saturation degree) involved in the Fermi
z function describe the spatial distribution of electrons contributing to the damping
of incident beams. The spatial integration of q(z) from a position inside the crystal
to infinitely far away from the surface gives the local DOS (n(x, y)). Therefore,
/L(E) can extend to cover situations that are E dependent and to large surface
areas over which the LEED method integrates (Fig. 2.5).

The real part, ReV(r), describes the elastic scattering of the incident electron
beam. Integration of the ReV(r) along the moving path of the electron beam deter-
mines the phase shift of the electron beam in diffraction. The imaginary part, ImV(r),
describes the spatial decay of the incident beam. ImV(E) represents the joint effects of
all the dissipative processes including excitation of phonons, photons, and single
electron as well as plasmon excitation. Plasmon excitation occurs at energy much
higher than EF (normally *15 eV above EF). Excitation of phonon and photon
requires energy smaller than the work function. Single-electron excitation occurs at
any beam energy that is greater than the work function and in the space occupied by
electrons. The spatial distribution of electrons is described by q(r) (charge density)
that is related to the inelastic damping potential, ImV(r). An ImV(z, E) can be defined
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to include the damping effects that occurs in the electron-occupied space (Fermi
z decay) and that takes place at incident beam energy being greater than the work
function, which depends on the occupied DOS [29].

The ReV(r) correlates with the ImV(r) through the Poisson equation:

r2 ReV rð Þ½ � ¼ �q rð Þ; and, ImV rð Þ / q rð Þ

The gradient of the ReV(r) relates to the intensity of the electric field e(r):
r[ReV(r)] = -e(r). If q(r) = 0, then the ReV(r) corresponds to a conservative
field in which the moving electrons will suffer no energy loss and the spatial
variation in the inelastic potential ImV(r) � q(r) = 0. The ReV(z) transforms at
z = z0 from the pseudo-Fermi z function to the 1/(z-z0)-dominated classical image
potential. Therefore,

r2 ReV z0ð Þ½ � ¼ �q z0ð Þ ¼ 0:

The origin of the image plane, z0, acts as the boundary of the surface region
occupied by electrons. If z0 varies with the surface coordinates, then the z0(x, y)
provides a contour of the spatial electron distribution, which should be similar to
that plotted using STM imaging [29].

At the dipole site, z1M & z0M = -3.425, a & k-1, while in the atomic vacancy
or ion positions, z1m � z0m = 1.75 Bohr radii due to the strong localization of
electrons at the surface. The SPB increases its degree of saturation with the outward
shift of the image plane z0. This means that formation of metal dipoles shifts the
electron clouds outwardly and enhances the density of the shifted electronic clouds.
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Fig. 2.5 a The real (elastic) and imaginary (damping) parts of the SPB with z-axis directed into
the crystal, and z0 is the origin for the image plane. The imaginary part describes surface charge
distribution and saturation, which correspond to the surface morphology. The elastic part is
related to the path and phase shift of diffracted electron beams in LEED measurements. b The
SPB correlates STM surface morphology. At dipole site, the SPB origin shifts out of the surface
with high saturation, while at vacancy or the ionic site, the SPB shifts inward and less saturated
(reprinted with permission from [3])
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2.5 Summary

The H2O-, NH3-, and FH-like molecular structures and the concept of CN-
imperfection-induced bond contraction can be extended to the chemisorption of a
solid surface. This leads to the framework of tetrahedral bond formation and its
effects on the valence DOS and the surface potential barrier, as well as their
interdependence:

• O, N, C, and F can interact with atoms of an arbitrary element B to form a
tetrahedron with bonding and non-bonding states, as well as antibonding dipoles
due to polarization.

• Chemisorption of electronegative additives derives four additional DOS features
that add to the valence band and above of the host. These features of bonding,
non-bonding, antibonding, and electron holes are strongly localized.

• The SPB parameters are correlated with the image plane (z0) corresponding to
the boundary of the surface region occupied by electrons, which describe the
STM imaging features.

• The bond geometry, atomic valence values, valence DOS, and the SPB are
interdependent. One may need to pay equal attention to these categories in
dealing with surface chemisorption. This way of thinking will amplify
immensely the physics behind observations and enhance the capacity of avail-
able instrumentation.

• Some important yet often overlooked events, such as non-bonding lone pairs,
antibonding dipoles, H-like bond, and surface bond contraction, are crucial to
practical applications.
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Chapter 3
STM and LEED: Atomic Valences
and Bond Geometry

• A combination of LEED crystallography and STM microscopy enables quanti-
fication of CuO bond geometry and formulation of reaction dynamics with
specification of evolution of atomic valence values in each phase.

• O, N, and C chemisorption involves at least the outermost two atomic layers
with the adsorbates buckling in between in four discrete stages.

• Adsorbate valence evolves from -1 to -n (n = 2, 3, 4 for O, N, and C,
respectively), which results in the attributes of crystallography, valance DOS,
and surface morphology.

• The adsorbate of -1 valence may locate at any site, i.e., atop, bridge, hollow to
form single bond with the host atom, and polarize the reset neighbors. The
adsorbate of -n valence tends to form a tetrahedron with n bonds to neighbors
and 4 - n lone pairs to polarize the rest.

• Host atoms may miss or electron cloud of dipoles may serve as donor for
tetrahedron formation.

• Atomic sizes, crystal orientation, and electronegativity difference between the
guest and host determine the bond ordering, tetrahedron orientation, and phase
structures in reaction.

3.1 Phase Ordering

Table 3.1 features the phase ordering occurred at the low-index O–(Cu, Rh)(110),
(111) surfaces and their analogs of O–(Co, Ru)(1010), (0001) surfaces. The O–
Pd(110) surface performs in the same way as the O–Rh(110) surface. The O–(V,
Ag)(100) surfaces perform differently from the O–(Cu, Rh)(001) surfaces despite
the same geometrical configuration. Incorporating the primary tetrahedral bond to
these structures led to formulation of reaction, which specifies the valence
relaxation of atoms in the outermost two atomic layers of the chemisorbed surface.
The phase transition results from nothing more than the alternation of the oxygen
valence under a certain geometrical configuration at different oxygen coverage.

C. Q. Sun, Relaxation of the Chemical Bond, Springer Series
in Chemical Physics 108, DOI: 10.1007/978-981-4585-21-7_3,
� Springer Science+Business Media Singapore 2014
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3.2 O–Cu(001), (110), (111)

3.2.1 O–Cu(001)

3.2.1.1 STM Morphology and Crystallography

Since 1956, when Young et al. [2] found that the Cu(001) surface is more easily
oxidized than other faces of the single crystal of Cu, there have been many con-
flicting opinions regarding the oxygen-induced Cu(001) surface reconstruction.
Different atomic superstructures have been derived with various experimental
techniques [3] and theoretical approaches [4, 5]. Oxygen chemisorption results in a
short-ordered nanometric Cu(001)–c(2 9 2)–O-1 precursor phase at 25 L
(Langmuir = 10-6 torr second) exposure or lower, followed by the ordered
missing-row (MR)-type (H2 9 2H2)R45�–2O-2 structure, see Fig. 3.1 [6–11].
(The valences of oxygen are denoted based on the development of this work for
readers’ convenience).

STM images in Fig. 3.1a, b resolved that oxygen prefers the next-nearest-
neighboring hollow site throughout the course of reaction, showing strong site
specificity of the adsorbate [9, 12]. At the initial stage of reaction (Fig. 3.1a),
nanometric c(2 9 2)–2O-1 domains dominate with zigzag and U-type protruding
boundaries of ‘checkerboard’-like patterns. Upon increasing exposure to oxygen,
the short-ordered c(2 9 2)–O-1 phase evolves into the ordered
(H2 9 2H2)R45�–2O-2 structure by every fourth row of Cu atoms becoming
missing. In the second phase, the ‘dumbbell’-shaped protrusions in Fig. 3.1b
bridge over the missing rows. The separation between the paired rows was esti-
mated to be 2.9 ± 0.3 Å. The length of the bright spot was about 5.1 Å. The
height of the bright spot was 0.45 Å compared to 0.3 Å protrusions on the pure
Cu(001) surface [13]. (001)R45� is equivalent of (110) with row separation of
2.55 9 sin(45�) = 1.80 Å. In the precursor, the atomic valences of the Cu atoms
sitting inside the domain of ‘depression’ differ completely from that of the Cu
atoms composing the protruding boundaries. The atomic valences of the paired
protrusions also differ from the depressions in the second phase.

The creation of the ‘dumbbell’ protrusions was corresponded to: ‘the pairing of
Cu–O–Cu chains by displacing the Cu and/or O atoms next to the missing row by
about 0.35 Å toward the missing row’ and ‘the O–Cu–O chain is formed by the
delocalized antibonding states’ [13].

The two sequential phases on the O–Cu(001) surface are reversible. The
(H2 9 2H2)R45�–2O-2 phase reverses into the initial precursor state after sput-
tering by an energetic Ar+ beam and followed by flashing the sample up to 520 K
[14]. When annealing the (H2 9 2H2)R45�–2O-2 surface at a temperature cor-
responding to the ‘dull red’ color of the Cu surface for half an hour [15], sp-orbit
de-hybridization occurs to the oxygen [16].
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Extensive research on the crystallography of O–Cu(001) surface has been
conducted with derivative of debated crystal structures in terms of atom disloca-
tions in the x (perpendicular to the MR) and z (vertical) directions. Table 3.2
features the atomic geometry of the O–Cu(001) surface probed using various
techniques.

  
 c(2×2) -O(a) -1 (b)  ( 2×2 2) R45°-2O-2 

(c)  c(2×2)-O-1 (d)  ( 2×2 2) R45° -2O-2 

Fig. 3.1 STM images and the corresponding description [8] for the O–Cu(001) bi-phase
structures: a and c correspond to the nanometric c(2 9 2)–O-1 domains with zigzag- and U-
shaped protruding boundaries [9], b and d are the fully developed (H2 9 2H2)R45�–2O-2

structure [13]. The O–Cu–O pairing-chains (dumbbell-shaped bright spots cross the missing-row
vacancies) lie along the h010i direction. Inset of b shows the missing-row-type rigid sphere
reconstruction model [1] (reprinted with permission from [1])
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3.2.1.2 Cu(001)–c(2 3 2)–2O21: Off-centered CuO2 Pairing Pyramid

Oxygen bonding to surface atoms follows a certain constraints. It is forbidden for
an oxygen adsorbate to form identical bonds with four neighboring atoms which
are located in the same plane because oxygen possesses at most four directional
orbits [23, 24]. It is impossible for an O to capture two electrons from any single-
host atom. Initially, O2 molecule dissociates and then the oxygen atom immedi-
ately bonds to one atom at the surface. The model in Fig. 3.1c indicates that the
O-1 forms a bond with one of its four neighbors at the surface and the O-1

polarizes the rest. This gives rise to two typical domains in a (H2 9 2H2)R45�
cell, which can be described as (Fig. 3.1c):

O2 adsorbateð Þ þ 7Cu surfaceð Þ
) 2O�1 þ Cuþ2
� �

domainð Þ þ 6Cup domain boundaryð Þ;
CuO2 pairing pyramidð Þ

or a 2H2(1 9 1)R45� complex unit cell:

2 O2 adsorbateð Þ þ 6Cu surfaceð Þ½ �
) 4 O�1 þ Cuþ1

� �
domainð Þ þ 8Cup domain boundaryð Þ

4 CuO off-centered pyramidð Þ

The [2O-1 ? Cu+2] or the 4[O-1 ? Cu+1] domains form the depressed
domains in the STM image. The O-1-induced Cup builds up the ‘engaged cog-
wheels’ domain boundary that is detected as the U- or the zigzag-shaped patches of
protrusions in STM imaging (Fig. 3.1a). Larger domains consisting of c(2 9 2)–
2O-1 unit cells can be constructed by adding more oxygen adsorbates to the

Table 3.2 Structural discrepancies for O–Cu(001) surface (unit in Å)a

References Method DCux DOx DOz DCuz D12 Bond length

[17] VLEED -0.8 1.90 c(2 9 2)
0.3 0.0 -0.2 -0.1 1.90

[7] SEXAFS 0.25 0.03 0.2 0.1 1.86, 2.07
-0.15 to -0.3 -0.1 0.8 0–0.25 c(2 9 2)

[18] STM, LEED 0.3 0.0 0.1 0.1 1.94 1.91
[11] LEED 0.3 0.0 0.1 0.1 1.94 1.81, 2.04 1.84(2)
[19] LEED, PED,

NEXAFS
0.1 ± 0.2 0–0.25 0.25 0.1 ± 0.2 2.05 1.94

[9] LEED 0.10 0.0 0.10 -0.05 2.06
[20] EMT [0.0 \0.0 0.3–0.5
[13] STM *0.35 *0.35
[21, 22] VLEED Bond length: 1.63(1); 1.77(1); 1.94(2) Å; Ionic bond angle: 102.5�, lone-

pair angle: 140.0�

Reprinted with permission from [1]
a All are missing-row structures unless otherwise denoted c(2 9 2). Parameters are the first interlayer
spacing, D12, the shift of the atom near the missing row (DCux, DCuz) and the displacement of the
adsorbate (DOx, DOz)
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surface. The additional oxygen catches one electron from a dipole and polarizes its
rest neighbors in the top layer.

The surface matrix in Fig. 3.1c shows the alternative sign of charge distribution
both within the domains and in the domain boundaries. Therefore, the surface is
fully covered with dipoles in a way that stabilizes not only the domains but also the
domain boundaries. Hence, the surface undergoes the tensile stress due to elec-
trostatic attraction among the charged bodies. The atomic valences of the copper
atoms within the domain (O-1, Cu+1 or Cu+2) differ from that at the domain
boundary (Cup). The surface reaction in the O-1-derived phase takes place without
involvement of the second atomic layer at the precursor O-1 stage. There are no
atoms missing in the short-ordered c(2 9 2)–2O-1 surface but only electron
repopulation and polarization. VLEED optimization revealed an off-centered O-1

pyramid with a position of the adsorbate (DOz * 0.40 Å. DOx * 0.18 Å is about
5 % of the fourfold hollow dimension) with respect to the fourfold hollow [1].

3.2.1.3 Cu(001)–(H2 3 2H2)R45�–2O22: Cu3O2 Pairing Tetrahedron

Upon increasing oxygen exposure, the short-ordered nanometric Cu(001)–
c(2 9 2)–2O-1 domain develops into the long-ordered (H2 9 2H2)R45�–2O-2

phase in which every fourth row of Cu atoms is missing. As an intermediate and
quasi-stable state, the O-1 tends to catch another electron from its neighbors
underneath. Once its two bonding orbits are fully occupied, the sp-orbital
hybridization follows [22]. Consequently, a quasi-tetrahedron forms with two
additional orbits that are occupied by lone electron pairs of the oxygen. The
Cu(001) surface geometry facilitates the intriguing Cu3O2 pairing-tetrahedron to
form in such a way that the substrate is involved, as shown in Fig. 3.1d.

The O–Cu(001) bi-phase ordering is formulated as the effect of the O-1 and
subsequently the hybridized O-2 formation. The complete process of reaction is
described as follows:

O2 adsorbateð Þ þ 4Cu surfaceð Þ þ 4Cu substrateð Þ
) 2O�1 þ Cu2þ 1; surfaceð Þ- - - - - - - - - - CuO2 pairing pyramidsð Þ
þ 3CupðO�1�inducedÞ þ 4Cu substrateð Þ- - - - - - O�1 bonding effect

� �

then, upon increasing oxygen exposure,

) 2O�2 hybridð Þ þ Cu2þ 1; surfaceð Þ þ 2Cuþ substrateð Þ---- Cu3O2 pairing tetrahedronð Þ
þ 2Cup lone�pair inducedð Þ þ Cu MR vacancyð Þ----------ðO�2 bonding effectÞ

In the first phase, the Cu2+ pairs the off-centered pyramids on the surface to
form a CuO2 (see lower side in Fig. 3.1c). In the second phase, the Cu2+ couples
the Cu2O tetrahedra, giving rise to the Cu3O2 structure. The top layer of
the Cu(001)–(H2 9 2H2)R45�–2O-2 surface contains rows of Cu2+, a pairing
[O-2: Cup: O-2]-row and the MR vacancy; the second layer is composed of
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alternate rows of Cu and Cu+. In the second phase, the surface stress seems to be
compressive due to the repulsion among the surface dipoles. The adsorbate–
adsorbate interaction is always repulsive throughout the course of phase trans-
formation because of their identical valences. As the origin of the observations, the
bond-forming processes are hardly detectable but one can observe the consequence
of bonding—dipole protrusions and missing-row vacancies formation.

3.2.2 O–Cu(110)

3.2.2.1 Geometrical Uncertainty

LEED study of the O–Cu(110) surface crystallography was firstly conducted by
Ertl in 1967 [25]. A MR type reconstruction was derived using LEIS [26, 27] and
SEXAFS [28–30]. In comparison, HEIS [31] and STM [32, 33] investigations
support a buckled-row (BR) model in which the every other row of Cu atoms is not
missing but is shifted outwardly. Moreover, XRD [34], LEED [35], and ICISS [36,
37] measurements preferred an added-row (AR)-type reconstruction. The AR, the
BR, and the MR type are actually the same in geometry, but the mass-transpor-
tation mechanisms are different [38]. The MR model requires removal of alternate
[010] Cu rows, while the AR model requires addition of the same [010] Cu rows
by Cu surface diffusion. The BR model requires no mass transportation. Step edges
presumably serve as sinks or sources for Cu atoms missing or adding. STM
imaging [39–41] could finally settle the discrepancy in favor of the MR recon-
struction, which can be viewed as an ‘added-row’ phase.

Table 3.3 features the crystallography structural parameters pertaining to the
O–Cu(110) surface. Results vary considerably depending on the data sources.
XRD [34] gives a considerably large first-layer expansion D12 = 1.65 Å (+30 %)
and a second-layer contraction D23 = 1.15 Å (-11 %), and the oxygen is located,
DO = 0.34 Å, beneath the MR layer. In contrast, a theoretical optimization [42]
suggested a smaller first-layer expansion D12 = 1.331 Å (+4 %) with oxygen
located *0.5 Å above the top. For the clean Cu(110) surface, D12 = 1.17 Å (-
8.5 %) and D23 = 1.307 Å (+2 %) [43, 44], as compared to the bulk-interlayer
distance Dbulk = 1.278 Å. The lateral displacements (parallel to the surface) of the
Cu atoms remain very small. The measured vertical position of the oxygen is quite
uncertain and it varies considerably from positions above to below the expanded
first layer of Cu atoms.

Pouthier et al. [45] examined the reported data and found that the positions of
oxygen and the AR Cu, DO and D12, are strongly correlated. This correlation could
generate numerical uncertainty of the relative position of the Cu and the O. Fig-
ure 3.2 shows that the correlation between the D0 and the D12 can be accounted for
by a simple linear expression [46]:

DO ¼ �1:982� D12 þ 2:973� 0:136 Å:
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All the solutions covered by the correlation region (Fig. 3.2) could be correct
from a numerical point of view as the diffraction peak intensity depends on the
arrangement of the scatters with various cross sections. The cross section of dif-
fraction should vary with the effective number of electrons of the scattering atom.
The arrangement of scatters determines the phase shift of the diffracted beams. The
cross section of the scatter determines the amplitude of the diffracted waves.
Therefore, the diffraction meter can identify nothing about the nature of the
scattering centers but only show the resultant effect of scattering from the geo-
metrical arrangement of the scattering centers. Using XRD and DFT calculations,
Vlieg et al. [47] determined the Cu(410)–O surface with two structural solutions,
which give equally acceptable fits to the XRD data.

Figure 3.2 shows that the vertical position of the adsorbate ranges from
DO = -0.01 ± 0.59 Å relative to the buckled Cu layer [76]. The spacing between
the top and the second Cu layer D12 is 1.50 ± 0.16 Å. If the top Cu layer buckles
up, the adsorbate will buckle-in, and vice versa. For each pair of values of (D12,
DO) that fit the diffraction data, there must be a counterpart that also fit. For
example, the value at point [8] couples with the value at point [10]. Both are the
numerical solutions to the same system. An inverse operation by rotating the
O–Cu–O chain 180� around its axis and followed by offsetting the O–Cu–O chain
in the vertical direction switches between the two cases [8–10]. The exchange in
the vertical position of O and Cu (0.59/0.16 = 3.68) seems to approach the ratio of
atomic numbers ZCu/ZO = 58/16 = 3.63. This relation infers indeed, to a certain
extent, that the cross section depends on the charge of the specific scattering center.

DO

D12

[10]

[7]

[9]

[4]

[2]

[3]

[6]

[8]

(-0.01, 1.50)

0.8

0.6

0.4

0.2

-0.2

-0.4

-0.6

-0.8

0

1.2 1.4 1.6 1.8

D12

D
O

Fig. 3.2 Correlation between the interlayer spacing D12 and the oxygen position DO with respect
to the topmost Cu plane (see inset) [46]. The data and references are given in Table 3.3. The
symmetry points for O and Cu are -0.01 ± 0.59 and 1.50 ± 0.16 Å. The operation of rotating
the O–Cu–O chain around its axis by 180� and shifting the axis from 1.166 (O above) to 1.540 Å
(O below), transforms point [8] into point [10]. This inverse symmetry of O and Cu position
indicates the uncertainty of atomic positions derived from diffraction (reprinted with permission
from [76])
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Therefore, all the solutions along the line from [8] to [10] can find a counterpart
that could fit the diffraction data.

The vertical change of positions for both the partners should satisfy the
numerical relation between D0 and D12. However, the simple operation on the
Cu:O:Cu chain provides entirely different physical meanings. Therefore, physical
constraints should be necessary for the numerical solutions. For instance, the on-
surface oxygen should be ruled out for the fully developed surface oxidation. The
on-surface oxygen neither produces protrusions in the STM images nor expands
the first interlayer spacing.

3.2.2.2 Cu(110)–(2 3 1)–O22: Missing-row-type Reconstruction

Figure 3.3 shows a typical STM image and the corresponding model for the
(2 9 1)–O phase [32, 33, 36, 37, 40, 48]. In the STM image, the round bright spots
of 0.8 ± 0.2 Å in height are separated by 5.1 Å in the [110] direction and 3.6 Å in
the [010] direction. Single O–Cu–O strings are formed along the [010] direction,
or perpendicular to the close-packed Cu row. In contrast, the protrusion for the
clean Cu(110) surface is about 0.15 Å [32].

+ + ++ ++
side view

top view

Cu
p

O-2

Cu+

Fig. 3.3 STM image (reprinted with permission from [32]) and the corresponding models [21]
for the Cu(110)–(2 9 1)–O-2 surface [39]. The STM gray scale is 0.85 Å, much higher than that
of metallic Cu on a clean (110) surface (0.15 Å). The ‘O-2: Cup: O-2’ chain is zigzagged by the
nonbonding lone pairs with Cu+ seeded in the second layer. The basic structure unit is the H2O
like tetrahedron with Cup–Cup in the [010] direction of 3.60 Å separation on top and Cu+-Cu+ in
the [110] direction of 2.55 Å in the second layer
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3.2.2.3 Cu(110)–c(6 3 2)–8O22: Pairing-row-type Reconstruction

Exposing the Cu(110)–(2 9 1)–O-2 surface to higher amounts of oxygen at
T [ 300 K initiates a second structural phase of c(6 9 2)–8O-2. STM images
show a corrugation pattern consisting of a quasi-hexagonal arrangement of
‘ellipsoid’ protrusions [48–51]. Figure 3.4 shows the c(6 9 2) domains adjacent to
the (2 9 1) phase. High-resolution image of the c(6 9 2) structure in the right-
hand panel displays additional weaker features between the large ‘bumps.’ The
height of the bright spots was reported to be 0.6 ± 0.1 Å, slightly lower than the
round spot in the (2 9 1)–O-2 surface, 0.85 Å, but much higher than that of the
clean Cu(110) surface.

Based on their observations using the combination of STM, XRD, and EMT
computations, Feidenhans’l et al. [49, 51] derived a model. This model suggests
that in the second phase of the O–Cu(110) surface, there are two kinds of oxygen
atoms with different vertical positions; every third row of Cu atoms is missed and
additional Cu atoms are buckled up, crossing over the missing rows (see Fig. 3.4).
Tensor-LEED [52] and LEISS (low-energy ion-scattering spectroscopy) [53]
studies confirmed this model. As shown in Fig. 3.4, the sublayers (labeled 1 and 3)
are composed of Cu and the layers 2 and 4 are oxygen. Table 3.4 features the
vertical positions of the atoms.

3.2.2.4 Formulation of O–Cu(110) Reaction

(a) Cu(110)–(2 9 1)–O-2: the O-2:Cup:O-2 chain

Comparatively, the Cu(110)–(2 9 1)–O-2 surface reaction, as shown in
Fig. 3.3, can also be expressed as an effect of the hybridized O-2 formation. The
characteristics of this phase is the combination of the alternate MR of Cu and the
BR of the ‘O-2: Cup: O-2’ chain. The lone electron pair of oxygen zigzags the
buckled string.

The following formulates the first phase of the MR ? BR reconstruction for a
c(2 9 2) unit cell:

O2 adsorbateð Þ þ 4 Cu surfaceð Þ þ 4 Cu substrateð Þ
) 2 O�2 hybridð Þ þ 2Cuþ substrateð Þ

� �
������������� Cu2O bondingð Þ

þ 2 Cu MR vacancyð Þ þ Cup BRð Þ½ �� � � ���� bonding effectð Þ

or even the added-row (AR) model:

O2 adsorbateð Þ þ 4Cu surfaceð Þ þ 2Cu terrece edgesð Þ
) 2 O�2 hybridizedð Þ þ 2Cuþ surfaceð Þ

� �
�������� Cu2O bondingð Þ

þ 2Cup buckled ARð Þ� � � ��������������������� the bonding effectð Þ
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From the mass-transport point of view, the Cu(110)–(2 9 1)–O-2 phase is
made simply by every other O-2: Cup: O2- making, which isolates and squeezes
the neighboring row of Cu atom missing.

This mechanism can also be applied to the MR reconstruction of the fcc(110)–
c(n 9 1)–O-2 surface of Ni, Ag [54], Pt [55], and Cu(112) surfaces, as well as the
bcc(112) surface of Mo and Fe with chemisorbed oxygen. The O–Mo(112) surface
shares the same STM patterns as that of the O–Cu(110) [56, 57]. The O–Cu(112)
surfaces share the same STM and LEED patterns with one-dimensional Cu–O–Cu

O-2
Cup

Cu+/p

Cu+

<110>

-2

-2

-2

1

2
3
4

top view 

side view

-2

5/6+

-2

+ + +

Fig. 3.4 STM image [49] and the corresponding models [21] for the Cu(110)–c(6 9 2)–8O-2

phase. The STM gray scale is 0.66 Å. The ‘O-2: Cup: O-2’ chains are paired by the rotation of
every other tetrahedron that produce the dipole bridge over the missing row. The pairing-chains
interlock the Cu+/p at the surface with regularly protruding dipoles

Table 3.4 Summary of the vertical positions of ion cores for the Cu(110)–c(6 9 2)–8O surface

D13 D23 D34

STM, XRD, EMT [49, 51] Tensor-LEED [52] 1.2 0.4 0.2
LEIS [53] 0.45 ± 0.12 0.40 ± 0.12 0.12 ± 0.12
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strings addition [58, 59]. LEED study [60] revealed an MR type reconstruction
happens at the Fe(112)–p(2 9 1)–O phase, where the O–M–O chain runs per-
pendicular to the close-packed rows of the substrate.

From the bond-forming point of view, the bi-phase and related phenomena on
the O–Cu(001), (110) surfaces are due to valence alteration from the O-1 to the
hybridized O-2. The O-1-derived phase has not yet been resolved because of the
geometric difference. Oxygen catches electrons one by one from its two nearest
neighbors. As the effect of hybridized O-2 on both the Cu(001) and the Cu(110)
surfaces, the lone-pair-induced dipoles are responsible for the protrusions in the
STM images.

Clearly, the O-2: Cup: O-2 chain is ‘zigzagged’ by the lone pairs (Fig. 3.3)
rather than it is co-lined by states of antibonding, covalent bonding, or even ionic
bonding. The removal of the MR atom from both surfaces results from the iso-
lation and repulsion of the specific Cu atom as its neighbors have already bonded
to the oxygen. The Cu(110)–(2 9 1)–O-2 phase, whether AR or MR, differs in
origin from the Cu(001)–(H2 9 2H2)R45�–2O-2 surface by nothing more than
that the [O-2: Cup: O-2:] chain rotates around its axis by 45� in the surface plane
to fit the coordination surroundings along the [110] direction. The difference in the
coordination geometry between the (001) and the (110) surfaces determines the
complexity of oxidation of these two surfaces.

Instead of an intermediate O-1 state like that on the Cu(001) surface, O-2 forms
directly at the Cu(110) surface. The oxygen adsorbate may catch two electrons
from its nearest neighbors (shortest spacing, 2.552 Å) in sequence. This process
may be too quick to catch. Meanwhile, the adsorbate also requires extra atoms for
the Cup to complete the tetrahedron. Due to the expansion of dipole dimension and
the repulsion between the nonbonding lone pairs, dipoles tend to expose to the
open end of the surface.

(b) Cu(110)–c(6 9 2)–8O-2: Tetrahedron re-orientation

The Cu(110)–c(6 9 2)–8O-2 phase can be formulated with specification of the
atomic valences in six sublayers (unit cell in Fig. 3.3d):

4O2 þ 12Cu ðsurfaceÞ þ 12Cu ðsubstrateÞ
) 4Cu MR vacancyð Þ þ 2Cup supplied by the MRð Þ layer 1ð Þ
þ 4O�2 hybrid; large filled circleð Þ layer 2ð Þ
þ 8Cuþ=p ðserve as Cuþ for the upper O�2Þ layer 3ð Þ
þ 4O�2 hybridð Þ layer 4ð Þ
þ 4Cup ðinteracting with the upper O�2Þ layer 5ð Þ
þ 8Cuþ small open circleð Þ layer 6ð Þ

Instead of varying the valences of the oxygen adsorbate, further exposure at
raised temperature increases the oxygen coverage from 1/2 to 2/3 ML. The process
of oxygen bond switching, which reorganizes the tetrahedron and the Cu atoms at
the surface, changes the structural pattern. Self-organization of the Cu2O tetra-
hedron yields two kinds of oxygen positions (layer 2 and 4), as can be seen from
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the side view of Fig. 3.4. The lower O-2, the Cu+ at layer 6, and the Cup at layer 3
build up the first Cu2O tetrahedron, which orientates the same as the Cu2O in the
(110)(2 9 1)–O-2 phase.

Acting as a donor for further bonding, the Cup at layer 3 provides an electron to
the upper O-2 and the Cup becomes Cu+/p. The nonbonding lone pairs of the upper
O-2 then induce the Cup at layer 1 and 5 to form another Cu2O tetrahedron with
altered orientation, which interlocks the O-2: Cup: O-2 chains near to the missing
row. Different from the (2 9 1)–O-2 configuration, the substrate (sublayers 5 and
6) is composed of Cu+ and Cup alternatively along the original O-2: Cup: O-2

chain. They are arranged in a much more complicated array than even that of the
second layer of the Cu(001)–(H2 9 2H2)R45�–2O-2 phase.

Two of the four missing vacancies are filled up by Cu atoms and then they
become Cup that bridges over the missing row, which are responsible for the
recorded STM ‘ellipsoid’ protrusions. The atomic arrangement defined by the
tetrahedron agrees with results shown in Table 3.4. One oxygen adsorbate locates
below the Cu layer labeled 3 and the other oxygen above. The possible mechanism
causing such a more complicated phase is that thermal energy relaxes the Cu2O
bonding and further exposure enhances the self-organization. The reversibility of
the bond forming and a suitable ambient produces a phase with more close-packed
Cu2O and H-like bond involvement, which is even stable. Figure 3.4 also shows
the molecule structure of the pairing O–Cu–O chain bridges over the missing row.

The lone-pair-induced Cup (layer 3) interacts further with the upper O-2. Such a
set of interactions (O-2: Cu+/p: O-2) forms an identical system to the hydrogen
bond by definition. Such a configuration forms the H-like bond to discriminate the
Cu+/p from the H+/p in the hydrogen bond. According to the bond theory of Atkins
[61], one may further infer that the H-like bond forms if the lone-pair-induced
dipole combines further with other electronegative specimen through bonding
orbitals. Otherwise, an antibonding dipole retains. The major contribution to an
antibonding state is made by the dipoles of the less electronegative element [61].
Therefore, antibonding dipole–dipole interaction hardly ever forms between
specimens with large differences in electronegativity.

A typical example of the antibonding configuration is the quadruples in
Fig. 3.1d, or the ‘dumbbell’ protrusions in the Cu(001)–(H2 9 2H2)R45�–2O-2

STM image. This inference may be necessary in understanding the heterogeneous
catalysis. For example, the formation of H-like bonds may provide a more feasible
mechanism for forming isocyanate (N, C, O) on the Ru(0001) surface. As found by
Kostov et al. [12], the isocyanate could only be formed on the Ru(0001) surface in
the presence of pre-adsorbed oxygen. It is expected that the antibonding electrons
of the dipoles readily combine with new adsorbates (nitrogen or carbon), lowering
the system energy.
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3.2.3 O–Cu(111)

The adsorption of oxygen on the Cu(111) surface roughens the surface in short-
range order [25, 62]. Oxygen prefers the threefold hollow site, either in, or below,
the outermost plane of Cu atoms, resulting in a small change in work function [63].
The O–Cu bond of 1.83 ± 0.02 Å approaches the corresponding bulk value for
Cu2O [64]. Oxygen addition induces a restructuring that involves a 0.3 Å dis-
placement of Cu atoms [65]. The Cu–Cu distance is considerably relaxed
(3.15 ± 0.1 Å) with respect to the Cu–Cu separation in the bulk (2.555 Å). An
extra band around 3.0 eV is produced above-EF at C point, the center of the first
Brillouin zone [66]. The rearrangement of Cu atoms indicates that the impinging
oxygen adsorbate ‘pushes out’ the Cu atoms that roughen the surface of the dis-
ordered oxide precursor [54] by dipole and atomic vacancy formation.

With a combination of STM, HEISS, and LEED, Jensen et al. [67] found two
ordered, O-induced commensurate reconstructions with extremely large unit cells, 29
and 44 times the (1 9 1) surface lattice, after an exposure of 300-L oxygen at 673 K
followed by post-annealing at 723 and 773 K, respectively. Matsumoto et al. [68]
confirmed these structural phases in an LEED and STM study. As shown in Fig. 3.5,
there is a series of ‘double-holes’ and distorted ‘honeycomb’ frames composed of
the ‘dumbbell’-shaped bright spots as observed in the O–Cu(001) surface.

Reconstruction phases on the Cu(111)–O surface are most complicated and the
corresponding reaction formulae need to be defined. The Cu–Cu lattice distortion
(3.15 ± 0.10 Å being the scale of dipole–dipole separation) is indicative of oxide
tetrahedron formation. The STM protrusions (Fig. 3.5) and the oxygen-derived DOS
(*3.0 eV) above the EF imply the presence of antibonding dipoles in the Cu(111)–
O surface. The tetrahedron is the basic and stable building block in oxidation.

Fig. 3.5 STM images of a (It = 2.9 nA, Vs = 55 mV) a 60 9 60 Å2 region of O–Cu(111)
surface showing the ‘29’ structure. Gray scale is 0.27 Å and of b (It = 4.9 nA, Vs = 7 mV) a
60 9 60 Å2 region showing the ‘44’ structure. The gray scale from black to white is 0.55 Å
(reprinted with permission from [67])
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3.2.4 VLEED from O–Cu(001)

3.2.4.1 Kinetic VLEED from O–Cu(001)

VLEED (with E \ 16 eV, or lower than the plasma excitation energy) spectral
collects simultaneously comprehensive yet nondestructive information from the
outermost two atomic layers about the bond geometry, surface potential barrier
(SPB), valence electrons (DOS features), Brillouin zones, and work function,
reaction dynamics [69, 70]. VLEED is very insensitive to dislocations of atoms in
the third layer and below [69, 70]. In the VLEED, electron beams interact with the
valence electrons of atoms in the outermost two layers and resonant within the
barrier of surface potential.

The LEED package of Thurgate enables the factors to be classified being
responsible for the shape (ReV(z)), the absolute intensity (ImV(z, E)) and the
partial features (bond geometry) of the VLEED I–E curves, which is beyond the
conventional wisdom by treating all the bonding and SPB parameters indepen-
dently. Besides the adequacy of the calculation code, the reliability of VLEED
depends largely on the modeling approaches and decoding skills that must rep-
resent reasonably well not only the correlation among the crystal geometry and the
SPB but also the real process occurred. Justification for the capacity and reliability
of VLEED leads to new knowledge summarized below:

• The VLEED spectra are highly more sensitive to the bond geometry than to the
individual atomic dislocations. Individually varying atomic position is not
practical in simulating the process of surface bond forming. Agreement of the
trends between the measurements and calculations by adjusting the bond vari-
ables challenges further efforts toward quantifying the O–Cu(001) bonding
kinetics.

• The shape of the I–E curve is sensitive to the elastic potential ReV(z) of which the
integration determines the phase change of the diffracted electron beams.

• The inelastic damping predominates only in the topmost layer in the VLEED.
Therefore, LEED at very low energies is the unique technique that collects
nondestructive information from monolayer skin of a substance and its energy
covers the valence band.

Figure 3.6 illustrates the off-centered O-1 pyramid and the O-2-induced Cu3O2

structure for VLEED optimization. The input parameters include the first inter-
layer spacing, D12, the shift of the Cup (DCux, DCuz), and the displacement of the
adsorbate (DOx, DOz). The tetrahedron bond geometry defines these parameters
uniquely and collectively. The bond variables vary within a range that is subject to
physical constraints. The bonds contract by C1(or Q) = 0.12, C2 = 0.04 ± 0.04,
the Cup shifts within DCux = 0.25 ± 0.25 Å, and the bond angle BA12 varies
within 104.5�. The VLEED code optimizes the SPB constants such as the inner
potential constant, V0, the amplitude of the inelastic potential, c, and the slope of
the energy dependence, d, of the imaginary part of the SPB.
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With respect to the clean Cu(001) surface, the SPB is parameterized by varying
z0 over -2.5 ± 1.25 [for pure Cu(001)] in a step of 0.25 (atomic unit). A contour
plot of z0 versus E is then drawn with a matching between the calculated intensity
and the measured data, Ic(z0i, E)/Im(E) = 1.0 ± 0.05. The z0(E) contour plot is the
unique yield of the calculation of this method. The plot shows the shape of
the z0(E) curve that gives the desired best fit of the measurement and shows all the
possible solutions within the limits of parameter variation. This z0-scanning
method is also a convenient way to compare different models and to refine the
parameters of the SPB and the bond geometry.

Once the refinement of the z0(E) plot is completed, the program automatically
fits the value of the z0(Ei) to give a desired level of agreement (for example 3 %
error bar). In contrast to the z0-scanning method, the step of Dz0 automatically
varies from 0.25 to 0.0005 depending on the ratio of j ¼ Ic Eið Þ=Im Eið Þ. If j
reaches the required precision, calculation will automatically turn to the next
energy step Ei+1 of measurement. This method yields simply the geometry-
dependent z0(E) profile and reproduces the measured VLEED spectrum. Quantities
such as the bond geometry, work function, barrier shapes, and energy band
structure are the outcome of the VLEED analysis.
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Fig. 3.6 Perspectives of (a) the off-centered O-1 pyramid and (b) the Cu3O2 pairing-tetrahedron in
the Cu(001)–(H2 9 2H2)R45�–2O-2 unit cell [22]. O-1 forms one contracted bond with a surface
Cu atom and polarizes the rest nearest neighbors without bothering atoms in the second layer. O-2

prefers the center of a quasi-tetrahedron. Atoms 1 and 2 are Cu+2 and Cu+. Atom 3 is Cup, and M is
the vacancy of the missing Cu. Atoms in yellow are metallic. The pairing-dipole forms ‘dumbbell’-
like protrusion cross the missing-row vacancy (Reprinted with permission from [1])
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3.2.4.2 Angular-resolved VLEED: Brillouin Zones, Band Structure,
and Bond Geometry

Decoding the angular-resolved VLEED profiles from the O–Cu(001) surface has
yielded static information about the Brillouin zones, band structure, and bond
geometry (Fig. 3.7 [71, 72]). Calculations also reveal the nonuniformity and
anisotropy of the SPB, and the distribution of the DOS in the upper part of the
valence band. Oxygen adsorption has reduced the inner potential constant (V0) by
9.6 % (from 11.56 to 10.5 a.u.) and the work function by 1.2 eV from 5.0 to
3.8 eV. The oxygen-induced reduction in V0 is due to the transportation of atoms
and valence electrons at the surface. The lowered work function arises from sur-
face dipole formation that increases the local charge density.

VLEED profiles. The VLEED I–E profiles were collected from a Cu(001)
surface exposed to 300-L oxygen. For the symmetry consideration, angles from
18.5� to 63.5� with 5� increment are sufficient to represent the full azimuth of the
surface. The following features the VLEED fine-structure in Fig. 3.7:

Fig. 3.7 Azimuth-angular-
resolved VLEED profiles
collected from a Cu(001)
surface exposed to 300-L
oxygen at 69.0� incidence.
There is a ‘cross-point’ at
about 45� azimuth. Two
small sharp peaks (indicated
by dotted lines) appear on
each curve. The broaden fine-
structure feature (dashed
lines) splits when the azimuth
moves away from the h11i
direction
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1. Two sharp, solitary troughs or violent peaks (indicated by dotted lines) appear
on each curve. These two troughs move away from each other as the azimuth
moves away from the h11i direction. The angular-resolved sharp features
divide the VLEED energies (6.0–16.0 eV) into three regions with variation in
energy of the boundaries. Calibration of these critical positions gave the
reduction in work function of *1.1 eV [15].

2. The fine-structure feature (indicated by the dashed lines) splits into its separate
components as the azimuth moves away from the symmetric point 45.0�. The
first component vanishes outside the region of 33.5�–58.5�. The second one
becomes narrower while moving away from the symmetric point. Further, the
intensity of the second peak tends to be weaker when the azimuth is greater
than 45.0�.

3. The peak positions and intensities of the curves show a reduction in symmetry
relative to the symmetric center. The reduction in the intensities at higher
azimuth angles may come from the development of the reaction, as the long-
term aging leads to a general attenuation of the spectral intensity. The deviation
of the symmetry means the original C4v group symmetry has been destroyed
upon reaction.

Brillion zones, effective mass, and energy bands. The primary unit cell in the
Cu(001)–(H2 9 2H2)R45� structure is the concern of the community of solid-
state physics. The presence of defects and impurities, such as the MR vacancy and
the oxygen adsorbate, has no effect on constructing either the real lattice or the
reciprocal lattice. Displacements of lattice atoms, such as the DCux for the atoms
closing to the MR, or at h11i direction, however, deform both the real and the
reciprocal lattice.

The emergence of new diffraction beam is independent of the inner potential
and the barrier shapes. It depends only on the incident and diffraction conditions,
and the two-dimensional geometry of the surface lattice. Emergence happens when
the lateral components of the diffracted wave, with vector k0//, and the incident
wave k// satisfy the Bragg diffraction condition,

k0== � k== ¼ g;

where g is the vector of a reciprocal lattice. It is the right Bragg condition that
yields the bandgap reflection at the boundary of a Brillouin zone. Therefore, the
sharp features closing to the emergence of new beam on the VLEED spectra arise
from the bandgap reflections at the boundaries of Brillouin zones.

Accordingly, two-dimensional Brillouin zones can be constructed from the
sharp-peak positions in the angular-resolved VLEED data, as summarized in
Table 3.5. The location of a peak Ep can be decomposed in k-space as (in atomic
units: m ¼ e ¼ �h ¼ 1, 1 a.u. = 0.529 Å and 27.21 eV):
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Ep ¼
k2
h01i þ k2

h10i þ k2
z

h i

2m�

with kh10i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2m�Ep

p
sin h cos /; and kh01i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2m�Ep

p
sin h sin /;

ð3:1Þ

where m*, the effective mass of electron populated near the boundary of Brillouin
zone, is introduced such that it compensates for the reduction in the diffracted k0

due to its energy loss. h represents the incident angle and / the azimuth angle of
the incident beam. The resultant wave vectors, kh10i and kh01i, extend from the
center to the boundary of the first Brillouin zone. The first two experimental
Brillouin zones then can be drawn by optimizing m* to match the theoretical
calibrations, (kh10i ¼ kh01i ¼ np=a:, n = 1, 2) as represented by solid lines in
Fig. 3.8. The effective masses of electrons surrounding the Brillouin zone
boundaries are the adjustable that makes the match between theoretical and
measurement BZ. The optimal values are: m*1 = 1.10 and m*2 = 1.14. The
increase in m* with energy coincides with the trend that the energy loss of the
diffracted beam (k0 = k/Hm*) increases with the incident beam kinetic energy. On
the other hand, the first Brillouin zone contracts at Y but expands near X. The
contraction at Y correlates to the atomic shift of Cup along the h11i direction in the
real lattice, DCux, while the expansion near X needs to be identified.

In-plane lattice distortion. The mutual reciprocal relationship between the
k-space with basic vector ki and the r-space with basic vector ai:

ai � ki ¼ 2pdij; dij ¼
1; i ¼ j

0; i 6¼ j

(

ð3:2Þ

which implies that the deviation of the experimental Brillouin zone from the the-
oretical form originates from the deformation of the primary unit cell. Therefore,
one can trace inversely the DCux from the contraction of the Brillouin zone at Y.

The distance in k-space, CY ¼ 1
2 ki þ kj

�� �� ¼
ffiffiffi
2
p

p=a
� �

, correlates to a quantity
ah11i through the mutual reciprocal relation:

Table 3.5 Positions of the
sharp peaks, Ep1 and Ep2, in
the angular-resolved VLEED
profiles of the O–Cu(001)
surface. The incident angle
keeps constant at 69.0�

Azimuth Ep1(eV) Ep2(eV)

18.5� 5.00 14.50
23.5� 5.20 14.00
28.5� 5.60 13.30
33.5� 8.30 12.50
38.5� 9.50 12.20
43.5� 10.40 12.00
48.5� 10.00 12.20
53.5� 8.80 12.30
58.5� 5.80 12.60
63.5� 5.00 13.20
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ah11i � ki þ kj

� �
¼ ah11i � 2CY ¼ 2p; ð3:3Þ

yields,

ah11i ¼ p=CY ¼ a=
ffiffiffi
2
p

;

which corresponds to the shortest row spacing on the (001) surface. Taking the
logarithm and derivative from both sides of Eq. (3.3) results in,

dah11i
ah11i

þ dCY

CY
¼ 0:

Thus, the atom shifts laterally by:

DCux ¼ dah11i ¼ �
ah11i

CY
dCY ¼ � a2

2p
dCY ð3:4Þ

Substituting m�1 ¼ 1:10, h = 69.0� and Ep1 = 10.4 eV = 0.3804 a.u. (at 43.5�
close to the h11i direction) into Eq. (3.4) yields CY

0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m�1Ep1

p
sin h ¼

0:8104 1=a:u:ð Þ. On the other hand, by adopting a = 2.555/0.529 = 4.8308
(a.u.), one can have the theory value CY ¼

ffiffiffi
2
p

p=a ¼ 0:9217 1=a:u:ð Þ.
Therefore,

DCux ¼ �
a2

2p
CY
0 � CY

� 	

¼ 0:4133 a:u:

ffi 0:22 Å;
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Fig. 3.8 The first two
Brillouin zones (indicated by
open circles and triangles)
derived from the critical
positions on the angular-
resolved VLEED profiles,
compared with the theoretical
ones in solid lines, which
results in the effective
electron masses as an
adjustable. Deformation of
the first Brillouin zone near Y
point corresponds to the
DCux in real lattice
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which coincides with the values (0.2–0.3 Å) optimized with LEED, XRD, and
VLEED (*0.25 Å) [70].

Valence bands. As identified, the critical positions correspond to the bound-
aries of Brillouin zones, which are edges of the energy bands. Therefore, the zone
boundaries divide the current VLEED energies into three regions, as shown in
Fig. 3.9. These regions correspond to the valence bands of copper. The first sharp-
peak positions varying from 7.0 to 10.4 eV can be ascribed as the bottom of Cu–
3d band, which agrees with the known 3d band structure, 2.0–5.0 eV below-EF

(5.0 eV), as detected by ARUPS [73, 74]. Accordingly, the region between the two
sharp peaks corresponds to the Cu–3p band. The 3p band overlaps partially the
3d band due to the azimuth effect. The more delocalized 4s band between EF and
vacuum level E0 (12.04 eV) fully covers both 3p and 3d band. Energies higher
than the second Brillouin zone correspond to deeper bands that are not of
immediate concern in valence-electron transportation between oxygen and copper.

Angular-resolved VLEED analysis yields the change in energy states that
contribute to the damping. Notable regions exhibiting DOS features:

(a) Features below 7.5 eV are independent of azimuth angles. These humps
coincide with the STS and PES signatures O–Cu(110) signatures around
7.1 eV, which have been specified as the contribution of nonbonding states of
O-2. The anti-resonance of this feature (intensity independence of azimuth and
incident energy) on O–Cu(001) surface has been confirmed with PES by
Warren et al. [76], indicating a strong one-dimensional localization of the [O:
Cu :O] chain. Coincidence of the VLEED (reduction in work function) with
the STS (polarization states) in the above-EF (antibonding) and the below-EF

(nonbonding) features can be convincing evidence that the oxygen adsorbate
hybridizes itself and polarizes electrons of its neighboring metal atoms.
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Fig. 3.9 Band structure
extracted from the angular-
resolved VLEED profiles
[75]. The boundary lines
divide the VLEED energies
into various bands as
indicated. The VLEED
window covers that of both
STS and UPS in the valence
band and above
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(b) Bandgap reflection along the boundary of the second Brillouin zone is
apparent, while such reflection at the boundary of the first Brillouin zone is
invisible near the symmetry point (45�). The invisible features are obviously
due to the strong overlap of the Cu 4s3d3p bands near the h11i direction, as
illustrated in Fig. 3.9.

(c) The damping surrounding the second Brillouin zone can be featured as elec-
tron excitation at the edges of different bands. The excitation of electrons from
the bottom of a band seems to be harder than that from the top edge of a band
where the electrons is denser.

3.2.4.3 Inner Potential and Work Function

The inner potential relates to the charge quantity and the work function depends on
the density of the polarized electrons at the surface. The 3B model explains
consistently the reduction both in the inner potential constant and the work
function. With expansion of sizes and elevation of energy states, metal dipoles are
responsible for the reduction in the local work function. Electron transportation
due to reaction dominates the change of the inner potential constant. Besides, at
very low incident beam energies, the exchange interaction between the energetic
incident beams and the surface is insignificant, and hence, the VLEED is such a
technique that collects nondestructive information from the skin of two-atomic-
layer thick.

(A) Observations

Beam-energy-reduced V0. The inner potential V0 decreases exponentially with
the increase in the incident energy (so-called E-reduced V0), as the surface dipole
formation due to electron ejection or plasma generation affects by the V0. How-
ever, the V0 changes insignificantly at energies lower than 40 eV for the Cu
surfaces. The V0 decreases as energetic incident beams bombard the surface and
drag out the surface ion cores to neutralize the surface negative charge. The
sputtering of the surface by the incident beams reduces the quantity of net charge.
If one electron was sputtered away from the surface the residual ion core will also
reduce the net negative charge. Therefore, the quantity of surface charge domi-
nates the V0.
Oxygen reduced V0. Chemisorbed oxygen changes the V0 in a way that is much
more complicated. The amount of the reduction varies with crystal structure. For a
Cu(001)–c(2 9 2)–2O and a (2H2 9 H2)R45�–2O structure, the reduction was
found 1.21 and 2.15 eV, respectively [17]. Calculations of VLEED I–E curves
with the Cu3O2 bond configuration require a 1.06 eV (9.2 %) reduction in the V0

from the bulk value of Cu(001), 11.56 eV[70]. Pfnür et al. [77] used a step
function to describe the reduction in the V0 of the O–Ru top layer. It is certain that
oxygen chemisorption results in a pronounced reduction in the V0.
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Oxygen induced and localized dipole states lowers the /L(E). Another striking
feature of oxygen chemisorption is the reduction in the work function, /L(E).
Characterization of the D/ has hence been developed as one standard means used
to determine the surface electronic properties. The / decreases when oxygen
incorporates into the Cu(001) surface[78, 79]. Oxygen chemisorbs threefold hol-
low sites on the Cu(111) surface, either in or below the outmost plane of Cu atoms,
resulting in a work-function change [63]. Formation of the surface dipole layer
reduces D/ [80] with an inverted dipole moment of oxygen atom when it goes
beneath the surface [81, 82]. However, analytical correspondence between the
work function and the dipole layer was hardly to be established.

(B) 3B mechanisms

Surface-charge density. The c(2 9 2)–2O-1 domains, or the off-centered CuO2

pairing-pyramid, evolves into the Cu3O2 pairing-tetrahedron that gives rise to the
Cu(001)–(2H2 9 H2)R45�–2O-2 phase. Figure 3.10 illustrates the variation in
the surface charge caused by the reaction. Comparing with the clean Cu(001)
surface with ion cores arranged regularly in the Fermi sea, as shown in panel (a),
panels (b), and (c) correspond to the top and the second layer of the Cu(001)–
(2H2 9 H2)R45�–2O-2 surface. Cu3O2 bonding results in two hybridized O-2

ions, one Cu+2, two Cup, and a MR vacancy in a complex unit cell at the top layer.
In the second layer, each Cu atom in the every other row along the [010] direction
contributes one electron to the oxygen atom. Two Cu+ ions are produced in a unit
cell. Panels (a) and (b) illustrate satisfactorily the corresponding STM signatures.
In particular, panel (b) can account for the depressions and the ‘dumbbell’ pro-
trusions that bridge over the missing rows.

Oxygen- and beam-energy-reduced V0. The Cu3O2 structure accounts for the
reduction in V0 caused by the process of bond reformation. Initially, there are four
Cu atoms in a Cu(001)–(2H2 9 H2)R45�–2O-2 unit cell at the top layer. The
chemisorption of O2 leads to one Cu atom missing. The oxygen atom catches one
electron from each of the top and second substrate layer. The total number of
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electrons at each layer contributing to the V0 is reduced by the adsorption of
oxygen (with 8 electrons for each O atom) and the removal of one Cu (with each
Cu atom there are 29 electrons). The transportation of the two electrons from the
second layer to the oxygen adsorbate also varies the V0 of both the top and the
second layers. Hence, the relativistic charge quantity in the top layer is:

29e� 2 Cu dipoleð Þ þ 29� 2ð Þe� 1 Cuþ2
� �

þ 29e� 0 MRð Þ
� ��

þ 8þ 2ð Þe� 2 O�2
� �� ��

= 29e� 4 Cuð Þð Þ
¼ 105=116 ¼ 90:5 %

ffi 10:50=11:56 ¼ 90:8 % VLEED optimizationð Þ

In the second layer, each Cu atom in every other row along the [100] direction
donates one electron to the oxygen adsorbate. In the case of a Cu atom that has lost
one electron, the residual ion core will also reduce the V0 due to its residual
positive charge. Every loss of an electron equals taking two electrons away from
the sum of the negative charge, so that the relativistic variation in the V0 of the
second layer is:

29e� 2 Cuð Þ þ 29� 2ð Þe� 2 Cuþð Þ½ �=29e� 4 Cuð Þ ¼ 112=116 ¼ 96:5 %

Thus, the net charges of the top and the second layer are reduced by 9.5 and
3.5 %, respectively. The net charge finally approaches to the bulk value in the third
metallic layer or below, the V0 of which is less affected by the reaction according
to the current model. The V0 gradually approaches to the bulk value of the clean
Cu(001) when getting inside into the crystal, but the deeper layers are beyond the
scope of VLEED. Agreement between the analysis and the numerical optimization
of the V0 for the top layer further evidences the reality and integrity of the Cu3O2

bond model for the Cu(001)–(H2 9 2H2)R45�–2O-2 surface reaction.
Although the analysis is simply based on a classical viewpoint for the particular

Cu(001)–(2H2 9 H2)R45�–2O-2 phase, result reveals the correlation between the
bond forming and the reduction in V0 and work function. It is clear that the V0

relates to the charge quantity of the corresponding layer and that at very low
energies the exchange interaction between the incident beams and the surface is
weak enough to be neglected. The plasma excitation energy is often *15 eV
below the EF, and the incident energy is not sufficient to generate plasma at the
surface. This adds another advantage to the VLEED for nondestructive detection.

Oxygen-reduced /LðEÞ. The /L(E) is related to the valence DOS density n(E).
As justified, the z-directional integration of the q(x, y, z), from the second layer to
infinitely far away of the surface, yields the local DOS n(x, y) that contributes to
the SPB as well. Since the VLEED integrates over large surface areas, all the
quantities depending on coordinate (x, y) become E dependent. Therefore, at a
certain energy, the VLEED integration results the n(x, y) into n(E) that relates to
the occupied DOS and the local work function.

The work function depends uniquely on the electron density at surface.
However, the concept /L holds for large surface areas over which the VLEED
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integrates for the DOS, and the /L is also extended to being energy dependent. The
work function depends uniquely on the n(E), a z-dimensional integration of the
q(x, y, z) at energy E. The z0 is the boundary of the q(x, y, z) (q(z0) = 0). Clearly,
the work function is uniquely determined by the z0, and the D/ originates from the
formation of the antibonding dipoles. Dz0 % 1.0 a.u. (from -2.3 to -3.3 a.u.,
closing to the gray scale of the STM image) corresponds to a D/ % -1.2 eV
reduction. This quantity coincides with the PEEM results of the O–Pt system
though the two systems seemed irrelevant. The antibonding sub-band is induced by
either the O-1 or the nonbonding lone pairs of the O-2. In real space, the dipoles
buckle up with expansion of sizes and elevation of energy states. The buckling
dipole changes nothing about the net charge of the surface layer but shifts the
critical position z0 outward of the surface. The SPB is more saturated due to the
dipole formation. Therefore, the dipoles have no apparent influence on the V0 but
occupy the empty DOS above-EF. Because VLEED integrates over large area of
surface, it is impractical to try to discriminate the V0 from site to site on the surface.

It is clear now that the oxygen-reduced V0 and work function originates from
the surface dipole formation. The V0 relates to the quantity of net charges while the
/ depends on the z-dimensional distribution of polarized electrons. It is clarified
that the buckling dipoles reduce the / by increasing the occupied DOS at surface
while the dipoles affect little the V0. At very low energies the exchange interaction
between the incident beams and the surface is too weak to affect either the quantity
or the distribution of the surface charges. Therefore, VLEED is an ideal means to
collect nondestructive information about the behavior of surface electrons.

3.2.4.4 Thermal sp3-Orbital De-hybridization

Annealing at a temperature of ‘dull red’ supplies energy for oxygen de-hybrid-
ization with the absence of the 7.1 eV DOS feature rather than providing driving
force to enhance bond formation. Both the off-centered-pyramid structure with
oxygen higher than 0.4 Å above the top layer and the centered-pyramid structure
with four identical O–Cu bonds for the precursor c(2 9 2)–O-1 phase were ruled
out by VLEED analysis [16].

(A) Aging and annealing VLEED

Figure 3.11a shows the effect of annealing and aging on the VLEED I–E curves
of a 300 L oxygen-exposed Cu(001) surface. The time-resolved spectra to be
decoded were collected at 72.0� incidence and 42.0� azimuth angle. The following
features the fine-structure features with the change of experimental conditions:

• There are two broad peaks at 9.0, 11.0 eV and two sharp peaks at 10.5 and
12.0 eV in scan A that was taken immediately after the clean Cu(001) surface
exposed to 300 L oxygen.

• Scan B was taken after 25-min aging and produced the same result, apart from a
change in slope (goes up) below 9.5 eV.
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• Scan C was taken after 5 min of mild heating, to a dull red color (estimated
670 K) and showed a change in structure. Besides the slope below 9.5 eV, the
whole spectrum increases in intensity.

• Scan D was taken after a further three-hour aging. No change in structure from
scan C is noted apart from a general attenuation in intensity of the spectrum and
intensity decreases significantly below 9.5 eV. The changes between scan C and
D are similar in effect to the result of oxygen exposure greater than 200 L.

The spectral shape and intensity below 9.5 eV (lone-pair feature dominance)
are more sensitive to the aging and annealing, which indicates that reaction
modifies energy states in the upper part of the valence band.

(B) Thermal de-hybridization of the sp-orbit

Figure 3.11 shows (b) the optimized z0(E) profiles and (c) the bulk damping
ImV(E) for scans A–D. Table 3.6 lists the structural parameters. Calculated
spectra indicate that the aging, and annealing effect is not readily, as did the
exposure effect, quantified by varying individual bond parameter except for the
long-duration aging (from scan C to D). Spectra under long-duration aging can be
simulated simply by changing the DCux alone. However, features below 9.5 eV in
Fig. 3.11a can be modulated by the combination of BA12 and Q2. Features in scan
C, after five-minute annealing, can be produced by reducing DCux. The adjustment
of DCuz produces no apparent variation of the spectrum that could match observed
trends. The structure sensitivity examination revealed that the time-resolved
VLEED data reflect the bonding kinetics appears not as explicit as that happened
in the processes of increasing oxygen exposure [70].

The z0(E) and ImV(E) profiles in Fig. 3.11b, c vary their shapes apparently at
energies outside 7.5–12.5 eV. Features below 7.5 eV correspond to the non-
bonding states of O-2. The z0(E) features above 12.5 eV are dominated by
inelastic damping. Apart from profile B, the small feature at 7.1 eV, the sp
hybridization of oxygen, is absent from the z0(E) profiles. This fact suggests that
the sp hybridization be not fully developed yet immediately after the specimen
being exposed (scan A) to oxygen and that the de-hybridization occurs due to
annealing (scan C). The absence of the small feature from curve D is similar to that
happened to the oxygen exposure greater than 600 L, due to the annihilation of the
lone-pair features by the fully developed metal dipoles. The intensity of the
hybridization states (\7.5 eV) in curve C is obviously weakened. On the other
hand, annealing treatment (for scan C and D) changes the slope of damping as
indicated in Fig. 3.11c.

At lower energies, the ImV(E) becomes relatively lower while at higher energies,
the ImV(E) are higher. Features below 7.5 eV imply that the energy states in the
upper valence bands are more readily affected by annealing than states in the bottom
of the valence band. The change of upper states corresponds to the formation of
nonbonding lone pairs, namely, the hybridization of O-2. The lower states corre-
spond to the O–Cu bonding. Weakening the z0(E) and ImV(E) features at lower
energy due to annealing indicates that oxygen de-hybridization takes place.
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Therefore, annealing supplies energy for oxygen to be de-hybridized, which forms
also the basis of thermal desorption and bond switching of oxide tetrahedron.

(C) Precursor confirmation

As far as the structure of the precursor phase (scan A in Fig. 3.11a) is con-
cerned, eight different structures were compared by z0-scanning calculations [70].
In the z0-scanning method, determination of the structure models was carried out
by comparing the shapes of the contour plots of z0(E). The interdependence
between crystal structure and the corresponding z0(E) profile allows for judging a
reasonable structure from the infinite number of mathematical solutions by
properly setting up criteria to the shape of the z0(E) profile. Optimal results
revealed that pyramid with DOz B 0.4 Å with a lateral off set along the h11i
direction is the preference of the precursor stage (see Fig. 3.6).
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It should be emphasized that oxygen possesses no more than two bonding
orbits. It is unrealistic for oxygen to bond identically with the four neighbors in a
surface plane. On the other hand, the difference in electronegativity (Dv = 1.8)
between oxygen and Cu determines the nature of O–Cu bonding mainly ionic. No
covalent, metallic, or even antibond between oxygen and copper are permitted as
they are subject to the Dv criterion (	2). Forming the antibond requires extra
energy higher than that for the nonbonding lone pairs. Therefore, the acceptable
solution for the precursor state is the off-centered pyramid with an O-1 located 0.4
Å above the Cu(001) surface, as justified with the z0-scanning calculations.
Oxygen forms one contracting ionic bond in the precursor phase with one Cu
atom, rather than four identical bonds with its surface neighbors in the same plane.

Briefly, the effect of aging and annealing on the O–Cu(001) system is slightly
complex, and therefore, it is less explicit than the effect of increasing oxygen
exposure. However, it is certain that long-term aging affects the same as higher
oxygen exposure on the spectral features that can be understood as the develop-
ment of interaction between the nonbonding lone pairs and the lone-pair-induced
Cup. The annealing provides a force to de-hybridize the oxygen, reducing the
DCux and the DOS features of lone pairs rather than enhancing the bond forma-
tion. The preferred precursor is the off-centered pyramid as confirmed with STM.

3.2.4.5 Four-stage Cu3O2 Bonding Dynamics

Figure 3.12 a–c shows the VLEED (00) beam reflectance I00/I0 versus the incident
beam energy measured at 70� incidence and 42� azimuth angles [15]. The VLEED
spectral features are very sensitive to the oxygen exposure. The variations in the
typical peaks at 7.1, 9.1, and 10.3 eV show that the reaction progresses in four
discrete stages:

Table 3.6 Cu3O2 structure varies with aging and annealing of the O–Cu(001) surface [Ref. 83]

VLEED scans A* B* C D

BL1 1.628 1.628 1.628 1.628
Bond length BL2 1.776 1.776 1.776 1.776
(Å) BL3 1.9053 1.9112 1.9202 1.9297

BA12 101.00 101.25 101.50 102.00
Bond BA31 105.42 105.48 105.40 105.17
Angle BA32 96.83 95.52 98.77 100.03
(�) BA33 143.02 141.98 140.46 138.92

DCux 0.150 0.175 0.225 0.275
Atomic DCuz -0.0844 -0.1015 -0.1375 -0.1679
Shift DOx -0.1852 -0.1858 -0.1864 –0.1877
(Å) DOz 0.1442 0.1488 0.1553 0.1682
Layer spacing D12 1.9086 1.9150 1.9215 1.9343
Damping c 1.5669 0.9019
Potential d 10.427 6.2736

*Adjustable variables are BA12 and DCux. V0 = 10.56 eV
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• HO B 30 L: The peak at 7.1 eV decreases in magnitude with increasing oxygen
exposure until it reaches 30 L, while other peaks remain almost unchanged.

• 30 L \ HO B 35 L: The decreased peak intensity at 7.1 eV recovers a little.
• 35 L \ HO B 200 L: The first peak attenuates while one new peak at 9.1 eV

emerges, and then, both the peaks at 9.1 eV and at 10.3 eV increase to maxi-
mum values up to 200 L.

• HO [ 200 L: A general attenuation of the entire spectrum occurs.

The calculations for the 400-L oxygen exposure by individually varying the
bond variables BA12, Q2, and BL2 can reproduce the measured trends, as sum-
marized in Fig. 3.12d–f and Table 3.7.

Energy (eV)

I
I0
00

(%)

0

0

4

2

0

6

4

2

0
7.5 12.515.010.0 7.5 12.5 15.010.0

7.5 12.5 15.010.07.5 12.515.010.0

DCu  = 0.250 Ax
o

1O2 = 102.0o

Q2
1: 0.02
2: 0.04
3: 0.08

(e)  Calculated 400L 

DCu  = 0.250 Ax
o

Q   = 0.042

1O2( )o
1: 96.0
2: 100.0
3: 102.0
4: 106.0

4

3

2
1

4

2

200
100
50 (b) O-exposure (L)

200
100
50

8

6

4

2

(a) O-exposure (L)

25

35
30

1

2

3

0 0
7.5 10.0 12.5 15.0 7.5 10.0 12.5 15.0

6

4

2 2

4

6
(c) O-exposure (L)

200

400

600

1000

(f) calculated 400L

 = 102.0 
o

Q  = 0.04

x
o

2
1O2
DCu  (A)  

1: 0.15
2: 0.20
3: 0.25
4: 0.40

1

2

3

4

step 1 & 2

step 3

step 4

35

35

(d) Calculated 400L
Fig. 3.12 Exposure-resolved
VLEED spectra (a–
c) measured at 70.0�
incidence and 42.0� azimuth
from the O–Cu(001) surface
[15] and the calculated results
(d–f) from varying the
individual bond variables of
Q2(C2), BA12, and DCux

with fixed C1 = 0.88.
Variations in intensities in
panel (a-c) at 7.1, 9.1, and
10.3 eV show four reaction
stages. Calculations (d-f) for
400-L oxygen exposure using
bond variables can reproduce
the trends of measurement at
different stages (reprinted
with permission from [1])

62 3 STM and LEED: Atomic Valences and Bond Geometry



T
ab

le
3.

7
F

ou
r-

st
ag

e
O

–C
u(

00
1)

su
rf

ac
e

bo
nd

in
g

ki
ne

ti
cs

a

R
ea

ct
io

n
st

ag
es

1
(\

30
L

:
B

L
1

fo
rm

at
io

n)
;

2
(3

0–
35

L
:

B
L

2
an

d
\

1O
2

ch
an

ge
);

3
(3

5–
20

0
L

:
\

1O
2

ex
pa

ns
io

n)
4

([
20

0
L

:
D

C
u x

in
cr

ea
se

)

E
xp

os
ur

e
(L

)
25

30
35

50
10

0
20

0
40

0
60

0
C

80
0

B
on

d
ge

om
et

ry
Q

1
=

0.
12

Q
2

0
0

0.
04

0.
04

B
A

12
92

.5
94

.0
98

.0
10

0.
0

10
1.

0
10

2.
0

D
C

u x
0.

12
5

0.
15

0
0.

15
0

0.
15

0
0.

15
0

0.
15

0
0.

25
0

0.
35

5
0.

45
0

A
to

m
ic

sh
if

t
(Å

)
-

D
C

u z
0.

14
60

0.
14

40
0.

12
68

0.
09

38
0.

08
44

0.
07

09
0.

14
95

0.
22

39
0.

28
49

-
D

O
x

0.
18

14
0.

17
96

0.
18

02
0.

18
31

0.
18

52
0.

18
77

D
O

z
-

0.
08

89
-

0.
04

47
0.

06
18

0.
11

58
0.

14
22

0.
16

82
D

1
2

1.
75

22
1.

79
66

1.
82

87
1.

88
24

1.
90

86
1.

93
43

B
on

d
le

ng
th

(Å
)

B
L

1
1.

62
8

B
L

2
1.

85
0

1.
77

6
B

L
3

1.
81

72
1.

83
26

1.
88

33
1.

89
83

1.
90

53
1.

91
21

1.
92

62
1.

93
96

1.
95

05
B

on
d

an
gl

e
(�

)
B

A
13

95
.7

0
98

.8
2

10
4.

24
10

5.
12

10
5.

64
10

5.
33

10
5.

30
10

4.
01

10
3.

83
B

A
23

91
.8

0
93

.1
1

95
.7

5
96

.4
6

96
.8

3
95

.1
8

99
.5

2
10

1.
67

10
3.

43
B

A
33

16
5.

87
16

0.
83

14
5.

26
14

4.
32

14
3.

02
14

1.
82

13
9.

43
13

5.
38

13
5.

71

R
ep

ri
nt

ed
w

it
h

pe
rm

is
si

on
fr

om
[1

]
a

E
m

pt
y

sp
ac

e
is

id
en

ti
ca

li
n

va
lu

e
to

th
at

in
th

e
pr

ev
io

us
ce

ll
.A

ll
in

fo
rm

at
io

n
is

pr
ov

id
ed

by
th

e
co

nt
ro

ll
in

g
va

ri
ab

le
s

(B
A

12
,Q

2
,D

C
u x

).
E

rr
or

ba
rs

fo
r

bo
nd

va
ri

ab
le

s
ar

e
0.

01
0

Å
an

d
0.

2�
T

he
S

P
B

co
ns

ta
nt

s:
V

0
=

10
.5

0
eV

,
c

=
-

0.
97

03
,
d

=
6.

44
78

3.2 O–Cu(001), (110), (111) 63



Results indicate the following:

• The oxygen coverage stabilizes at 0.5-ML throughout the course of reaction.
• The results, especially, in panels (e) and (f), agree remarkably well with the

measured trends given in panels (b) and (c), respectively. This indicates that the
process of Cu2O bond forming dominates in the reaction while the SPB is
relatively insensitive to the oxygen exposures.

• The four discrete stages of reaction correspond to the variation in the bond
variables individually. For instance, the increase in \1O2 or the BL2 dominate
the features appearing in the range from 35 to 200 L. However, \1O2 expansion
and BL2 contraction are physically reasonable process. The spectral features for
samples with oxygen exposure greater than 200 L result from the increase in
DCux alone. From 30 to 35 L, the recovery of the peak at 7.1 eV can be realized
by increasing the Q2 with smaller \1O2 and smaller DCux.

• Variation in DCuz gives a little change of the spectral intensity between 9.5 eV
and 11.5 eV. Varying the DCuz produces no features that could match mea-
surements. Therefore, the individual shift of an atom at a time does not occur in
the real process of bond formation.

Figure 3.13 shows the offset of the oxygen-exposure-resolved z0(E) profiles,
which reproduce the measured spectra in Fig. 3.12a–c. It is seen that the
z0(E) profiles, in general, are relatively insensitive to the variation in the exposure.
The z0(E) profiles are similar in shape, except for the slight difference below
7.5 eV for 25 L exposure. This further confirms the assumption that the SPB is
much less sensitive to the exposure than the bond geometry. The slight outward
shift (-z-direction, relative to -2.5 a.u. as indicated by broken lines) of the
z0(E) curves at higher exposures increases the n(E), which reduces the work
function in the area over which VLEED integrates (lm level).

The shape of the z0(E) profile is a joint contribution of the occupied DOS, n(E),
and the surface corrugation [local spatial DOS n(x, y)]. The nonconstant form of the
z0(E) can be attributed to the O-induced ‘rather local’ properties as revealed by STM
and the nonuniform DOS in the valence band as well. The Dz0(E) in the z-direction is
about (-2.3) – (-3.3) (atomic unit) = 0.53 Å which coincides with the *0.45 Å
STM gray scale [13]. Vacating, ionizing, and polarizing of atoms at the surface result
in the strong corrugation of the surface, as described in the counter plots of Fig. 3.13.

The small features at 7.1 eV which appeared in the z0(E) curves of 30–600 L
coincide with the sharp peak at 2.1 eV below-EF (with respect to work function of
5.0 eV) probed with STS from the O–Cu–O chain region [32]. The new occupied
states below 7.5 eV are identified as the contribution from nonbonding lone pairs.
Hence, the absence of the lone-pair features below 7.5 eV at 25-L oxygen expo-
sure implies the absence of the sp-orbit hybridization in the O-1-derived precursor
phase. It is thus clear that the sp orbits of oxygen can only hybridize upon the two
bonding orbitals of the oxygen that are fully occupied. The absence of the 7.1 eV
sharp features above 600-L oxygen exposure is the annihilation of the lone-pair
information by the antibonding dipoles that are shifted outward and are highly
saturated, as specified in the SPB model [69].
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The violent features at 11.8–12.5 eV come from the bandgap reflection. Fea-
tures surrounding the bandgap come from electron excitation near band edges and
the formation of standing waves at the boundaries of Brillouin zones. It is noted
that the shapes of all the z0(E) profiles are quite similar at energies higher than
7.5 eV. The DOS at the bottom of the valence band of Cu, and even the deeper
p–band, are less affected by oxidation. The DOS features for the bonding (-5 eV
below-EF) are not detectable with VLEED because these features are annihilated
by the standing waves at the boundary of the Brillouin zone. Therefore, exercises
focusing on the variation in the valence DOS are on the right track [22].

(a) z (E)0 0(b) z (E)

25L

30L

35L

50L

100L

200L

400L

600L

1000L

1500L-2.5

-3.5

z 0

7.5 10.0 12.5 15.0 7.5 10.0 12.5 15.0

Energy (eV)

(a.u.)(a.u.)

z 0

-2.5

-2.5

-2.5

-3.5

-2.5

-2.5

(c)

Fig. 3.13 a, b The exposure-resolved z0(E) profiles duplicate the spectra in Fig. 3.12a–c. The z-axis
directs into the bulk. The 7.1 eV features on the z0(E) curves (B600 L) correspond to the nonbonding
lone-pair states, which agree with those appearing in STS from O–Cu–O chain [32]. Absence of the
feature below 7.1 eV for 25 L indicates that the O-1 dominates at this coverage. Broken lines
indicate the z0 value (-2.5 a.u.) for a pure Cu(001) surface. The general outward shift of the z0(E)
profiles corresponds to a reduction in the work function [22]. c O-2-derived surface morphology of
the surface, which matches the corresponding STM image (reprinted with permission from [1])
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The four-stage Cu3O2 bond-forming kinetics is quantified as follows (refer to
Table 3.7, also a multimedia as supplementary information in Appendix A1):

• HO B 30 L: The dissociated oxygen atom forms one contracting (Q1 = 12 %)
ionic bond with a Cu atom (labeled 1) on the surface. Meanwhile, metallic
bonds break up and the missing-row forms. The DCux reaches 0.18 Å and \1O2
reaches 94.0�. The O-1 locates \0.1 Å above the surface and forms an off-
centered pyramid with its surface dipole neighbors. The dipoles squeeze the
atoms that are eventually evaporated.

• 30 L \ HO B 35 L: The O-1 forms the second contracting (increase Q2 from 0
to 4 %) ionic bond with a Cu atom (labeled 2) in the substrate second layer, the
sp orbitals of the O-2 start to hybridize. The O-2 penetrates into the bulk;
meanwhile, the angle \1O2 expands from 94.0� to 98.0�.

• 35 L \ HO B 200 L: The angle \1O2 increases from 98.0� to a saturation value
of 102.0�, which causes the first interlayer spacing D12 to expand by about
10 %, while other parameters have little change.

• HO [ 200 L: The interaction between the O-2 and the lone-pair-induced Cup

develops. Lone pairs push the Cup outward, and consequently, pairing-dipoles
form and bridge over the missing row. The DCux increases from 0.15 to a
maximum 0.45 Å at 800 L and above.

Representing the joint spatial and energy DOS, the variations in the structural-
dependent z0(E) profiles (Fig. 3.13) agree with the bonding kinetics:

• The slight outward shift of the z0(E) profile at higher exposures reduces the work
function, which corresponds to the development of the antibonding Cup.

• Features below 7.5 eV, particularly the small sharp peak at 7.1 eV, are deriv-
atives of the nonbonding lone pairs of the O-2. The absence of these features at
25 L originates from the O-1 precursor, in which no lone pair has formed; while
at higher oxygen exposures, the lone-pair information is annihilated by the
protruding Cup characteristics.

• Similarity of the fine-structure shapes at energies higher than 7.5 eV of all the
profiles implies that electrons in the lower part of the valence band barely par-
ticipate in the process of charge transportation. In contrast, electrons in the upper
part of the valence band dominate in oxidation: holes and lone pairs form simul-
taneously. The DOS features of bonding (around 12 eV) are not detectable with
VLEED due to the standing wave formation at the boundaries of Brillouin zones.

3.2.5 XRD from O–Cu(110)

Both XRD [34] and EMT [20] measurements confirmed that the oxygen adsor-
bates are located underneath the MR top layer to form the zigzag O–Cu–O chains
(refer to Fig. 3.3) along the [110] direction. Referring to the inset in Fig. 3.2, in
which the vertical displacement of the dipole (labeled 3) is denoted as D3z. The
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distance from oxygen to the buckled Cu top layer is DOz. The lateral displacement
of the Cu+ row in the second layer is D1x. The z-axis is directed into the bulk.
Thus, the bond parameters are [34]:

D1x; DOz; D3zð Þ ¼ ð0:031� 0:005; 0:34� 0:17; �0:37� 0:05Þ Å:

Table 3.8 shows that a slight change of the DOz varies the bond geometry. The
different values of bond lengths represent quite different meanings in the physics.
The value of DOz = 0.34 Å gives a tetrahedron with four O–Cu bonds that are
nearly identical in length (Column I). The value of BL3 B 1.85 Å implies that the
atom labeled 3 is an ionic one. The Cu+ ion is hardly detectable by STM due to the
partially emptied d-states and the reduced atomic radius (from 1.27 to 0.53 Å).
This is apparently conflicting with the STM images that show the Cu atom
buckling up the surface.

Lowering the oxygen adsorbate within the error bar (0.17 Å) to DOz = 0.51 Å
gives results in Column II. BL1 has a 6.5 % contraction, and BL3 extends slightly
compared with the standard ionic bond length, 1.85 Å. The bond geometry is now
acceptable as the shorter bond corresponds to the ionic state of the Cu. Structural
parameters in Column II are acceptable, while those in Column I are strictly
forbidden in line with physical constraints and STM observations. The ideally
suggested case, assuming the CN of the O-2 and the Cu+ as 4 (C = 0.12) and 8
(C = 0.03), is shown in Column III. By adopting the value D3z = 0.37 ? 0.05 Å,
one can then insert into this frame a tetrahedron [BL1 = BL2 = 1.32 9 (1 -

0.12) ? 0.53 9 (1 - 0.03) = 1.675 Å], in which the O-2 ion is located 0.6 Å
beneath the dipole layer. The geometry of this tetrahedron is nearly identical to
that determined for the Cu(001)–(H2 9 2H2)R45�–2O-2 phase. Although the
patterns of reconstruction and morphology are different, the basic tetrahedron is
the same in both the Cu(001)–O-2 and the Cu(110)–O-2 surfaces.

Table 3.8 Comparison of the tetrahedron bond geometries derived from the XRD of the
Cu(110)–(2 9 1)–O-2 and the VLEED of the Cu(001)–(H2 9 2H2)R45�–2O-2 surfaces [21]

Variable Cu(110) (2 9 1)–O-2 Cu(001) (H2 9 2H2)R45�–2O-2 Conclusion

I II III – –

DOz (below dipole) B0.34 0.51 0.60 0.18 –
BL1 (Å) C1.85 1.73 1.675 1.628 \1.85
BL2 (Å) C1.85 1.73 1.675 1.776 \1.85
BL3(2)(Å) B1.84 1.88 1.921 1.926 *1.92
BA12 (�) B90.0 96.0 102.5 102.0 \104.5
BA33 (�) C156.7 146.5 140.3 139.4 *140.0
BA13/23(�) B97.4 100.2 102.3 99.5/105.3 *102.5

Column III is preferred for tetrahedron bond formation, which is the same happened in the (001)
surface (reprinted with permission from [1])
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3.2.6 Summary

The 3B premise formulates the O–Cu(001), (110), (111) surface reconstruction in
terms of reaction dynamics with specification of the atomic valences. The evo-
lution of the adsorbate from O-1 to the subsequent O-2 with sp-orbital hybrid-
ization results in the phase ordering and the crystallographic and morphologic
patterns. Difference appearances of the Cu(001), (110), (111) surfaces upon
oxygen chemisorption result from nothing more than the geometrical orientations
for bond forming as the atomic size and electronegativity are all the same.

The Cu3O2 pairing-tetrahedron evolves from the O-1-induced pyramid on the
Cu(001) surface. In the precursor phase, the O-1 locates eccentrically above the
fourfold hollow site of the c(2 9 2)–2O-1 domain to form an off-centered pyra-
mid. The off-center shift of the O-1 is DOx & 1.807 - [1.85 9 (1 -

0.12)] & 0.18 Å, which is comparable to the values of 0.10–0.13 Å [7, 19]. The
vertical distance of the O-1 to the surface is \0.1 Å above the surface. The
absence of the lone-pair DOS features implies that no sp-orbital hybridization
occurs of oxygen in the O-1-induced precursor phase.

Except for the Cu(001)–c(2 9 2)–2O-1, all the available phases on the O–
Cu(001) and the O–Cu(110) surfaces are composed of the primary Cu2O tetra-
hedron. The parameters for the Cu2O tetrahedron are nearly the same, as sum-
marized in Table 3.8. The work function is reduced by *1.2 eV and the inner
potential constant decreases from 11.56 eV for the clean Cu(001) surface to
10.50 eV upon being oxidized. The SPB parameters vary from site to site on the
surface [46]. At the dipole site, z1 % z0, a % k-1. The metal dipoles enhance the
SPB through the outward shift of the wave function. Dipole formation also
strengthens the degree of saturation of both the real and the imaginary part of the
SPB at the dipole site.

The SPB of the Cu(001)–O-2 surface varies considerably from that of the clean
Cu(001) surface. The z0M at dipole site is (z0M/z0(Cu) = 3.37/2.50 &) 1.35 times
and the kM is (kM/k(Cu) = 1.27/0.9 &) H2 times that of the pure Cu(001) surface.
The values of z0M and kM quantify the protrusions in the STM image to a certain
extent as the higher the electronic islands are, the denser the electrons will be
there. In the MR site, z1 	 z0, a 
 k-1, i.e., the MR vacancy is not occupied by
‘free electrons’ of the solid. This quantifies to a certain accuracy of the depression
in the STM imaging. On the Cu(001)–O-2 surface, the lowest saturation degree
and the smallest z-scale of the SPB is (z0m/z(Cu) = 1.75/2.5 % km/k(Cu) = 0.65/
0.9 &) 1/H2 times that of the clean Cu(001) surface. Therefore, electrons at the
surfaces with chemisorbed oxygen are rather local. It is reasonable to describe
metal surfaces with chemisorbed oxygen at higher coverage as a non-Fermi sys-
tem. This is because of the lack of freely moving electrons at the surface. This
mechanism should cause the nonohmic rectifying and higher contact resistance
even though the local work function is much lower than that of the clean Cu(001)
surface. It is understandable now why a standard free-electron resistance mecha-
nism could not work in such a strongly localized system [84].
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Only three bond parameters dominate the four-stage Cu3O2 bonding kinetics. In
the process of oxidation, the oxygen adsorbate first forms one Goldschmidt-con-
traction ionic bond to a Cu atom on the surface, followed by another contracting
ionic bond between the oxygen atom and a Cu atom in the substrate. As a result,
the oxygen adsorbate buckles into the bulk. Then, the ionic bond angle increases,
leading to the relaxation of layer spacing. Finally, interaction develops between
the lone pairs of oxygen and the lone-pair-induced metal dipoles. The sp-orbit
hybridization takes place only when the sp orbits of the oxygen are fully occupied.
During the process of oxidation, the change of the SPB is not apparent except for
the DOS features of the nonbonding lone pairs.

The bi-phase ordering on both the O–Cu(001) and the O–Cu(110) surfaces
results from the evolution of the adsorbate from O-1 to O-2 valence. The for-
mation of the O-1 and subsequently the hybridized O-2 gives in nature the
Cu(001)–c(2 9 2)–2O-1 and then the Cu(001)–(H2 9 2H2)R45�–2O-2 phases.
Reassembling of the primary Cu2O tetrahedron transforms the Cu(110)–(2 9 1)–
O-2 into the Cu(110)–c(6 9 2)–8O-2 phase at elevated temperatures and higher
exposures. As consequences of O-2-hybridization, the Cu(001)–
(H2 9 2H2)R45�–2O-2 differs from the Cu(110)–(2 9 1)–O-2 in origin by
nothing more than the fact that the [O-2: Cup: O-2] string rotates itself by ±45� in-
plane to match the specific coordination environment. Such a chain operation
yields entirely different reconstruction patterns and surface morphologies of the
two surfaces. Therefore, the phase ordering on the Cu(001)–O and the Cu(110)–O
surface is simply the consequence of the Cu2O formation at different stages and
under various bonding circumstances. The mechanism for the O–Cu(111) surface
reconstruction should be the same because the Cu(001), (110), (111) surfaces
differ one from another by nothing more than the crystal orientation.

3.3 O–(Rh, Pd)(110)

3.3.1 STM Morphology and Crystallography

Oxygen adsorbate occupies the long-bridge hollow site on the fcc(110) surfaces of
Cu, Ni, Ag, and Pt to form a tetrahedron with its four surrounding atoms. Such a
manner of occupation yields the alternative ‘O-2: Mp: O-2:’ string and the parallel
‘missing-row’ vacancies. In contrast, oxygen adsorbate prefers the alternate
hcp(0001) or fcc(111) facet site and form rope-like strings along the close-packed
direction of the fcc(110) surface of Rh [85–96] and Pd [97–100]. Adsorbates tend to
locate at the troughs crossing a row of Rh or Pd atoms to form the zigzag O–M–O
chains, instead. The preference of the hcp or the fcc site of the oxygen is still under
debate. LEED studies [101–105] revealed five patterns of (1 9 2), (1 9 3),
c(2 9 4), c(2 9 6), and a ‘complex’ structure. A series of the ‘complex’ super-
structures of (2 9 3) and c(2 9 4) present at 100 K and under 3-L oxygen exposure.
The reconstruction occurs in the (2 9 3) and c(2 9 4) modes [106]. This
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arrangement gives rise to the corresponding (1 9 3) and (1 9 2) periodicity at the
Pd(110) surface. At low temperature (170 K) and low coverage, the oxygen
adsorbate prefers short-bridge or nearly short-bridge sites on the Rh(110) surface
rather than the threefold sites [107, 108].

Figure 3.14 shows the STM images of the O–Rh(110) surface obtained for
various values of oxygen coverage [88, 91, 93]. These images are essentially the
same as those probed from the O–Pd(110) surface [97]. Grids on the STM pho-
tographs help to specify the locations of the adsorbates as represented by the small
dark spots. Zigzag or sawtooth-like protrusions form along the close-packed
directions. Oxygen adsorbates rest beside the protrusion spot. The following fea-
tures the distinct features of the STM images and interpretations:

• Two kinds of zigzag strips of depressions were present, which were assumed as
rows of metals that have been missed out upon reconstruction. One strip of
depression corresponds to the (2 9 2)pmg–2O (a mirror and a glide symmetry)
arrangement and the other to the (2 9 2)p2mg–2O phase (twofold mirror and a
glide symmetry).

(a) (2×2)pg-2O-2 (b) (2×6)-8O-2

(c) (2×6)-8O-2 and (2×8)-12O-2 (d) z-scale difference

II

I

II II

Fig. 3.14 STM images of the O–Rh(110) surfaces (reprinted with permission from [88, 91]).
The bright protrusions correspond to the buckled metal atoms with lateral displacement, while the
dark stripes to missing-row vacancies. Grids help to locate the positions of oxygen adsorbates as
the dark spots. Images were recorded at the following conditions: (a) and (b) (2.0 V, 1 nA),
(c) (0.4 V, 0.25 nA), and (d) (0.35 V, 0.25 nA). Panel (d) distinguishes the z-scale difference of
the edge protrusions next to the missing rows

70 3 STM and LEED: Atomic Valences and Bond Geometry



• The strips of bright protrusions were referred to as buckled Rh or Pd atoms of
the first layer with lateral displacements in a zigzag fashion.

• The scale difference crossing the MR is *0.7 Å, while it is 0.16 Å along the
row of protrusions.

• Strikingly, Fig. 3.14d shows that protrusions of the rows next to the ‘missing
rows’ are relatively higher than that of other protruding rows.

The O-induced reconstruction, in both the O–Rh(110) and O–Pd(110) surfaces,
is usually assumed as the MR type. One out of a certain number of the Rh(Pd)
rows is removed from the surface. Common to other oxygen-metal systems, the
first-layer spacing expands and the second contracts.

Figure 3.15 illustrates the hard-sphere models for the O–(Pd, Rh)(110) surfaces
at different values of oxygen coverage. Indicated by the blue boxes are the
(2 9 1)p2mg–2O (1.0 ML), (2 9 2)p2mg–2O, and (2 9 2)pmg–2O (0.5 ML) unit
cells. These unit cells compose the complex c(2 9 2n) (n = 3, 4, 5) structures.
Indicated by the black lines are phases corresponding to 1/3, 2/3, and 4/5-ML
oxygen coverage. The atomic structural model suggested that:

• At very low coverage, oxygen occupies a fourfold hollow site of C2v symmetry.
• At HO \ 0.5 ML, the adsorbate starts to induce a (1 9 2) MR reconstruction of

the surface. Oxygen atoms occupy every other fcc(111) facet site along both
sides of a metal row in the close-packed direction. Each adsorbate interacts with
two atoms at the surface and one atom in the second substrate layer.

><

[001]
- oxygen

>[110]

(2x2)pmg

(2x2)-2O (0.5 ML)
(1x3) missing-row
c(2x6)-8O (2/3 ML)

(1x5) missing-row
c(2x10)-16O (0.8 ML)

(1x2) missing-row

- 1st layer - 2nd layer - 3rd layer

(2x2)p2mg

A

(2x3)p2mg-2O
1/3 ML

Δ

(2x1)p2mg

Fig. 3.15 Missing-row-type hard-sphere models for the Rh(110) and Pd(110) surfaces with
chemisorbed oxygen (Reprinted with permission from [93]). Oxygen coverage determines the
phases change. Oxygen occupies the apical site of a tetrahedron and forms O-metal bonds to two
atoms at the surface and one atom in the second substrate layer. The number of missing rows
decreases with increasing oxygen coverage. Unit cells for typical phases and the corresponding
coverage are indicated. The D represents the distance between the O–O zigzagged chains across
the protrusions
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• At HO = 0.5 ML, the (1 9 2) MR reconstruction is fully developed.
• At HO [ 0.5 ML, the (1 9 2) MR reconstruction starts to degrade. The missing

rows are gradually replaced by the protruding metal rows until all the missing
rows are fully recovered.

• At HO = 1, the O–fcc(110) surface is again unreconstructed and the oxygen
adsorbates form a (2 9 1)–2O LEED pattern.

It is surprising that, as the oxygen coverage increases, the number of missing
rows reduces from every other (1/2) to every nth (1/n) and, finally, to zero. It
remains a puzzle how the adsorbates can turn the atomic vacancies into real atoms
that are then buckled up.

Table 3.9 features the crystal geometry of O–Rh(110) surfaces. LEED [85, 90,
93, 95, 96] and DFT [87, 89] optimizations suggested that oxygen adsorbate
prefers the hcp(0001)-facet site in the Rh(110)–(2 9 1)p2mg–2O phase. Oxygen
atom sits 0.5–0.6 Å above the top layer and bonds to one atom in the first layer and
to two in the second. The O–Rh bond lengths are 1.86–1.97 Å to the Rh atom in
the top layer and 2.04–2.07 Å to the Rh atom in the second layer. The D in
Fig. 3.15, labeling the distance between the oxygen rows, is 2.26–2.80 Å. Under
the influence of oxygen chemisorption, the [100] row in the second layer is dis-
torted in a zigzag fashion by *0.1 Å with the Rh atomic positions shifted toward
the nearest oxygen positions. However, agreement needs to be reached on the
preferential site of oxygen. Whether the fcc(111) or the hcp(0001) facet is pref-
erable and what the vertical distance of the oxygen atom is.

3.3.2 Formulation: Bond and Atomic Valence

In order to examine the effects of electronegativity and the scale of the lattice
constant on the observations, one may compare the patterns of reconstruction of
the O–(Rh, Pd)(110) surfaces with those of the O–Cu(110) surface.

It is easy to understand that, reacting with the more open (Pd, Rh)(110) sur-
faces, oxygen adsorbates move from the C2v hollow sites to the tilted threefold
fcc(111)-facet sites rather than the hcp(0001) facet sites of the fcc(110) surface
(Fig. 2.1). Bonding to two atoms in the second layer will create the same pattern of

Table 3.9 O–Rh(110) surface atomic geometry (Dbulk = 1.34 Å)

DOz D D12 D23 Bond length

(2 9 1)p2mg–2O [96] 0.60 1.13 1.33 1.39 1.86, 2.07
(2 9 1)pg–2O 0.6 1.16 1.36 1.38 1.97; 2.04
(2 9 2)pg–O [90] 0.54 6.99 1.34 1.27
(2 9 2)p2mg–2O 0.71 1.13 -3 % 2.00; 2.05
(2 9 1)p2mg–2O [87] 0.66 0.70 -3 % 1.99; 2.06
Subsurface O [93] 0.50 1.10 -3 % 2.00, 1.88

Reprinted with permission from [1]
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reconstruction occurring on the O–Cu(110) surface: a protruding row perpendic-
ular to the close-packed direction. The fcc(111)-facet-sited oxygen must find a
fourth atom to form the tetrahedron inside which the oxygen adsorbate locates. As
illustrated in Fig. 3.16, the triangles indicate the primary tetrahedron (1233) in the
corresponding (2 9 1)p2mg–2O, (2 9 2)p2mg–2O, and the (2 9 2)pmg–2O
phases. The nature of the bond and the kinetics of the bonding, as well as the
individual valences of surface atoms can be formulated as below.

In the precursor phase, or at very low oxygen coverage, oxygen deposits ran-
domly into the C2v hollow site to form a B5O cluster. This cluster can be expressed
as:
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Fig. 3.16 Bond model for the pmg and p2mg reconstructions of the O–(Pd, Rh)(110) surface
[86] specifies the STM protrusions to be the metal dipoles. Depressions arise from the B+ ions
rather than missing-row vacancies. O-2 locates always in the center of a quasi-tetrahedron
represented by the unit 1233. Surface bond network with involvement of H-like bond interlocks
all the surface atoms and hence there are no atoms are missing during the reaction. The top-left
inset illustrates how the lone pairs of the oxygen adsorbates polarize and deform the metal
dipoles. Two kinds of depression rows correspond to the pmg and p2mg glide symmetry of
adsorbate distribution. The number of depressed rows decreases with increasing oxygen exposure
because the B+ converts to Bp with increasing oxygen coverage. The triangle show the
tetrahedron formation with surface atoms labeled 2 (electron cloud for bonding) and 3 (dipoles)
and another bond to the B atom underneath (reprinted with permission from [1])
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B5O forms by bonding to the B atom underneath and the O-1 polarizes its four
surface neighbors.

At HO = 1/3 ML, O-2 develops and the (2 9 3)–2O-2 unit cell forms. The
(2 9 3) unit cell contains two quasi-tetrahedron, which can be expressed as:

O2 þ 6B 1st layerð Þ þ 6B 2nd layerð Þ
) 2O�2 hybridð Þ þ 2Bþ 1st layerð Þ þ 2Bþ 2nd layerð Þ B2O bondingð Þ
þ 2Bp buckled upð Þ þ 4B 1st layerð Þ þ 2B 2nd layerð Þ the bonding effectð Þ

Oxygen retains the bond to the B atom underneath and gets another electron
from the B atom in the surface row near the protrusions. Lone-pair formation
induces Bp dipoles that form the row of protrusions. The protrusions are zigzagged
because the atomic coordination determines that the tetrahedron has to rotate
slightly (imagine a triangle consisting of three apexes of a tetrahedron). On the
other hand, the tetrahedron rotation releases the compression between the lone
pairs of an adsorbate as the atomic distance along the close-packed direction may
be too short for the Bp–Bp spacing (see model in Fig. 3.3a). Except for the dipole
in the BR, every other B atom in the top and the second layers near the oxygen
becomes B+. Therefore, interaction between the B+ and B along the B–B+–B row
(which used to be assumed as a MR) becomes stronger than the interaction
between pure metal atoms. The density of the nearly free electrons along the
B–B+–B row becomes lower. The B atoms and B+ ions are hardly detectable using
an STM, being similar to the images of a missing row. Therefore, the invisible
rows are often assumed as ‘missing rows.’ If the adsorbate locates at the hcp(0001)
facet site, the B–B+–B row should be composed of a Bp, which is the case for the
O–Cu(110) surface.

At HO = 0.5 ML oxygen coverage, the hybridized O-2 gives rise to the
(2 9 2)pmg–2O-2 or the (2 9 2)p2mg–2O-2 phase. The unit cell contains a pair
of quasi-tetrahedron, and it can be formulated as:

O2 þ 4B 1st layerð Þ þ 4B 2nd layerð Þ
) 2O�2 hybridð Þ þ 2Bþ 1st layerð Þ þ 2Bþ 2nd layerð Þ B2O bondingð Þ
þ 2Bp buckled upð Þ þ 2B 2nd layerð Þ the bonding effectð Þ

At HO = 1.0 ML oxygen coverage, the (2 9 1)p2mg–2O-2 phase forms:

O2 þ 2B 1st layerð Þ þ 2B 2nd layerð Þ
) 2O�2 hybridð Þ þ 2Bþ=p þ 2Bþ 2nd layerð Þ B2O bondingð Þ

At this stage, an H-like bond forms, which lower the STM protrusions and
stabilize the surface. As the surface atomic ratio O:B = 1, each adsorbate must
interact with three B atoms at the surface. Therefore, each B atom becomes B+/p as
two lone pairs are acting on it. The adsorbate drags the electron cloud of the
dipoles to compensate for the lack of one atom for the tetrahedron formation.
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The formulae for all the possible phases on the O–(Rh, Pd)(110) surfaces
represent the kinetics of bond formation with specification of atomic valences. The
oxide tetrahedron forms by evolving a B5O cluster into a B4O and then a B3O
cluster. During the transition of the B5O into the B4O, the fifth B atom at the
surface is released and then is involved in the formation of a new B4O cluster. The
lack of one atom in the B3O cluster at even higher coverage is compensated by the
formation of the H-like bond, as illustrated in Fig. 3.16. Dipoles provide electrons
to the oxygen to form the second ionic bond. In the (2 9 2)–2O-2 phase (0.5 ML),
the entire second layer is half composed of B+ ions and the other half of B atoms;
in the (2 9 1)p2mg–2O-2 phase (1.0 ML), the second layer is fully composed of
B+ ions. The displacement of B and B+ in the second layer is not avoidable
subjecting to the bond geometry.

The reaction formulae indicate that the Bp or B+/p gradually replaces the B+ that
used to be assumed as the ‘missing-row’ vacancy. Hence, the number of the
invisible rows decreases with increasing oxygen coverage, which elaborates well-
experimental observations. It is unlikely that the oxygen adsorbate is able to turn
the atomic vacancies into metal atoms that then turned to be the buckled dipoles.
The tetrahedron model, however, defines a feasible mechanism for the mass
transport. The B+ row evolves into the Bp or the B+/p row with increasing
adsorbates. Therefore, the zigzag depressions in the STM image correspond to B+

ions (Row I and Row II in Fig. 3.16) rather than to MR vacancies.
The difference in the shape between the depressed Row I and Row II is due to

the different glide symmetries of the oxygen adsorbates as can be seen from
Fig. 3.16. Row I corresponds to the (2 9 2)pmg-2O-2 symmetry, while Row II to
the (2 9 2)p2mg–2O-2. It was noted earlier that the H-like bond forms by
dragging the electron cloud of the protruding dipoles to the bonding orbitals of the
oxygen, and hence, the H-like bond formation lowers the protrusions. Therefore,
the slightly higher STM protrusions near the invisible row results from the absence
of the H-like bond near the edge B+ rows.

The B4O tetrahedron bonding requires that oxygen is located inside a tetrahe-
dron rather than at the apical site. Therefore, the bond geometry determines the
relaxation of the first interlayer distance. Due to the reduced atomic sizes of metal
ions in the second layer and the strong interaction between the B+ in the second
layer and the B in the third layer, the second interlayer distance contracts. In this
sense, the observed layer spacing relaxation and mass transportation as well as the
surface morphologies of various phases become clear. Apparently, the difference
in the host atomic size and host electronegativity determines the site specificity of
the oxygen and the orientation of the tetrahedron. This delineates the (Rh,
Pd)(110)–O surface from the Cu(110)–O surface in terms of reconstruction pat-
terns, although the basic oxide tetrahedron is commonly the same.
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3.4 O–(Co, Ru)(1010) Surface Tri-Phase Ordering

3.4.1 STM Morphology and Crystallography

The hcp(1010) plane with close-packed rows separated by the c-axis distance is an
analog to the fcc(110) surface with slight difference in layer spacing. In contrast to
the (2 9 1) MR reconstruction patterns on the O–(Cu, Ni, Ag, Pt)(110) surfaces,
three intriguing superstructures show in sequence on the O–Co(1010) surface
[109–113] and two on the O–Ru(1010) surface [114–116]. From the standpoint of
microscopy and crystallography, O–(Co, Ru)(1010) multiphase ordering has been
well identified. In an earlier LEED study, Schwarz et al. [112] found that the
Co(1010)–(2 9 1)p2mg–2O phase is developed from the p(2 9 1)–O or the
c(2 9 4)–4O phase by increasing the oxygen coverage at higher temperatures.
Based on STM observations, Koch et al. [109, 110] proposed models for the
reconstructed O–Co(1010) phases. LEED calculations [113] suggested that in the
final (2 9 1)p2mg–2O phase, oxygen occupies the threefold-coordinated fcc(111)
facet site and bonds to two Co or Ru atoms in the first atomic layer and one Co or
Ru atom in the second, this being the same as that occurring on the O–(Rh,
Pd)(110) surface.

Oxygen adsorbate rests above the top layer of the otherwise-unreconstructed
surface. The oxygen adsorbates prefer locations between two neighboring metal
rows and form a zigzag O–O chain along the close-packed direction. Contras-
tively, oxygen adsorbates prefer the same fcc(111) facet sites but locate beside one
specific (Rh, Pd) metal row to form the zigzag O–M–O row at lower coverage.
This is the major difference between the O–(Rh, Pd)(110) and the O–(Co,
Ru)(1010) in observation.

Furthermore, chemisorption of oxygen causes a significant expansion (*25 %)
of the first Co interlayer spacing and a slight contraction (*5 %) of the second Co
interlayer spacing with respect to that of the bulk. LEED, DFT, and HREELS
studies conducted by Schwegmann et al. [117] revealed that the O–Ru(1010)
surface shares the same reconstruction patterns as the last two phases of O–
Co(1010) despite the trivial details concerning atomic positions and interlayer
spacing.

The following features O–Co(1010) tri-phase ordering and the structural
models:

• The disordered p(2 9 1)–O forms upon flashing the c(2 9 4)–4O phase to
450 K. The STM image in Fig. 3.17a exhibits a checkered pattern of black and
white rectangles. The dimensions of the rectangles are 5.0 Å (*2aCo) by 4.0 Å
(*cCo) along the [1210] and the [0001] directions, respectively. The gray scale
is about 1.1 Å. This less-ordered p(2 9 1)–O phase corresponds to the precursor
state.
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• The c(2 9 4)–4O phase forms when the clean Co(1010) surface is exposed to
2.5-L oxygen at 300 K. STM imaging revealed that the ordered c(2 9 4)–4O
phase forms uniformly over large areas (see Fig. 3.18a). Rows of white oval
bumps with double Co periodicity (2aCo * 5.0 Å) are present in the direction of
the close-packed Co rows. Separation between rows of bumps is 8.0 Å (*2cCo).
The bright bumps, *1.1 Å in height, are resolved as a honeycomb-like pattern
separated by the zigzag depressions. Based on the STM image, Koch et al.
suggested that oxygen occupies the hcp(0001) facet site and bonds with one Co
atom in the top layer.

• The (2 9 1)p2mg–2O phase was obtained by dosing oxygen (5–10 L) at room
temperature to either the c(2 9 4)–4O or the (2 9 1)–O phase. STM revealed a
regular array of protrusions, being similar to that of clean metal surfaces in the
scale of B0.3 Å. All the Co atoms of the topmost plane are at nearly the same
levels of height. The model proposed for this phase interlocks the model for the
c(2 9 4)–4O phase with oxygen preferring the hcp(0001) facet site. However,
LEED studies by Gierer et al. [113] have ruled out the hcp(0001) facet site
preference of the adsorbate. The adsorbate atoms are located above the fcc(111)
facet site instead, agreeing with the model proposed by Comelli et al. [94] for
the O–(Rh, Pd)(110) surfaces. The optimal atomic geometry is that oxygen
atoms reside in the fcc(111) facet sites 0.74 ± 0.05 Å above the first Co layer.
The lateral distance between oxygen and the densely packed Co rows is
1.13 ± 0.10 Å (D/2 in Fig. 3.15). The O–Co bond lengths are estimated to be
1.83 ± 0.10 Å(1) (to the Co atom in the first layer) and 1.99 ± 0.10 Å(2) (to
the Co atoms underneath the oxygen). The oxygen-derived structure of the
Co(1010) surface is one where the first Co interlayer expands from 0.62 to 0.90
Å, which amounts to 25 % with respect to the bulk value, 0.72 Å.

Comparatively, the O–Ru(1010) bi-phase ordering and the structural models are
nearly the same:

   [0001] O-1 O-1

O-1 O-1
O-1

O-1

Co+

- shape bond

Side view

DomainCo+

Π

(a) (b)

Fig. 3.17 a STM image (reprinted with permission from[110]), and b the corresponding bond
configuration [111] for the Co(1010)–p(2 9 1)–2O-1 precursor phase with randomly filled
checkered domains. The pairing O-1–O-1 dimer rests on the top of surface atoms forming a
‘P-shape’ dimer bond along the close-packed direction (reprinted with permission from [1])
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• The c(2 9 4)–4O and the (2 9 1)p2mg–2O phases form in sequence on the O–
Ru(1010) surface at room temperature by oxygen exposure of 0.7 and 2.5 L,
respectively. This is easier to achieve than the formation of these phases on the
O–Co(1010) surface.

• According to the LEED and DFT measurements [117], oxygen adsorbate locates at
the apical site of a tetrahedron and interacts with two Ru atoms in the top layer and
one in the second layer. Oxygen atoms reside in the threefold hollow sites 1.02
(LEED)–1.05 (DFT) Å above the first Ru layer in the first phase, with a lateral
distance to the densely packed Ru rows of 1.18–1.19 Å (D/2). The O–Ru bond
lengths are 2.09(1) and 2.10(2) Å. In the second phase, oxygen sites 0.96 (LEED)–
1.06 (DFT) Å above the first layer. All the three O–Ru bonds are identical in length,
2.03 Å. The O–Ru distance (D/2) becomes 1.13 (LEED)–1.19 (DFT) Å. Oxygen
adsorption expands slightly the Ru(1010) first interlayer spacing by *4 %.

3.4.2 Formulation: Atomic Valence and Bond Geometry

3.4.2.1 Co (1010)–p(2 3 1)-O21: Pairing O21–O21 (£0.5 ML)

Figure 3.17 models the STM image of the Co(1010)–p(2 9 1)–O precursor phase.
STM images the oxygen adsorbates as depressions, even though the oxygen atoms
are located above the surface, because the O–2p state is lower than the EF of a
metal. Hence, the rectangular STM depressions correspond to the pairing O-1–
O-1 dimers. The O-1–O-1 dimer rests atop of two Co atoms forming theQ

-shaped Co2O2 bond along the close-packed direction. The O-1 catches one
electron from the Co atom underneath and shares one electron with the other O-1.
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Fig. 3.18 a STM image of the Co(1010)–(2 9 4)–4O-2 surface (Reprinted with permission
from [110]), b the hard-sphere model for the Ru(1010)–(2 9 4)–4O-2 structure [117], and c the
bond configuration [111] with the dotted square framing the tetrahedron. The lack of one (Co, Ru)
atom for the tetrahedron is compensated by a virtual bond between O-2 and the electron cloud
labeled 2, which sharpens the tip of the honeycomb-like bumps in the STM images (Reprinted
with permission from [1])
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The O-1 polarizes its rest neighbors, which produce the STM protrusions of this
precursor phase. Reaction at this stage involves no charge transport between the
oxygen adsorbate and Co atom in the second layer. The dark or bright rectangular
domains (5.0 9 4.0 Å in two dimensions) are in the scale of the regular lattice.
The reaction at this stage follows:

O2 þ 8Co ðsurfaceÞ
) 2O�1 þ 2Coþ þ 6Cop

or

2O2 þ 12Co ðsurfaceÞ
) 2 2O�1 þ 2Coþ þ 4Cop

� �
; etc:

Unlike the nanometric Cu(001)–c(2 9 2)–O-1 precursor state, in which oxygen
forms an off-centered pyramid (4(O-1 ? Cu+1) or 2O-1 ? Cu+2) with its surface
neighbors, the oxygen adsorbates in the Co(1010)–p(2 9 1)–O-1 phase prefer the
atop atomic positions. In contrast, in the O–(Rh, Pd)(110) precursor states, O-1

occupies the C2v-hollow site and bonds to the atom underneath first. Obviously, the
O-1 performs quite differently at these surfaces because of the difference in the
scale and geometry of the host lattice and the electronegativity between the host
surfaces.

3.4.2.2 (Co, Ru)(1010)–c(2 3 4)–4O22: Hybridized O22 (0.5 ML)

With increasing oxygen exposure, the O-1 evolves into O-2 and the oxide tetra-
hedron forms through a process of rebonding, as shown in Fig. 3.18. The basic
quasi-tetrahedron denoted as (1233) is expressed as (B = Ru, Co):

O þ B substrateð Þ þ 2B surfaceð Þ
) O�2 hybridð Þ þ Bþ substrateð Þ þ 2Bp þ 2Bp=þ

In a c(2 9 4)–4O-2 unit cell,

2O2 þ 8B surfaceð Þ þ 8B substrateð Þ

) 4 O�2 hybridð Þ þ Bþ substrateð Þ þ 2Bp=þ þ B substrateð Þ
h i

;

where the 2Bp/+ represents the fact that a virtual bond forms between the O-2 and
the electron cloud of the dipoles. The virtual bond is not a real one, but it com-
pensates for the lack of one atom in the oxide tetrahedron formation.

The honeycomb-like or oval-shaped protrusions in the STM image are com-
posed of four Cop that head toward the center of the ‘oval.’ In the Co2O tetra-
hedron, the lack of one Co atom for the bond is compensated by the polarized
electron cloud (as denoted 2) as do the (Rh, Pd)(110)–c(2n 9 2)pmg–2O-2
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phases. This process leads to a ‘virtual bond’ between the O-2 and the pairing-
dipoles, which sharpen the ‘tips’ of the ‘honeycomb’ protrusions, see Fig. 3.18. As
all the surface atoms are interlocked by the bond network, no atoms are missing
there, being the same as that occurred in the O–(Pd, Rh)(110)–(2n 9 2)–2O-2

surfaces. In addition, every other close-packed row in the second layer is com-
posed of Co+. Although the STM images for the Ru(1010)–c(2 9 4)–4O-2 phase
are lacking, the reconstruction pattern determined using LEED and DFT is the
same as the Co(1010)–c(2 9 4)–4O-2 surface, as can be compared with models in
Figs. 3.17 and 3.18. Therefore, the specification here should hold for both surfaces.

The contribution from the electron clouds of the dipoles to the oxide tetrahe-
dron formation in the (Co, Ru)(1010)–(2 9 4)–4O-2, the (Co, Ru)(1010)–
(2 9 1)p2mg–2O-2, and the Cu(110)–c(6 9 2)–8O-2 phases evidences that the
sp-orbit hybridization of an O-2 is independent of its bonding constituents.
Oxygen can bond to any component whether it is an atom or electron cloud of a
single or a cluster of dipoles, which is able to supply electrons to fill the hybridized
orbital of the oxide tetrahedron.

The minor geometrical difference among the (Pd, Rh)(110), the (Cu, Ni, Ag,
Pt)(110), and the (Co, Ru)(1010) causes entirely different orientations of the ‘O-2:
Bp: O-2’ chains. Contrary to the single O–Cu–O chain perpendicular to the close-
packed direction of the (Cu, Ni, Ag, Pt)(110) surfaces, the pairing O–O zigzag
chains in Figure 3.18 runs along the close-packed direction of Ru and Co. The fact
is that the c-axis lattice 4.06/4.33 Å of Co/Ru is too long for the distance of Bp–Bp

and the a-axis lattice 2.51/2.68 Å may be too short for the B+–B+ distance forces
the oxygen to create a new environment for the Co2O or Ru2O tetrahedron. This
leads to the entirely different orientation of the O–(Co, Ru)–O chain and the shapes
of the protrusions. As discussed previously, in the (Pd, Rh)(110)–c(2 9 2)–2O-2

surface, oxygen adsorbates prefer to locating in the troughs beside a specific metal
row, which yields the alternating ionic row and buckled dipole row observed as the
zigzag O–M–O chain. However, oxygen atoms prefer positions, located in the
(Co, Ru)(1010)-c(2 9 4)–4O-2 phase, between two nearest metal rows. The latter
leads to the ‘honeycomb’ pairing-dipole rows on the (Co, Ru)(1010) surface rather
than the ‘sawtooth’-like single protruding rows on the (Rh, Pd)(110) surface,
instead. Therefore, the lattice geometry determines the site specificity of the
adsorbate, which results in different reconstruction patterns.

3.4.2.3 (Co, Ru)(1010)–(2 3 1)p2mg–2O22: H-like Bond (1.0 ML)

The (Co, Ru)(1010)-(2 9 1)p2 mg-2O-2 phase, as shown in Fig. 3.19, interlocks
with the c(2 9 4)–2O-2 phase by adding the zigzagged O–O chains at positions
between the pairing-dipole rows. The chemical reaction follows the relationship in
the unit cell:
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O2 þ 2B surfaceð Þ þ 2B substrateð Þ

) 2 O�2 hybridð Þ þ Bþ substrateð Þ þ Bþ=p
h i

In the present phase, each Co and Ru atom at the surface has three O-2

neighbors due to the 1.0-ML coverage. Every Co or Ru atom at the surface
becomes the B+/p. Therefore, H-like bonds dominate at the surface, which lowers
the STM protrusions and narrows the antibonding band of the surface substan-
tially. This restores the oxygen-reduced work function of the Ru(1010)–O surface
by an amount of 0.49 and 1.12 eV, respectively, as the surface turns to be the
c(2 9 4)–4O-2 and the (2 9 1)p2mg–2O-2 phase [117]. The effect of H-like
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Fig. 3.19 a STM image of the Co(1010)–(2 9 1)p2mg–2O-2 surface (reprinted with permission
from [110]), b the hard-sphere model for the Ru(1010)–(2 9 1)p2mg–2O-2 surface [117], c and
d the bond configuration [111] showing the lone pairs (small dots) of the oxygen adsorbates that
squeeze the electron cloud of a Co or Ru atom, which corrugate the surface morphology. The
STM protrusions in this case correspond to dense polarized electrons (-) rather than ion core (+)
positions. As the bond network interlocks all the surface atoms with atom missing, the H-like
bond formation restores significantly the decreased work function and protects the surface from
further reaction (reprinted with permission from [1])
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bonds becomes more apparent on the STM protrusions and the work-function
recovery when the oxygen coverage increases from 0.5 to 1.0 ML. The scale of the
image in the latter reduces to a level similar to that for clean metals (0.15–0.3 Å).
It is expected that the (Co, Ru) (1010) surfaces are readily oxidized but quickly
saturated, protecting the substance from further corrosion.

All the Co atoms in the second layer become Co+ ions with reduced radii and
lowered energy states. The interaction between the second layer (Co+ ions) and the
third layer (metallic Co atoms) is stronger than that between two metallic layers.
Therefore, the first interlayer distance expands by an amount that depends on the
bond geometry and the second interlayer spacing contracts driven by the enhanced
Co+–Co interlayer interaction. This mechanism should hold for the Ru(1010)–O
surface though LEED and DFT revealed a different amount of relaxation for the
Co(1010)–O surface.

Figure 3.19 also shows how the nonbonding lone pairs of the two O-2 ions
squeeze and deform the electron cloud of one Co or Ru atom. This configuration
accounts for the STM protrusions not only of the current Co(1010)–O-2 phases but
also of the (Rh, Pd)(110)–O-2. At these surfaces, STM protrusions correspond to the
dense electron cloud (labeled ‘-’) rather than the ion core positions as labeled with
‘+.’ As indicated, the slight protrusion in Fig. 3.19 locates between two ion cores.
Therefore, it is not always true to derive atomic structural information simply from
the locations of the protrusions without considering the atomic valence alteration.

Comparing the reconstruction which has occurred to the (Co, Ru)(1010)–
(2 9 1)p2mg–2O-2 surfaces with that to the (Rh, Pd)(110)–(2 9 1)p2mg–2O-2

surfaces, it can be found that both systems have the same adsorbate arrangement.
However, they yield entirely different patterns in the STM imaging. The former
presents zigzag strips, while the latter gives a regular array of depressions and
protrusions. One may attribute such a difference to the D values in Figs. 3.15 and
3.19:

• For the Rh(110)–(2 9 1) p2mg–2O-2: D1 = 3.81–D2 = 3.81 - 2 9 1.13 =

*1.55 Å and D2 = *2.26 Å.
• For the Co(1010)–(2 9 1)p2mg–2O-2: D1 = *2.26 Å and D2 = 4.06–

D1 = *1.80 Å.

An alternation of the D1 and D2 values and a small geometrical difference
(0.25 Å) determine the site specificity of oxygen and gives quite a remarkable
difference in the form of the STM images.

Knowledge about the O–(Co, Ru)(1010) surface reaction has thus been
described in terms of bond forming. The disordered Co(1010)–p(2 9 1)–O pre-
cursor is identified as the derivative of the O-1. The P-shaped O-1–O-1 dimer
rests atop of the surface Co atoms along the close-packed direction. Meanwhile,
O-1 polarizes its rest neighbors leading to the protruding domain boundaries. At
higher oxygen coverage of the (Ru, Co)(1010) surface, oxygen performs quite the
same as that of the (Rh, Pd)(110) surfaces. O-2 locates at the fcc(111) facet site
and forms a tetrahedron with two Co or Ru atoms at the surface and one Co or Ru
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atom underneath. The O drags the electron cloud of the dipoles to compensate for
the lacking of one atom in the tetrahedron formation. For both the Ru and Co, a
c(2 9 4)–4O-2 phase forms and then a (2 9 1)p2mg–2O-2 phase follows. The
H-like bond lowers substantially the STM protrusions and narrows the antibonding
sub-band, which recovers the reduced work function significantly and protects the
surface from being oxidized further.

3.5 O–Rh(111) and O–Ru(0001)

3.5.1 Crystallography and Morphology

Both the O–Rh(111) and the O–Ru(0001) surfaces share considerable similarities
in the patterns of O-induced reconstruction [118]. For instance, three phases of
p(2 9 2)–O, c(2 9 2)–2O, and p(1 9 1)–O form sequentially on these two sur-
faces. The Ru(0001)–p(1 9 1)–O phase can form under N2O pretreatment [119,
120] while the Rh(111)–p(1 9 1)–O phase can be obtained by low-energy oxygen-
ion-beam irradiation [121]. Common to all other O-chemisorbed systems, the first-
layer spacing expands and the second contracts.

In the p(2 9 2)–O precursor phase (H & 0.25 ML), the R (= Ru, Rh) atoms
buckle up radially away from (or toward, as disputed) the adsorbate and the
original C3v symmetry of the unit cell remains. In the c(2 9 2)–2O phase
(H & 0.5 ML), pairing-row forms at the surface. In the p(1 9 1–O phase
(H = 1.0 ML), the surface becomes unreconstructed.

However, discrepancies yet remain regarding the vertical position and the site
specificity of the adsorbate. DFT [118, 120, 121] and LEED optimizations [122–126]
suggested that oxygen adsorbates are located *1.2 Å above the top layer of the
surface and the oxygen site specificity follows the rules of homoepitaxial growth of
the regular fcc(111) or hcp(0001) crystal lattices. The adsorbate prefers the apical site
of a tetrahedron and remains identical bond length to the surface atoms throughout
the course of reaction. The bond length, 2.00–2.10 Å, equals approximately to the
sum of the atomic radii of oxygen and R atoms. In contrast, a DFT calculation [127]
of the incorporation of oxygen into the basal plane of the late 4d noble metals of Ru,
Rh, Pd, and Ag suggested that the occupation of subsurface sites is always connected
with a significant distortion of the host lattice. O always favors adsorption in the
hollow sites, which represent a continuation of the bulk stacking sequence, i.e., hcp
sites on Ru(0001) and fcc sites on Rh(111), Pd(111), and Ag(111).

The combination of on-surface O in fcc sites and subsurface O in tetra-I sites is
to be either most stable or energetically very close to the most stable geometry.
The tetra-I site for Ru would only allow an O-metal bond length of 1.65 Å. This
situation gradually becomes favorable for other elements, yet for Ag that has the
largest lattice constant. In that case, the value of 1.80 Å is still significantly too
short. Thus, subsurface O incorporation always induces a substantial local
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expansion of the metallic lattice. With increasing coverage, the repulsive inter-
action among the more densely packed adsorbates decreases the preference for on-
surface adsorption; eventually O penetration may then become more favorable
than a continued filling of the on-surface sites. Therefore, O incorporation into the
subsurface region commences at progressively lower coverage for the late
4d transition metal sequencing from Ru to Ag.

STM studies of the O–Ru(0001) surface [128, 129] implied that a subsurface
oxygen layer is preferred, and the bond nature of the different phases is entirely
different. In a velocity-distribution spectroscopic study, Gibson et al. [130] sug-
gested that both the subsurface and the on-surface oxygen coexist and they share
common kinetics. Ganduglia and Scheffler [118] proposed that at higher coverage,
oxygen might occupy either the fcc(111) or the hcp(0001) hollow site of the
Rh(111) surface due to the small difference in binding energy between these two
sites in computation. Table 3.10 gives information about the O–Ru(0001) and the
O–Rh(111) surface reconstruction determined using LEED and DFT.

In the DFT studies, Stampfl et al. [120] found that an oscillation takes place of
both the work-function change (D/) and the dipole moment with increasing
oxygen coverage on the Ru(0001) surface. The dipole moment reaches its maxi-
mum at 0.5-ML oxygen coverage and then drops down swiftly. Madey et al. [131]
observed that D/ decreases from its maximal 1.2 eV at 0.75 ML with increasing
oxygen coverage. In observing oxygen motion on the Ru(0001) surface with STM,
Renisch et al. [132] found it is essential to include the lateral interaction in
modeling the collective phenomena such as surface diffusion or reaction.

Figure 3.20 presents the STM images for the p(2 9 2)–O and c(2 9 2)–2O
phases at the Ru(0001) surface [128, 136]. Figure 3.21 shows models for the
O–Rh(111) [133, 137] and O–Ru(0001) surfaces [119, 120] determined by LEED
and DFT. The on-surface oxygen adsorbate derives the ‘radial’ and ‘pairing-row’
structure patterns at the surfaces. Similar STM patterns have been observed from
O–Au(111) [138] and Ag(111)[139] surface after prolonged annealing in oxygen
(1 bar) at 800 �C.

3.5.2 Formulation: Bond Geometry and Atomic Valence

The electronic configuration is 4d75s1 and 4d85s1 for Ru and Rh, respectively. The
electronegativity of both Ru and Rh is of the same value of 2.2. Their atomic radii
[a = 2.672(Ru) and 2.684(Rh) Å] are comparable. The top two layers of both
hcp(0001) and fcc(111) surfaces share the same lattice geometry, packing in an
AB order. The tetrahedral hcp(0001) site is more favorable than the fcc(111)
hollow site to facilitate an R4O tetrahedron. The nature and kinetics of the R4O
cluster bonding and its consequences on the atomic valence and surface mor-
phology for the two systems can be formulated as follows.
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3.5.2.1 O-1 Effect (HO 5 0.25 ML): Radial Reconstruction with C3v

Symmetry

For the p(2 9 2)–O-1 precursor phase, the reaction can be expressed as:

O þ 4R 1st layerð Þ þ 4R 2nd layerð Þ
) O�1 sub� surfaceð Þ þ Rþ 2nd layerð Þ
þ 3Rp buckled away of the O�1

� �

þ R 1st layerð Þ þ 3R 2nd layerð Þ

(a) (b) 

(c) 

Fig. 3.20 STM images of Ru(0001) surface with chemisorbed oxygen at 400 K. The images
correspond to a 0.20 ML, b 0.25 ML, and c 0.5 ML exposures, respectively. The p(2 9 2)–O
(radial) and the p(2 9 1)–O (pairing-row) structures are fully developed at 0.25 and 0.5 ML
(reprinted with permission from [1, 128, 136])
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Instead of locating above the top layer, oxygen atom tends to sink into the
center of one of the four C3v tetrahedral sites to form an R4O cluster (Fig. 3.21a).
Oxygen forms one bond with the R (labeled 1) underneath. The O-1 then polarizes
and pushes its three surface neighbors (labeled 2) radially outwards. Therefore, the
C3v symmetry remains. The clustered dipoles are responsible for the STM pro-
trusions. At the surface, there is still a metal atom in a unit cell.

60o 

C3v

-1

2

2

1

2

(a) fcc(111) / hcp(0001) -(2×2) -O -1: radial (0.25 ML)

60o 

2

2

1

O-2

1

O-Rh(111) - LEED

(b) fcc (111 )/ hcp (0001) -(2×2) -2O-2: pairing row (0.5 ML)

60o 

1

1/2

1/2
1/2

1/2

-2

(c) fcc (111) / hcp (0001) -(1×1) -O-2 : H-bond-like (1.0 ML) 

O-Rh(111)-LEED

Fig. 3.21 R4O cluster bonding (reprinted with permission from [137, 140]) and the reconstruc-
tion models for the O–Rh(111) [118, 133] and the O–Ru(0001) surfaces of C3v symmetry [119,
120]. a At HO B 1/4 ML coverage, O-1 locates in the center of one of the four tetrahedral sites to
form one bond with the atom labeled 1. The O-1 induces and pushes the dipoles labeled 2 radially
away and the C3v symmetry remains, producing the clusters of STM protrusion. b At HO B

1/2 ML, O-1 evolves into O-2 by forming another bond with a surface R atom labeled 1. The
lone pairs sustain the dipoles (labeled 2). The dipole and ionic row move closer toward the sites
without adsorbates, which generates the pairing-STM protrusion-depression patterns. c At
HO B 1.0 ML, H-like bonds dominate at the surface. Two lone pairs polarize each surface R
atom (1/2) which donates meanwhile one electron to other adsorbate. Formation of the H-like
bonds restores the reduced work function and lowers the STM protrusions. The entire surface
network is stabilized and becomes unreconstructed and restores the C3v crystallographic
symmetry (reprinted with permission from [1])
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3.5.2.2 O22 Effect (HO 5 0.5 ML): Paring-row Reconstruction

The p(2 9 1)–O-2 or c(2 9 2)–2O-2 phase can be decomposed as:

O2 þ 4R 1st layerð Þ þ 4R 2nd layerð Þ
) 2O�2 hybridð Þ þ 2Rþ 1st layerð Þ þ 4Rp 1st layerð Þ½ � pairing chainð Þ
þ 2Rþ 2nd layerð Þ þ 2R 2nd layerð Þ

At this stage, oxygen forms the second bond with one (labeled 1) of its three
surface neighbors and then the sp orbitals of oxygen start to hybridize (Fig. 3.21b).
The number of dipoles of the same R4O tetrahedron reduces from three to two. The
lone pairs of oxygen replace the role of O-1 in sustaining the Rp (labeled 2). On
the surface, the atoms with altered valences form the alternative rows of protrusion
(Rp) and depression (R+), and the original C3v symmetry of the tetrahedron breaks,
as predicted by the DFT and LEED optimizations and detected with STM imaging.
The valence of the R+ underneath the O-2 remains. The mechanism for the surface
relaxation is common to the situations addressed in previous sections, that is, the
bond geometry determines the first-layer expansion and the altered atomic valence
in the second layer shortens the second interlayer spacing.

3.5.2.3 O22 Effect (HO 5 1.0 ML): H-like Bond Dominant

The p(1 9 1)–O-2 phase on the C3v surface can be formulated as:

2O2 þ 4R 1st layerð Þ þ 4R 2nd layerð Þ
) 4O�2 hybridð Þ þ 4Rþ=p surfaceð Þþ 4Rþ 2nd layerð Þ

As shown in Fig. 3.21c, oxygen adsorbates have occupied all the tetrahedral
sites on the surface. Each adsorbate needs one R atom for the bond and two to be
polarized at the surface. Because the atomic ratio O:R = 1, each of the surface R
atoms has to interact with three oxygen neighbors through one ionic bond and two
lone pairs. Therefore, all the R+ and Rp at the surface turn to be R+/p (labeled 1/2),
and hence, H-like bonds dominate at the surface. In such a way, the surface dipole
moment and the dipole-related D/ are weakened substantially, and the surface
becomes unreconstructed in crystallography, agreeing with the DFT calculations
and work-function measurements, as mentioned above. This trend is the same as
that occurred to the (Co, Ru)(1010)-O-2 surfaces and the (Rh, Pd)(110)–O-2

surfaces at higher oxygen coverage.
The analysis strongly supports the model of subsurface oxygen formation though

most of the numerical optimizations favor an on-surface oxygen mechanism (see
Table 3.10) for oxygen chemisorption on these C3v surfaces. One cannot, however,
exclude the possibility of multiple numerical solutions due to the correlation among
the parameters and the initial conditions used in optimization, as discussed earlier.
Nevertheless, existing grounds rule out the possibility that three identical bonds
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form and remain unchanged throughout the course of reaction. If the oxygen is
located above the top layer and bonds to its three surface neighbors identically, one
could explain neither the interlayer relaxation nor the STM protrusions. The on-
surface oxygen mechanism should shrink the D12 instead, as the R+ reduces its size
considerably and the R+ produces STM depressions under normal tip conditions.

Actually, the adsorbate, whether it is O-1 or O-2, retains always at the nearly
central position of the oxide tetrahedron throughout the course of reaction with the
C3v surfaces. What happens is that the O valance and coverage change to alter the
surface symmetry and surface atomic valence. The striking significance of the
precursor is that the O-1 polarizes all of its surface neighbors that maintain the
original C3v symmetry. O-2 forms two ionic bonds with the host atom in the
p(2 9 1)–O-2 phase or electron clouds in the p(1 9 1)–O-2 phase, which breaks
the C3v symmetry. The O-2 polarizes its two atomic neighbors through the lone-pair
interaction. The O-2 should be slightly off-centered inside the tetrahedron by an
amount that might be too small to be detectable. The oxidation alters the valences of
O into the O-1 and the O-2, and the R atoms into the R+, the Rp and eventually the
R+/p with the measurable variation in D/ and the surface dipole moment. The real
process of oxidation is that electron transport dominates and oxygen adsorbates
reside inside the bulk rather than float atop the surface of larger atomic size.

In summary, oxygen adsorbates sink into and remain at the hcp(0001) hollow
sites throughout the course of reaction with the C3v surfaces of large atomic size.
During the process of reaction, the R4O cluster configuration remains the same but
the valences of atoms at the surface change continually and substantially. The O-1

reconstructs the surface in a radial mode, and then, the O-2 produces the pairing-
row pattern. Further exposure to oxygen (H C 0.5 ML) yields the p(1 9 1)–O-2

phase in which H-like bonds are dominant, which stabilize the surface by anni-
hilating the Rp into R+/p. The H-like bond formation interlocks all the surface
atoms, which shall form a barrier protecting the substance from being attacked by
further diffusion of the adsorbate [141]. This conclusion should be valid for other
fcc(111) and hcp(0001) surfaces of larger lattice size with chemisorbed oxygen.
A DFT calculation of Ganduglia et al. [142] suggests that oxygen switches from
the on-surface fcc site to the subsurface hcp sites of the Rh(111) plane and indi-
cates that at even higher coverage oxygen incorporation is followed by oxygen
agglomeration in two-dimensional subsurface islands directly below the first metal
layer. Inside these islands, the metastable hcp/octahedral (on-surface/subsurface)
site combination will undergo a barrier less displacement, introducing a stacking
fault of the first metal layer with respect to the underlying substrate and leading to
a stable fcc/tetrahedral site occupation. The subsurface oxygen atoms in tetrahe-
dral sites are fourfold coordinated to metal atoms. These elementary steps, namely,
oxygen incorporation, aggregation into subsurface islands, and destabilization of
the metal surface are more general and precede the formation of a surface oxide at
close-packed transition metal surfaces. A DFT calculation by Reuter et al. [143]
predicted that the oxidation of the Ru(0001) surface proceeds via the accumulation
of subsurface oxygen in two-dimensional islands between the first and second
substrate layers. This leads locally to decoupling of an O–Ru–O tri-layer from the
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underlying metal. Continued oxidation results in forming and stacking of these tri-
layers, which unfold into the RuO2(110) rutile structure once a critical film
thickness is exceeded. Along this oxidation pathway, they identified various
metastable configurations in which oxygen occupies the octahedral and tetrahedral
sites, respectively. These configurations are rather close in energy, indicating a
likely lively dynamics between them at elevated temperatures.

3.6 O–(Ag, V)(001)

3.6.1 O–Ag(001)

3.6.1.1 Crystallography and Morphology

Oxygen chemisorption could induce two different phases on the Ag(001) surface
[144], which is the same to those happened to the Cu(001) but in an opposite order.
At low temperatures, the system displays a c(2 9 2) LEED pattern with an EELS
peak at 37 meV. By increasing the temperature from 180 to 300 K, a transition to
a (1 9 1) LEED pattern happens at 247 K, and the EELS peak shifts from 37 meV
to a lower value of 30 meV. The EELS shift indicates the softening of the
stretching vibration of the oxygen adsorbate through nonbond interaction. This
phase transition is reversible. It is interpreted that the high-temperature (1 9 1)
structure correspond to full oxygen coverage (H = 1 ML), while the low-tem-
perature c(2 9 2) structure arise from a lower coverage (H = 0.5 ML), with a
substantial amount of oxygen adsorbed on the subsurface. A combination of
LEED, HREELS, XPS, and XPD [145] confirmed the existence of this reversible
phase transition but led to a different structural model. The estimated oxygen
coverage is never greater than 0.4 ML. Atomic oxygen would sit in the fourfold
hollow site at low temperature to result in the same to the O–Cu(001) second phase
with the Cu3O2 pairing-tetrahedron configuration. In the second phase, oxygen
atoms sit in the hollow sites near the Ag missing rows of the substrate and thus
gives rise to a c(2 9 2) LEED pattern. A first principle DFT calculation [146]
suggested that the MR reconstruction degenerates in energy with the non-recon-
structed c(2 9 2) structure, both of which share the same LEED pattern.

DFT-derived geometrical details differ slightly from those inferred from XPD
measurements [144]. The surface fourfold-coordinated hollow sites and the sub-
surface fivefold-coordinated hollow sites are most stable, practically degenerated,
and separated by an energy barrier of *25 meV or less. The first Ag interlayer
spacing expands by up to 30 % upon oxygen adsorption [146]. According to the
XPD [145], oxygen adsorbates displace laterally by 0.36 Å toward the missing row
and shift down vertically by 0.15 Å below the top Ag atoms. The Ag atoms close
to the missing row shift up by 0.3 Å and laterally by a negligible amount.

The overall missing-row structure coincides with the Cu(001)–(H2 9 2H2)
R45�–2O-2 phase which is dominated by the Cu3O2 structure where oxygen atoms
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move away from the missing row and go below the Cu atoms by *0.16 Å near the
missing row for the tetrahedron formation. The Cup shifts up and relaxes laterally
toward the missing row by *0.25 Å to form the ‘dumbbell’ protrusion cross over
the missing row.

The significant difference between the O–Cu(001) and the O–Ag(001) is the
critical temperature for phase transition. Missing row forms at *700 K on the
O–Cu(001) surface while it forms at 246 K on the O–Ag(001) surface. XPS
profiles [145] from O–Ag(001) show that the lower binding energy component of
the O 1s (528.3 eV) increases its intensity with temperature at an expenses of
decreasing the high binding energy (530.9 eV) peak that dominates at T B 300 K.
This binding energy weakening is also in line with the 37 ? 30 meV EELS peak
transition. The transition of both the XPS binding energy and the EELS stretching
energy indicates that the O–Ag(001) surface undergoes a phase transition from
stable to less stable when aging at *246 K for 3,200 s.

With oxygen adsorption, an additional DOS feature at -2.0 to -3.0 eV
emerges [145, 147], which agrees with those observed from the O–Ag(110) (-
1.5 to -3.3 eV)[148] and O–Ag(111) (-2.0 eV)[149] surfaces. These features
arise from the nonbonding lone pairs of O-2 instead of the O 2p-states alone [145].

3.6.1.2 Lattice Scale Effect

Ag and Cu share the same electronegativity (1.9), the same lattice geometry, but
different atomic sizes (1.276/1.442). The O–Ag(001) bi-phase structures are partly
analogies of the O–Rh(001) and the O–Cu(001) surfaces. The fivefold-coordinated
oxygen is the same as that in the Rh(001)–c(2 9 2)–2O-1 phase. The low-tem-
perature MR structure is the same as that of the Cu(001)–(H2 9 2H2)R45�–2O-2

phase. Like neither the transition from CuO2 paring-pyramid to the Cu3O2 pairing-
tetrahedron on the Cu(001) surface nor the transition from the Rh5O to the rotated
Rh4O on the Rh(001) surface, the O–Ag(001) surface transits from the Ag5O to the
Ag3O2 at much lower critical temperature. This intriguing inverse order of phase
transition results from nothing more than the large atomic size (rAg = 1.442 Å) of
Ag atom. At low temperature, O-2 is more stable than the O-1 according to the
XPS and EELS spectral features. The O-2 de-hybridizes at a temperature of 246 K
that is lower than *700 K for the Cu(001) surface [16].

3.6.2 O–V(001)

3.6.2.1 Observations

STM images in Fig. 3.22 show apparently the bi-phase structures beside the vis-
ible dark lines arranged regularly on the surface along the h10i directions [150].
The distance between the dark lines is usually 4–6 vanadium h10i lattice constants,
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and, therefore, a (1 9 5) reconstruction mode presents. In the simulated STM
images, the fourfold hollow sites occupied by oxygen atoms appeared as dark
spots, while the unoccupied hollow sites remain bright. The first phase within the
domain is the same as the Rh(001)–c(2 9 2)–2O-1 phase (R5O pyramid). Oxygen
occupies the next-nearest fourfold hollow site and induces the radial reconstruc-
tion, as indicated in the STM image (b), at oxygen coverage of 2/3 ML.

(a) STM image (b) DFT simulated

(c)  STM image (d) DFT simulated

Fig. 3.22 STM images of the O–V(001) bi-phase structures (reprinted with permission from
[150]) and the hard-sphere models for (a, b) the V(001)–c(2 9 2)–2O-1 and (c, d) the
(H2 9 3H2)R45�–4O-2 phases. The first phase (a) is composed of V5O. The second phase
consists of the V4O tetrahedron. In the second, the zigzagged O–O chain forms along the h11i
direction (Reprinted with permission from [1])

92 3 STM and LEED: Atomic Valences and Bond Geometry



With increasing oxygen coverage to *0.73 ML, the second phase appears, in
which the dark lines remain. The short-ordered, zigzagged O–O chains form along
the h11i direction. The bright spot is composed of four atoms.

Figure 3.23b, c shows the optimal structures at higher oxygen coverage with
binding energies of -5.26 and -5.20 eV, respectively. The oxygen atoms in the
dark lines now prefer the bridge sites in the two phases involving the reconstructed
domains compared with the initial phase of oxidation.

(a) (2×5)-2O (-4.89 eV) (b) (2×5)-6O (-5.26 eV)

(c) (3×5)-11O (-5.20 eV) (d) (1×5)-5O (R = 0.17)

(e) V(001)-( 3 2)R45 - 4O-2 (2/3 ML)o×2

Fig. 3.23 Comparison of the structural models. Ab initio optimization of a the C4v-hollow-sited
oxygen in the dark lines and the arrangement of oxygen for b the first and the c second phase as
observed with STM. Panel d shows the LEED optimal structure for the reconstructed surface at
higher oxygen coverage. Panel e is a short-ordered V(001)–(H2 9 3H2)R45�–4O-2 (2/3 ML)
reconstruction with O-2-centered tetrahedron (reprinted with permission from [1])
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LEED optimization [150] with a total number of 26 independent parameters
leads to a structural model for the second phase (Fig. 3.23d). The oxygen atoms in
the bridge sites reside 0.12–0.18 Å above the top vanadium layer, while oxygen
atoms in the C4v hollow sites are *0.5 Å above the top layer. The structural
discrepancy determined by different methods corresponded to: (1) the ab initio
data are for T = 0 K, whereas the LEED was taken at room temperature; (2) the
involvement of the (1 9 4) and (1 9 6) superstructures may influence the LEED
measurements. Nevertheless, both the LEED and DFT optimization revealed an
expansion of the first-layer spacing (+4.2 %) and a contraction (-3.2 %) of the
second with respect to the clean V(001) surface that contracts by -7 to -8.5 %
(LEED) or –15 % (DFT).

3.6.2.2 Formulation

Disregarding the accuracy in the vertical positions of the adsorbates in the dark
lines, the bi-phase structure for the O–V(001) surface can be formulated. The
formula for the first O-1-derived phase may refer to that for the Rh(001)-
c(2 9 2)-2O-1(H = 1/2 ML) surface which showed the radial reconstruction.
The oxygen forms a bond with a Vanadium atom underneath and then polarizes the
surface neighbors, which form the V5O structure. With the increase in oxygen
coverage, the O-1 evolves into the O-2 that gives rise to the short-ordered
(H2 9 3H2)R45�-4O-2 phase at H = 2/3 ML:

2O2 þ 6V surfaceð Þ þ 6V 2nd layerð Þ
) 4O�2 þ 4Vþ 2nd layerð Þ þ 4Vþ=p

þ 2V 1st layerð Þ þ 2V 2nd layerð Þ

Figure 3.23e shows the V(001)–(H2 9 3H2)R45�–4O-2 complex unit cell.
The bright protrusions correspond to V+/p. Compared with the patterns of recon-
structions on the fcc(001) surface of Cu and Rh, the V(001)–O surface exhibits a
quite different pattern of reconstruction.

Two outstanding issues need to be clarified. One is the inconsistency between
structures determined by LEED and DFT/STM observations; the other is the
oxygen coverage. AES detected higher oxygen coverage (0.67 and *0.73 ML for
the two phases, respectively), but the models give only 1/2 and 2/3 ML ideally for
the two corresponding phases. The structural discrepancy arises from the huge
LEED parameter space that warrants nonunique solutions [70]. Agreement
between the STM and the DFT results supports each other, which may indicate the
essentiality of searching for other possible numerical solutions in LEED optimi-
zation, such as subsurface oxygen.

Modeling analysis conducted here insofar indicates that the oxygen adsorbate
always tends to be located inside the tetrahedron. On the other hand, the V atoms in
the center of the bright protrusions are expected to be missing as these V atoms
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interact with no oxygen atoms, but they experience strong repulsion from the
neighboring V+/p. The expected V missing reduces the number of V atoms at the
surface layers. In addition, the density of oxygen in the dark lines is higher than the
oxygen atoms inside the reconstructed domains. This configuration further increases
the surface atomic ratio of O:V. These two factors could account for the difference in
the oxygen coverage between the AES measurement and the model specification.

A comparison of the O–(Cu, Rh, Ag, V)–(001) surface reconstruction suggests
that difference in atomic size and in electronegativity give rise to the entirely
different patterns of reconstruction on the four surfaces of the same lattice
geometry. The process of tetrahedron bond formation is the same despite the
transition temperatures and the corresponding patterns of observations.

3.7 O–Rh(001) and (N, C)–Ni(001)

3.7.1 Observations

With increasing oxygen exposure of the Rh(001) surface, three outstanding phases
form sequentially, as identified using LEED [151–153], STM, SPA-LEED and
PES [154, 155]. The disordered p(2 9 2)–O phase (H = 1/4 ML) forms first, then
the c(2 9 2)–2O (H = 1/2 ML) radial reconstruction, and, finally, the
c(2 9 2)p4g–2O (H = 1/2 ML) clockwise and anticlockwise rotation of the unit
cells. These reconstruction patterns are the same as those occurring on the Ni(001)
surfaces with chemisorbed carbon and nitrogen.

Figure 3.24 shows the STM images of the two ordered phases for the O–Rh(001)
surface. Oxygen adsorbate fills in the next-nearest fourfold hollow site of the
Rh(001) surface, in the same way as that of oxygen on the Cu(001) surface. It can be
seen that both the c(2 9 2)–2O and the c(2 9 2)p4g–2O phases require the same
local oxygen coverage of 1/2 ML. Formation of these two ordered phases depends
not on the local oxygen coverage but rather on the overall oxygen exposure [154].

Direct LEED studies revealed, however, that oxygen resides in hollow sites of
the Ni(001) surface [156, 157] to form bond between oxygen and the nickel atom
underneath without any rotation [158]. The first interlayer spacing expands and the
second contracts.

Figure 3.24c shows a centered-pyramid model for the ‘p4g’ clock reconstruc-
tion [156, 160, 161]. The model indicates that a ‘stress release’ provides forces
driving the ‘radial’ reconstruction phase to transit into the ‘clock’ rotation. The
oxygen adsorbate was determined to locate DOz [ 0.6 Å above the C4v hollow site
and form a centered pyramid with the four Rh atoms at the surface [162]. The
compressive stress of the pyramid in the Rh(001)–c(2 9 2)–2O surface is released
through the rotation of the Rh4O pyramid. The release of stress provides the forces
that drive the reconstruction while the basic R4O pyramid remains during the
process of reconstruction despite a slight change of the vertical position of the
oxygen.
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Figure 3.24d shows an alternative for the Rh(001)–c(2 9 2)p4g–2O second
phase [108, 163, 164]. The adsorbate prefers the site eccentrically above the
‘rhombus’ and jumps back and forth along the longer axis of the rhombus. XRD
measurement suggested that in the second ‘p4g’ phase, the Rh atom is displaced
eccentrically by 0.19 ± 0.05 Å in the plane along the h11i direction [165]. The
oxygen atom is situated in the rhombus sites with an in-plane shift of
0.20 ± 0.05 Å on either side of the center.

The ‘off-centered-rhombus’ model leads to a conclusion [108] that for all the
Rh(001), (110), (111) surfaces at medium–high oxygen coverage, oxygen adsor-
bate tends to locate at an apical site of a tetrahedron and to form three identical
bonds with the Rh atoms. So Rh3O tetrahedron displays a C3v point-group sym-
metry and the lengths of all the three O–Rh bonds in the Rh(001), (110), (111)
surfaces to be in the range of 2.00–2.06 Å with the Rh–O–Rh bond angle of around
90�. Table 3.11 features the geometrical information for the ‘p4g’ reconstruction
for the Rh(001)–4H2(1 9 1)R45�–16O-2 and the Ni(001)–4H2(1 9 1)R45�–
16(N-3, C-4) surfaces. This 4H2(1 9 1)R45� notion is preferred as it represents
the complex unit cell with full periodicity containing 16 adsorbates.

STM images in Fig. 3.25a, b for the ordered Ni(001)–4H2(1 9 1)R45�–16C-4

[174] and Ni(001)–4H2(1 9 1)R45�–16 N-3[173] surfaces exhibit the same type
of ‘clock’ reconstruction occurring on the O–Rh(001) surface albeit the slight
difference in the rotation angles. However, the calculated STM image shows the C
atoms as depressions while in the experiment, a small protrusion is resolved [175].
The Ni(100)–4H2(1 9 1)R45�–16 N-3 STM image exhibits two orientations of
the depressions. With slight deviation, one is along the [10] direction and the other
closes to the [01] direction. This provides the opportunity for one to identify the
atomic valences of N at the surface.

Kirsch and Harris [176] calculated Ni(001) surface reconstructions induced by
C, N, and O adsorption and suggested that C and N atoms prefer the nearly
coplanar sites with the top Ni surface, which induce the ‘clock’ reconstruction of
the surface. However, O atoms prefer sites slightly above the Ni(100) surface
plane and have little effect on the overall surface structure. The local environments
of the C, N, and O atoms on these surfaces are similar to their environments in a
series of late transition metal carbonyl clusters, suggesting that some of the same
electronic factors may play a role in favouring different structures. Results of the
calculations suggest that adsorbates occupy coplanar sites on Ni(100) surface
disrupt the Ni–Ni bonding within the surface layer and bonds between the surface
and second layers.

On the C- and N-covered surfaces, the disruption is overcompensated by the
formation of strong adsorbate-Ni bonds and by new Ni–Ni surface bonds resulting
from the clock reconstruction. When O is forced into a coplanar site, however, both
the higher electron count and increased electronegativity of the O atoms lead to
severe disruption of the surface bonding and the formation of weak Ni–O bonds.
When O atoms sit above the surface, they form more polar Ni–O bonds, contribute
less electron density to the Ni surface bands, and cause less disruption to the Ni–Ni
surface bonds. These results suggest that similar to the organometallic clusters, the
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site preferences of C, N, and O atoms are directly related to their electron count, and
in turn to the relative occupation of both the Ni–Ni and the X–Ni (X = C, N, O)
antibonding bands.

3.7.2 Formulation: Rhombi Chain along the h11i Direction

The 3B premise provides an alternative view on the reconstruction suggesting that
O, N, and C tend to find their own environment to form the tetrahedron with bond
and nonbond creation. Tetrahedron bond formation drives the radial and the
subsequent ‘clock’ reconstruction on the O–Rh(001) surface. Meanwhile, the O-1

transits into an O-2 with sp-orbital hybridization. The sp-orbital hybridization also
holds for the C and N when they react with the Ni(001) surface. The electrostatic
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Fig. 3.25 STM images (reprinted with permission from [173, 174]) and models (insertions) for
(a, b) the Ni(001)–4H2(1 9 1)R45�–16(C-4, N-3) clock reconstruction. Indicated are individual
atomic valences. Although they appeared the same to that of the Rh(001)–4H2(1 9 1)R45�–
16O-2 phase, the surface atomic valences and the driving forces are different (reprinted with
permission from [1])
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force due to charge redistribution drives the p4g reconstruction [172, 177, 178].
The balance of bond tension against the electrostatic force along the h11i direction
stabilizes the clock rotation on the O–Rh(001) and N–Ni(001) surfaces. However,
equilibrium of electrostatic repulsion along the h11i direction and a response of
bond compression stabilize the C–Ni(001) clock rotation. Although the patterns of
reconstruction and morphologies for the O–Rh(001) and the (C, N)–Ni(001) sur-
faces are the same, the surface atomic valences and the driving forces are com-
pletely different due to different valences of C-4, N-3, and O-2.

The Rh(001)–c(2 9 2)–2O-1 radial and the subsequent Rh(001)–(2 9 2)p4g–
2O-2 clock reconstruction can be formulated as follows (Fig. 3.24a, b):

O2 adsorbateð Þ þ 4Rh surfaceð Þ þ 4Rh 2nd layerð Þ
) 2O�1 sub� surfaceð Þ þ 2Rhþ 2nd layerð Þ
þ 2Rh 2nd layerð Þ þ 4Rhp O�1 � induced

� �

This O-1-induced phase transits into the Rh(001)–4H2(1 9 1)R45�–16O-2

phase (see the corresponding deformed unit cell in Fig. 3.24b):

) 2O�2 hybridð Þ þ 2Rhþ 2nd layerð Þ þ 2Rhþ=p

þ 2Rh 2nd layerð Þ þ 2Rhp O�2 � induced
� �

Similarly, the Ni(001)–4H2(1 9 1)R45�–16(N-3, C-4) surfaces can be for-
mulated as (Fig. 3.25) [172]:

N2 adsorbateð Þ þ 4Ni surfaceð Þ þ 4Ni 2nd layerð Þ
) 2N�3 hybridð Þ þ 2Niþ surfaceð Þ þ 2Niþ=p surfaceð Þ
þ 2Niþ 2nd layerð Þ þ 2Ni 2nd layerð Þ

and,

C2 adsorbateð Þ þ 4Ni surfaceð Þ þ 4Ni 2nd layerð Þ
) 2C�4 hybridð Þ þ 2Niþ surfaceð Þ þ 2Ni2þ surfaceð Þ
þ 2Niþ 2nd layerð Þ þ 2Ni 2nd layerð Þ

The p4g STM images induced by C-4, N-3 and O-2 exhibit the same rhombi
chain despite the rotation angle. Linking the Ni+ ions labeled 1 in N–Ni(001)
surface (see Fig. 3.25b) matches ideally the orientations of the STM depressions.
This configuration verifies that the radius of an Ni+ ion is much smaller than that of
an Ni+/p. Therefore, using a proper bonding scheme, one is able to identify indi-
vidual atomic valence and the bond relaxation dynamics from the STM images.

Table 3.12 features information for the C-4, N-3, and O-2-derived ‘p4g’
phases on the Ni(001) and Rh(001) surfaces. For instance, oxygen sinks into the
C4v hollow site in the Rh(001) surface and bonds to the Rh atom underneath. An
Rh5O cluster forms in the c(2 9 2)–2O-1 precursor phase. The O-1 polarizes and
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pushes the electron cloud of the surface atoms radially away from the central
adsorbate. In the second phase, the c(2 9 2) cell deforms into two rhombi (without
adsorbate) and two squares with adsorbates inside. The Rh5O pyramid will evolve
into an Rh4O tetrahedron with an off-centered shift of the adsorbate in the hollow,
and one Rh atom at surface will be released from the original Rh5O pyramid.

As the O-2 has already bonded to one Rh atom underneath, the tetrahedron
defines one Rh+ (labeled 1) and two lone-pair-induced Rhp dipoles (labeled 2) of
the four nearest surface neighbors. The Rh5O ? Rh4O transition gives rise to the
overall ‘p4g’ reconstruction. As can be seen from the primary unit cell containing
the adsorbate (Fig. 3.24b), three of the four surface neighbors are labeled with 1, 2,
and 2, respectively. Because the surface atomic ratio O:Rh = 1:2 and each oxygen
bonds to one atom at surface and needs two atoms to be polarized, half of the
overall surface atoms are thus defined as Rhp and another half as Rh+/p. The Rh+/p

contributes to the H-like bond.
One can find that atoms labeled 1 change their positions in a clockwise fashion

if one counts the O-occupied hollows along the h11i direction (gray thick lines).
The adsorbate dislocates eccentrically in the h11i direction in a periodic way.
From this point of view, it would be essential and complete to consider a
c(4H2 9 4H2)R45�–16O-2 complex unit cell in practice due to the periodicity of
the off-centered adsorbate positions. Strikingly, the ‘rhombi’ hollows without
adsorbates form chains along the h11i direction. The above argument is also
applicable to the (N-3, C-4)-Ni(001) surfaces.

From the atomic structure point of view, the current tetrahedron description
favors the existing hard-sphere models to a considerable extent. Oxygen prefers
the site inside (subsurface) the C4v hollow and eccentrically in a periodic way.
Most importantly, specification of the valences of the adsorbates gives great detail
about the electronic structures, driving forces, and bond stresses of the Rh(001)–O
and the Ni(001)–(C, N) surfaces [172].

Although the STM and LEED show similar signatures for these three ‘p4g’
reconstructed surfaces derived by C, N, and O, the underlying mechanisms are
quite different. Therefore, the reaction is a process in which charge transportation,
and bond switching and relaxation dominate, which give rise to the corresponding
features observed by STM and LEED [172].

Table 3.12 Summary of the geometrical change, driving force Fi, and bond tension T, of the
‘p4g’ clock rotation (U) derived from the STM images with the current model [172]

(2 9 2) p4g Rh(100)–O-2 Ni(100)–N-3 Ni(100)–C-4

Rotation angle U(�) 0.0; 9.0 0.0; 12.0 0.0; 20.0
Sh11i (Å) 0.00; 0.30 0.00; 0.37 0.00; 0.64

Bond strain DL/L (%) 1.2 2.2 6.4
Electrostatic forces Fi 7.99; 11.09 8.21; 14.59 -3.11; -91.17
Bond stress Fb (dyn) 35.16 35.95 -133.00
Surface atomic states p; +/p +; +/p +; 2+

Reprinted with permission from [1]
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3.7.3 Quantification: Driving Force and Bond Stress

One can estimate the lateral displacements of the Rh atoms by measuring the sharp
angle h of a rhombus in the STM image. The average value of measured h is 72�.
The unit cell containing the O-2 adsorbate rotates by U = (90� - h)/2 = 9�. This
process displaces the Rh atom along the h11i direction by
Sh11i ¼

p
2R� tgU ¼ 0:30 Å, where R = 1.342 Å is the atomic radius of Rh.

Table 3.12 features the geometrical change, driving force Fi, and bond stress T of
the ‘p4g’ clock rotation (U) derived from the C-4, N-3, and O-2-induced ‘p4g’
reconstruction on the fcc(001) surface of Rh and Ni [172].

Inspecting Figs. 3.24b and 3.25, one can find that the surface network is
composed of one-dimensional ‘–2–(1/2)–(1/2)–2–2–(1/2)–(1/2)’ rhombi chains
along the h11i directions. Labels 1 and 2 represents the valences of ‘+’ and
‘dipole,’ respectively. The electrostatic charges of the Rh+/p (1/2) and the Rhp (2)
are not equal and the Rh+/p is slightly positive compared with the Rhp that has a
negative nature.

The strength of interaction is in the order: 2–2 & (1/2)–(1/2) [ 0 [ 2–(1/2).
The repulsion between the 2–2 or (1/2)–(1/2), and the slight attraction between the
2–(1/2) determines that the distance of 2-2 or (1/2)–(1/2) is longer than the
distance of (1/2)-2. Rhombus formation displaces the Rh atoms along the h11i
direction, and consequently, leads to the overall rhombi-chain network at the
surface. The alternate attraction and repulsion along the chain will squeeze the 2–
(1/2) closer without otherwise a response of bond tension to equilibrate the
electrostatic force along the chain.

From Fig. 3.26a, b, it is seen that the bond expands by an amount DL/L =

1/cosU - 1 = 1.2 %, which is negligible and, therefore, the mechanism of bond-
tension-increase rather than the mechanism of bond-compression-release domi-
nates in the Rh(001)–(4H2 9 4H2)R45�–16O-2 phase transition.

Without knowing the exact dipole moment, one may assume that Coulomb
interaction dominates along the rhombi chain that contains infinite number of
atoms (n C ±100 is sufficient for calculation). The Coulomb potential Vi and the
electrostatic force Fi acting on the ith atom in the rhombi chain are:

Vi ¼
1

4pe0

X

i6¼j

qj

rij
¼ 1

4pe0

X

i6¼j

�1ð Þ j 1
2j� 1ð Þa� 2s

� 1
2j� 1ð Þaþ 2s


 �

Fi ¼ � qi
oVi

or

The relative charges for Rhp and Rh+/p are defined as qi = -ee and ee,
respectively, by introducing an effective charge factor e = ec ? Dg(ei - ec)/2,
which considers the valence screening effect. ec = 0.5 (Dg = 0) and ei = 1.0
(Dg = 2) correspond to covalent and ionic states, respectively. For the current
O–Rh system, Dg = 3.5 - 2.2 = 1.3, e = 0.825.
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As a component of the electrostatic force Fi, the Fb in Fig. 3.26b balances the
bond tension T and hence the clock rotation of the unit cell:

Fb ¼
Fiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 1þ cos 2 90� � Uð Þ½ �f g
p

When the Rh4O tetrahedron rotates from 0� to 9� (see Table 3.12), Sh11i shifts
from 0 to 0.3 Å and the electrostatic force Fi increases from 8 to 11 dyn. The
tensile bond stress T increases to 35 dyn at U = 9�. It is easy to understand that, at
U\ 9�, T \ Fb-, while at U[ 9�, T [ Fb-. Therefore, the coupling of the
alternative electrostatic attraction and repulsion along the rhombus chain with the
response of the bond tension stabilizes the rotation.

The bond tension might be over-estimated because the dipole potential should
take the rij

-6 form rather than the simple Coulomb potential. However, this can be
precisely determined provided a known dipole moment. Nevertheless, the force
driving the Rh(001)–O-2 clock rotation comes from the electrostatic interaction
along the rhombi chain and further rotation of the tetrahedron is constrained by the
response of a bond tension. This bond-tension-increase mechanism also holds for
the Ni(001)–N-3 surface. The Ni(001)–C-4 rotation is driven by the nonequivalent
electrostatic repulsion in the h11i direction and the rotation is balanced by the
bond-compression-increase, instead [172].

F
<11>

i i+1

s s

2

2

2

2
2

2

1

1

1
1

1

2

2
1

(a) rhombi-chain

1 2 2 1 1 2

Φ

S

L +     LΔ

L = 1.414 x 2R

F i

Fb

(b) Atomic dislocation (c) Driving force and bond tension 

0
10
20
30
40
50
60
70

0 5 10 15 20
F

 (
d

yn
e)

Angle (degree)

Fb

Fi

T = Fb

Fig. 3.26 a The nonuniform ‘–2–1/2–1/2–2’ rhombi chain along the h11i direction of the STM
images enables the estimation of b atomic dislocation, c driving force, and bond stress. Labels 2
and 1/2 stand for different valences (refer to Table 3.12) for O-2, N-3, and C-4 induced chains.
The clock rotation angle U is derived from the STM rhombus angle H. U = (90� - H)/2;
S = H2R 9 tgU; DL/L = 1/cosU - 1; Fi is decomposed as Fb. c Shows the rotation angle
dependence of the driving force Fi. Rotation is stabilized at 9� by T = Fb. If U[ 9�, T [ Fb;
otherwise, T \ Fb (reprint with permission from [172])
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The following features the understanding of C, N, and O interaction with the
low-index (100) surface of Ni and Rh:

• The C/N–Ni(001) and O–Rh(001) surface reaction is a dynamic process in
which C-1, N-1, or O-1 centered-pyramid forms first and then C-4, N-3, or
O-2-centered quasi-tetrahedron follows. The adsorbate sinks initially into the
fourfold hollow site and forms an AB5 cluster. The B atoms underneath the
adsorbate become B+. The full surface layer is composed of the A-1-induced B
dipoles. With the development of adsorbate hybridization, the AB5 cluster
evolves into an AB4 tetrahedron that yields the rhombi-chain network in the
h11i direction.

• The clock reconstruction is driven by the electrostatic force along the h11i
direction arising from charge transportation. During the bond forming, surface-
charge redistribution leads to the one-dimensional inhomogeneous charge
strings along the h11i directions. The electric interaction along the rhombi chain
provides tangential force driving the clock rotation and the corresponding bond
tension or compression that stabilize the clock rotation. The O–Rh and N–Ni
bonds suffer slight tension while the C–Ni bond suffers strong compression.

• O–Rh(001) surface is covered by B+/p and Bp that are weakly bonded to the
oxygen and the bulk. N–Ni(001) surface is composed of B+ and B+/p, while the
C–Ni(001) surface consists of B+ and B2+ with high compression of the bond.
Therefore, the surface atomic states, surface stress, and the mechanism for
reconstruction are different though the morphology and crystallography are
nearly the same for the p4g-reconstructed systems.

3.8 Cu3C2H2 Molecules

Acetylene (C2H2) adsorption on Cu surfaces has initiated much scientific interest
as it involves notable elementary catalytic reactions, such as the trimerization
reaction of C2H2 to form benzene on Cu substrates [179, 180]. In general, C2H2

always decomposes on transition metal surfaces (such as Pd, Pt, Ni, and Rh) at low
temperature, and the adsorption behaviors of C2H2 on these surfaces are different.
In particular, the trimerization reaction of C2H2/Cu is unique due to the formation
of complex molecules on Cu surfaces. Cu is a much more versatile C2H2 coupling
catalyst than Pd because C2H2 trimerization on Cu surface is far less structurally
sensitive than on the Pd surface [3]. In addition, unlike ethylene (C2H4) and ethane
(C2H6) molecules, the C2H2 rearranges its geometry and changes its intramolecular
binding significantly, which provides insight into the fundamental chemistry of
triple C–C bonds on the metallic surfaces.

Figure 3.27 shows the STM images and the corresponding bond configurations
for the C2H2 molecule chemisorption on Cu(001)–(1 9 1) surface [179]. The
Cu3C2H2 molecular configuration was optimized using DFT calculations [181].
This chemical reaction is formulated with identification of individual atomic
valences as follows:
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For the C2H2–Cu(100)–(1 9 1) surface reaction:

C2H2 þ 4Cu surfaceð Þ þ Cu substrateð Þ
) 2C4� hybridð Þ þ 2Hþ þ 2Cu2þ surfð Þ þ Cu2þ substrateð Þ
þ 2Cup Hþinduced; labeled 2ð Þ

Each C atom bonds to one H atom, two Cu atoms, and the other C atom to form
a distorted tetrahedron. The slight protrusions (2) in the STM images correspond to
the Cup dipole induced by H+. The ‘dumbbell’-shaped depression is the Cu2+ (1)
and C4-, lined along the h11i direction in the same plane. This reaction also
happens to the (110) and the (111) surfaces with the involvement of the surface
atoms at different geometries.

3.9 Summary

Analysis of the STM and LEED observations based on 3B notations reveled the
following:

1. The sp-orbit hybridization is essential for O, N, and C chemisorption, which
dives rise to the morphology and reconstruction of surface.

2. The 3B formation in four discrete stages evolving the adsorbate valence states.
3. A numerical analysis of VLEED and STM results in clear four stage of Cu3O2

forming dynamics on Cu(001) SURFACE.
4. Rhombi chains form along the\11[direction of O-Rh(001) and N-, C-Ni(001)

surfaces with different valence states and bond stresses.
5. The difference in atomic size, electronegativity and the crystal orientation

determines the manner of tetrahedron orientation and the patterns of
reconstruction.

6. H-bond like formation may prevents further oxidation and recovers the work
function of chemisorbed surfaces.

22

Fig. 3.27 STM images and
the bond configurations for
Cu3C2H2 on the Cu(001)
surface (reprinted with
permission from [179]. The
bright protrusions (labeled 2)
are dipoles induced by H+,
while the depressions are ions
(reprinted with permission
from [1])
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Chapter 4
STS and PES: Valence DOS

• O and N adsorbates create commonly four DOS features in the valence band,
corresponding to the host antibonding dipoles ([Ef), adsorbate non-bonding
lone pairs (\Ef), electron holes of host (Ef), and the adsorbate–host bonding
states.

• Electron holes and lone pair states may overlap and cancel each other.
• Dipole formation lowers the work function of the surfaces. Overdosing of

adsorbates restores the work function as the dipoles serve as donor for further
bond formation, which provide mechanism for surface antioxidation.

• Electronegativity, lattice size, dosage, and temperature are factors controlling
bond and band formation and relaxation dynamics.

4.1 Signature Generality

Chemisorption is a process in which chemical bond forms and the valence elec-
trons transport among the bonding constituent atoms. Processes of charge transport
modify the valence band structure and introduce additional DOS features. The
derived DOS features are detectable using STS (around EF), PES (E \ EF), and
IPES (inverse PES, E [ EF).

4.1.1 STS

STS measurements record the dIt/dVt - Vt or the d(lnIt)/d(lnVt) - Vt curves, at a
constant tip current, It, and various tip voltages, Vt. The features of an STS
spectrum are associated with the on-site DOS of a few atoms at a surface [1, 2].
Features below EF (tip negative bias) correspond to the occupied DOS at the
surface, while features above EF (tip positive) represent the allowed, yet unoc-
cupied, DOS of the sample surface [3].

C. Q. Sun, Relaxation of the Chemical Bond, Springer Series
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Figure 4.1 shows the STS spectra of a Cu(110) surface [4] and an Nb(110)
surface [5] with and without chemisorbed oxygen. In the first panel, spectrum A
was taken from the clean Cu(110) surface, while B and C were taken from,
respectively, the site above the bright spot (dipole) and the site between two bright
spots along the ‘O-2 : Cup : O-2’ chain at the Cu(110)-(2 9 1)-O-2 surface. On
the clean surface, empty DOS of 0.8–1.8 eV above EF are resolved and no extra
DOS structures are found below EF. The STS spectra recorded from the Cu(110)-
(2 9 1)-O-2 islands reveal that the original empty DOS above EF are partially
occupied by electrons upon chemisorption, which result in a slight shift of the
empty DOS to higher energy. Additional DOS features are generated around
-2.1 eV below the EF. The sharp features around -1.4 eV have been detected
with ARPES [6] and with the de-excitation spectroscopy of metastable atoms [7].
The Cu-3d DOS are between -2 and -5 eV [6, 8, 9], and the O–Cu bonding
derivatives are around the 2p level of oxygen, from -5.6 to -7.8 eV below EF

[10]. Both Cu-3d and O–Cu bond DOS features are outside the energy range of the
STS (EF ± 2.5 eV).

The STS features of spectrum C (taken from between the bright spots) are more
pronounced than that of spectrum B. Taking the tip-size effect of an STS (with
*2.5 Å lateral uncertainty) and the constant current mode into account, the origin
of the intensity difference between spectra B and C can be easily understood.
Spectrum C corresponds to the depression (inward curvature) that is atop an
oxygen adsorbate. The above-EF feature is dominated by the two neighboring
dipole protrusions, while the below-EF information comes from the lone pair of the
O-2 underneath. Therefore, the above-EF features of profile C should be stronger
than those of profile B as profile C is collected mainly from a dipole (from outward
curvature) site. The tip above the dipole collects information of both the lone pair
and the dipole, but the signal is relatively weaker because of the positive curvature
at the dipole site. So the intensity of an STS spectrum is determined by (1) the tip
size, (2) the on-site curvature, and (3) the energy states of O-2 adsorbate (\EF,
lone pair electrons) and Cup ([EF, polarized electron). Therefore, the new peaks at
-2.1 eV represent the lone pair, and the peak at 0.8–1.8 eV corresponds to the
antibonding dipoles [11].

STS spectra in the energy range from -8 to 8 eV from the O–Nd(110) surface
(Fig. 4.1) show DOS features near the EF of O–Nb(110) is not that apparent as that
from the O–Cu–O chain [5]. They are rather weak compared with the intense
resonant features. The resonant peaks at positive bias (unoccupied states) arise
from a tunneling via quantized states in a potential well induced by the combi-
nation of image states and the applied electrical field [12, 13]. Since the lowest
image state is energetically tied to the vacuum level, the position of the first
resonance can be used for the estimation of the work function [13]. The successive
higher resonance at 6.4 and 7.7 eV are in accordance with resonance found for
other transition metals such as Cu/Mo(110) [12] and Ni(001) surfaces [13, 14].
These resonances shift to lower energies on the O–Nb surfaces, independent of the
tip positions, i.e., on or away from the O–Nb chains. The resonance shift was
related to the variation in work function upon oxidation [5].
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During oxygen chemisorption at room temperature, an initial decrease by
D/ = -0.45 eV for less-than-monolayer coverage was observed and then is
followed by an increase of 0.8 eV at higher oxygen coverage. The latter is higher
than that of the clean surface [15]. The shift of the second peak at 5.6 eV coincides
well with the work function increase and the rest two peaks correspond to satellites
of resonance. The occupied DOS features of the O–Nb chain are at -5.8 eV and at
-6.2 eV at the STM triangular vacancy positions compared to the DOS at
-5.0 eV for clean Nb(110) surface. The energy shift of the occupied states results
from the overlap of O-2p and Nb-4d states with convolution of the reconstruction
effect [5].
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Fig. 4.1 STS profiles of a Cu(110) surface (reprinted with permission from [4]) and b Nb(110)
surface (reprinted with permission from [5]) with and without chemisorbed oxygen. Spectra in
panel a were obtained (A) at a metallic region, (B) on top of, and (C) between protrusions of the
‘O-2 : Cup : O-2 : ’ chain [11] on the Cu(110)-(2 9 1)-O-2 surface.
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4.1.2 PES, IPES, and XPS

Figure 4.2 shows the ARPES spectra from the O–Cu(110) surface. Three apparent
features were recognized, and they are interpreted as follows [16]. The assignment
of py and pz comes from two sources. Based on the geometrical structure, it was
assumed that the strongest Cu–O interaction is along the O–Cu–O chains, and
thus, one will make the assignment py to the structure with the largest dispersion.
Secondly, this feature is only observed at large incident angles 0 (angle between
the incident beam and the surface normal), which suggests that one is observing an
orbital in the plane, and this could only be the py orbital (along the O–Cu–O chain)
because of the polarization dependence. The assignment of the p�z structure
(the asterisk indicates an antibonding level) stems from the observed polarization
dependence and the comparison with the dispersion of the pz orbital. Hüfner [16]
explained that the O–p bands located below the Cu–d band correspond to the O–
Cu bonding band, and those above the Cu–d bands are the occupied O–Cu
‘antibonding’ bands. The oxygen 2 py band shows the largest dispersion, as
expected from the geometrical arrangement, which was suggested as indicative of
strong bonding along the O–Cu–O strings. UPS observation of the O–Cu/
Ag(110)(2 9 2)p2mg phase reveals three additional DOS features surrounding -

1, -3, and -6 eV, and some of the features were ascribed as Cu-3d (-3 eV) and
O-2p (-1 to -2 eV) states [17].

A set of PES profiles from an O–Cu(001) [18] surface shows three new DOS
features around -1.45, -3.25, and -5.35 eV within the valence band (above -

7.04 eV) compared to that of a clean Cu(001) surface. The states around -1.45 eV
(which coincide with the -1.4 eV STS feature in Fig. 4.1a) are anti-resonant, i.e.,
the intensity has no apparent change with varying incident beam energy. The anti-
resonant DOS feature is the character of electrons that are strongly confined in one
dimension such as molecular chains [19]. Thus, the anti-resonant DOS features
around -1.45 eV can be related to the electron lone pairs that zigzag the ‘O-2 :
Cup : O-2’ strings at the Cu(001)-O-2 surface.

He-II (21.22 eV) PES revealed that with increasing the number of oxygen
atoms on a polycrystalline Cu surface, oxidation takes place in three steps [9]:

• In the first step (the lowest, 12 L, exposures), oxidation begins, which imme-
diately leads to the rise of a shoulder at -1.5 eV and a small peak at -6.0 eV in
the PES spectra. The emergence of the new DOS features is at the expense of a
sharp fall of the DOS features between -3.0 eV and EF.

• At the second step (12–1,000 L), a further increase in the oxygen exposure leads
to the increase of both the -6.0 eV DOS feature and the sharp fall at
EF [ E [ -3.0 eV. The DOS at EF fall to zero and produce a bandgap of
*1.0 eV width.

• At the third step with an oxygen exposure of 5 9 103 L, a surface compound
forms, which displays semiconductive properties. Its electronic structure is quite
the same as that of the bulk Cu2O.
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These reaction steps agree well with the Cu3O2 bonding kinetics of O–Cu(001)
surface as determined with VLEED.

A set of ARPES spectra, as shown in Fig. 4.3a, b, from the O–Pd(110) surface
[20] displays that two adjacent clusters of DOS populate below the EF of the
Pd(110) surface. One is around -2.0 eV, and the other is around -5.0 eV. These
signatures arise at the expense of the weakening of the DOS close to the EF. PES
investigations on the O-Rh(001) surface [21–23] showed that oxygen induces
significant change in the energy states around -2 to -6 eV below EF. Figure 4.3c,
d [22] compares the ARPES spectra from the c(2 9 2)-O-1 (radial reconstruction)
and (2 9 2)p4g-O-2 phase on the Rh(001) surface. DOS for holes below the EF

Fig. 4.2 ARPES spectra for
O–Cu(110) surfaces
(reprinted with permission
from [16]). Additional
(shaded) features around
-1.2 and -6 eV are the
nonbonding and bonding
states
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Fig. 4.3 ARPES profiles for a, b O–Pd(110) (reprinted with permission from [20]) and c,
d O–Rh(001) (Reprinted with permission from [53]) surfaces. Shaded areas are features derived
by oxygen adsorption. A notable aspect upon the reconstruction is the two new humps around -2
and -5 eV. The ARPES intensity near EF at some angles such as 0� and 44� is reduced. For
O–Rh(001), O derives additional features at around -5 eV for the (2 9 2)-2O phase. The feature
at -5.0 eV shifts to -6.0 eV with an additional feature at about -2.0 eV at some azimuth angles
when the (2 9 2)p4g-2O phase is developed
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can be resolved from the PES profiles of both phases. Additional O-derivatives can
be identified at around -5 eV for the first (2 9 2)-O-1 phase. The feature around
-5 eV shifts down a little with an additional peak at about -2.0 eV at the some
azimuth angles for the O-2-induced ‘p4g’ phase. The PES features of the
O–Pd(110) and O–Rh(001) surfaces are substantially the same as those observed
from the O–Rh(110) [24] and the O–Cu(001) and (110) [18] surfaces as well,
despite the slight difference in peak positions. The DOS evolution kinetics of the
O–Rh(001) surface in the phase transition agrees with the trend for the O–Cu(001)
phase transition as determined with VLEED [25] and PES [9].

Figure 4.4 shows the exposure dependence of the unoccupied bands of the
O–Cu(110) surface measured using ARIPES (9.7 eV) [26] of which the resonant
features are quite similar to the STS from O–Nb(110) surface (Fig. 4.1b). It was
explained in Ref. [26] that the state centered at 4 eV above EF corresponds to a
Cu-3d10 state, in keeping with the Cu-3d9 interpretation for the ground state,
because with the IPES technique an additional electron is added to the copper–
oxygen system. The obviously symmetric dispersion of this state with respect to
the occupied oxygen 2 py states is in agreement with a two-level approximation for
the O–Cu r-bond. The band above EF is an empty surface state, which means that
the agreement of its dispersion with that of the O-2 py state below EF is accidental
[27]. There appears to be no definite interpretation to this phenomenon up to now.
One might, however, take a very pragmatic view of that problem. Any state in a
monatomic surface layer can be viewed as a surface state. In this sense, the two
different interpretations given for the unoccupied state of the O–Cu(110) surface
may not be all that different as commented by Hüfner [16]. Nevertheless, it should
be noted that the feature at +2 eV coincides with those probed using STS on the
same O–Cu(001) surface. This empty feature decreases with increasing oxygen
exposure.

PES, IPESS, and XPS data are available for systems of PdO [28, 29],
O–Cu(110) [30], O–Nb(110) [31], AgO [32], and Bi2Sr2CaCu2O8 [33]. These
spectra share considerable DOS similarities in the valence band and above.
Au nanoclusters deposited on TiO2(110) substrate also exhibits a weak feature at
-1.0 eV due to the interfacial oxidation [34].

XPS study [35] revealed that oxygen adsorption shifts the Pd(3d5/2) core level
by *0.6 eV toward lower (deeper) binding energy, which coincides with the O–1s
core-level shift detected from the O–Cu(001) surface [36]. The O–1s level
(-529.5 eV) shifts 0.6 to -530.1 eV when the oxygen reacts with the Cu(001)
surface. The Rh-3d binding energy increases about 0.3 eV per bond given an
oxygen adsorbate at the Rh(111) surface [37]. Two distinct components in the Ru-
3d5/2 core-level spectra have been detected from the clean Ru(0001) surface [38].
With increasing oxygen coverage on the Ru(0001) surface, the Ru-3d5/2 core-level
peaks shift by up to -1.0 eV.

The core-level shift detected with an XPS shows that (1) the O adsorbate does
capture electrons from metal atoms, and (2) the core-level shift of the clean
Ru(0001) surface is indicative of the bond relaxation at the surface, which
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modifies the crystal field upon which core-level shift depends. Therefore,
chemisorption is indeed a kinetic process in which electron transport dominates.
Unfortunately, an XPS is unable to reveal direct information about the process of
valence charge transport. In this sense, STS and UPS are more favorable than XPS,
but mechanism for charge transportation must be clear.

Figure 4.5 shows that oxidation of a polycrystal Cu surface proceeds in three
steps with the increase in the number of oxygen atoms on [9]. In the first step (the
lowest exposures), chemical adsorption begins, which immediately leads to the
rise of the shoulder K(-1.5 eV) and the small peak D(-6.0 eV) in the He–I
spectra in Fig. 3. In the second step, further increase in oxygen leads to the
intensity increase in the D feature and the disappearance of the maxima A, A0 and
C. In the third step at oxygen exposure of 5 9 103 L, a surface compound is
formed, which exhibits semiconductive properties, and its electronic structure is
very similar to that of the bulk copper protoxide Cu2O. Emerging of the new
features is at the expenses of a sharp fall of the feature at -3.0 eV and above. The
DOS at EF fall to zero and produce a gap of *1.0 eV. PES study of a cleaved
single Cu–O(001) crystal [18] as shown in Fig. 4.5, revealed three features cen-
tered at -1.45, -3.25, and -6.35 eV below the EF.

Figure 4.6 shows the DFT optimal O–Ti(0001) surface structures and the
TB-derived valance DOS. The four DOS features are the same to those 3B

Fig. 4.4 IPES (inverse
photoemission) spectra of
Cu(110)–O (9.7 eV)
(Reprinted with permission
from [26]) show the similar
STS resonant features to that
from the O–Nb(110) surface
[5]. Feature D is a direct
transition in the bulk band
structure, while S a surface
state. Feature A is an oxygen-
induced orbital. Oxygen
attenuated peak at 2.0 eV
represents the occupancy of
the empty surface states by
antibonding dipoles
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Fig. 4.5 a, b Oxygen exposure dependence of the He–I photoelectron spectra at the successive
stages of oxygen adsorption on polycrystal Cu surface (reprinted with permission from [9]). Two
apparent features K (-1.5 eV) and D (-6 eV) are similar to those appeared in other oxide
surfaces. c PES of cleaved crystal of O–Cu(001) valence band spectral features recorded at 70 eV
energy. Labeled energies indicate the DOS features (reprinted with permission from [18])

Fig. 4.6 DFT derivatives of the a side and b top views of oxygen reaction with Ti(0001)-
p(2 9 2) surface and c tight-binding approximation of the residual energy states, n(Ti ? O)-
n(Ti). Oxygen atoms occupy the surface face-centered cubic (SFCC) sites at 0.25 ML and then
occupy both the SFCC and the octahedral sites between the second and the third Ti layers
[Octa(2, 3)] sites at 0.50 ML. Four DOS features correspond to the antibonding (+1.2 eV),
nonbonding (-1.6 eV), holes (-2.3 eV), and bonding (-6.0 eV) states, agreeing with the 3B
prediction
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expects. The DOS definition also applies to reactions involving other electro-
negative elements such as N and S. Figure 4.7 compares residual DOS for both
the N–Ru(0001) [39] and the O–Ru(1010) [40] surfaces, which are the same and
the identities agree with those specified by the current 3B correlation premise.
The features correspond to bonding (-6.0 eV), non-bonding (-3.0), holes
(-1.0), and antibonding (+3.0) states. N-induced lone pair states of nitrogen
have been widely observed [41–44]. STS [45] also revealed strong DOS features
in the conduction band of CNx nanotubes close to the Fermi level (0.18 eV).

4.1.3 Indication

Comparing the DOS features detected using STS, PES, and IPES, one may con-
clude immediately that the oxygen-derived valence DOS features are very com-
mon for all the analyzed systems. All the DOS features appeared in the valence
band or above of oxide surfaces, such as O–Cu(110), O–Cu(111), and O–Pd(110),
are actually the same despite their surface crystal geometries and morphologies.
The patterns of morphology and crystallography vary indeed from situation to
situation, as discussed in Sect. 4.3, but the DOS spectral features detected are
commonly the same.

Fig. 4.7 Tight-binding approximation of the residual DOS, n(Ru ? N/O) - n(Ru), among the
Ru(0001)-c(2 9 2)-N, Ru(1010)-c(2 9 1)-O, and Ru(0001) surfaces (reprinted with permission
from [39]. Four DOS features correspond to the antibonding (*3.0 eV), hole (-1.0 eV), non-
bonding (-3.0 eV), and bonding (-6.0 eV) states as specified by the 3B prediction on O and
N addition
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4.2 Specification

Opinions regarding the O-induced valence DOS features are controversial. For
instance, the additional DOS features around -1.4 to -2.0 eV of the copper oxide
were argued as (1) O–Cu antibonding states [6, 18, 46], (2) O-2p antibonding states
[6, 16, 46], (3) oxygen 2s states [47, 48], and (4) the O-2p electrons with the spd
hybridized electrons of Cu [9]. The additional DOS features around -5.5 eV were
interpreted as O-2p states adding to the valence band of the host surface [6, 8, 16].
The sharp fall of the DOS features at EF [ E [ -3.0 eV corresponds to the dis-
appearance of the clean Cu surface states.

Chemisorption is a kinetic process in which the valences of the bonding con-
stituents change and hence the sizes and positions of surface atoms change.
Electrons transport from the valence band of the host to the empty p-orbital of
oxygen for the bonding, and then, the oxygen hybridizes with the production of
lone pairs. The lone pairs polarize in turn their surrounding neighbors, and the
electrons of the host dipoles move from the original energy level to the higher
energy levels. These sequential processes will redistribute electrons at the valence
band and above of the host with four additional DOS features.

Table 4.1 features the adsorbate-derived DOS features in the valence band of
metals. The 3B modeling premise defines the O-derived DOS features
consistently:

• The DOS features above EF (*2.0 eV for Cu) correspond to the occupation of
the empty surface states by the antibonding dipoles, which lower the work
function. Resonant peaks come from the surface image states.

• The shift of the resonances for O–Nb(110) to lower energy corresponds to the
increase in work function due to H-like bond formation at the surface.

• Lone pair production generates the DOS feature between -1.5 and -2.0 eV
below EF.

• Features around -5.5 eV are derivatives of the O–metal bonding.
• The sharp fall of the DOS features near the EF results from the hole production

in the process of bond and antibonding dipole formation.

Electronic hole production and lone pair production have opposite effects on the
DOS distribution between -3.0 eV and EF. The former weakens the DOS inten-
sity, while the latter enhances it. What one can detect is the resultant of these two
effects. The DOS change detected in this region may be insignificant if these two
opposite processes are comparable in quantity.

Therefore, the D feature in Fig. 4.5 corresponds to the O–Cu hybrid bonding
and the K feature to the oxygen nonbonding states. The fall of the upper part of
d band corresponds to the process of electron transportation from the outer shell of
Cu to the deeper empty sp hybrid orbitals of oxygen, or to the even higher empty
levels of Cu to form diploes. The rise of the K feature in energy space is inde-
pendent of the fall of the intensity near the EF. The exposure dependence of the
valence DOS change should provide valuable information about the dynamics of
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electron transportation. Slight difference in the peak positions may result from the
difference in electronegativity that determines the ease of charge transport.

4.3 Valence DOS of Nitrides

Compared with the nanometric SiC, nanostructured SiN shows two additional DOS
features located at *3.3 eV below EF and 1–3.8 eV above EF [49]. The below-EF

feature corresponds to the N lone pair states and the above to the lone-pair-induced
dipoles. A first-principle calculation [50] predicted that the N–N lone pair repulsion
in the carbon nitride leads to a *2.2 eV elevation in antibonding energy. Figure 4.8

Table 4.1 Adsorbate-derived DOS features adding to the valence band of hosts (unit in eV)
(reprinted with permission from [11])

Other methods Antibond dipole,[EF Lone pair\EF M (hole)\EF O–M bond\EF

O–Cu(001) [18, 55] -1.5 ± 0.5 -3.0 ± 1.0 -6.5 ± 1.5
1.2 -2.1

O–Cu(001) [46] -1.37; -1.16
O–Ni(001) [56] EF * -6.0
O–Cu(110) [4, 6, 8, 26,

57, 58]
*2.0 -1.5 ± 0.5 -3.0 ± 1.0 -6.5 ± 1.5
1.3 ± 0.5 -2.1 ± 0.5

O–Cu(poly) [9] -1.5 -3.0 ± 1.0 -6.5 ± 1.5
O–Cu/Ag(110) [17] -1.5 -3.0; -6.0
O–Rh(001) [59] 1.0 -3.1 -5.8
O–Pd(110) [35] -2.0 ± 0.5 -0.5, 3.0 -4.5 ± 1.5
O–Al(poly) [60] 1.0
O–Gd(0001) [61] -3.0 -1.0, -8.0 -6.0
O–Ru(0001) [62] -1.0 ± 1.0 -5.5 ± 1.5
O–Ru(0001) [63] -0.8 -4.4
O–Ru(0001) [64] 1.5 -4 -5.5, -7.8
O–Ru(0001) [65] 1.7 -3.0 -5.8
O–Ru(10�10) [40] 2.5 -2 to -3.0 -5.0
MgO/Ag(001) [66] -3.0 ± 1.0
O–Co(Poly) [67] -2.0 -0.7 -5.0
O–diamond (001) [68] -3.0
O–C(nanotube) [69] 0.8
(O, S)–Cu(001) [70] -1.3 -6.0
(O, S, N)–Ag(111) [71] -3.4 -8.0
N–Cu(001) [56, 70] 3.0 -1.2 -5.6

-1.0 -4.0 -5.5
N–Ru(0001) [39] 3.0 -3.0 -6.0
N–Ag(111) [70] -3.4 -8.0
TiCN [54] 0.0 ± 1.0 -5.7
a-CN [72] -4.5 -7.1
CN [73] -2.3
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shows the evolution of the valence DOS features upon C being gradually replaced by
N in a TiC compound. The shaded broad peak around EF corresponds to the lone pair,
whereas the energy of the antibonding DOS is beyond the scope of XPS [51]. STS
measurement [45] has revealed strong DOS features in the conduction band of CNx

nanotubes near the Fermi level (-0.18 eV), evidencing the existence of the lone
pairs. For carbide, neither lone pair nor antibonding dipole could form upon reaction.
However, nitrogenation adds a *2.31 eV antibonding DOS [50]. An XPS, UPS,
NEXAFS, and XES revealed the lone pair (*-3.8 eV), r(*-8.8 eV) and p(*-

6.4 eV) bond configurations from carbon nitride films [52].

4.4 Summary

Electron spectroscopic observations confirm the creation and evolution dynamics
of the valence states during chemisorption. In addition to the bonding states, the
nonbonding lone pair of the adsorbate, the antibonding dipole states of the host,
and the electron hole of the host atom can never be neglected, which modify the
physical properties of a chemisporbed surface.

Fig. 4.8 Evolution of the
valence DOS from TiC to
TiN showing the additional
shaded lone pair features
around EF (reprinted with
permission from [54])
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Chapter 5
TDS: Bond Nature and Bond Strength

• TDS resolves bond breaking dynamics.
• TDS features and work function change coincidently demonstrate four-stage

bond forming kinetics and associated valence charge relaxation.
• The four stages include the following: (1) O1- formation, (2) O1- turns to O2-

with sp-orbit hybridization, (3) tetrahedron relaxation, and (4) dipole annihi-
lation upon oxygen overdosing.

5.1 TDS and Work Function Correspondence

One of the striking TDS features of the O–Pd(110) surface is the coincidence of
the exposure-resolved TDS with the work function change (D/) [1]. Figures 5.1
and 5.2 show coincidence as follows:

(1) The four TDS peaks assigned as b1, b2, c1, and c2 oscillate with increasing
oxygen exposure to the Pd(110) surface. The changes in the TDS peak intensities
show clearly the discrete stages of reaction:

• b2 emerges first upon introduction of oxygen to the surface and the b2 peak
saturates at 2.5 L exposure, and then keeps constant until 240 L;

• b1 emerges at 1.5 L and increases gradually in intensity until 240 L;
• after an extremely high oxygen exposure (22,800 L), a reversal, or oscillation, in

the spectral intensities of b1 and b2 occurs. b1 is substantially more intense than b2,
which differs significantly from the trends at lower oxygen exposures, where b1 is
always weaker than b2. At the extremely high exposure, two troughs, c1 (600 K)
and c2 (705 K), emerge at the expense of slowing the increase in intensity of b2.

TDS from an O–Pd(001) surface exhibits the same trend [2]. The Pd(001)
surfaces exposed to oxygen at 350 K temperature results in a single TDS peak at
850 K. The peak shifts from 850 K at lower coverage to 800 K after a 10 L
exposure at which the highest temperature peak saturates. After the 800 K peak
saturates, a new TDS peak appears at 700 K that saturates at an exposure of 20 L.
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Meanwhile, another peak shows up at 650 K, which shifts toward 700 K with
further increase in exposure. Above 1,000 L, the oxygen uptake slows and an
additional peak shoulder at 600 K presents.

Fig. 5.1 a TDS profiles from Pd(110) surface exposed to oxygen at 304 and 400 K show the
oscillation of the b1 (730 K), b2 (830 K), c1 (660 K), and c2 (700 K) TDS peaks with increasing
oxygen exposure (reprinted with permission from [1])

O-2 H-bond-likeO-1

Fig. 5.2 The oxygen exposure dependence of the work function change D/ derived from the
UPS spectra of the O–Pd(110) surface. The separated regions correspond to the O-1-induced
polarization, O-2-hybrid-induced polarization, and H-like bond formation annihilated polariza-
tion (reprinted with permission from [1])
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The exposure-derived D/ of the O–Pd(110) surface agrees with that of the O–
Ru(0001) surface [3, 4] and the O–Gd(0001) surface as well [5]. The D/ for the
O–Pd(110) surface changes in the following ways [1]:

• the D/ reaches 500 meV at 1.0 L oxygen exposure and then to a maximum
520 meV at 1.5 L;

• from 1.5 to 2.5 L, the D/ decreases from 520 to 430 meV;
• the D/ reduces from 430 meV at 2.5 L and below significantly to 400 meV at

10 L.

Figure 5.3 shows the exposure-resolved TDS profiles recorded from the O–
Rh(110) surface [6–8]. The TDS profiles exhibit five desorption maxima around
797, 835, 909, 1,095, and 1,150–1,190 K. Besides the addition of the fifth peak,
the emerging trend and the oscillation of these peaks are substantially the same as
the set for the O–Pd(001) and (110) surfaces though the peak positions differ
slightly. The peak temperatures for the O–Rh(110) surface are slightly higher than
that of the O–Pd(001) and the O–Pd(110) surfaces. The broadened peak b5 which
shifts to lower temperature with increasing population of desorption states indi-
cates the second-order desorption kinetics. All other TDS maxima are invariant
with coverage according to the first-order kinetics.

Combining the TDS profiles and LEED crystallography of the O–Rh(110)
surface, Schwarz et al. [7] correlated the TDS peaks to the LEED patterns of
various reconstructed phases. Comelli et al. [6] reinterpreted the TDS data of the
O–Rh(110) surface based on the known adsorbate’s locations. The most stable
structure corresponds to the p2mg phase and so the adsorbate binds to the surface
more strongly. Due to the repulsive interactions, the adsorbate in the unrecon-
structed troughs binds to the surface weakly.

Similarly, TDS studies [9–12] revealed that the O–Rh(001) surface reaction
involves three phases. The first phase gives no desorption feature up to 350 K
because of physisorption. For temperatures above 500 K, chemisorption takes
place. The latter two states yield oxygen ions of different kinetic energies. Three
peaks (820, 920, and 1,325–1,200 K with the corresponding enthalpy of 210, 260,
and 360 kJ/mol) are present in the TDS spectrum of the same O–Rh(001) surface
[13]. A kinetic Monte Carlo simulation supports this measurement with derivative
of desorption peaks at 820, 925, and 1,250 K [14].

The state of desorption of O–Rh(110) at T [ 1,200 K was related to the
p(2 9 2)–O-1 structure (at oxygen coverage less than 0.5 ML) and it is a second
order. The 920 K state showed first-order kinetics, which was related to the
c(2 9 2)–2O-1 phase (at 0.5 ML coverage). The 820 K peak was associated with
desorption from the c(2 9 2)p4g–2O-2 structure (O-2 dominates with H-like
bond involvement at 0.5 ML coverage). This TDS spectrum entirety indicates that
the adsorption enthalpy of oxygen decreases with the evolution of oxygen valence
from the O-1 to the O-2. The initial precursor O-1 states are more stable than the
fully developed O-2 phase [14], which is different from descriptions of the O–
Rh(110) surface [6, 7].
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Based on their TDS profiles from the O–Rh(111) surface, Peterlinz and Sibener
[15] suggested that (1) subsurface oxygen forms first on the Rh(111) surface at a
temperature below 375 K; (2) the subsurface oxygen starts to segregate to the surface
at 375 K, and (3) the desorption occurs at above 650 K. The velocity distribution of
the desorbed oxygen is the same as that of the adsorbed oxygen. This velocity
identity can be indicative that oxygen desorbing from the surface is in the same state
as the original state of oxygen before desorbing from the surface. Using the time-of-
flight spectroscopy, Gibson et al. [16, 17] found that the velocity distribution of the
desorbed oxygen follows approximately the Maxwell–Boltzmann description. Such
a characteristics is related to a ‘hot’ desorption, that is, the temperature of the
desorbing gas is higher than the surface temperature. The gas temperature of 1,175 K
is higher than the sample temperature in TDS (700–1,100 K), which implies that the
TDS value of the heat of adsorption should be corrected slightly.

Böttcher et al. [18] detected two TDS peaks at 400 and 1,100 K from
O–Ru(0001) surface at oxygen coverage below 0.25 ML. This result differs
somewhat from the phase diagram showing two peaks at 754 and 555 K [19].
Despite the difference in the number of the TDS peaks and the binding strengths
that vary with the surface orientation and with materials, the TDS features of oxide
surfaces share considerable similarities as compared in Fig. 5.4.

The origins of the TDS identities remain controversy. A good example is the
TDS spectrum of O–Pd(110) surface. It is suggested that the b1 peak and the more
strongly bound b2 peak are related to subsurface oxygen and surface oxygen,
respectively [1, 22, 23]. However, another commonly accepted explanation [24] is

Fig. 5.3 TDS profiles for the Rh(110) surface exposed to oxygen at 573 K (reprinted with
permission from [7]). Features oscillate with a similar trend to those for the O–Pd(110) surface
upon increase in oxygen exposure
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that these two peaks come from the O [25] and the O isotopes [26]. The reason for
the b1 and b2 oscillation for O–Pd(110) corresponds to a process of oxidation–
reduction [1] or to the filling and depletion of subsurface oxygen [22, 23]. The
detailed nature of the subsurface states of oxygen is to be defined precisely though
the subsurface oxygen was widely reported on the Rh surfaces [6].

TDS revealed four TD peaks at 415, 545, 620, and 750–950 K for O–Au(110)
surface [27]. These peaks are associated with chemisorbed atomic oxygen, oxygen
atoms chemically dissolved in the bulk, and gold oxide. The peak positions depend
strongly on the oxygen ion beam energy bombarding the surface (penetration
depth) and the substrate temperature. Increasing the ion energy from 1.0 to
5.0 keV, the 750 K peak shifts to 850 K with attenuation of peak intensity of the
lower temperatures, indicating the bulk site occupation. With constant ion energy
at 2.0 keV, the 750 K peak shifts to 800 K and announced low temperature peaks
present when the sputtering time is prolonged from 1 to 20 min. Raising the
heating rate has the similar effect as prolonging the sputtering duration on oxide
formation on Au surface.

5.2 Specification

Thermal desorption, known as bond breaking, is actually a reverse process of bond
formation. As noted by Redhead [28], TDS can clearly separate the multiple
binding states of the adsorbate atoms. Therefore, the peaks in the TDS profiles are
associated with the individual process in which a specific bond forms. The simi-
larity of the TDS signatures and the generality of the DOS features for all the
analyzed systems exhibit the inherent correlation between bond formation and
charge transportation. Encouragingly, the process of electronic transportation and
the nature and relaxation of the chemical bonds involved are intrinsically common
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Fig. 5.4 Comparison of the desorption temperatures and the number of TDS peaks for the O–
Pd(110) [1], O–Rh(001) [13], O–Rh(110) [7], and O–Rh(111) [20] surfaces. The number of the
TDS peaks is nearly the same although the binding strengths vary from situation to situation with
the surface orientations and with materials (reprinted with permission from [21])

5.1 TDS and Work Function Correspondence 137



for all the analyzed systems, despite different patterns of observations by other
means. This enables one to relate the TDS signatures to the bonds of different
nature and to the DOS features in the valence band, for the O–Pd(110) and O–
Pd(001) examples, as listed in Table 5.1.

This specification also applies to the TDS signatures in Fig. 5.3 correspond-
ingly. These peaks correspond to the activation energies for the individual bond
breaking. It should be a helpful practice for interested readers to interpret the TDS
of the O–Rh(110) surface. The fifth peak may relate to the contracting ionic bond
at the initial stage of reaction and the bond length relaxes with the development of
the tetrahedron, which lowers the activation energy. The two peaks at 754 and
555 K appearing in the O–Ru(0001) phase diagram [19] are also related to the
ionic bond and the non-bonding lone pair interactions, which has been confirmed
to exist in the DFT outcomes [29, 30]. The low coverage TDS features [18] may
correspond to the on-surface oxygen (400 K) and the first contracting bond
(1,100 K) between the O-1 and the Ru atom underneath.

As will be shown in Chap. 7, such specification allows the TDS oscillation for
O–Pd(001), (110) to be related to the bond forming kinetics, agreeing with
observations using other means, such as PES and VLEED, for other systems with
chemisorbed oxygen.

5.3 Summary

TDS features the strength and breaking kinetics of individual bond and nonbond.
Incorporation of TDS and work function confirmed the generality of four stage
boning kinetics upon oxygen chemisorption.
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Chapter 6
EELS and Raman: Nonbond Interactions

• Raman and EELS are able to discriminate vibrations due to nonbond interaction
at terahertz frequencies.

• Transition of vibration frequencies at the 101 meV indicates the conversion of
dipole formation due to O1-, O2-, and the weakened interaction by H-bond like
formation.

• The events of O-1 formation, O-2 sp-hybrid bonding, non-bonding lone pair,
anti-bonding dipole and the H-like bonding are essential in the electronic
process of oxidation, and in the reactions involving other electronegative
additives as well.

6.1 EELS: Dipole Vibration

He and Jacobi [1] observed an EELS dipole-active stretch vibration mode, v\(Ru–
O), of transition from O–Ru(0001) surface. Figure 6.1 shows the energy evolution
of the v\(Ru–O) mode from 62 to 66 and then to 81 meV when the (2 9 2)–O
phase (O-1 dominates at 0.25 ML) transits to the (2 9 1)–O (O-2 dominate at
0.5 ML) and then to the p(1 9 1)–O phase (O-2 and H-like bonds dominate at
1.0 ML coverage).

The low-frequency EELS and infrared peaks have also been observed from
other oxide surfaces [2, 3]. The characteristic losses for the O–Rh(111) surface
increase from 62 to 68 meV with increasing oxygen coverage [4]. On the O–
Rh(001) surface [5], peak at 48 meV at lower oxygen coverage (O-1 dominates)
shifts to 54 meV at higher oxygen coverage (O-2 dominates). Upon the Rh(110)-
(2 9 1)p2mg–O structure formation, two peaks at 46 ± 1 and 64 ± 1 meV are
observed simultaneously under dipole-scattering conditions. The EELS peak
transits at low temperature from 36 to a lower value of 30 meV [6] when the O–
Ag(001) surface changes from the O-2-derived phase to the O-1-derived one. The
transition from lower energy to slightly higher energy indicates a higher binding
energy since the (2 9 2)p2mg structure is more stable. Upon oxygen adsorption to
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the Cu(110) surface, an EELS peak appears at *50 meV [7]. The origin and the
energy shift of the detected modes need to be defined, as this observed energy
difference has usually been thought but never fortuitous [8, 9].

A nuclear inelastic scattering of synchrotron radiation measurement [10] of the
vibrational DOS of nanocrystalline (6–13 nm) a-Fe with oxide covered surface
revealed: (1) Enhanced population of low-energy vibrational modes around
18 meV attributed to vibrational modes of interface atoms, arising from the high
fraction of interfacial sites connected with the small crystallite size. (2) A
broadening of the DOS peaks at 30–35 meV due to phonon confinement and the
stiffening mode. (3) An additional intensity at 40–50 meV presents due to
oxidation. Experiments and computer simulations indicate that the DOS contains
low- and high-energy modes, which are not observed from coarse-grained coun-
terparts. These modes seem to originate from vibrations of atoms with reduced
atomic coordination and modified local environment, i.e., at surface/interface sites.
Oxidation contributes similarly to the low-energy DOS but additionally brings
about stiff modes above the high-frequency cutoff of bulk a-Fe.

The energy of the O–M stretch vibration around 50 meV coincides with the
typical energy of the hydrogen bond detected using infrared and Raman spec-
troscopy from H2O, protein, and DNA [11]. The energy for an ionic bond is
normally around 3.0 eV and the energy for a Van der Waals bond is about 0.1 eV.
Therefore, the vibrations detected using EELS from the Ru, Rh, and Ag oxide
surfaces correspond to the weak non-bonding interaction between the host dipole
and the adsorbate.

Fig. 6.1 EEL spectra
revealed the ordered
Ru(0001)–(2 9 2)–O-1

(0.25 ML), (2 9 1)–O-2

(0.5 ML), and (1 9 1)–O-2

(1.0 ML with H-bond-like
creation) phases with
characteristic peaks shifting
from 62 to 66 and to 81 meV
(reprinted with permission
from [1])
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For the O–Ru and O–Rh surfaces, it has been clear that, in the precursor states at
low oxygen coverage, the weak interaction between oxygen and the O-1-induced
dipoles. A lone pair replaces the O-1 when the O-1 evolves into the O-2 with
increasing oxygen coverage. The lone pair dominates the weak part of a hydrogen
bond. Finally, an H-like bond forms with further increasing oxygen coverage,
which stabilizes the bond network at the surface by reducing the dipole moment.
Therefore, the interaction between oxygen adsorbate and the metal dipoles
increases with the evolution from O-1, O-2 to O-2 with H-like bond formation.

Dipole-oxygen interaction through a lone pair seems to be stronger than that
through the O-1. The H-like bond formation stabilizes the surface-bond network,
and hence raises the frequencies of vibration. Therefore, the detected EELS and
vibration DOS features correspond to the non-bonding interaction and their energy
shifts agree with the transition of the non-bonding components from O-1 induction
to lone-pair interaction and then to the H-like bond contribution in the process of
oxidation. The soften mode of 18 meV in the vibration DOS of oxide embedded a-Fe
should arise from interparticle interaction, which is even weaker than the non-
bonding interaction. The transition from 36 to 30 meV [6] with the alteration from
O-2 to O-1 on the O–Ag(001) surface further evidences that the lone-pair interaction
is stronger than the electrostatic force between O-1 and the O-1-induced dipoles.

6.2 Raman: Lone Pair in Oxides, Nitrides,
and Bio-Molecules

The lone pair is produced intrinsically by the sp-orbit hybridization of O and N.
The number of lone pairs in a tetrahedron follows the rule of ‘4-n’, where ‘n’ is the
valence value of the electronegative additive. Vibration of the dipole induced by
the lone pairs should be detectable by Raman spectroscopy in the frequency range
below 1,000 cm-1. A Raman experimental survey (HeNe laser, normal incidence)
from the following specimens confirmed this expectation [12]. Figure 6.2 shows
Raman spectra of (1) Al2O3 and TiO2 powders; (2) thin films of Ti nitride (TiN)
and amorphous carbon nitride; and, (3) films of amorphous carbon (a-C) and Ti
carbide (TiC). As anticipated, the lone-pair features of the oxides (n = 2) are
stronger than those of the nitrides (n = 3) while no such features can be resolved
from carbides (n = 4). The appearance and the relative intensity of these low-
frequency Raman features support the prediction and the rules of ‘4-n’ for lone-
pair formation as well.

The detected Raman features are quite similar to that of H2O, protein, and DNA
[11]. The peak positions depend on the reduced atomic mass, l = m1m2/
(m1 ? m2), of the components, and the force constant, k, of the weak interaction
(x � (k/l)1/2 = (Yd/l)1/2). The k equals the second derivative of the interatomic
potential in a Taylor series and approximates Ed-2 from the dimensional con-
sideration. Therefore, the frequency shift corresponds to the square root of the
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stiffness of the particular non-bond interaction. The stiffness is the product of the
elastic modulus Y (energy density) and the bond length d [13].

The multi-peak of Raman shift corresponds to different orders of the Fourier
coefficients in the numerical solutions of the Schrödinger equation of the vibronic
systems. In bio-molecules, the characteristic vibration frequency of the hydrogen
bond is about *200 cm-1. It is known that the hydrogen bond is actually com-
posed of a lone pair (‘:’) on one side and a covalent bond (‘–’) on the other in the
B+/p (A-n–B+/p: A-n). The B is less electronegative than A of which the sp orbits
hybridize upon reaction. The covalent bond vibration contributes to the spectra at
much higher energy for H2O instance (3,000 cm-1). Therefore, low-frequency
features of Raman come from the vibration of the lone-pair-induced dipoles that
are common to oxides, nitrides, and bio-molecules.

6.3 Summary

EELS and Raman provide detailed information about the weak nonbonding
interactions evolved from Coulomb to lone pair and to the H-bond likes at oxygen
chemisorbed surfaces and presence of the lone pair in oxide and nitride with
characteristic frequencies at low frequencies.
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Chapter 7
Kinetics of Bond Forming and Bond
Switching

• Oxygen diffuses into the bulk interior under the ambient conditions causing
O-attacked corrosion.

• Oxygen floats up the surface at proper temperatures once the oxygen layer is
covered with a monolayer of metals.

• A ‘quantum laddering’ mechanism dominates the floating/diffusing because of
the inhomogeneous bond nature, length, angle, and the repulsive forces.

7.1 Four-Stage Oxide-Bond-Forming Kinetics

Combining the LEED, STM, PES/STS, EELS/Raman, and TDS spectral signatures
in terms of the chemical bond, surface morphology, valence DOS, low-frequency
vibration, and bond strength makes it possible to clarify the chemisorption 3B
dynamics. As an additional example, one may look at the particular O–Pd(110)
surface based on the kinetic TDS and UPS profiles (please refer to Fig. 5.1 for the
profiles and Sect. 3.3 for structural details) obtained during the increase in oxygen
exposure:

1. Stage 1 (H\ 1.5 L): O-1 dominates giving a Pd5O cluster with one ionic bond
to the Pd atom underneath and four surface-metal dipoles. In TDS, the ionic-
bond feature b2 emerges prior to the presence of the lone-pair feature b1 that
does not appear yet until the turning point at 1.5 L. The O-1-induced dipoles
reduce D/ considerably. O-1 at 1.5 ML dominates the highest D/ value. This
agrees with data derived with VLEED from the O–Cu(001) surface at an
oxygen-coverage lower than 25 L. No lone-pair features can be detected at the
O-1-dominated stage.

2. Stage 2 (1.5 B H B 2.5 L): O-2 sp-orbital hybridization occurs and completes,
giving rise to a tetrahedron with two ionic bonds and two non-bonding lone
pairs. The lone-pair feature b1 emerges upon the sp-orbit of the O-2 being
hybridized. The lone-pair feature b1 becomes apparent at 2.5 L. The bond
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feature b2 increases its intensity until the number of the ionic bonds saturates at
2.5 L. D/ drops from 520 meV at 1.5 L down to 430 meV at 2.5 L because the
number of dipoles decreases. Two of the four surface dipoles are retained, and
the remaining two become Pd+ or metallic Pd when the Pd5O evolves into the
Pd4O tetrahedron.

3. Stage 3 (2.5 \ H B 240 L): Interaction develops between the adsorbate and
dipoles. The non-bonding feature b1 increases its intensity gradually indicating
that more lone pairs are produced and the lone-pair interaction develops. The
constant intensity of b2 implies that the oxygen coverage saturates gradually
with the exposure. In fact, there is no direct correspondence between the
oxygen coverage and the exposure. The slight decrease in D/ from 430 meV at
2.5 L to 400 meV at 10 L implies that the H-like bonds start to form. The
H-like bonds reduce the width of the antibond sub-band and restore the work
function, consequently.

4. Stage 4 (H * 22,800 L): The number of H-like bonds increases with increase
in the O:M ratio at the surface. O-2 bonds to one neighbor atom on the surface
and polarize the rest two. Therefore, the increased number of H-like bonds
replaces some of the original ionic bonds at the surface. The development of
H-like bond create TDS features of c1 (600 K) and c2 (705 K). H-like bonds
replace the ionic bonds at the surface, which lowers the ionic-bond peak b2

relative to the lone-pair peak b1. The considerable increase in b1 intensity
indicates that more lone pairs have been produced, and, thereby, oxygen cov-
erage is increased.

The TDS oscillation of the O–Pd(001) and (110) corresponds to the sequence of
bond formation: (1) an ionic bond forms first, (2) a lone pair follows upon second
bond formation, and then, (3) an H-like bond replaces the ionic bond at the surface
with increase in the number of oxygen atoms adsorbed. These processes are the
same as the processes for the O–Cu(001) surface, and this has been quantified with
VLEED. The trend also agrees with the reaction kinetics of the polycrystalline
O–Cu surface revealed by PES [1]. In general, the identities of the kinetic UPS and
VLEED correspond to the oxygen-derived DOS features. The exposure-resolved
TDS signatures can be related to the processes of bond forming. Therefore, it is
easy to view the oxide bond and band-forming kinetics from any complete kinetic
spectra database, using the 3B notation.

All the analyzed samples show consistently that oxidation proceeds in four
discrete stages:

1. O-1 forms one bond initially with its neighbor at very low oxygen coverage and
polarizes the rest neighbors;

2. O-2 forms another bond to hybridize its sp-orbits. This process creates lone
pairs that polarize another two neighbors;

3. Interaction develops between lone pairs and dipoles; and finally,
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4. H-like bonds form at higher exposure and the H-like bonds replace the surface
ionic bonds. These processes give rise to the corresponding DOS features in the
valence band and modify the surface morphology and crystallography,
accordingly.

Therefore, the events of O-1 formation, O-2 sp-hybrid bonding, non-bonding
lone pair, antibonding dipole, and the H-like bonding are essential in the electronic
process of oxidation, and in the reactions involving other electronegative additives
as well.

7.2 Bond Switching: O-Floating and O-Diffusing

In the process of oxidation and corrosion of metals, oxygen breaks the adsorption
barrier and the metal–metal bond to move into the bulk. One can observe the bulk
oxidation with the naked eye as the oxide powders peeling off the metals, known
as rusting. However, in epitaxial growth of metals onto oxygen pre-covered metal
surfaces, oxygen atoms always float up to the surfaces. These two opposite pro-
cesses seem to be very complicated and involve the kinetics and dynamics of
oxide-bond switching. Understanding the driving forces and the kinetic process of
oxide-bond switching is particularly important to both fundamental science and
technological applications.

SIMS and secondary electron-emission examination revealed that the Cu layers
deposited on the c(2 9 2)–O/Ni(100) substrate are always covered by an adsorbed
layer of oxygen [2]. AES [3], ICISS [4], work function measurements [5, 6], and
STM observations [7, 8] revealed that oxygen atom is always present on the
surface of the grown Cu films deposited on an oxygen pre-covered Ru(0001)
surface. Under certain conditions (HO = 0.2–0.4 ML, T * 400 K), the work
function, monitored during film deposition, oscillates with a period of one
monolayer of copper epitaxial growth.

The oxygen serves as a surfactant for a layer-by-layer mode of Cu growth on
the O–Ru(0001) surface, periodically inducing a high density of islands. Densely
packed triangular islands of O/Cu surfactant cover the surface at lower HO. The
O–Cu structure is locally ordered in a distorted hexagonal lattice, namely, with the
hcp(0001) or fcc(111) features. The structure also consists of O–Cu–O strings
inducing the observed corrugation. The epitaxial growth of Cu on the O–Cu(111)
surface exhibits the same O-floating phenomena [9]. The oxygen-induced
He-scattering features oscillate at *400 K. Oxygen atoms segregate back to the
surface during the epitaxial growth of Cu on the Cu(001)–(H292H2)R45�–2O-2

surface, while the (H292H2)R45�-2O-2 structure retains at the grown surface
[10]. One possible mechanism for the floating of oxygen is that the strain of the
first Cu layer promotes the formation of the Cu2O-like (392H3) structure [7].
Once the structure is formed, elements of it float onto the top of the growing film
and act as a surfactant layer for further Cu film growth.
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Similarly, co-adsorption of Ni and O on the W(110) surface and subsequent
annealing to 500–1,000 K leads to segregation of Ni and O, with the formation of
Ni crystallites largely h111i oriented along the surface normal. The heights of
these Ni ‘towers’ can be adjusted by varying the amounts of co-adsorbed oxygen
and Ni [11].

Therefore, oxygen floating in the process of Cu/O/Ru(0001), Cu/O/Cu(111),
and Cu/O/Cu(001) growth and Ni cluster on the O–W(110) surface is driven by a
common, yet poorly known, mechanism [7].

The reversible four-stage 3B dynamics shall provide a possible mechanism for
the kinetics and dynamics of oxide-bond switching. As oxidation takes place in
four discrete stages in which O-1 forms first and then O-2 follows with sp-orbital
hybridization and lone-pair production, or inversely like that happened to the
Ag(001) surface. Annealing the O–Cu(001) surface at a ‘dull red’ temperature
could remove the lone-pair DOS features from the z0(E) profile, which means that
the hybridized sp-orbits of the O-2 has de-hybridized [12, 13]. Hence, annealing at
a certain temperature provides forces that reverse the reaction by oxide-bond
breaking and reforming.

Oxygen floating occurs in general at *400 K, at which O-2 de-hybridizing and
oxygen re-bonding tend to occur because annealing activates the bond breaking.
At the thermally activated state, oxygen can adjust itself toward a stable tetrahe-
dron or the inverse. It is worth to mention that the lone-pair-induced dipoles tend
to direct into the open end of a surface. The dipole forms periodically with the
epitaxial layer growth observed experimentally as the periodic change of the work
function. Therefore, the strong repulsion between the dipoles and the repulsion
between the lone pairs provide the driving force for oxygen to float up under a
thermal activation in the process of homo- or hetero-epitaxial growth of metals.

The interaction between the dipoles and oxygen is rather weak (*50 meV).
With an external stimulus or under certain circumstances, the dipoles may escape
from the bound by the lone pairs, and then oxygen reactants have to re-bond to
other atoms to form the stable tetrahedron, which is the case of bulk oxidation or
rusting. Although O-diffusing and O-floating are inverse processes, they share the
same mechanism of bond switching. The mechanism for the oxide-bond switching
may be extended to bioelectronics such as the folding, signaling, and regulating of
DNA, proteins, and NO, in which the lone pair, dipole, and H-bond like may
dominate.

7.3 Summary

Oxygen attacked corrosion proceeds in a way of ‘‘quantum laddering’’ by bond
and nonbond formation and reformation, which is much more complicated than
atomic diffusion. Oxygen can float up of the surface or penetrate in the bulk under
proper thermal conditions.
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Chapter 8
Design Materials and Processes

• One electron (lone pair) difference differentiates a nitride from an oxide
substantially.

• Both O and N can create a bandgap and enlarge existing bandgaps; both mod-
ulate the ferromagnetism and work function by charge exchange and polarization.

• A nitride demonstrates generally high elasticity, self-lubricity, and corrosion
resistance.

• N creates tensile but C compressive stress at a surface. A combination of both
enhances diamond–metal adhesion.

• The non-bonding interaction associated with O, N, C, B, and F forms important
gradient in organic and inorganic substances.

This part has verified up two concepts that should be of immediate application.
One is the sp-orbit hybridization of the electronegative adsorbate as a charge
acceptor and the other is the bond contraction of the host surface. Table 8.1
features functionalities and potential applications of the bonding events. The bond
contraction is not limited to an oxide surface, but it happens at any site, where the
atomic CN is lower than the bulk standard.

The nature of the chemical bond bridges the structures and properties of crystals
and molecules [1]. Interatomic interaction and electronic distribution in the
valence band are the keys to engineering materials. The spontaneous bond con-
traction enhances the binding energy of the remaining bonds of the lower coor-
dinated atom. Chemical reaction modifies directly the occupied valence DOS by
charge transportation or polarization. Bond relaxation and valence band modula-
tion change the properties of a solid.

8.1 Nitrogen-Induced Anomalies

Nitrides have formed a class of materials with fascinating properties that have
been widely used for mechanical and elastic enhancement, wear and corrosion
resistance, photon and electron emission, as well as magnetic modulation [2, 3].
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For instance, nitrogenation modulates the crystal structures, saturation magneti-
zation (MS), and Curie temperature (TC) of Fe films [4, 5], substantially. An
addition of a small amount of N raises the MS value of the a00-Fe16N2 phase by
*25 % of that of pure Fe (2.22 lB). Further doping of N lowers the MS value
associated with crystal structure transition from e, c, n, to the paramagnetic phase
of amorphous FeN [6]. Nitrogenation also raises the MS value and the TC of rare
earth I-ferromagnet (Co and Fe) considerably [7]. The MS of the R(Fe, Co) alloys
is increased by 30–40 % relative to their parent alloys [7].

Inclusion of N in the synthetic diamond films could significantly reduce the
threshold of cold cathode emission of the films [8]. The work function of carbon
nitride films could be reduced to *0.1 eV [9]. Nitrogenation creates and widens a
bandgap and turns a conductor into a semiconductor or even an insulator, such as
AlN [10], GaN [11], and InN [12]. N-based group-III and group-IV semicon-
ductors are prosperous materials for blue and green light emitting [13], which have
been commercially available for applications in flat-panel displays and blue–
ultraviolet laser diodes that promise high-density optical data storage, optic
communication, and high-resolution laser printing. Nitride films show surprisingly
high elasticity (*100 %) and high mechanical strength at relatively low inden-
tation load (\1 mN) [14].

8.2 Group Symmetry: Corrosion and Anti-Corrosion

What differentiating an N atom from an O or a C atom is only one electron gain or
loss. The fifth valence electron makes a nitride to perform differently from either
an oxide or carbide. N prefers the NH3-like configuration with a lone-pair

Table 8.1 Predictions of functionalities and potential applications of electronegative additives
reacting with solid materials

Events Characterization
techniques

Functions Potential applications

Antibonding (dipole) [ EF STM/S, IPES UPS Work function
reduction (D/)

Cold-cathode field
emission

Holes \ EF Photoemission Bandgap expansion PL Blueshift UV
detection

Non-bonding (Lone
pair) \ EF

Raman/FTIR,
STS, VLEED

Polarization of metal
electrons

High elasticity
Far-IR activity

H- or CH-like bond STM/S, UPS,
EELS

D/-Recovery Surface bond network
stabilization

Bonding XRD, LEED, UPS,
XPS

Mass transport
atomic shift

Compound formation

Phase change
Surface bond contraction XRD/XPS Crystal field Origin for the tunability

of nanosolidsCohesive energy
Hamiltonian
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production when it reacts with other atoms that are less electronegative. Nitride
tetrahedron follows the C3v symmetry of a NB4 cluster as most of the nitrides
prefer the hcp(0001) or the fcc(111) orientation, such as AlN, GaN, TiN, etc.

Figure 8.1 shows the scanning electron microscopy of the hcp-structured SiCN
crystals grown on Si substrate with a gas mixture of N2 ? CH4 in chemical vapor
deposition [15].

Cu3N patches form on the Cu(001) and Cu(h11) surfaces whose image is of
*0.8 Å below the clean surface [16], without signatures of polarization being
resolved. STM images show that the N atom sinks deeply into the threefold hollow
site of the top Ru(0001) layer with a radially away reconstruction of the N-
Ru(0001) surface [17]. These observations indicate central position of the N in the
NB4 cluster of C3v symmetry with lone pair pointing from the N to the bulk
interior other than direct into the surface. AES, EELS, and UPS investigations of
GaN(0001)-(1 9 1) surface revealed that nitride formation proceeds in the same
way as that of the ammonia and aniline formation: The N atom is located in a
fourfold-coordinated configuration, bridging two surface Ga atoms [18]. The lone
pair is directed sideway into the open end of the Ni(001) surface, and the elec-
trostatic interaction between the alternative Ni+ and Nip drives the Ni(001) surface
to be reconstructed with rhombi chain forming along the h11i directions.

Fig. 8.1 SEM images of the SiCN crystals formed on Si substrate with a 10/4 sccm N2/CH4 gas
mixture for a 4 h and b 10 h, and c 50/1 sccm in CVD for 10 h. SiCN crystallites prefer the hcp
structures (reprinted with permission from [15])
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Nitrogenation of a surface prevents a metal surface from being rusted by oxy-
gen-attached corrosion. Ideally, an N atom prefers a location between the top two
layers of the skin and the lone pair directs into the bulk interior. The surface layer is
hence networked with the smaller B+ bonding to the N3- ions with densely packed
electrons. The B atom donates electrons in the outermost shells from the upper DOS
states to the lower empty DOS states of nitrogen upon bond formation. The reaction
not only lowers but also causes densification of the valence DOS due to the B+ and
N3- formation. Therefore, the top surface layer should be chemically inert as it is
harder for one additional accepter to catch electrons from the lowered valence DOS.
Electrons in the saturated bond should be more stable compared with the otherwise
electrons in the neutral host atoms. This configuration explains why a nitride sur-
face is corrosion resistant and why it exhibits STM depressions [16, 17].

8.3 Lone-Pair Interaction: Excessive Elasticity
and Mechanical Strength

The high strength of the intra-surface N3- - B+ ionic bonding network could be
responsible for the hardness and corrosion resistance of the skin. The N3- - B+

network at the surface interacts with the substrate mainly through the non-bonding
interaction. The non-bonding interaction is rather weak (*0.05 eV/bond) com-
pared with the original metallic bonds (*1.0 eV/bond) or the intra-surface ionic
bond (2–3 eV per bond). The weak interaction due to lone-pair formation should
be highly elastic within a critical load, which makes the two adjacent surface
layers more elastic under a compressive load lower than the critical value at which
the weak interaction breaks. Therefore, the enhanced intra-layer strength makes a
nitride usually harder (*20 GPa), and the weakened interlayer bonding makes the
nitride highly elastic and self-lubricate at a relatively low load.

Nanoindentation profiles from TiCrN surface and sliding friction measurements
from CN and TiN surfaces confirmed the predicted high elasticity, high hardness,
and the existence of the critical scratching load [14]. As compared in Fig. 8.2a,
under 0.7 mN load of indentation, the elastic recovery and hardness for a GaAlN
film (100 % recovery) [19] are higher than that of an amorphous carbon film. The
GaAlN surface is also harder than the amorphous-C film under the lower inden-
tation load. TiCrN skin is twice harder than the bulk because of the ionic bond
network and the surface bond contraction [14]. The abrupt increase in the friction
coefficient of nitride films under higher load in Fig. 8.2c and d indicates the
presence of critical load beyond which the lone pair breaks [14]. Under higher
pressing load ([5 mN) of indentation, the elastic recovery reaches the values of 65
and 85 %, for CN and TiN, respectively [20]. The absence of lone pairs in a-C film
makes the film less elastic than a nitride film under the same pressing load.

The hardness and the elastic modulus of b-C3N4 are expected to be comparable
to or exceeding those of diamond [21, 22]. Only a few were successful in preparing
a-C3N4 and b-C3N4 powders using the liquid–solid reaction between anhydrous
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C3N3Cl3 and Li3N in benzene at 355 �C and 5–6 MPa for 12 h [23]. The N/C
atomic ratio reaches 2/3, being lower than the predicted stoichiometry of 4/3.
Theoreticians [24–27] suggested that the C3N4 phase can only be produced at
higher pressure (68 GPa). Considering the non-bonded N–N repulsion, the N
concentration should be no more than 50 % [25] as both C and N undergo sp-orbit
hybridization and each of them tends to find four nearest neighbors. The ideally
allowed N/C ratio is unity.

In fact, the hardness of CN films decreases with increasing N content, instead.
The excess electrons on N lower the hardness but enhance the elasticity [28]. The
elasticity of the CN varies with substrate temperature and N content. Increasing the
substrate temperature from 100 to 350 �C at 2.5 mTorr N2 pressure, the elastic
recovery increases from *60 to *90 % [14]. This value can be reduced to 68 %
by increasing N2 pressure from 2.5 to 10 mTorr at a substrate temperature of
350 �C [29]. Although the highest hardness of CN available to date [20]
(*60 GPa) is below that of a diamond (*100 GPa), the elasticity has been
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Fig. 8.2 Elasticity and mechanical strength of nitride films. a GaAlN/Al2O3 exhibits 100 %
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confirmed rather high under a critical load for plastic deformation. These obser-
vations indicate the presence of the lone pair, or the fifth electron in nitrogen,
which prohibits carbon nitride from being harder than a diamond.

One way to obtain the expected hardness is to remove the fifth electron of N
atom under abnormally high pressure and high temperature or by forming layered
structures to make use of the interface effect [25–27, 30]. The hardness of nano-
crystalline/amorphous composites such as nc-TiN/a-Si3N4, nc-TiN/a-Si3N4, nc-
TiSi2, nc-(Ti1-xAlx)N/a-Si3N4, nc-TiN/TiB2, and nc-TiN/BN could approach that
of diamond because of the interfacial mixing effect [31, 32]. The hardness and
elasticity of nanometric TiN/CrN and TiN/NbN multi-layered thin films increase
with reduction in the structural wavelength (optimal at 7.0 nm) [33, 34]. The
hardness of a sophisticatedly processed nanotwinned BN surpasses that of a dia-
mond [35].

8.4 Magnetic Modulation: Polarization

Nitrogen addition could tune the magnetic properties of ferromagnetic materials.
The a00-Fe16N2 phase [5, 36] with an N concentration of 5–7 at.% shows soft
magnetic properties [37] with various magnetization depending the preparation
conditions. Single-crystal a00 films have a magnetization of 3.2 lB per Fe atom—
higher than any other binary alloys. A comparison of the magnetic behavior of
equivalent a0-Fe8N in chemical composition with that of a00-Fe16N2 suggested that
the magnetic variability is due to different degrees of structural order–disorder
because the latter is with a higher N-atom ordering. Figure 8.3 shows the N
content dependence of the MS of Fe films [6, 38].

According to the Ising approximation, the overall MS under zero external field
follows

Hex ¼
X

i;jh i
JijSi � Sj /

SiSj

rij
cos hij ð8:1Þ

Si and Sj is the magnetic momentum of individual atom i and j, respectively, and
the Jij is the coefficient of exchange interaction between momentum i and j. hij

represents the angle between the Si and Sj moment. There are several factors
controlling the Hex and hence determine the overall magnetization. hij varies with
the applied magnetic field; the Jij varies with atomic distance; and Si and Sj vary
with atomic valences. Chemical reaction not only changes the separation between
the atoms and the structure ordering but also varies the electron distribution in
orbitals that modifies the atomic valence and the Si and Sj values. If the atomic
separation is too large, the system will be paramagnetic disregarding the Si and Sj

values.
Table 8.2 lists the possible variation of the total angular momentum when the

Fe alters its atomic valence to Fen+ (n is an integer) or Fep dipoles. In the former,
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the Fe atom donates 3d electrons to the N acceptor; in the latter, the lone pair of
N+3 ions polarizes Fe 3d electrons and shifts the electrons to an outer shell orbital
of the Fe atom, 4p or 4d of higher biding energy. The N3- and its electrons do not
contribute to the magnetization. The momentum of the Fen+ varies from 2.0 to
3.0 lB and then drops to 2.0 lB when the valence is changed from 1 to 4.

The momentum for Fep (3d54s24p1) is 4.0 or even 5.0 lB (3d54s24d1). The
average momentum of an isolated tetrahedron (N3- ? 3Fe+ ? Fep) is then 2.875
or 3.125 lB, being 25–40 % higher than that of a pure Fe atom (2.22 lB). H-like
bond formation will annihilate the Fep, resulting in the Fe+/p with substantially
lowered magnetization. This configuration explains why the Fe16N2 possesses the
highest magnetization order than the Fe4N phase in which the Fe+/p is not
avoidable. For amorphous FeN, every Fe atom has four N neighbors and the Fe
becomes Fe3+/p ideally. The low angular momentum of the Fe3+/p and the
expanded lattice should take the responsibility for ferromagnetic–paramagnetic
transition upon amorphous FeN being formed [36].
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Table 8.2 Variations of angular momentum (unit in lB) of Fe with its atomic states [3]

Valence state Configuration S = RSi L = RLi J a = R(L ± S)i

Fe 3d64s2 2 0 (L-frozen) 2 (2.22)
Fe+ 3d54s2 2.5 0 2.5
Fe2+ 3d54s1 2.5 ? 0.5 0 3.0
Fe3+ 3d44s1 2.0 ? 0.5 0 2.5
Fe4+ 3d34s1 1.5 ? 0.5 0 2.0
Fep-1 3d54s24p1 2.5 ? 0.5 0 ? 1 4.0
Fep-2 3d54s24d1 2.5 ? 0.5 0 ? 2 5.0

a The total angular momentum follows Hund’s rule. Fep-2 corresponds to the antibonding states
being well above the EF
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The magnetization of a system varies with not only the angular momentum of
individual atoms but also their exchange interaction that depends inversely on the
atomic separation [4–7, 36, 39–41]. For rare earth, the 4f electrons combine more
weakly than the 3d electrons of transition metal to their ion cores. The 4f electrons
readily jump to higher energy shells and thus raise the momentum for the increase
in MS [39]. This lone-pair polarization and annihilation instead of the donor effect
dictate the magnetic modulation of nitrogenated systems [6]. The less electro-
negative Fe atom can never capture electrons from the highly electronegative
nitrogen ‘‘donor’’ except for the polarization. Mechanisms of modification on
atomic valence, structure order, and atomic separation are complementary, and
these effects may exist simultaneously determining the magnetic properties of the
nitride compounds.

8.5 Bandgap Modulation: Photoluminescence

8.5.1 Nitrogen Acceptor: Electron–Hole Pair Production

N inclusion widens significantly the bandgap of an intrinsic semiconductor. For
instance, the bandgap of Si increases from 1.1 to 3.5 eV when SiN is formed [42].
Nitrogen expands the bandgap of a-Ge and amorphous-Si from *1.1 to *4.0 eV
[43]. Nitrogen also widens the bandgap of amorphous carbon (a-CNx:H) [44].
Figure 8.4 shows the bandgap enlargement of (a) III-nitrides and (b) amorphous
Ge- and Si-nitrides.

The width of the bandgap depends on the bond length [13] and energy and the
electronegativity of the corresponding element (gAl = 1.5, gGa = 1.6, and
gIn = 1.7). Reynolds et al. [45] suggested that the yellow band of GaN and the
green band of ZnO share some common yet unclear mechanisms. Chambouleyron
and Zanatta [43] related the bandgap expansion of a-Ge:N and a-Si:N compounds
to the substitution of Si–Si or Ge–Ge bonds by the stronger Si–N or Ge–N bonds.

For amorphous semiconductors, the transition of carriers happens between the
conduction band and the valence band tail states. Luminescence spectra [42] of the
a-Si:H showed that the n-type (phosphorous) doping shifts the luminescence peak
of the a-Si:H from 1.1 to 0.81 eV, and the p-type (boron) doping shifts the peak
from 1.1 to 0.91 eV. The shallow n-donor levels and the deeper p-acceptor levels
are located within the initial bandgap (1.1 eV) near to the band tails. Co-doping of
B and P narrows the bandgap even further because of the simultaneous creation of
the co-doped impurity levels. However, the luminescence peak of the a-Si:N:H
compound moves to higher energy with increasing nitrogen concentration [46].
The broadened bandgap through nitrogenation is beyond the traditional thought of
donor scheme, though the nitrogen is always thought as n-type donor.
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8.5.2 Oxide Blue Light Emission

Chemical reaction-induced bandgap expansion provides guidelines for discovering
or inventing sources for light emission with an expected wavelength. Oxides are
much cheaper and easier to make compared with the group-III nitrides [51].
Figure 8.5 shows intense blue light emission from the Pb(ZrxTi1-x)O3 pellets under
Ar+ ultraviolet (UV) irradiation (inset) [52]. Only one broad band located at
475 ± 50 nm with an excitation band centered at 305 ± 45 nm. Changing the
x value causes a negligible shift of both the PL and PE peaks. The fluorescence decay
curves of the PZT samples show that the lifetime of the photons varies markedly
from 0.03 ms (at x = 0.5) to 0.6 ms (at x = 1.0). The 0.6-ms lifetime is much longer
than that for other reported defect-related luminescence. Visible light emission of
other oxides has been reported [53] such as SrCu2O2 [54], Sr2CeO4 [55], SiON [56],
and ITO/SiO [57]. ZrO2 and TiO2 or their mixtures without Pb presence give no light
though the samples were prepared under the same conditions. This means that the Pb
plays an important yet unclear role in determining the PL features. Figure 8.6 shows
the PL spectra of GaAs-Al0.3Ga0.7As with and without anodic SiO2, SiO2 films
containing Si nanocrystals, and ZnO-Ga2O3 nanofibres. Controllable oxidation
could modulate the band gap, which is within the 3B expectation.

The quantum efficiency (YPL) of photoluminescence follows the relation [42]:
YPL = Pr/(Pr ? Pnr), where Pr and Pnr are the probability of radiative and
non-radiative combination of electron–hole pairs. Electron transiting from the
conduction band tail to the valence band tail is responsible for the radiative
combination, while electron transiting from the conduction band tail to the defect
states that are located within the bandgap is responsible for the non-radiative
combination [61]. The decrease in the PL intensity of Si in SiO2 indicates that
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oxidation creates defects in this particular system due to the non-bonding lone-pair
production.

The 3B mechanism unifies the bandgap expansion of both nitrides and oxides
with the same electron–hole pair production scheme in the valence band. Physi-
cally, the bandgap is twice the first coefficient of the Fourier series of the crystal
field. The change of bond nature and bond energy modulate the crystal field, and
consequently, change the width of the bandgap. Chemically, hole production
empties the top edge of the valence band of the host and thus widens the bandgap.
This bandgap expansion mechanism also explains the increase in resistivity and
activation energy of the CN films with nitrogen incorporation [62].

8.6 Work Function Reduction for Field Emission

Doping proper amount of properly selected elements lowers the work function (U)
or the threshold (VT) in cold-cathode field emitters such as diamond, diamond-like
carbon (a-C), or carbon nanotubes (CNTs) [4, 9, 63–65]. The VT of the N-doped
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diamond is even lower than the VT of the diamond doped with boron and phosphor
[8, 66–69], see Fig. 8.7.

Mechanisms such as negative affinity [70–72], antenna effect of conducting
channels [73], impurity gap states [8, 66, 74], band bending at depletion layers [75],
and surface dipole formation [9] explain the work function reduction due to N
addition. Dipole formation creates the expected sub-band above EF. According to
the impurity gap state argument, N locates at a distorted substitutional site in the
host matrix with one long but weak C–N bond, which forms a deep singly occupied
donor level, *1.7 eV below the conduction band edge EC. On the other hand, two
neighboring nitrogen atoms relax away from each other due to the weak lone-pair
interaction, which form doubly filled states located *1.5 eV above the valence
band Ev. These two mid-gap impurity levels might play dominant roles in lowering
the VT. Furthermore, N may create a depletion layer that causes band bending at the
back contact. At sufficiently high donor concentrations, this band bending narrows
the tunneling distance and allows emission into the diamond conduction band.
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If the N-induced mid-gap impurity levels (1.7 eV \ EC and 1.5 eV [ EV) are
dominant, the carbon co-doped with P and B should perform better than the carbon
doped with N, as the P- and B-derived states (0.46 eV \ EC and 0.38 eV [ EV)
are more beneficial to the band structure. Boron is a shallow substitutional
acceptor in diamond with a level at 0.38 eV above the valence band edge EV, and
phosphorus can act as a shallow donor with a level 0.46 eV below the conduction
band edge EC [76].

The 3B correlation mechanism resolves the discrepancy regarding chemical
effect on the work function. The weakly bounded 3sp orbitals of a P atom are hard to
be hybridized compared with the 2sp orbitals of O and N because the 3sp electrons
are more mobile than the 2sp electrons of N and O. The delocalized 3sp electrons
determine that the P atom acts as a n-type donor that adds simply a DOS feature to a
position 0.46 eV below the EC of a diamond [76]. The fact that P doping gives little
reduction in the work function compared to O or N doping [66] means that the
impurity gap levels narrow the bandgap but barely reduce the work function.

Unlike P and B, O and N could expand the bandgap of a semiconductor instead,
through compound formation. Therefore, N and O act not as impurity donors or
accepters traditionally in semiconductors, as charge transportation and polarization
occur during the process of reaction.

The work function of Cs and Li (*3.5 eV) is much lower than that of other
metals (*5.0 eV). However, adding Cs and Li to the diamond surface is inef-
fective in improving the emission properties. In fact, one is unable to prevent
carbide formation in the mixture of metal and carbon. In the process of carbide
formation, the conducting electrons of the metal will ‘flow’ from the upper edge of
the conduction band to the empty p orbital of carbon, which lowers the occupied
DOS of the doping metals instead. However, co-doping with both low-U metals,
such as Li, Cs, and Ga, and electronegative element of N and O could form metal
dipoles at the surface, which should reduce the work function of the low-U metals
even further by *1.25 \ 3.5 eV. Therefore, co-doping low-U metals with O or N
could be promising measures in lowering the work function of carbon. However,
overdosing of N and O produces the H-like bond that annihilates the dipoles.
Appropriate doping would be necessary to avoid H-like bond formation that
enlarges the work function [77].
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Similarly, ceramic oxides, such as PZT, also emit electrons [78, 79]. Formation
of the Cs–O–C surface bonds reduces the work function of diamond surface to
1.25 eV to promote electron emission of the surface [80]. Lowering the work
function of a cathode by adsorbing both oxygen and electropositive metallic ele-
ments on its surface is more effective than by adsorbing simply the metallic
element [81]. An appropriate amount of oxygen atoms adsorbed on the cathode
surface results in a better dispenser cathode. Fluorine adsorption improves electron
emission stability. The emission currents of CNTs are significantly enhanced when
oxygen is adsorbed at the tip [82]. O2 and O3 treatment increases the emission
current of the carbon nanotube array by *800 % along with a decrease in the
onset field emission voltage from 0.8 to 0.6 V/lm [83]. However, excessive
amount of oxygen [84] causes adverse effect on the field emission.

With the 3B correlation as origin, the impurity gap levels (lone pair) [66, 74] and
the surface dipole [9] models would be correct and complete. The lone-pair
impurities below EF contribute indirectly to the work function reduction as they
induce the antibonding dipoles with the states above EF. According to the impurity
gap state argument, N locates at a distorted substitutional site with one long but
weak C–N bond, which forms a deep singly occupied donor level, *1.7 eV below
the Ec. On the other hand, two neighboring nitrogen atoms relax away from each
other due to the weak lone-pair interaction, which form doubly filled states located
*1.5 eV above the Ev. These impurity levels play dominant roles in lowering the
VT. Furthermore, N may create a depletion layer that causes band bending at the
back contact. At sufficiently high donor concentrations, this band bending narrows
the tunneling distance there and allows emission into the diamond conduction band.

8.7 Geometric Selectivity: Diamond Oxidation

Oxidation and graphitization of synthetic diamond is an important issue for prac-
tical applications. Oxidation limits the performance of diamond used in cutting
tools, optical windows, and electronic devices when the diamond exposed to air or
other gaseous ambient at high temperatures. The infrared transmittance of diamond
windows drops by 6–12 % after being heated in air at 1,070 K for 255 s [85].

Diamond oxidation occurs at *1,070 K preferentially at grain boundaries,
local defects, and in the diamond-like carbon phase [86, 87]. Molecular oxygen
adsorption happens to the clean (111) and (110) surfaces of diamond at room
temperature [88]. Thermal desorption produces CO from both surfaces. Apart from
a low-temperature desorption peak, TDS shows two CO desorption peaks at 1,060
and 1,300 K for the C(111)-(2 9 1) surface, whereas only one desorption peak
presents in the 1,030–1,160 K range for the C(110) surface.

According to the ‘periodic bond chain’ theory [89–92] and the ‘defect density’
mechanism, diamond (111) surface is most stable in resisting oxidation than other
faces [92]. However, dry oxygen roughens the (111) surface very fast, while the
(100) surface is largely inert to oxygen below 1,220 K [93].
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One needs to understand why the densely packed diamond (111) planes are
oxidized easier than the (001) or the (220) planes and how the oxygen penetrates
into the (111) face during the course of reaction. The geometrical selectivity of
oxide tetrahedron formation and the mechanism of oxide bond switching could
resolve the discrepancy.

SEM images in Fig. 8.8 show that annealing up to 1,400 K in vacuum graph-
itizes the diamond surface without any preference of crystal orientation. Annealing
in air at 1,070 K rusts the (111) surface significantly without any roughening of the
(110) surface except for defects [94]. Diamond erosion occurs preferentially in the
planes possessing C3v symmetry. The (110) rectangular planes experience no
change apart from the defect sites.

Generally, the (111) planes grow in CVD synthesis at a relatively higher
temperature than the (220) planes [95]. The synthetic diamond changes at
1,100 ± 50 K from (220) plane dominance to a (111)-dominated phase. The (111)
planes form hexagonal platelets, truncated hexagonal platelets, decahedrons
(pseudo fivefold symmetry), icosahedral (20 faces), and triangular shapes,
depending on stacking errors [6]. The (111) never forms platelet of C4 symmetry.
Therefore, the square or rectangle platelets in Fig. 8.8a correspond to the (220)
faces, or equivalent planes.

It is important to note that the lone pairs of oxygen possess the special ability of
inducing dipoles. Interaction between the dipole and the oxygen ion, and hence the
dipole to the bulk, is rather weak (*50 meV, Chap. 6) as there is no electron
sharing between the dipole and the oxygen. Due to the strong repulsion of the
non-bonding lone pairs, the dipoles tend to locate at the open end of a surface. The
loosely bounded dipoles therefore tend to be eroded away from the surface in the
process of corrosion.

The atomic density ratio of the (111) plane to that of the (220) plane is given as
(refer to Fig. 8.8b, d being the lattice parameter):

n 111f g
n 220f g ¼

1ffiffi
2
p

dð Þ2sin 60�ð Þ=2

1:5ffiffi
2
p

d2

¼
ffiffiffiffiffi
32
27

r

[ 1

The (111) interplane distance is (H3-1)d/2 (from the plane comprising atoms
labeled 123 to atom 0). The (220) plane separation is H3d/2 (from atom 0 to atom
4). Each of the two planes cuts through three C atoms, but the geometrical
arrangement of these atoms in the planes is entirely different. Atoms labeled 1, 2,
and 3 in the (111) plane form a C3v hollow with identical edges of a = H2d, and
of (H3 - 1)d/2 in depth. The diamond bond length is H3d/2 or 1.54 Å. However,
atoms labeled 0, 1, and 2 in the (220) plane are packed in such a way that the
triangle edges are d, d, and H2d in length. Therefore, it is easier for an oxygen
adsorbate to find the fourth C atom (labeled 0) underneath the C3v hollow site in
the (111) plane to form a quasi-tetrahedron.

However, atom labeled 3 or 4 underneath the (220) plane composed of atoms
labeled 0, 1, and 2 could hardly form a frame in which an oxide tetrahedron could
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fit in. Therefore, it is harder to facilitate the oxide tetrahedron in the (220) plane
than in the (111) plane. This explains why the densely packed (111) plane oxidizes
easier than the (220) plane.

Although the atomic sizes and the geometrical arrangement of the considered
metals (Chaps. 3–6) are different, the oxide tetrahedron formation is essentially the
same. During the process of oxidation of the diamond, oxygen atoms penetrate
easily into the (111) planes and loosen the C atoms at the surface by forming the
weakly bound dipoles. The dipoles are readily eroded away at elevated tempera-
tures and then the oxygen seeks new partners for the formation of a new tetra-
hedron. Oxygen can always survive by fitting itself into a suitable bonding
environment to build up the tetrahedron through bond switching.

It appears that diamond is not essentially the same to metals in the process of
reaction. In fact, factors dominating the oxidation of a solid surface are as follows:
(1) the difference in electronegativity, (2) the scale and geometry of the lattice, and
(3) the temperature and oxygen pressure, disregarding the host atom. Electro-
negativity determines the nature of the bond or the easiness and amount of charge
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(a)

(c) (d)

(b)

Fig. 8.8 SEM images of a CVD diamond, b vacuum thermal graphitization, c preferential
oxidation of the (111) plane throughout the course of reaction, and d schematic illustration of the
geometrical environment of the (111) and the (220) planes. The (111) plane facilitates more
easily an oxide tetrahedron than the (220) plane (Reprinted with permission from [96])
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transportation between the bonding constituents. The atomic geometry and lattice
constant determine the way of facilitating the oxide tetrahedron. The temperature
and the ambient oxygen pressure determine the rate of reaction. Therefore, the
mechanism of oxidation is valid for a solid surface whether it is a metal or not. No
specification of element or its phase is necessary for oxide tetrahedron formation.

Diamond erosion starting at 750 K in air shows strong geometric selectivity for
oxide tetrahedron formation, which is the same to metal surface oxidation. Dia-
mond (111) planes provide a more suitable bonding environment than the loosely
packed (220) planes. Oxygen penetrates into the bulk by bond switching and
leaves behind the weakly bound dipoles that are eroded away during the process of
corrosion. The presence of the lone-pair features (around -3.0 eV below EF) for
the diamond (111) planes with chemisorbed oxygen justifies the discussion.

8.8 Diamond–Metal Adhesion Enhancement

The poor adhesion of diamond films to metal substrates has been a long-standing
issue that prevents practical applications of the excellent properties of synthetic
diamond. Analysis [97] of Ni surface chemisorption indicated that the C–Ni(001)
bond experiences strong compression and the surface is covered with Ni+ and Ni2+,
while the N–Ni(001) bond undergoes slight tension and the surface comprises Ni+

and Ni+/p alternatives. XRD measurement [15] has confirmed the prediction that
carbon turns the tensile stress of Ti surface to be compressive. Comparison of the
surface morphology of TiC with that of TiN indicates that the surface stresses are
different in nature [98].

Inserting a graded TiCN interlayer between the metal substrate and the syn-
thetic diamond neutralizes the interface stress, which improved the adhesion
between diamond and the Ti substrate substantially [98]. Figure 8.9 compares the
cross section of the diamond/Ti system with and without the graded TiCN inter-
layer. The graded TiCN interlayer removes cracks and improves the adhesion of
the diamond film significantly. Adhere diamond to the Ti substrate strongly. The
critical scratch load for the adherent diamond is as high as 135 N in comparison
with the adhesion strength of 55 N for nanostructured diamond on the tungsten
carbide substrate. These exercises provide a prototype for joining metals with
nonmetals in composite materials.

The success of this approach evidences that the extension of the sp hybrid
bonding of oxygen to carbon and nitrogen is on an essentially correct track. The sp
hybrid bonding of nitrogen helps to understand why it is more difficult to form the
crystalline carbon nitride than the hexagonal SiCN crystallite [99] and that over-
dose ([75 % partial pressure) of nitrogen in diamond deposition could turn the
diamond to SiCN [100].
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8.9 Perspectives: Molecular Functional Groups

8.9.1 B-, C-, N-, O-, and F-induced High-Tc

Superconductivity

The original Bardeen-Cooper-Schrieffer (BCS) theory of superconductivity ade-
quately describes the origination and behavior of conventional superconducting
metals and alloys, whose critical temperatures of transition to superconductivity
are extremely low, never higher than 30 K. According to the BCS theory, a large
Bose–Einstein condensation resulting from the coupling of electron pairs near the
Fermi surface, which are known as Cooper pairs, at low temperatures governs the
superconductivity. However, in 1986 and subsequent years, copper oxides were
discovered to become superconducting at temperatures up to 136 K and even
160 K when this new type of materials were subject to pressure. The emergence of
the new ‘high-TC superconductor’ also marked the start of a revolution in its
applications as well as scientific hypotheses regarding it, because the BCS theory
was evidently inadequate.

The fact that some compounds of B, C, N, O, F, and other elements exhibit
high-Tc superconductivity, albeit different critical temperatures, implies an
underlying similarity in these inducing elements. Fortunately, it has been certain,
as discussed, that in N, O, and F, the sp3 hybridization generates the non-bonding
and antibonding states near the Fermi surface. In turn, these localized lone-pair
electrons and highly energetic antibonding electrons may have a high chance of
forming Cooper pairs that dominate the character of the high-TC superconductors.
When an external electric field is applied, these localized pairs of electrons are
easily excited and hence become highly conducting given suitable channels of
transportation. Compared with the findings of graphene edge states, the effective
mass of these electrons is very small and their group velocity is very high. An
important characteristic is that these high-Tc superconductors all assume a two-

TiCN

(a) (b)

Fig. 8.9 SEM cross section observation of diamond a with and b without the designed graded
TiCN buffer layer. The porous carbide with strong bond repulsion prohibits the adhesion, while
the buffer layer allows the diamond and Ti substrate to bond strongly (reprinted with permission
from [98])
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dimensional layered structure, such as Cu–O chains or planes, on which super-
conductivity occurs. Most strikingly, the unique ‘Cup: O-2: Cup:’ chains on the
copper surfaces generate diploes and lone pairs associated with missing rows of
atoms. Bound energy states locating at energies near the Fermi surface in oxide
superconductors [101] further corroborate the importance of antibonding and non-
bonding states in effecting superconductivity.

As a plausible mechanism governing the high-TC superconductivity, the strong
correlation of electrons with spins has attracted much attention. The presence of
the non-bonding and the antibonding states near Fermi surface should play at least
a role of competence. If the 1s electrons of B and C are excited to occupy the
hybridized 2sp3 orbits, B and C would likely form valence band structures similar
to those of N and O and hence result in the superconductivity. The exposition of
the mechanism of high-TC superconductivity from the perspective of antibond and
non-bond formation and the corresponding electronics and energetics would be a
revolutionary approach culminating a breakthrough.

8.9.2 CF4 Anticoagulation in Synthetic Blood

A key unresolved challenge in creating artificial blood is anticoagulation. CF4 is an
excellent artificial blood anticoagulant although the microscopic mechanism is yet
unknown. The sp-orbit hybridization of C and F and the presence of non-bonding
states may apply to this instance. As illustrated in Fig. 8.10, the sp orbits of C and
F undergo hybridization to form tetrahedron. A central C4+ ion is surrounded by 12
pairs of non-bonding electrons provided by the four surrounding F- ions with each
of them carrying three pairs of non-bonding electrons. These lone-pair electrons
form a function group that attracts and polarizes nearby atoms weakly, making
them mobile in fluids, which translates to an anticoagulating function. Since NF5

and SF6 also possess 15 and 18 lone pairs of electrons with structure being similar
to CF4, respectively, they are expected to perform in the same way as CF4 in
synthetic blood anticoagulation.

8.9.3 NO Signaling and Living Cells

All organic and living cells are composed primarily of H, C, N, and O. Similarly,
most pharmaceutical products are also composed of these elements, apart from tiny
amounts of dopant and their molecular configurations. For example, Nitric Oxide,
NO, is a short-lived, endogenously produced gas that acts as a signaling molecule in
the body. This is an entirely new principal of signaling in the human organism, in
which signal is transmitted by the gas, which is produced by one cell and then
penetrates membranes and regulates the function of other cells. NO not only combats
many arterial-related diseases but also plays an important role in molecule signaling
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outside the cardiovascular system and has become a useful tool in the practice of
medication. However, the bonding mechanism of the NO is yet to be clear.

If the N and O atoms are linked by a single bond to form an NO molecule with
hybridized sp3 orbits (Fig. 8.10) of both, one side of the molecule has three lone
pairs, while the other has three dangling bonds. Such a structure enables the NO
molecule to locate in a certain place by forming bonds via the dangling bonds and
polarize its surroundings via the lone pairs, producing regulation channels required
in meditation. Under certain chemical conditions, the molecular orbits of NO can
hybridize or dehybridize to alter their functionalities. In addition, in the body, the
lone-pair electrons and antibonding dipoles produced by O, N, and C are mainly
responsible for the synthesis, folding, and unfolding mechanisms of cells, protein,
DNA, and RNA as well.

8.10 Summary

The 3B correlation could unify the anomalous properties of C, N, O, and F
involved compounds. For instance, the N-enhanced magnetization, bandgap
expansion for light emission, N-lowered threshold of cold cathode emission, wear
and corrosion resistance, and super elasticity of nitrides all arise from the nitride
tetrahedron formation with involvement of bonding, non-bonding, hole, and an-
tibond dipole production. Therefore, the extent and type of nitrogen lone-pair
interactions are the most important functional groups present not only in the
organic molecules [103] but also in inorganic compounds. A combination of
density functional calculation and UPS measurement would be most effective in
revealing the dynamics of bond and band formation. Besides, the 3B correlation
theory could provide complementary mechanism to correlate the electronic con-
figuration in the bonding process and its derivatives on the valence DOS and
physical properties. The 3B correlation and the concept of lone-pair non-bonding,
antibonding dipoles, and hole states may provide guidelines for controllable
modification of existing materials and in the pursuit of new functional properties of
compounds or molecules with C, N, O, and F involvement.

Fig. 8.10 Hypothetic a CF4

(C4+ ? 4F- ? 4 9 (:)) and
b NO (N3- ? O2- ? 3(-)
+3(:)) molecules. (-)
represents the dangling bond
and (:) the non-bonding lone
pair (Reprint with permission
from [102])
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Chapter 9
Concluding Remarks

• Achieved consistent insight into the 3B dynamics and quantitative information of
surfaces with chemisorbed C, N, O, and C2H2.

• Essential events in surface adsorption include bond contraction and sp-orbit
hybridization. Bond and non-bond formation result in all the observations.

• The 3B approach enhances the capabilities of existing experimental techniques
to reveal the 3B and electronic dynamics comprehensively.

• Developed knowledge has enabled materials and processes design for practical
applications.

9.1 General Understanding

9.1.1 Essential Events on a Surface

The nature, order, length, and energy of the chemical bond determine the prop-
erties of a substance. The formation, dissociation, relaxation, and vibration of the
bond and non-bond, and the associated dynamics of electron densification,
localization, entrapment, and polarization are the key of tuning the property
change. The underlying mechanism and the consequences of the surface events are
useful in practice:

• A chemical bond contracts on a surface or at sites surrounding defects where the
atomic CN reduces. An extension of the concept of ‘atomic size shrinks with its
CN reduction,’ initiated by Goldschmidt and Pauling, to solid surfaces results in
the BOLS correlation mechanism, which dictates the tunable properties of a
nanosolid of which the portion of surface atoms increases with reducing particle
size.

• A surface consisting up to three atomic layers forms the high density, elastic,
and chemically and thermally active skin phase. The BOLS correlation modifies
both the cohesive energy of an atom on a surface and the binding energy density

C. Q. Sun, Relaxation of the Chemical Bond, Springer Series
in Chemical Physics 108, DOI: 10.1007/978-981-4585-21-7_9,
� Springer Science+Business Media Singapore 2014
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in the relaxed surface region. The BOLS correlation makes impact on the fields
of nanometric materials and surface science.

• C, N, and O atoms hybridize their sp orbitals upon reacting with atoms disre-
garding the structure phases to form the CH4, NH3, and H2O-like tetrahedron
structures. The reaction not only causes bond and non-bond reformation but also
modifies the valence band and the surface potential barrier with generation of
lone-pair non-bonding, electron–hole pair, H-like bonding, and dipole
antibonding.

• The combination of BOLS and 3B mechanisms form comprehensive sources
that determine the unusual behavior of a surface. Bond contraction perturbs the
Hamiltonian that defines the entire band structure and the related properties of a
solid; chemical reaction causes a repopulation of valence electrons in the
valence band and modifies the binding energy. Chemical reaction changes the
bond nature while the coordination reduction changes the bond length and
energy. All the physical properties should be derivatives of the Hamiltonian of
the system or the DOS distribution in the valence band of the solid.

9.1.2 Bond Nature and Bond-Forming Kinetics

Surface chemisorption is a kinetic process in which O-1 forms first and then the
O-2 follows with sp-orbital hybridization and, H-like bond formation, if necessary.
An oxide tetrahedron forms intrinsically, which is independent of the bonding
environment or the nature of the host element. A host atom may donate more than
one electron to different oxygen atoms while one oxygen atom can never catch
more than one electron from a specific host atom because of the directional
specificity of the hybridized orbits. The sp orbits of an oxygen atom cannot
hybridize until its two bonding orbitals are fully occupied. The two bonding orbits
can be occupied by sharing electrons with atoms of a metal or a non-metal, or even
by dragging the electron cloud of dipoles, thereby, being able to stabilize the
primary M2O tetrahedron. The production of the non-bonding lone pairs and the
induced dipoles are also intrinsic, and they are independent of the environment or
the nature of the bonding constituents.

One oxide surface may contain atoms with different valences: O-1, O-2, M+,
M+2, Mp, M+/p, and Mvac. An oxide system is composed of various chemical
bonds: the ionic or polar-covalent bond between the oxygen and the host atom, the
non-bonding lone pair of oxygen, antibonding host dipoles, host ions, and the H-
like bond. Covalent bond and antibond can never form between the adsorbate and
the host substrate atom due to the huge difference in electronegativity between
them [1]. These often overlooked bonding events and the corresponding atomic
valences play crucial roles in the process of reaction and in determining the
properties of a chemisorbed system.
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An oxide tetrahedron forms in the following discrete stages:

1. An ionic or polar-covalent bond forms and contracts first. The ions polarize
their surrounding atoms.

2. The second contraction bond follows.
3. The sp orbitals of oxygen hybridize with the production of non-bonding lone

pairs.
4. Interaction develops between the adsorbate and the antibonding dipoles through

lone pairs.
5. At high oxygen coverage, H-like bond forms annihilating the electron cloud of

the dipoles to the bonding orbits of the oxygen adsorbate.

The bonding process is reversible by heating or by bombardment of energetic
particles. Bond switching is responsible for the oxygen-attacked rusting of bulk
metals and for oxygen floating in the process of epitaxial growth of metal on
oxygen pre-covered metals. Oxide tetrahedron formation causes atomic disloca-
tion, phase formation and transition, and charge and mass transportation.

The dynamics of sp-orbit hybridization applies to the reaction of carbon and
nitrogen with a Ni(001) surface. Patterns of geometrical reconstruction and surface
morphology for the O–Rh(001) and the (C, N)–Ni(001) surfaces are the same, the
valences of surface atoms, the bond stress, and the driving forces for these surfaces
are different. This is simply due to the variation in the adsorbate valences.
A ‘rhombi-chain’ model or a c(4H2 9 4H2)R45-16O-2 (N-3, C-4) phase
structure could describe these ‘p4g’ reconstructions well.

9.1.3 Orientation Specificity of the Tetrahedron

Formation of the oxide tetrahedron and its kinetics is common while the adsorbate-
site selectivity, the order of the ionic bonds formation, and the orientation of the
oxide tetrahedron vary with the bonding environment. Except for the initial stage
of oxidation, the oxygen adsorbate prefers a position inside a tetrahedron. How-
ever, the scale and geometry of the lattice, and the electronegativity of the host
determine the bond formation order and the site-and-orientation specificity of the
tetrahedron.

• Oxygen prefers the next-nearest-neighboring C4v hollow site of the fcc(001)
surface. However, the orders of the ionic bond formation on the Cu(001) and
(Rh, V, Ag)(001) surfaces are opposite owing to their different atomic sizes and
their values of electronegativity. Different patterns of reconstruction of the O–
Rh(001) and the O–Cu(001) surfaces arise from nothing more than the minor
difference in their atomic radius [1.342(Rh) - 1.277(Cu) = 0.065 Å] and
electronegativity [2.2(Rh) - 1.9(Cu) = 0.3]. Due to the small size of hollow
[d = 2R(H2 - 1) = 1.058 Å] and the low electronegativity of the Cu(001)
surface, the oxygen [d = 1.32 Å] bond to one Cu on the surface first, and then
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to another Cu underneath. However, with a wider hollow [1.112 Å] and the
higher electronegativity of the Rh(001) surface than that of the Cu(001) surface,
oxygen is able to sink into the hollow and form the first bond to the Rh atom
underneath.

• The inverse orders of ionic bond formation generate entirely different patterns of
reconstruction and morphology, as well as the different surface atomic valences
and phase structures on the fcc(001) surface of Cu, Rh, V, and Ag. Adsorption
of oxygen to the Rh(001) surface creates the Rh5O radial pyramid and then the
Rh4O tetrahedron that gives the ‘p4g’ clockwise reconstruction and the ‘rhombi-
chain’ fashion. Oxygen reaction with the Cu(001) surface gives rise to the off-
centered pyramid and then the missing row structure in which the pairing
‘Cup:O-2:Cup’ strings form. The pairing Cup–Cup crosses over the missing-row
vacancy. Alternation of the valence of oxygen from O-1 to O-2 gives rise to the
off-centered CuO2 pairing pyramid into the Cu3O2 pairing tetrahedron on the
Cu(001) surface. The analysis also applies to the phase transition of O–V(001)
and O–Ag(001) surfaces.

• The fcc(110) surface of Cu, Ni, Ag, and Pt fits the oxide tetrahedron ideally by
locating the adsorbate at the long-bridge hollow site with ‘missing-row’ pro-
duction. However, the slightly opened fcc(110) surfaces of Rh and Pd allow the
oxygen to locate at the fcc(111) facet site in a zigzag fashion along the close-
packed direction without atom missing. The former produces the alternative
rows of metal vacancies and the single ‘Mp:O-2:Mp’ string. The latter forms the
M5O, M4O, and M3O structures in the sequential phases with production of,
respectively. The observable differences on these fcc(110) surfaces resulting
from nothing more than the difference in the atomic size and electronegativity.

• The slight geometrical difference between the (Rh, Pd)-fcc(110) surface and the
(Co, Ru)-hcp(10 1 0) surface allows the oxygen adsorbates to prefer the troughs
in different ways. Oxygen adsorbate prefers the fcc(111) trough located beside a
certain close-packed metal row on the fcc(110) surface. In contrast, the adsor-
bate locates in the same fcc(111) facet trough but at site between two neigh-
boring metal rows on the hcp(10 1 0) surface. Such a difference in the
adsorbate’s site-specificity generates entirely different patterns in STM obser-
vations. The zigzagged dipole row is seen at the (Rh, Pd)(110) surface but the
grouped octopoles appear at the (Ru, Co)(10 1 0) surfaces at 0.5 ML oxygen
coverage.

• Oxygen prefers the hcp(0001) hollow site on both the (Rh, Al)(111) surfaces and
the Ru(0001) surface. Although the basic tetrahedron remains during the course
of reaction, the electronic configurations of the constituent atoms alternate in the
process of oxidation. Electron transportation leads to the ‘C3v-radial’ and then
the ‘pairing-row’ type reconstruction and, finally, H-like bonds domination at
the surface. In comparison, oxidation of the Cu(111) and the Pd(111) [2] sur-
faces gives rather complicated patterns of reconstruction.

• At the O-1-induced precursor phases, O-1 forms one bond to a host atom nearby
and polarizes its surroundings. The O-1-induced dipoles interact with the O-1
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adsorbate through the electrostatic O-1��Mp Coulomb interaction that is rather
weak as revealed with EELS from the O–Ru and O–Rh surfaces at the initial
stages of oxidation. Oxygen tends to form the first bond with an atom on the
transition metal surface such as the Cu(001) and Co(10 1; 0) surfaces because of
the low electronegativity (\2.0) and short atomic radius (\1.3 Å). The O-1–
O-1 dimer rests atop Co atoms forming the ‘P’-shaped Co2O2 bond with two
Co atoms on the Co(10 1; 0) surface because of the dimension of the C2v hollow
of Co(10 1; 0) (dimension of 2.50 9 4.06 Å2). The O-1 locates B0.4 Å eccen-
trically (*0.18 Å) above the Cu(001) hollow (2.55 9 3.61 Å2) and forms the
CuO2 off-centered pyramid on the surface. In contrast, oxygen sinks into the
hollow site and bonds firstly to the noble metal (Ag, Rh, Pd, and Ru) atom
underneath. Therefore, it is safe to say that O-1 prefers the on-surface position
of a transition metal and then the O-2 buckles in, and that the O-1 and the O-2

locate at a sub-surface position underneath the surfaces of noble metals
throughout the course of reaction.

• In the O-2 valence situations, the sp-orbital hybridization allows the O-2 to seek
four suitable neighbors to form a stable quasi-tetrahedron. Oxygen prefers the
nearly central position of the tetrahedron rather than any other alternatives.
Therefore, difference in the bonding environment determines the orientation of
the tetrahedron of which the lone pairs tend to point into the open end of the
surface. The Cu(001) surface supports the pairing Cu3O2 tetrahedron, while the
(Cu, Ni, Ag, Pt)(110) surface supports the primary Cu2O tetrahedron. The
Rh(001) surface supports the single Rh2O tetrahedron with rotation, which forms
the rhombi chain along the h11i direction. The O–Cu(001) surface differs only
from the O–Cu(110) surface in that the O–Cu–O chain rotates itself by ±45� to fit
the crystal h110i orientation. The V(001) surface allows the ‘radial’ and then the
short ordered (H2 9 3H2)R45�–4O-2 reconstruction. Oxygen reaction with
Ag(001) surface forms the same structure phase to that of Cu(001) but in opposite
order. The missing row-type Ag3O2 structure is more stable at low temperature
while the ‘radial’ Ag5O(O-1) is stable at room temperature and above.

• Oxygen can penetrate into the bulk or float back to the surface subjecting to
external conditions, such as heating and changing constituent concentration,
through bond switching. Oxide tetrahedron formation shows strong geometric
selectivity on the surfaces of the hardest material, diamond, and the diamond
(111) plane is preferable throughout the course of reaction. The eroding of the
weakly bound dipoles is responsible for the rusting of a substance.

9.1.4 Consequences of Bond Forming

The external conditions determine the site-and-orientation specificity of the basic
oxide tetrahedron, which generate versatile patterns of observation. The main
identities of oxide surfaces are the following:
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• O-2:Mp:O-2 protruding chains form at most of the surfaces. All O-2:Mp:O-2

chains are zigzagged by the lone-pair non-bonding states rather than by any
other kinds of chemical bonds. The dipoles not belong to the M2O tetrahedron
bonding, as these dipoles exchange no electrons with the O-2. Those ions
belonging to the M2O molecule are perpendicularly connected to the chain and
they cannot be detected using STM imaging because of the reduced size and
lowered energy levels of occupancy.

• The missing-row forms on a limited number of surfaces due to oxygen
chemisorption. The missing atoms on the O–(Cu, Ag)(001) surface and the O–
(Cu, Ni, Ag, Pt)(110) surfaces are isolated during bond formation as the metallic
neighbors of the missing-row atoms have combined with oxygen adsorbates.
These ‘extra’ atoms for tetrahedron formation are readily squeezed away from
their regular positions by a small disturbance such as being dragged out by the
two neighboring O-1 at the initial stage of Cu(001) surface reaction.

• H-like bond formation is, however, more general than the missing row on the
surfaces. The process of H-like bond formation compensates for the lack of an
atom for the tetrahedron formation, in which the adsorbate drags the electron
cloud of the dipoles to its bonding orbits. This process sharpens the ‘tip’ of the
‘honeycomb’ protrusions such as in the (Co, Ru)(1010)-c(2 9 4)-4O-2 phase.
There are no atoms to be missing. Importantly, the H-like bond lowers the STM
protrusions and stabilizes the system by reducing the dipole moment on the
surface, as do the phases of (Co, Ru)(1010)-(2 9 1)p2mg-2O-2, (Rh,
Pd)(110))–(2 9 1)p2mg-2O-2, and Ru(0001)–(1 9 1)–O-2. Except for those
phases induced by O-1 and indicated by ‘missing row’ in Table 3.1, all the
phases contain the H-like bonds. At increased oxygen coverage, the H-like
bonds interlock all the surface atoms. Such bond interlocking prevents the top
layer from diffusing of guest atom into the bulk, which acts as a barrier that
should be of use in anticorrosion.

• Because of oxygen penetrating into the top layer for tetrahedron formation, the
first interlayer spacing expands. The production of metal ions in the second layer
strengthens the interaction between the ionic second layer and the third metallic
layer. Therefore, the spacing between the second and third atomic layer often
contracts.

9.1.5 Driving Forces Behind Reconstruction

It is known that the binding energy is about -1.0 eV for a metallic bond and about
-3.0 for an ionic bond. The energies for the H-like bond and the non-bonding lone
pair are around -0.05 to -0.10 eV. Disregarding the minor energies for the weak
bound states, the transition of metallic bond to the contracted ionic bond is
associated with a gain in energy:
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DE ¼ 3:0= 1� Qð Þ � 1:0ð Þ ¼ 2þ Qð Þ= 1� Qð Þ\2:0 eV=bondð Þ:

The net gain in energy provides forces that drive reconstruction, though the
orbit hybridization and the antibonding formation consume some amount of
energy. Analysis of the Rh(001)–O-2 clock reconstruction indicates that the
driving force for the atomic dislocation also comes from other sources such as the
alternative electrostatic repulsion and attraction along the h11i rhombi chain, and a
response of bond tension that stabilizes the clock rotation.

9.1.6 Factors Controlling Bond Formation

The sp orbits of an oxygen atom hybridize intrinsically at the full occupancy of the
bonding orbits. Formation of an oxide tetrahedron is independent of the nature of
the host element and the geometrical environment. However, external factors
determine the site-and-orientation of the oxide tetrahedron and the formation order
of the ionic bonds of the tetrahedron. The extrinsic dominating factors are:

1. Difference in electronegativity between the bond constituents
2. Lattice geometrical orientation and the scale of lattice constant of the host
3. Valences of the oxygen adsorbate
4. Substrate temperature and oxygen exposure as well as aging conditions.

Only the last condition is controllable. The valences of oxygen can be changed
by varying oxygen exposure or by annealing the sample at a certain temperature.
The multi-phase ordering on the metal surfaces results from the variation in the
oxygen valence under various bonding circumstances.

9.2 Capability Enhancement of Probing Techniques

Developed knowledge has enhanced the capabilities of the following techniques in
terms of probing atomic valence, bond geometry, valence DOS, bond strength, and
bond-forming kinetics.

9.2.1 STM and STS

• The 3B premise enables the STM and STS to probe individual atomic valence,
which assists formulation of the reaction kinetics. Electron clouds of metal
dipoles, induced by either the O-1 or the non-bonding lone pairs of the O-2,
dominate the STM protrusions; ions of guest or oxygen (M+, O-1 or O-2) or
vacancies of missing atoms produce STM depressions. Even though it locates
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well above the surface atomic plane, the oxygen adsorbate is still not detectable
by an STM because the occupied energy states of the oxygen are still lower than
the EF of the metal hosts, albeit the enlarged adsorbate. The M+ is undetectable
because of both the reduced atomic size and the lowered energy states of
occupancy.

• The various shapes of STM protrusions represent the configuration of dipoles. For
example, (1) a single dipole forms on the Cu(110)–O-2 surface; (2) an engaged-
cogwheel and paired dipoles (quadruple) grow on the Cu(001)–O-1 surface; and,
(3) the grouped dipoles (octupole) form a congested array on the (Co, Ru)(1010)-
c(2 9 4)-4O-2 and the V(001)–(H2 9 3H2)R45�–4O-2 surfaces.

• The unique STS profiles covering energies of EF ± 2.5 eV from the O–Cu(110)
surface give the on-site DOS information about the lone pairs (\EF) and anti-
bonding dipoles ([EF). The STS features from O–Nb(110) show the resonant
features due to the surface-image potential, which is in accordance with
observations using the inverse PES.

9.2.2 PES, TDS, EELS, and VLEED

Spectral identities of STS, PES, TDS, EELS, and VLEED correspond to individual
processes of bond formation or their consequences on the energetic behavior of
valence electrons. Oxygen-induced phase ordering and structure patterning vary
indeed from situation to situation. However, formation of the primary tetrahedron,
the DOS features, and the bond-forming kinetics are naturally common for all the
analyzed representatives.

• The four valence DOS features in a PES correspond to the oxygen–host bonding
(* -5 eV), non-bonding lone-pairs of oxygen (* -2 eV), electron holes of
the host (BEF), and the antibonding host dipoles (CEF), rather than simply the
addition of the 2s or 2p states of the isolated oxygen to the valence DOS of the
host.

• The change of work function corresponds to the bandwidth of the antibonding
dipole states, which provides information about the dipole formation and H-like
bond formation. Dipole formation widens the bandwidth of the antibonding
states and reduces the work function; H-like bond formation narrows the anti-
bonding sub-band and restores the work function, which stabilizes the entire
system. The reduced work function could be of use in the cold-cathode electron
emission but the H-like bond formation effects adversely.

• TDS provides information about the activation energy for individual bond
breaking. The oscillation of the TDS signatures of the O–Rh and O–Pd surfaces
corresponds to the sequential events of bonding, non-bonding, and the H-like
bonding contribution.

• The energy increase of the dipole-stretch mode in EELS relates directly to the
strength of non-bonding interaction that varies from the O-1��Mp electrostatic to
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the O-2:Mp lone pair and to the O-2:Mp/+ H-bind-like contribution. The
vibration energy increases accordingly, in the range of 50–80 meV.

• Raman spectroscopy gives information at low frequencies about the non-
bonding lone-pair interaction, being similar to that revealed by EELS. As the
weaker part of a hydrogen bond, the lone-pair interaction exists in oxides,
nitrides, and bio-molecules such as protein and DNA chains.

• LEED at very low energy (\16 eV) provides a unique means that collects
nondestructive information from the top atomic layer and covers the valence
band in energy. VLEED gives simultaneous information about the surface
morphology, lattice geometry, and valence DOS, though sophisticated decoding
and a proper model are required.

9.3 Advancement in Applications

The 3B and BOLS premises led to a systematic understanding of the effects of
chemical bond formation and the physical relaxation on the performance of sub-
stance, which enables the process design for strengthening diamond–metal adhe-
sion, functional materials for photo and electron emission, photonic crystal with
tunable optical bandgap, etc.

9.4 Recommendations

This part has thus far discussed with evidence and suggestions of potential
applications, the significance of the non-bonding lone-electron pairs and the lone-
pair-induced dipoles associated with the process of tetrahedron bond formation of
C, N, O, and F and the undercoordination-induced quantum entrapment of the core
and bonding electrons and lone-electron polarization. The impact of these often
overlooked interactions and the associated energy states in the midgap region is
enormous in particular at the nanoscale. These weak interactions and charge can
never be neglected when one attend to substances with adsorption. These weak
interactions and non-bonding electrons also form basic function groups in the
biologic, organic, and inorganic species. Table 9.1 features the classification,
origins, functions and possible applications of the bonds and non-bonds.

Utilizing the concepts of these unconventional types of weak interactions and
their energetics, one can look forward to designing and synthesizing new func-
tional materials. The approach of studying the formation, dissociation, relaxation,
and vibration of bonds and non-bonds, and associated energetics and dynamics of
electron transportation, polarization, localization, and densification effects on a
microscopic level is essential to facilitating a deeper understanding of the mac-
roscopic behavior of functional materials. Finding and grasping with factors
controlling the non-bonding states and making them of use in functional materials
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design will form, in the near future, a subject area of ‘Non-bonding Electronics and
Energetics,’ which would be even more challenging, fascinating, promising, and
rewarding than dealing with the core or valence electrons alone.

The 3B-forming dynamics is probably the only wise that could generalize
various observations of chemisorption occurring on different surfaces. Further
efforts toward bond and electronic engineering would be even more encouraging
and rewarding.

Table 9.1 Origin, functionality, and possible applications of broken bonds and non-bonding
electrons

Bond and DOS Origin Functions and applications

Regular bonds
(�EF)

Strong interaction, charge
sharing

Hamiltonian; atomic cohesive energy;
band structure; dispersion; allowed
DOS in valence band and below;
mainly bulk properties

Electronic hole
(\EF)

Charge transition in reaction,
positive ions

Compound bad gap formation;
semiconductor band gap expansion;
photon emission and absorption,

photonic sensor
Antibonding dipole

([EF)
Induced by lone-pair

polarization or
undercoordination-induced
local core-charge
densification

Impurity states generation; work function
reduction; surface dipole-layer
formation; surface energy density
gain; electron cold-field emission;
super-hydrophobicity; defect
magnetism, etc.

Non-bonding lone
pair (\EF)

N, O and F sp-orbital
hybridization

Polarizing, functional groups in organic
and biological molecules, impurity
states generation; hardness and elastic
modulation; quantum friction;
Infrared activity; magnetic
modulation; drug design; density
anomalies of ice, NTE, 4S; etc.

H-like and C–H-like
bonds

Bond formation between dipole
and electronegative
elemental atoms

Dipole-state annihilation; work function
recovery, impurity states
annihilation; Surface stabilization;
surface passivation; antioxidation

Non-bonding lone
electron (*EF)

Defect, sp2-hybridization in C,
half-filled s-orbit of noble
metals

Midgap defect states; Dirac resonance;
defect magnetism; end and edge
states; 4S; Graphite electrical
conductivity; catalytic enhancement,
etc.

Broken bonds Undercoordination Modulation of bulk properties; structure
relaxation; Hamiltonian, cohesive
energy, electro-affinity modulation;
Local densification of charge, energy
and mass;

Lone-electron polarization; size
dependency of all bulk detectable
properties; Bandgap opening; etc.
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• In crystallographic studies of chemisorbed surfaces, it might not be essential to
locate precisely the static positions of the host atoms on a surface since the
reaction is a kinetic process in which charge transportation dominates and all the
involved atoms move collectively and continually. Identifying the nature, the
dynamics and kinetics of bond formation, and their consequences on observa-
tions and practical applications should be a foremost concern in practice. The
bond angle and band length are retractable depending on surface coordinates
and the bonding environment. During the reaction, all atoms change their sizes
and valences, and hence, the hard-sphere models limit advancement of knowl-
edge. In fact, a tiny variation in oxygen positions in the O–Cu(110) surface gives
an entirely different physical picture. Therefore, in decoding the diffraction data,
it would be necessary to replace the traditional trial–error wisdom of individual
displacement of the hard spheres with variation of bond geometry and atomic
valence states.

• Due to the correlation among the parameters, the number of numerical solutions
may not be unique and physical constraints are necessary. It would be more
realistic in theoretical approaches to consider the actual occupancy of the
hybridized orbits by the lone pairs and antibonding dipoles, in particular. The
interatomic potential for the O-2:Mp (lone pair) differs from that for the O-2-M+

(ionic bond). Such modifications improve the outcome of calculations such as
minimizing the system total energy. Bond contraction is also an intrinsic process
on the surface and a bond-switching mechanism would be necessary. Exercises
in terms of rigid sphere trapped in the potential well at the surface without
breaking the barrier are inadequate in chemisorption studies. The shortened
bond lengths of CO, NO, and NH3 molecules (by up to 0.79 Å) on a Ni(001) and
a NiO(001) indicate true bond formation, instead of simply electrostatic inter-
action [3].

• Chemisorption is a dynamics process in which charge transportation dominates.
Atomic dislocation is only one of the numerous consequences of bond forma-
tion. Therefore, it is necessary to examine the system by all the effective means,
and their correlation in terms of crystallography, morphology, desorption, and
electronic spectroscopy to avoid misinterpreting the observations.

• The sp-orbital hybridization may extend to reactions involving other electro-
negative elements. Interestingly, based on DFT pseudo-potential and tight-
binding theoretical calculations, Lefebvre et al. [4] pointed out that the elec-
tronic structures of the tin monochalcogenide (SnX, X = O, S, Se, or Te) family
possesses similar DOS features that are consistent with the presence of a lone
pair. This observation indicates the essentiality of sp-orbital hybridizations for
other electronegative additives. The weak non-bonding interaction, such as the
lone pair and the H-like bond, plays critical, yet often overlooked, role in
bioelectronics such as the folding, signaling, and regulating of protein and DNA
chains as well as cell binding. The non-bonding weak interaction and the dipole
formation also contribute to the mechanism for medicine-cell interaction, such
as messaging and regulation of NO.
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• Furnished with the BOLS and 3B correlations, the knowledge about the men-
tioned bonding events and the factors controlling bond switching, one would be
able to develop methods for controllable bond making and breaking toward
designing materials with anticipated functions in the near future. Progress made
in practical applications indicates that the ways of analyzing and activities of
approaching are in correct and efficient tracks, which should bring along new
findings. Further efforts, I am sure, toward materials design based on the BOLS
and 3B correlations would be even more challenging, fascinating, promising,
and rewarding.
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Part I
O, N, and C Chemisorption

A.1 Highlights

• O, N, and C prefer tetrahedron geometry upon chemisorbing to a solid skin
evolving its valence from one to the highest valence n with production of the n-4
electron lone pairs.

• Chemisorption involves at least the outermost two atomic layers with the
adsorbate sitting in between in most cases.

• Chemisorption roughens the surface potential barrier and morphology by for-
mation of ions, dipoles, and missing vacancies.

• Chemisorption results in generally four valence states representing the bonding
electron pairs, nonbonding lone pairs, empty holes, and antibonding dipoles.

• Solid skin forms a strained phase that is elastic but chemically and thermally
less stable

• Patterns of relaxation and reconstruction may change from situation to situation,
the nature of the bonds and the attributes of the valence states are common.

• STSM/S, LEED, PES, EELS, Raman, and TDS provide comprehensive infor-
mation regarding the formation, relaxation, and vibration of the bonds and
nonbonds and the associated charge entrapment and polarization.

• Oxidation proceeds in four discrete stages of O1-, O2-, sp-orbit hybridization,
and structural relaxation.

• Factors dominating the bond making and breaking are the electronegativity,
crystal geometry, pressure, and temperature of operation.



Part II
Size Matter

Abstract Atomic undercoordination shortens and stiffens the remnant bonds to
yield local quantum entrapment, densification, and polarization, which discrimi-
nate defects, skins, and nanostructures from the bulk, particularly in the size
dependence and size-induced emergence behavior.

Part II deals with atomic undercoordination-induced bond relaxation and
nonbonding electron polarization. Relaxation of bonds between undercoordinated
atoms results in bond strength gain and strong localization-entrapment, densifi-
cation, and polarization, which modifies the Hamiltonian, atomic cohesive energy,
local binding energy density, work function, and electroaffinity. These funda-
mental attributes unify the unusual performance of adatoms, defects, surfaces, and
size dependency of nanostructures, including mechanical strength, thermal
stability, acoustic, photonic, electronic, magnetic, and dielectric properties. Such
skin effect plays the core role in dictating the size dependency of nanostructures,
whereas atoms in the core interior remain as they are in the bulk. The polarization
of nonbonding electrons takes the responsibility for the emerging properties that
the bulk does never show. The emerging properties include the conductor–
insulator transition, catalytic conversion and enhancement, nanoplasmonics, dilute
magnetism, and the superhydrophobicity, superlubricity, superfluidity, and super-
solidity at nanosized contacts.



Chapter 10
Introduction

• Defects, surfaces, 1D atomic chains, 2D atomic sheets, and nanostructures of
various shapes share the same nature of bond order deficiency.

• All detectable properties remain no longer bulk constant but change with var-
iation of solid size at the nanoscale.

• Properties that bulk materials never show merge at the nanoscale such as
conductor-insulator transition, dilute magnetism, Dirac-Fermi polarons, cata-
lytic conversion and enhancement, superhydrophobicity, superfluidity, super
lubricity, and supersolidity.

• Clarification, correlation, formulation, and quantification of the size depen-
dency of the known bulk properties and the emerging properties at the nano-
scale form the focus of this part.

• Bond and nonbond formation, dissociation, relaxation and vibration and the
associated energetics and dynamics of electron densification, localization,
polarization and transportation should be the factors of dominance.

10.1 Scope

Part II starts in this chapter with a brief overview on the intriguing behavior of a
nanometer-sized solid. Chapter 11 introduces the atomic coordination number
(CN) and atomic radius (bond-order-length, BOL) correlation premise of Pauling
[1] and Goldschmidt [2]. Extending the BOL to include the bond energy and
electron relaxation leads to the bond-order-length-strength (BOLS) correlation for
the unusual performance of the undercoordinated atoms. This section also intro-
duces the non-bonding electron polarization (NEP) [3] by the densely entrapped
bonding and core electrons. The NEP at site with even lower atomic CN than that
of a flat surface is responsible for the emerging properties such as the catalytic
ability enhancement of noble metals, dilute magnetism, conductor–insulator
transition, etc. A combination of the core–shell configuration of nanostructures and
the local band average (LBA) approach yields a general scaling relationship for the
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shape and size dependence of a nanosolid. Chapters 12–20 implement the BOLS to
formulate and quantify the physical properties of nanostructures in terms of bond
strength, atomic cohesive energy, electroaffinity, and energy in the region of
surface skin. Chapter 21 features the progress with prospects on extensions of the
knowledge.

10.2 Overview: Size Fascinations

Nanosolids, or so-called nanoparticles, nanoclusters, nanocrystallites, nanograins,
etc., are defined as substance or device that is in the shape of a spherical dot, a
cylindrical rod, a thin plate, or a void of any irregular shape smaller than 102 nm
across or substances consisting of such voids or grains that are weakly intercon-
nected [4]. Monatomic chains and monolayer atomic sheets are ideal cases of the
one- and the two-dimensional systems at the nanoscale. The substance of a
nanosolid can be composites, compounds, alloys, or element media. From a fun-
damental point of view, nanostructures bridge the gap between an isolated atom
and its bulk counterpart with the size dependency of known bulk properties and
emerging properties that bulk materials do not have.

The key difference between a solid and its elementally isolated atom is the
involvement of interatomic interaction that varies with the coordination number
(CN, z) of an atom. Without interatomic interaction, neither a solid nor even a
liquid could form. The interatomic interaction causes a solid to be completely
different from an isolated atom in performance. Compared with its bulk counter-
part, on the other hand, a nanosolid has a high proportion of undercoordinated
atoms (0 \ z \ 12) in the surface skin. For a spherical dot of one micrometer
across, the volume sum of all surface atoms is only 1 % of the volume of the entire
solid. For a 10 nm-sized dot, the surface-to-volume ratio is 25 % and it reaches
100 % when the solid is around one nm across or consists of three atomic shells or
less. The atomic CN is two in the atomic chain interior or at the edge of a single-
layer graphene. Therefore, interaction between the undercoordinated atoms and the
high fraction of such undercoordinated atoms form the key discriminating in
nature a nanosolid from an isolated atom or from its bulk parent.

The discovery of nanosolids of various shapes and their assemblies is quite
surprising, which has thus generated enormously ever-increasing interest for new
knowledge and technological thrusts. Properties of solids determined by their
shapes and sizes are indeed fascinating, which laid the basis of the emerging fields
of nanoscience and nanotechnology that is the key area of significance in con-
current science, technology, and economics.

Nanoscaled materials are offering a variety of novel features such as the size
dependency of known bulk properties and emerging properties that the bulk parent
does not have. New physical and chemical properties occur in such systems
because of the unusual bonds between the undercoordinated atoms and the asso-
ciated entrapment or polarization of electrons.
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The study of nanocrystalline materials is an active area of research in physics,
chemistry, and materials engineering as well as biomedical engineering [5, 6]. The
striking significance of miniaturizing a solid to the nanometer scale is the tun-
ability of the measurable quantities of the solid in all aspects. In transport
dynamics, quantized and resonant features due to size effect become apparent. In
addition to the large surface-to-volume ratios, the surface, interface, and quantum
effects take on a significance that is normally inconsequential for bulk materials.

Varieties of physical properties such as mechanical strength, plasticity [7],
sintering and alloying ability [8], diffusivity [9], chemical reactivity [10, 11], as
well as the mode of crystal growth (self-assembly) are dependent upon particle
size. Property tunability also includes thermodynamics (critical temperatures for
phase transitions such as liquidation, evaporation, and heat transport), acoustics
(optical and acoustic modes of lattice vibration), optics (photoemission and
absorption) [12–14], electronics (work function, energy-level positions, electron–
phonon coupling, workfunction, electroaffinity) [15, 16], magnetic (magnetization
tailoring or enhancement), and dielectric performance. Surfaces passivated by
electronegative additives such as C, N, and O, also affect the performance of the
nanosolids [17]. Not only the size-dependent phase transition but also the chemical
interaction between the core of the nanoparticle and its surfactant molecules are
responsible for the observed X-ray absorption fine structure (XAFS) spectral
changes [18].

Materials composed of nanosolids possess unusually new features [19–21]. For
instances, formation of the surface skin modifies the structural and physical
properties, resulting from a breaking of lattice periodicity or forming surface-
dangling bonds, giving rise to site-specific surface anisotropy, weakened exchange
coupling, and surface spin disorder [22]. The spin–spin coupling at the interface
and interaction between the surface and the core magnetic structures give rise to
exchange anisotropy [23].

Pt containing a network of nanometer-sized pores could generate reversible
strain with amplitudes comparable with those of commercially available actuators
through surface-charging effects under potentials of about 1 V [24]. The conver-
sion of an external electrical signal into a volume change, and a mechanical force,
known as actuation, is of importance to small-scale devices.

Solid size reduction increases the sinterability of a zeolite crystal at the ambient
temperature. On heating nanocrystallites of 40–80 nm at 80 �C, solution-mediated
mass transport results in additional substantial crystal growth that occurs at
102*3 �C for large bulk [8]. A single-walled carbon nanotube (SWCNT) is 2.6
times stiffer than the bulk graphite [25, 26] but it melts at *1,600 K [27] being
0.42 times the melting point (Tm(?) = 3,800 K) of a bulk graphite or a diamond.
Atoms in the open edge of an SWCNT coalesce at 1,593 K and, a *280 %
extensibility of the CNT occurs at *2,000 K. Under the flash of an ordinary
camera, the SWCNT burns (fully oxidized) under the ambient conditions [28].
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A CdS nanodot of *2.5 nm across melts at 600 K [12], being much lower than the
bulk value of 1,675 K. The size-induced Tm suppression is quite common to
nanosolids [14, 29].

Grains of semiconductors of a few nanometers across emit blue-shifted light but
the larger chunks of the same material do not [30, 31]. The band gap (EG) of CdSe
can be tuned from deep red (1.7 eV) to green (2.4 eV) by simply reducing the solid
diameter from 20 to 2 nm [32]. The EG [33, 34] and the core-level shift DEvð Þ [35]
of nanosemiconductors increase whereas the dielectric susceptibility (v) decreases
when the solid size is reduced. Without triggering the electron–phonon (e–p)
interaction or electron–hole (e–h) production, STS/M revealed that at 4 K the EG

expands from 1.1 to 3.5 eV when the diameter of Si nanorod reduces from 7.0 to
1.3 nm associated with some 10 % of Si–Si surface-bond contraction [36].

Size reduction can enhance or tail the magnetic properties of nanocomposites at
different temperatures [37]. At low temperatures, the saturation magnetization
(MS) of a small solid is higher than that of the bulk with oscillation features when
the solid size is reduced; however, at the ambient temperatures, the trend is the
opposite.

Nitriding occurs at a much lower temperature within a shorter period (300 �C
for 9 h) for a Fe surface covered with nanoparticles compared with that for a
smooth Fe surface where nitriding occur at 500 �C or higher for more than 48 h
under an atmospheric pressure of ammonia [38]. Reducing the Au particle size can
raise the diffusivity of Ag into Au nanoparticles at the ambient [39]. Decreasing
the size of tin oxide particles in the range of 10–35 nm increases its sensitivity to
toxious gases [40]. Nanometerization (27 nm) of SrTiO3 lowers the operation
temperature for sensor from 970 to 310 K, close to the temperature of human body
[41]. Size reduction not only enhances gas sensitivity of SnO2 [40] but also the
ionicity of Cu2O nanoparticles [42]. The single atoms accounted for *70 % of the
total activity of catalysts containing single atoms, subnanoclusters, and nanopar-
ticles, thus serving as the most important active sites. The Ir single atoms greatly
enhance the reducibility of the FeOx support and generation of oxygen vacancies,
leading to the excellent performance of the Ir1/FeOx single-atom catalyst [43].

Introducing ferroelectric materials of different sizes into a photonic crystal
could modulate its refractive index and the photonic band gap, EG, which is
sensitive not only to the operation temperature or the applied electric field, but also
to the particle sizes [44, 45]. Filled up the crystal matrix of SiO2 with BaTiO3 and
PbLaZrO3 can modulate the phase-transition point of BaTiO3 (100–150 �C). The
photonic EG of the resultant assembly is strongly temperature dependent. At the
Curie point (TC), the EG undergoes a 20 nm redshift, and the EG shifts to even
longer wavelength with the increase of the applied electric field. Both the
refractive index and the TC are tunable by changing the solid size and the applied
voltage.

The thermal expansion coefficient, the electric resistivity, and the specific heat
of metallic nanosolids or alloys increase inversely with solid size whereas the
temperature coefficient of resistivity and the critical temperature for magnetic
transition drop inversely with solid size [46]. The emerging freedom of size

196 10 Introduction



changes many physical and chemical properties that are conventionally constant
for a bulk [47–56].

The size-induced property change of nanostructures has inspired numerous
theoretical models discussed from various perspectives. For instance, the follow-
ing models describe the size-induced blueshift in the photoluminescence (PL) of
semiconductor nanosolids:

1. Quantum confinement theory [57–60] suggests that the Coulomb potential
energy and the kinetic energy of excitons (electron–hole pairs) are responsible
for the intrinsic EG expansion, which dictates the PL blueshift observed.

2. The free-exciton collision model [61] proposes that, during the PL measure-
ment, the excitation laser heats the free excitons which then collide with the
boundaries of the nanometer-sized fragments. The PL blueshift originates from
the activation of hot-phonon-assisted electronic transitions, instead of quantum
confinement.

3. The impurity luminescent center model [62] assumes that different impurity
centers in the solid take responsibility for the PL blueshift. The densities and
types of impurity centers vary with particle size.

4. Surface states and surface alloying mechanisms [63] consider that the extent of
surface reaction and measurement temperature determine the PL blueshift and
the passivation effect varies with the processing parameters and aging condi-
tions [64].

5. An intercluster interaction and oxidation [65] argument claims the origin for the
size-reduction-induced PL blueshift.

Another significant phenomenon is the size dependence of thermal stability.
The critical temperature of melting (Tm) of an isolated nanosolid, or a system with
weakly linked nanoparticles, generally drops with solid size (called as underco-
oling). The Tm may rise (called as overheating) for an embedded nanometric
system due to the interfacial effect. The Tm was characterized by either the Lin-
dermann criterion [66] of the magnitude abruption of atomic vibration or Born’s
criterion [67] of absence of the shear modulus at melting. The following schemes
model the nanosolid melting: (1) homogeneous melting and growth [68, 69], (2)
liquid shell nucleation [70–73], (3) liquid nucleation and growth [70, 74, 75], (4)
random fluctuation melting [76]. The origin for nanosolid melting is ascribed as:
(1) lattice-vibrational instability [29, 77–81], (2) liquid-drop formation [82], or (3)
surface-phonon instability [83–85].

10.3 Challenge

Overwhelming contributions have been made for the development of nanotech-
nology by the advent of methods such as atomic imaging and manipulating,
nanosolid synthesizing, functioning, and characterizing as well as structural
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patterning for device fabrication. However, challenge remains on the physical
insight into the nature behind and factors dominating the general trend of the
tunability and the emerging of new properties of substance at the nanoscale. It is
quite often that there are numerous models for a certain phenomenon, but in fact, all
anomalies due to size should results from the same origin of atomic CN reduction.

Predictable design and controllable growth of nanostructured materials or
devices are of foremost importance to scientific and technological communities.
One needs not only to understand the performance but also to know the origin, the
trend, and the limitation of the change and the interdependence of various prop-
erties in order to harnessing the performance of materials and devices. Further-
more, structural miniaturization provides one with an additional freedom that not
only allows the tunable properties of a solid by changing its shape and size but also
challenges one to gain quantitative information by making use of the new freedom
of size.

10.4 Objectives

This part aims to present a consistent understanding of the undercoordinated
systems such as point defects, adatoms, flat surfaces, and nanostructures of various
shapes from the perspective of atomic undercoordination that induces local bond-
relaxation and charge quantum entrapment and polarization in terms of the BOLS
correlation and the NEP. For simplicity, the dimensionless form of change (%) of a
detectable quantity and the dimensionless form of size K (being the number of
atoms lined along the radius of a sphere or across the thin film) are used unless
indicated otherwise. The dimensionless approach also allows the generality of the
formulation and minimizes the contribution from impurities and artifacts in
measurement. Attempt is made to minimize and simplify numerical expressions
with focus more on physical understanding.
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Chapter 11
Theory: BOLS and NEP

• Atomic undercoordination shortens and stiffens the remaining bonds between
undercoordinated atoms, which follow the BOLS correlation.

• Local densification and quantum entrapment of energy and electrons take
places, of which the extent increases with the lowering of atomic CN.

• Polarization happens to the non-bonding electrons (non-bonding electron
polarization, NEP) by the densely entrapped core and bonding electrons, which
exemplifies Anderson’s localization due to bond order deficiency.

• The polarized electrons neither follow the Hamiltonian nor obey the standard
dispersion, but form impurity states in the mid-bandgap region, which splits and
screens the local interatomic potentials.

• Core–shell configuration and the local bond average (LBA) are necessary to
overcome limitations faced by classical continuum or quantum methods in
dealing with the strongly localized nature of undercoordinated atoms.

11.1 Broken Bond

11.1.1 Barrier Confinement

Termination of the lattice periodicity in the surface normal direction has two
effects. One is the creation of the surface potential barrier (SPB, related to work
function), and the other is the reduction in the CN of atoms in the skin. The former
confines electrons moving inside the body, while the latter shortens and
strengthens bonds in the skin region. Local densification and quantum entrapment
of boding electrons, bond energy, and mass and polarization of the non-bonding
electrons take places, which modify the atomic cohesive energy and the crystal
potential in the Hamiltonian. The entrapment enlarges electroaffinity and polari-
zation lowers the work function.

C. Q. Sun, Relaxation of the Chemical Bond, Springer Series
in Chemical Physics 108, DOI: 10.1007/978-981-4585-21-7_11,
� Springer Science+Business Media Singapore 2014
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The work function, U = E0 - EF(n(E)2/3) [1], is the separation between the
vacuum level, E0, and the Fermi energy, EF. The value of U depends on both the
charge density n(E) in the surface region and the energy that the valence density of
state (DOS) is centered. Dipole formation that raises the energy and the density of
the high-energy electrons reduces the U of a metal surface. Non-bonding electron
polarization (NEP) by the densely entrapped core electrons also lowers the SPB and
the work function [2]. On the other hand, nitrogen or oxygen chemisorption also
lowers the work function by some 1.2 eV [3]. However, if hydrogen bond like forms
with more addition of the adsorbates at the surface, the U will restore to the original
value or even higher because the metal dipoles donate their polarized electrons to the
additional electronegative additives to form a ‘+/p’ at the surface [4].

The SPB confines only electrons that are freely moving inside the solid. The
SPB has nothing to do with the strongly localized electrons in the core bands or
with those shared in the bonding orbits. According to the principle of quantum
uncertainty, reducing the dimension (D) of the space inside which energetic par-
ticles are moving increases the fluctuation, rather than the average value of the
momentum p, or the kinetic energy Ek, of the moving particles:

Dp / �h=D; p ¼ p� Dp
Ek ¼ p2= 2mð Þ ð11:1Þ

where �h, being the reduced Planck constant, corresponds to the minimal quanta in
energy and in momentum spaces, and m is the mass of the moving particle. SPB
confinement causes energy rise of neither the freely moving carriers nor the
localized ones. Therefore, the kinetic energies of carriers or e–h pairs change little
with solid dimension according to the principle of quantum uncertainty.

11.1.2 Atomic CN Reduction

The CN of an atom in a highly curved surface is lower than that of an atom at a flat
surface. For a negatively curved surface (such as the inner side of a pore or a
bubble), the CN is greater than that of a flat surface. Therefore, from the atomic
CN imperfection point of view, there is no difference in nature between a nano-
solid, a nanosized pore, and a flat surface. This premise extends to the structural
defects or faults such as voids surrounding which atoms experience a CN loss with
respect to the ideal bulk standard of 12.

Figure 11.1 illustrates situations of atomic CN imperfection. The CN is two for
an atom in the interior of a monatomic chain or an atom at the open edge of a
SWCNT or a graphene sheet; while in the CNT wall and graphene interior, the CN
is three. At the atomic chain ends, it is one. For an atom in the fcc unit cell, the CN
varies from site to site. The CN of an atom at the edge or corner differs from the
CN of an atom in the plane or inside the unit cell. The CN imperfection is not
limited to the CN loss but covers situations of bond angle distortion. The effective
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CN imperfection is irrespective of the bond nature or the crystal structure. For
example, the CN of an atom in diamond or silicon is 12 as the diamond structure is
an interlock of two fcc unit cells.

11.2 Bond Relaxation in Length and Energy

11.2.1 Atomic CN-Radius Correlation

Pauling [6] and Goldschmidt [7] indicated that, if the CN of an atom is reduced,
the ionic and the metallic radius of an atom would shrink spontaneously. There-
fore, the CN imperfection will shorten the remaining bonds between undercoor-
dinated atoms, which is independent of the nature of the specific chemical bond [8]
or the structural phase. Bond order loss-induced bond contraction applies to a
liquid surface, gaseous phase, and homo- and hetero-junction interface in addition
to atoms at the vacuum–solid interface.

11.2.2 BOLS Notation

Figure 11.2a shows the CN dependence of the bond contraction coefficient Cz. The
solid curve formulates Goldschmidt notation indicating that an ionic radius con-
tracts by 12, 4, and 3 % if the CN of the atom is reduced from 12 to 4, 6 and 8,
respectively, with respect to that of the fcc structure standard. Feibelman [9] noted

Fig. 11.1 Atomic CN of a monatomic chain (z = 2), b SWCNT (z = 2, 3), and c an fcc unit cell
(z varies from site to site) (Reprinted with permission from [5])
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a 30 % contraction of Ti and Zr dimer bond, and a 40 % contraction of vanadium
dimer bond, which is in line with the BOLS formulation that includes the bond
energy change:

C zð Þ ¼ dz=d0 ¼ 2= 1þ exp 12� zð Þ= 8zð Þ½ �f g BOLS-coefficientð Þ
Ez ¼ C�m

z Eb Single-bond-energyð Þ
EB;z ¼ zEz Atomic-coherencyð Þ

8
<

:
ð11:2Þ

The bond nature index m correlates the bond energy to the bond length. For Au,
Ag, Ni, and Cu metals, m : 1; for alloys and compounds, m is around four; for C
and Si, the optimal m value is 2.56 [10] and 4.88 [11], respectively. The m value
may change with the coordination environment of group III and group IV elements
[12]. The C(z) is anisotropic and varies with the effective CN rather than the
apparent CN value. The zi labels the atomic CN of atoms in the ith layer of a
substance. The curvature dependent zi takes the following form [11]:

z1 ¼
4ð1þ 0:75=KÞ curved-surface

4 flat-surface

�
;

z2 ¼ z1 þ 2

z3 ¼ 12

ð11:3Þ
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Fig. 11.2 Illustration of the BOLS correlation. a CN dependence of the normalized bond length
di/d = Ci(zi), and the CN and bond nature dependence of bond energy Ei/Eb = Ci

-m and the
atomic cohesive energy EI/EB = zibCi

-m. The scattered data are from Goldschmidt and
Feibelman. The Ci(zi) curve also matches the measurement from Au clusters. b Atomic CN
imperfection causes the remaining bonds of the undercoordinated atom to contract from one unit
(in d) to Ci and to increase the cohesive energy per coordinate from one unit (in Eb) to Ci

-m.
Separation between the Ei(T) and the Ei(0) is the thermal vibration or internal energy, and the
separation between Ei(T) and Ei = 0 (at evaporation) corresponds to energy for thermal or
mechanical rupture of the pairing bond and the elastic modulus. Tm,i is the melting point, which is
proportional to atomic cohesive energy, EC,i. g1i is the specific heat per bond, and g2i is 1/zi fold
energy required for evaporating an atom in the molten state (Reprinted with permission from [5]).
The coordinates (dz, Ez) at equilibrium is much more important than the shape of a particular
interatomic potential
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The curvature K-1 takes all possible values from infinity to negative infinity.
The BOLS correlation illustrated in Fig. 11.2 is independent of the particular form
of the pairing potential as the approach involves only atomic distance and bond
energy at equilibrium u(dz, Ez).

11.2.3 Pauling’s Notation

From a study of interatomic distances of the C–C bond in organic chemistry,
Pauling derived [6]

rð1Þ � r v=z0ð Þ ¼ 0:030 log v=z0ð Þ ðnmÞ ð11:4Þ

where r(1) is the length of a dimer bond. The r(v/z) is the radius of an atom with v-
fold bond z-coordinate.

As an illustration of the use of this relation, the radius of the hcp-structured Ti
was from the data of the bcc-structured Ti. The radius of the bcc-structured Ti is
0.1442 nm, and there are eight bonds of each atom. The length of the next six
shortest bonds is 0.1667 nm. These values were calculated from the known bcc
lattice parameter of 0.333 nm. The valence, v, of a Ti atom is four. The problem is
to determine what fraction of these four bonds is associated with the eight nearest
neighbors and with the six next-nearest others. From Eq. (11.4),

rð1Þ � r x=8ð Þ ¼ 0:030 log x=8ð Þ ð11:5Þ

and, for the next-nearest neighbors,

rð1Þ � r 4� xð Þ=6½ � ¼ 0:030 log 4� xð Þ=6½ � ð11:6Þ

where x is the number of bonds associated with the eight near neighbors and (4 - x)
the number associated with the other six. Subtracting (11.5) from (11.6) and using
the value (0.1667 - 0.1442) obtained from the lattice parameter, one can find that
x = 3.75 and the dimer bond length r(1) = 0.13435 nm which contracts by
0.00985 nm. The bond number v/z is 4/12 in the hcp of CN = 12, and the corre-
sponding bond length is r(4/12) = 0.13435 - 0.03 log(4/12) = 0.1486 nm. From
Eq. (11.4), one can also deduce the bond length of an atom with a reduced CN(z):

r v=zð Þ ¼ r v=z0ð Þ þ 0:030 log z=z0ð Þ ð11:7Þ

Appendix A2 lists the electronegativity (g), metallic (ionic) valencies, and
metallic (ionic) radii of all elements. Pauling’s theory introduced here contains
numerous assumptions and it is somewhat empirical in nature. Compared to Eq.
(11.4), Pauling’s notation is d0 and valence value dependent and somewhat
complicated, which gives

CðzÞ ¼ 1þ 0:060 log z=z0ð Þ=d0 v=z0ð Þ ð11:8Þ
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This notation does give surprisingly good answers in certain cases [8]. Both
Eqs. (11.4) and (11.8) are valid, but relation (11.2) is universal and sufficient for
the purely CN effect.

11.2.4 Physical BOLS

11.2.4.1 Potential Well Depression

An extension of Goldschmidt’s notation to including bond energy and atomic
cohesive energy results in the BOLS correlation premise. Figure 11.2b illustrates
schematically the BOLS correlation using the pairing atomic potential, u(r). When
the CN of an atom is reduced, the equilibrium atomic distance will contract from
one unit (in d0) to Cz and the cohesive energy of the shortened bond will increase
in magnitude from one unit (in Eb) to Cz

-m. The solid and the broken u(r) curves
correspond to potentials of the pairing atoms with and without the CN imper-
fection effect being involved. The u(r) curve glides downward along the Cz

-m line.
The bond length–strength correlation herein is consistent with the trend reported in
Bahn and Jacobsen [13] albeit the extents of bond contraction and energy
enhancement. It is true that the shorter the bond becomes, the stronger the bond
will be.

There are several characteristic energies in Fig. 11.2b, which correspond to the
following facts:

1. The local melting point Tm,z is proportional to the cohesive energy of the z-
coordinated atom, zEz(0) [14, 15].

2. The separation between E = 0 and Ez(Tm), or g2z, is 1/z-fold energy that is
required for atomization of an atom in molten state.

3. Separation between E = 0 and Ez(T), or g1z(Tm,z - T) ? g2z, corresponds to
the cohesive energy per coordinate, Ez, at T, being required for fracturing a
bond mechanically or thermally. g1z is the specific heat per coordinate.

4. The spacing between Ez(T) and Ez(0) is the thermal vibration energy.
5. The energy contributing to the mechanical strength is the separation between

the Ez(Tm) and the Ez(T), or g1z(Tm,z- T), as a molten phase is extremely soft
and highly compressible with zero shear modulus [16].

Values of the g1z and the g2z can be determined with the known C�m
z and the

bulk g1b and g2b values given in Table 11.1 and Fig. 11.3 for various crystal
structures. The z-resolved g1 and g2 follow the relations

g1z ¼ z0g1b=z
g2z ¼ C�m

z g2b

�
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11.2.4.2 Quantum Entrapment and Densification

As the relaxation (either contraction or expansion) is a spontaneous process, the
potential well become deeper, according to the general rule of energy minimiza-
tion. The energy of the relaxed bond will be greater. Bond expansion might
happen, but the process must proceed toward lowering the binding energy of the
entire system, unless the relaxation is under external stimulus such as heating,
pressing, or stretching.

Figure 11.4 illustrates the potential well of a nanosolid with involvement of the
BOLS effect at edges. Compared with the quantum confinement convention that
extends the monocenter trapping potential of an isolated atom d to the sale of
particle size D, the BOLS potential includes the multi trapping centers of all the
involved atoms and, importantly, the BOLS effect in the skin consisting of three
atomic layers. The shortening and strengthening of the edge bonds deepen the well
of the pairing potentials in the skin in a radial way. Therefore, the density of
charge, energy, and mass in the relaxed skin are higher than they are in the bulk
interior. Meanwhile, the energy levels of the core and the bonding electrons will
shift as the potential well deepens, which leads to the quantum entrapment. This
convention applies to monoatomic chains, atomic defects, terrace edges, and flat
surfaces, where atomic CN undergoes reduction. Because of the reduced CN, the
atomic cohesive energy will drop if the zEz could not compensate for the zbEb loss.

Table 11.1 Correlation between the bond energy and the Tm of various structures

fcc bcc Diamond

g1b (10-4 eV/K) 5.542 5.919 5.736
g2b (eV) -0.24 0.0364 1.29

Eb = g1bTm ? g2b [17]. The value of g2b \ 0 for an fcc structure means that the energy required
for breaking all the bonds of an atom in molten state is included in terms of g1bTm, and therefore,
the g2b deviates from the true specific heat per CN. The g2b for the fcc structure should be linear
dependence on Tm
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11.2.5 Chemical BOLS

The physical BOLS describes the effect atomic CN deficiency, which is different
from that defined for chemical reaction in which the bond order refers to the
number of chemical bonds formed between a pair of atoms. The bond energy E,
bond length d, and bond order n for chemical reaction are correlated as [6, 23]

d=ds ¼ 1� 0:26 lnðnÞ=ds

E=Es ¼ exp c ds � dð Þ½ � ¼ np

�
ð11:9Þ

where subscript s stands for ‘single bond,’ c and p are empirical constants. This
model allows prediction of quantities in gas-surface reactions, namely [24–27] (1)
binding energies for molecular adsorbed species, (2) binding energies for atomi-
cally adsorbed species, (3) activation energies to chemisorption, and (4) activation
energies to dissociative chemisorption.

11.3 Non-Bonding Electron Polarization

11.3.1 Attributes of Non-Bonding Electrons

The ‘non-bonding’ electrons are referred to these non-bonding lone pairs, anti-
bonding dipoles, non-bonding unpaired electrons (such as the p-bond in graphite,
the dangling bond in Si surface, and those in the half-filled s-orbits of noble metals
at the nanoscale), as well as H-like and C–H-like bonds. An ionic impurity also

Vcrystal

Ei = c i
-mEb 

vatom

di = c id0

BOLS correlation
V = Vatom+ Vcrystal [1+ δsurf.]

Fig. 11.4 Schematic illustration of the BOLS derived nanosolid potential with multi-trap centers
and CN imperfection induced local strain and quantum entrapment at the terminating edges [20,
21]. In the relaxed skin, the density of charge, energy, and mass will be higher than they are in the
bulk interior [22]. However, atomic cohesive energy for the undercoordinated atoms will drop
(Reprinted with permission from [5])
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induces dipoles [4, 28]. The van der Waals bond that has a maximal energy of
several tenths of an eV should be in this category as it represents dipole–dipole
interaction instead of charge sharing. Such non-bonding electrons are only active
when they are in positions adjacent to the broken bonds at the open edges of a
substance.

Unlike the core electrons in the deeper bands or the bonding electrons in the
valence band, the non-bonding electrons do add impurity states in the energy
between the conduction and the valence band or create tails to these bands. Being
strongly localized and rather weakly bound with energy being equivalent to that of
human body temperature, the electrons neither contribute significantly to the
Hamiltonian nor follow the regular dispersion relations, but they demonstrate
fascinating properties such as those seen at the edges of graphenes and at the ends
of atomic chains. This kind of electrons is readily polarized by the neighboring
densely entrapped charge or they polarize the surroundings. The polarized states
split and screen locally the crystal potential that determines the energy band such
as the XPS core-level shift. These electrons are however hardly describable in
quantum computation because of the localized and the weak bound nature.
However, they dictate the performance of a substance when interacting with the
environment. The presence of these non-bonding states near the broken bonds
dominates unexpectedly the fascinating behavior of biologic and organic mole-
cules and functional materials at the nanoscale.

11.3.2 Non-Bonding Electron Polarization

According to Anderson [29], bond order loss causes a localization of electrons.
The bond contraction raises the local density of electrons in the core bands and
electrons shared in the bonds. The core band will shift accordingly as the potential
well deepens (called entrapment, T). The densification and entrapment of the core
and bonding electrons in turn polarize the non-bonding electrons, raising their
energy closer to EF. The polarize electrons will split and screen the potential.

This sequential happening of bond contraction, densification, entrapment, and
polarization (bonding–non-bonding electron repulsion and strong correlation) may
elaborate the ‘Strong localization’ of Anderson for systems with bond order loss [2].

At the terminating end of a solid, the characteristics of the non-bonding states
become even more pronounced. Polarization occurs to the lone electrons, if exist,
by the densely trapped bonding and core electrons of the undercoordinated atoms,
as illustrated in Fig. 11.5.
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11.4 Shape and Size Dependency

11.4.1 Core–Shell Configuration: Skin Volume Fraction

The surface-to-volume ratio, ci, determines the trend of size dependency. Taking a
sphere with radius R as a sample, the c1 for the first atomic shell of dz1 thick is

c1 ¼ d ln Vð Þ ¼
R v2

v1
dV

V
¼

4p
R R

R�dz1
R2dR

4pR3=3
� 1� 3

R� dz1

R

� �
¼ 3Cz1

K
ð11:10Þ

where K is the number of atoms lined along the radius of the nanosphere or across
the thickness of a thin film or the wall thickness of a nanotubes. Cz1 is the bond
contraction coefficient. Generally, ci ¼ sK�1Ci. s = 1, 2, and 3 corresponds to a
thin plate, a cylindrical rod, and a spherical dot, respectively. For a hollow system,
one has to introduce a size L that is the number of atomic layers not occupied by
atoms in a hollow structure. In this situation, the sum of ci should count both
external and internal sides of the hollow system. For a solid system, L = 0; while
for a hollow sphere or a hollow tube, L \ K. For a hollow system, with reduced
particle size, the performance of surface atoms will dominate because at the
smallest size (K ? 3) c1 approaches unity. At K = 1, the solid will degenerate
into an isolated atom. If all bonds in the nanocrystal contribute to the size effect,
the integral over the entire sphere will be unity. Therefore, the K-1 dependence of
observations indicates clearly that bonds in the skin of limited thickness dominate
the size-induced property change.

The definition of dimensionality herein differs from conventional in transport
considerations in which a nanosphere is defined as zero dimension, a rod as one
dimension, and a plate as two dimension. Figure 11.6b, c illustrates the derivation
of the surface-to-volume ratio. As the K is an integer, the property change will
show quantized oscillation features at small particle sizes, which varies from
structure to structure, as illustrated in Fig. 11.6c.

E

EF

Bonding

Nonbonding P

T

d
0 d

i

trap depression

Fig. 11.5 Schematic
illustration of the polarization
of the non-bonding states (P)
by the densely entrapped
bonding and core charges (T),
because of the BOLS. This
sequence of processes
modulates the Hamiltonian
by crystal potential splitting
and charge distribution in all
bands (Reprinted with
permission from [2])
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11.4.2 Local Bond Average

For a given specimen whether it is crystal, non-crystal, with or without defects or
impurities being involved, the nature and the total number of bonds of the spec-
imen do not change under an external stimulus before phase transition. However,
the length and strength of all the involved bonds or their average will response to
the externally applied stimulus, unless bond unfolding or breaking taking place. If
the functional dependence of a detectable quantity on the bonding identities is
properly formulated, one would know the performance of the entire specimen
under external stimulus by focusing on the response of the length and strength of
the representative bond. These considerations form the base of the local bond
average (LBA) approach.

The LBA approach [30] is substantially the same to the volume partitioning
approximation implemented by Delph and co-workers [31, 32] who have opened a
way in improving the calculation of local quantities. The volume averaging
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Fig. 11.6 a Surface-to-volume ratio (ci) of a nanosolid. b The ci drops from unity to infinitely
small when the solid grows from atomic scale, K = 1, to infinitely large, K = ?. At the lower
end of the size limit, the solid degenerates into an isolated atom. c The number ratio shows
oscillatory features for fcc and bcc small solids (Reprinted with permission from [5])
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provides a reasonable and correct way to obtain physically meaningful stress and
elastic properties of complex microstructures. They derived the absolute values of
local stress and elastic constants for a region containing a fixed number of atoms
that is part of a large body. By means of an expansion of the local interatomic
potential energy, they derived expressions for the local second Piola–Kirchoff
stress. Using this approach, they have obtained good agreement with the suitably
averaged continuum solutions in the far-field regime.

Unlike the volume partition approximation, the LBA approach seeks for the
relative change in a quantity with respect to the known bulk value under
the applied stimulus. The LBA approach focuses merely on the performance of the
local representative bonds disregarding the exact number of bonds that will not
change in the given specimen under a certain circumference. The presence of the
broken bonds, defects, impurities, or the non-crystallinity will affect the reference
values of concern rather than the nature of observations. Contribution from long-
range-order interactions or from the high-order coordinates can be simplified by
folding them into the bonds of the specific atom to the nearest neighbors. The LBA
approach represents the true situations of measurements in terms of energy of the
reciprocal spaces and theoretical computations that collect statistic information
from large number of atoms or bonds. Furthermore, compared with the mea-
surement and computation, the LBA could discriminate the behavior of local
bonds at different sites. Furnished with the LBA approximation, the difficulties
encountered by the classical and quantum approaches in particular for the small
object could be readily solved [33] .

11.5 Scaling Relations

11.5.1 LBA Scaling Relation

The relative change in a measurable quantity Q(K) of a nanosolid-containing
N atoms, with dimension K, is related to the Q(?) = Nq0 for the same solid
without the CN imperfection effect in the following form:

Q Kð Þ ¼ Nq0 þ
X

i� 3

Ni qi � q0ð Þ ð11:11Þ

where subscript i denotes an atom in the ith atomic layer, which counts up to three
from the outermost atomic layer inward as no CN reduction is expected for i [ 3.
The q0 and qi correspond to the local density of Q inside the bulk and in the ith
atomic layer, respectively. Eq. (11.11) yields the immediate relation:
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Q Kð Þ � Q 1ð Þ
Q 1ð Þ ¼

bK�1 ðmeasurementÞ
Dq ðtheoryÞ

(

Dq ¼
X

i� 3

ciðDqi=qÞ

ci ¼
Ni

N
¼ Vi

V
¼ sCi

K
� 1

ð11:12Þ

The slope b : Q(?) 9 Dq 9 K = Q 1ð Þ �
P

i� 3 sCiDqi=q0 ffi constant,
which is the core physics of nanoscience. The Dq � K-1 varies simply with the
ci(s, K, Ci) if the functional dependence of q(zi, Ci, m) on the atomic CN, bond
length, and bond energy is given. The weighting factor, ci, represents the geo-
metrical contribution from the dimension (K, L) and the dimensionality (s) of the
solid, which determines the magnitude of the change. The quantity Dqi/q0 in the
skin is the origin of change. The static dimensionality s represents the factor of
shape. No zero dimensionality is necessary.

The overall surface-to-volume ratio,
P

i� 3 ci ¼
P

i� 3 sK�1Ci, drops in a K-1

fashion from unity to infinitely small when the solid dimension grows from atomic
level to infinitely large. The c1 for a sphere is greater than that of a rod and a plane
of the same scale. At K \ 3, the performance of the surface atoms will dominate
because at the smallest size the c1 approaches unity. For a spherical dot at the
lower end of the size limit, K = 1.5 (Kd0 = 0.43 nm for an Au spherical dot
example), c1 = 1, c2 = c3 = 0, and z1 = 2, which is identical in situation to an
atom in a monatomic chain despite the orientation of the bond. Atoms in the
atomic chain are identical in situation to an atom in a monatomic chain despite the
geometrical orientation of the two interatomic bonds in the atomic chain. Actually,
the bond orientation is not involved in the BOLS modeling iteration. Therefore,
the performance of an atom in the fcc unit cell is identical to the same atom in a
monatomic chain from the perspective of bond order loss. At the lower end of the
size limit, the property change in a nanosolid relates directly to the behavior of
single bond, which forms the starting point of the current ‘bottom-up’ approach.
Most importantly, this expression covers the whole range of solid sizes, from
monatomic chain to the infinite large bulk. The variable, besides the size effect, the
T is critical as all the bonds in the substance response to the temperature change.

The layer-counting premise in Fig. 11.7a represents that atoms in the surface
skins dictate the size-induced property change, yet atoms in the core interior
remain as they are in the bulk because of the broken-bond-induced local strain and
quantum entrapment.
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11.5.2 Surface-to-Volume Ratio

The difference between a positively curved surface and a negatively curved surface
is nothing more than the surface-to-volume ratio, ci, and the slight difference in the
coordinating environment of the undercoordinated atoms. Considering a sphere of
K radius with (n ? 1/2) spherical cavities of Lj radius lined along the K radius, as

illustrated in Fig. 11.7b, the total number of voids is 4p nþ 1=2ð Þ3=3 inside the
K sphere. For the hollow sphere (n = 0) with only one void in the center, this
expression needs slight revision. We can estimate the volume V0 occupied by
atoms as the entire volume of the sphere less the voids. The sum of the volume of
skins of the voids and the sphere surface is Vi. The V0 and the Vi are calculated as
follows:

V0 ¼
4p
3

K3 � 4p
3

nþ 1
2

� �3

L3

" #

Vi ¼ 4p K2Cio þ
4p
3

nþ 1
2

� �3

L2Cii

" #

where Cii and Cio represent the bond contraction coefficient for atoms in the inner
negatively curved skins of the cavities and atoms at the outer positively curved
surface of the sphere, respectively. The ratio between the volume sum of the skins
and the volume occupied by atoms is

K

L

(a) (b)

Fig. 11.7 Schematic illustration of the surface-to-volume ratio of a a sphere with 4p(n ? 1/2)3/3
cavities and b the core–shell structure of a cylindrical nanorods. Only atoms in the skin of Da
thick contribute to the property change, yet atoms in the core interior remain their bulk nature
(Reprinted with permission from [5])

216 11 Theory: BOLS and NEP



ri n; L;Kð Þ ¼ Vi

V0
¼ 3

K
3

3Cio þ 4p nþ 1=2ð Þ3 L=Kð Þ2Cii

1� 4p nþ 1=2ð Þ3 L=Kð Þ3

¼ 3
K

3Cioþ4p nþ1=2ð Þ3 L=Kð Þ2Cii

3�4p nþ1=2ð Þ3 L=Kð Þ3 Porous - sphereð Þ

Cio Solid - sphereð Þ
3Cioþ4p L=Kð Þ2Cii

3�4p L=Kð Þ3 Hollow - sphereð Þ

8
>>><

>>>:

ð11:13Þ

The parameters of n, L, and K are constrained by the relation:
2 Lþ 1ð Þ nþ 1=2ð Þ�K � 2 because of the allowed maximum number of cavities
aligned along the radius K. 2ðLþ 1Þ represents the diameter of the void including
the one layer of surface skin and K � 2 the radius of the sphere excluding the
surface skin. This expression covers situations of a solid sphere, a hollow sphere,
and a sphere with uniformly distributed cavities of the same size. This relation also
applies to a solid rod, a hollow tube, and a porous nanowire as well.

With the derived riðn; L;KÞ relation and the given expressions for the q(zi, di(t),
Ei(t)), one can readily predict the size, cavity density, and temperature dependence
of the Q of a system with large fraction of undercoordinated atoms without
involving hypothetic parameters.

11.6 Summary

This section addressed the event of atomic CN imperfection and its effect on the
bond length, bond strength, charge entrapment, and polarization of the underco-
ordinated atoms. In using the BOLS correlation, one needs to consider the cohe-
sive energy per bond or per discrete atom in dealing with thermally activated
process such as phase transition and crystal growth. One also needs to consider the
binding energy density in the surface skin in dealing with the Hamiltonian of the
system that dictates the change in the entire band structure of a nanosolid. Some
properties, such as mechanical strength and magnetization, both atomic cohesion
and energy density come into competition. An additionally quantum entrapment in
the skin is critical to transport dynamics. The performance of a material is
determined by the bond and binding electrons. The size-induced emergence of
properties that the bulk parent does not demonstrate is more important to the size
dependency of the known bulk properties. Table 11.2 features the classification,
origin, notation, and the size-induced tunability and the emerging properties at
edges, skins, interfaces, and solid at the nanoscale.

The following sections will focus on the size dependency of the known bulk
properties and the emerging properties of nanostructures toward consistent insight
into the nature of the size- and shape-induced property change in nanosolids.

Physical quantities of a bulk solid can normally be categorized as follows:
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1. Quantities that are related directly to bond length, such as the mean lattice
constant, mass density, binding energy density, and the mean free path in
transport.

2. Quantities that depend on atomic cohesive energy, EB;z ¼
P

zi Ei ¼ ziEi, such
as self-organization growth, thermal stability, Coulomb blockade, critical
temperature for liquidation, evaporation and phase transition of a nanosolid and
the activation energy for atomic dislocation, diffusion, and bond unfolding [34].

3. Properties that vary with the binding energy density in the relaxed continuum
region such as the Hamiltonian that determines the entire band structure and
related properties such as bandgap, core-level energy, magnetization, and
phonon frequency. The binding energy density is proportional to the single-
bond energy Ei because the number of bonds per circumferential area between
neighboring atomic layers in the relaxed region does not change.

4. Properties related to the electroaffinity such as reactivity, iconicity, and toxicity.
5. Properties contributed from the joint effect of the binding energy density and

atomic cohesive energy such as mechanical strength, Young’s modulus, surface
energy, surface stress, extensibility and compressibility of a nanosolid, and the
magnetic performance of a ferromagnetic nanosolid.

6. Transport dynamics and scattering process such as thermal conductivity,
electric conductivity, relate to the trapping potential well of depth. The local-
ized and depressed potential well will govern the transport processes.

Therefore, if one knows the functional dependence of the q on atomic sepa-
ration or its derivatives, the size dependence of the quantity Q is then definite. This
approach means that one can design a nanomaterial with desired functions based
on the prediction as such by simply tuning the shape and size of the solid.
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Chapter 12
Skin Bond Relaxation and Nanosolid
Densification

• Surface consisting of a few number of atomic layers forms the skin of a
substance.

• The skin shell forms a high-density phase that is more elastic, stiffer, chemically
and thermally less stable with entrapped electrons, and subjective polarization.

• Bond relaxation happens only in the skin in a radial way. The extent and depth
of bond relaxation increase with surface curvature.

• In placing with the conventional concept of surface free energy, the energy
density and the atomic cohesive energy in the skin region determine the per-
formance of a surface.

• BOLS notation holds for defects, skins of solids and liquids, as well as molecules
in gaseous phases.

12.1 Skin Bond Relaxation

12.1.1 Monolayer Relaxation

There has been huge database of skin bond contraction for flat surfaces
(Table 12.1 and Fig. 11.2b). Atomic undercoordination-induced bond contraction
derived interlayer relaxation and intra-plane reconstruction are common. For
instance, LEED and DFT revealed some 10 % reduction in the first-layer spacing
(d12) of the hcp(1010) surface of Ru [1], Co [2], and Re [3]. The d12 of diamond
(111) surface is *30 % smaller than the (111) spacing in the bulk, which results in
a substantial reduction in the surface energy [4]. VLEED revealed that the O–Cu
bond contraction from 4 to 12 % forms one of the four discrete stages of the Cu3O2

bonding kinetics on the Cu(001) surface [5] and about 10 % contraction of the
O–Cu bond in the O–Cu(110) surface [6–8]. A 12–14 % bond contraction
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enhances the surface stress and Young’s modulus of TiCrN films [9]. Interatomic
distance drops significantly [10] associated with rise of cohesive energy per bond
as the dimensionality decreases from three to one for Ag, Au, and Cu nanosolids,
see Fig. 12.1. Kara and Rahman [11] found that distances between neighboring
atoms of Ag, Cu, Ni, and Fe in different CNs follow a strong BOL correlation. The
bond lengths of Ag, Cu, Ni, and Fe diameters are 2.53, 2.22, 2.15, and 2.02 Å,
respectively [11], being 12.5 % for Ag, 13.2 % for Cu, 13.6 % for Ni, and 18.6 %
for Fe shorter than they are in the respective bulk.

However, the d12 of the hcp(0001) surface of Be and Mg and the dimer bonds of
the II-b elements of Zn, Cd, and Hg have been reported to expand. With a reduction
in Se grain size from 70 to 13 nm, the a lattice was found to expand by 0.3 %, but
the c lattice spacing decreases slightly, which expands the unit-cell volume by
about 0.7 % at D = 13 nm [13]. The reported expansion appears off line with
notations of Goldschmidt and Pauling who emphasized that the global bond con-
traction depends uniquely on the reduction in atomic CN, and it is independent of
the bond nature or the particular constituent elements (Appendix A2) (Table 12.2).

Table 12.1 Bond length relaxation for typical covalent, metallic, and ionic solids and its effect
on the physical properties of the corresponding solid or surface

Bond nature Medium C1 Effect

Covalent Diamond [14, 4] 0.7 Surface energy decrease
Metallic hcp (1010) surface of Ru, [1] Co,

[2] and Re, [3]
0.9
0.9

Fe–W, Fe–Fe [15] 0.88 Atomic magnetic momentum
enhancement by (25–27) %0.88

Fe(310) [16], Ni(210) [17] 0.85–0.9 Cohesive energy rises by 0.3 eV
per bond

Al(001) [18]
Ni, Cu, Ag, Au, Pt, and Pd dimer

[12]
0.7 Single-bond energy increases

by 2–3 times0.6
Ti, Zr [19]
V [19]

Ionic O–Cu(001) [5] 0.88–0.96
O–Cu(110) [6] 0.9
TiCrN [9] 0.86–0.88 100 % rise in hardness

Extraordinary
cases

(Be, Mg) (0001) surface Zn, Cd,
and Hg dimer bond [19], Nb
[20]

[1.0 No report is available about its
effects on physical
properties

Where d0 and d1 are the bond lengths for atoms inside the bulk and for atoms at the surface,
respectively. The C1 is the bond contraction coefficient
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Table 12.2 Surface interlayer relaxation of clean metal surfaces

Metal Method Dd12/d12 Metal Method Dd12/d12 (%)

Rh(001) LEED [21, 22] -1.2; -1.4 Fe(210) LEED [23] -22
W(001) DFT [24] -5.7 Fe(310) LEED [23] -16
W(110) LEED [22, 25] -3.0 Pd(310) DFT [26] -14.1
W(320) DFT [27] -22.3 Pt(210) LEED/EAM [28] -23.0/-31;
Al(001) DFT [18] -10 Cu(331) DFT [29, 30] -22.0; -13.8

RSGF [31] -10.4
Al(210) LEED [32] -16 Cu(551) RSGF* [31] -9.8
Ti/Zr(0001) DFT [19] [33] -6.1 to -7.8 Cu(211) DFT [29, 31, 34] -14.4; -28.4;

-10.8
LEED [35] -14.9LEED [22] -4.9

Ag/Cu/
Ni(110)

[36, 37] -6 to -9 Cu(117) LEED [38] DFT
[39]

-13.0; -9.5

Ag/Cu/
Ni(111)

LEED [40] -1 to -2 Al(113) DFT [41] -6.8

Ag/Cu/
Ni(100)

[42] -2 to -3 Al(115) DFT [41] -8.0

Fe/W(110) DFT [11, 43] -10.0; -13.0 Al(117) DFT [41] -8.3
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12.1.2 Multilayer Relaxation

Numerical calculations and diffraction optimizations also suggest coexistence of
bond contraction and expansion extending to deeper atomic layers for a number of
metals [44]. Multilayer relaxation happens to Ag(410) and Cu(320) surfaces [45].
The multilayer relaxation is subject to the data processing iteration. The same set
of Ag(410) LEED database gives rise different conclusions. One is non-measur-
able relaxation and the other is a 36 % contraction of the d23 and a 18 % expansion
of d34 [46]. Theoretical calculations clarified this discrepancy with a 11.6, 5.3, and
9.9 % contraction of the Ag(410) outermost three interlayer separations and fol-
lowed by 2.1 and 6.7 % expansion subsequently. A combination of LEED, DFT,
and MD [47] investigation turned out that the d12 of Ag(110) surface contracts by
8 % at 133 K and by 0.2 % at 673 K associated with a rise in the Debye tem-
perature from 150 ± 65 to 170 ± 100 K compared with the bulk value of 225 K.

For a Cu(320) surface, a 13.6 and 9.2 % contraction of the first two interlayers
are followed by an expansion of 2.9 %, and then an 8.8 % contraction, and finally
a 10.7 % expansion for the subsequent three [45]. The d12 of the Au(110) surface
is reduced by 13.8 %, the d23 is expanded by 6.9 %, and finally the d34 is reduced
by 3.2 % [48]. On the other hand, LEED measurements of Cu(320) revealed a
24 % contraction for d12 and 16 % contraction for d23, followed by 10 %
expansion for d34. Therefore, physical constraints are necessary to specify a unique
solution from these derived by mathematically geometrical optimizations.

12.2 Liquid Skin, Gas Phase, and Interface

Bond contraction also happens in liquid skins and gaseous molecules. For
instances, bonds at methanol skin contracts by 4.5 % but the hydrogen bond
expands by 5.9 % at water surface at room temperature [49]. The spacing between
the first and the second atomic layers of liquid Sn, Hg, Ga, and In contracts by
10 % [50]. Phase change occurs at the droplet surface of n-alkane indicates the
formation of a monolayer thick solid solution of the oil phase [51]. Bond con-
traction at liquid skin results in the surface strain and surface stress that drives and
sustains liquid drop and gas-bubble formation. X-ray crystallography revealed that
a Cr–Cr bond length contracts by 31.5 % from the bulk value of 0.255 to 0.174 nm
for a Cr2 anion protected by three bidentate amidinate ligands [52] and 0.175 nm
[53] for a neutral Cr2 complex.

Bond contraction also happens to the hetero-coordinated atoms. Extended X-
ray absorption fine structure (EXAFS) and X-ray absorption near edge spectros-
copy (XANES) measurements revealed a 8 % contraction of distance between the
As impurity (acceptor dopant) and the Te sub-lattice in CdTe [54]. At Al twin
grain boundaries, homo-junction dislocations have either compact or dissociated
interlayers. The minimum stress (rP) required for moving an edge dislocation is
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approximately 20 times higher for the compact dislocations than for the equivalent
dissociated dislocations [55]. The homo-junction interface and the hetero-junction
interface bond contraction provide insight into the deformation of ultrafine-grained
metals and the twin grain boundaries.

However, exceptional cases exist. Based on the fine structure of boron and
carbon K-edges in EELS and TEM, Lu et al. [56] found local C–C bond expansion
at sites with local high B content in the diamond grain.

A few layer NB atomic sheet shows asymmetric interlayer relaxation effect. The
sp-orbit hybridization of N and B results in an empty orbit of B and a lone-pair-
filled orbit of N. The interlayer relaxation proceeds with the lone pair and empty
orbit. At the side of B outward, the interface contracts substantially while the other
side of N outward show strong expansion [57].

12.3 Nanosolid Densification

12.3.1 Known Facts

The lattice constants of an isolated nanosolid or a complex consisting of highly
dispersed nanosolids are often shorter [58, 59] than that of the bulk while for a
nanosolid embedded in a matrix of different materials or passivated chemically,
the lattice constant may expand [60]. For example, oxygen chemisorption could
expand the first metallic interlayer by up to 10–25 % due to the penetration of
oxygen atoms into the interlayer spacing for tetrahedron bond formation [61].
Lattice expansion happens in nanocrystalline copper [62]. A 0.4-nm-thick oxide
skin induced the lattice expansion associated with magnetization moment (MS)
suppression of Ni nanosolids in the diameter range of 6–27 nm [63, 64]. The Ms of
16 nm La0.7Sr0.3MnO3 nanoparticles is significantly lower than that of a bulk
sample [65]. The nearest-neighbor atomic distance demonstrate noticeable con-
traction in silver particles of 2.5–13 nm sizes isolated in solid Ar and in Pd
particles of 1.4–5.0 [66, 67]. The lattice constant of 14 nm FePt nanoparticles
embedded in an amorphous carbon matrix contracts by 4 % [68]. The mean lattice
constants of Sn and Bi nanoparticles decreases with the particle size, and the
absolute amount of contraction of the c-axis lattice is more significant than that of
the a-axis lattice, showing anisotropy of lattice contraction [69]. A 12.5 nm-sized
ZnMnTe nanosolid demonstrates a *8 % lattice contraction [70]. The Cu–Cu
distance contracts with solid size in a D-1 fashion, and the Cu–Cu dimer bond is
reduced by 13 % from 0.2555 to 0.2210 nm of the 0.7 nm-sized particle [71].
However, an effective-medium theory approximation [72] suggested that the bond
lengths of small (100–1,000 atoms) Cu particles at various temperatures suffer
only slight changes. DFT calculations [73] predicted that the atomic distance of Ge
and Si expands in the central sites while the bond length contracts in the surface
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skins, and therefore, the mean lattice constants of the whole Ge and Si nanosolids
are smaller than the bulk values.

Using a combination of the MD calculations, Pauling’s correlation, and the
coherent electron diffraction, Huang et al. [74, 75] revealed that inhomogeneous
relaxations occurring at the outermost two atomic layers of Au nanocrystals
(Fig. 12.2). The relaxation is dominated by large out-of-plane bond length con-
tractions for the edge atoms (*0.02 nm, *7 %); a significant contraction
(*0.013 nm, 4.5 %) for the (100) surface atoms; and a much smaller contraction
(*0.005 nm, 2 %) for atoms in the (111) facets. EXAFS measurement [76]
revealed the same results of coordination dependence of Au–Au bond contraction
that is independent of the substrate support type. The coordination dependence of
Au–Au bond length determined in Refs [74, 96] is in good accordance with the
BOLS premise. However, the observed Au–Au bond length expansion of an Au102

cluster coated with thiolated organic ligands [77] should arise from the diffusion of
S atoms into the atomic layer to form Au–S bond that expands the Au–S–Au
separation, being the same to oxygen chemisorption.

Undercoordination-induced global bond contraction in solid and liquid skins,
terrace edges, gaseous phases, skins of nanosolids, and associated with impurities
and interfaces are in accordance with the BOLS correlation mechanism—bonds
between the undercoordinated atoms are shorter and stronger.
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Fig. 12.2 Au–Au bond strain extends to only the outermost two atomic layers for gold
nanoclusters (reprinted with permission from [74])
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12.3.2 Possible Mechanisms

Nanosolid lattice contraction is often ascribed to the effect of hydrostatic pressure
of the surface stress [78] and the intrinsic compressibility that is anisotropic [66,
79–81]. The mean lattice strain is also explained in terms of incorporation of
impurities such as hydrogen, carbon, and oxygen, or pseudo morphism in the case
of crystalline supports [67]. The anisotropic lattice contraction of Bi and Sn
nanocrystals demonstrates the anisotropy of both the compressibility and the
thermal expansion coefficient of the corresponding bulk counterpart in the c and in
the a-axis [82]. The size-induced lattice contraction is also related to the Laplace–
Young’s equation and the solid–liquid interfacial energy [83, 84]. Supersaturation
of the vacant lattice sites inside the particle also change the lattice constant of
nanocrystal [69]. Nevertheless, all the modeling arguments could fit the experi-
mental data well despite different physical origins.

Actually, surface stress and surface energy result intrinsically from, rather than
in, the bond contraction as no external pressure is applied to the surface. For
instance, the thermal expansion coefficient and hydrostatic compressibility follow
the following relations, with Y being the Young’s modulus and u the interatomic
potential energy,

b ¼ �1
V

oV

oP

� �����
T

¼ �V
o2u

oV2

����
T

� ��1

/ Y�1; a ¼ 1
V

oV

oT

� �����
P

ð12:1Þ

The compressibility and thermal expansibility are the intrinsic of a solid and
they depend functionally on the interatomic interaction and atomic size. These
measurable quantities describe the response of the lattice (V � d3) to the change of
the external stimuli such as hydrostatic pressure, DP, or temperature, DT.

DV

V
¼ 3

Dd

d
¼ b� DP

a� DT

�

External stimulus simply provides a probe detecting the responses: compression
or expansion. It is inadequate to assume a constant compressibility or a constant
thermal expansibility in dealing with a nanometric solid. In fact, the surface stress
and interfacial energy are derivatives of the binding energy that is enhanced at the
surface by the spontaneous bond contraction.

12.3.3 BOLS Formulation

The BOLS notation indicates that the contraction of the mean lattice constant of the
entire solid originates from the CN imperfection-induced bond contraction of sur-
face atoms and the fraction of the surface atoms of the entire solid. The following
expressions formulate the surface strain and nanosolid densification [82, 83]:
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Dd Kð Þ
d0 1ð Þ

¼
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P

i� 3
Ci Ci � 1ð Þ\0 BOLSð Þ

� 2brð Þ= 3Kð Þ liquid-dropð Þ
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.
K surface-stressð Þ

8
>><

>>:
ð12:2Þ

where b is the compressibility and r the surface stress of the corresponding bulk
solid. cs-l = (2d0Svib � Hm)/(3VR) is the solid–liquid interfacial energy, which is a
function of the bulk melting enthalpy, Hm, and Molar volume, V, and the vibra-
tional part of melting entropy, Svib. The relative change in the mean lattice con-
stant of a particle in the BOLS premise simply depends on the shape and size of
the solid and the bond contraction coefficient Ci without needing other quantities
that may vary with solid size.

Among several methods, XRD is the most efficient method to determine the
crystal size D and the lattice constant d for a bulk and nanostructured materials, as
illustrated in Fig. 12.3, based on Bragg diffraction and Scherrer’s equation,

2d sin h ¼ nk
D ¼ k H cos hð Þ�1

�

where k is the X-ray wavelength, h is the diffraction angle, and H the width of the
peak at half maximum. The n is the order of diffraction.

Given the shape and size of a solid and the known atomic diameters of the
constituent atoms, one can easily predict the lattice contraction of the nanosolid
using Eq. (12.2). For the ZnMnTe spherical nanosolid instance [70], the diameters
of the constituent atoms are 0.1306(Zn), 0.1379(Mn), and 0.1350(Te) nm, and the
effective CN of the outermost three atomic layers are taken as 4, 6, and 8,
respectively. The resultant bond length is \d [ ¼

P
xdx with x being the fraction

of the component element. Calculation results agree fairly well with the observation
(*8 % contraction for 12.5 nm-sized ZnMnTe solid) and show that the lattice
constant reaches its bulk value only when the solid dimension is sufficiently large.
At the lower end of the size limit, the mean lattice contraction of the solid
approaches the value for a dimer of the same atomic constituents. Furthermore,
predictions based on the BOLS premise also agree with the observed trends of
lattice contraction for ZnS:Mn films [85] and Sn and Bi nanoparticles [69].
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Fig. 12.3 XRD
determination of the lattice
constant and grain size in
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Measurements [11] show that for the 2.0, 2.5, and 3.5 nm-sized Ag crystals, the
Ag–Ag atomic distance is shorter than the bulk value. For the 5.0 nm crystal, 60 %
of the atoms have the bulk value but 40 % have shorter atomic distances.
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Fig. 12.4 BOLS reproduction of the measured size dependency of the mean lattice contraction
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Figure 12.4 shows the lattice contraction for a number of metals. The average
atomic distance for Ag, Cu, and Ni shortens by 1.6–2.0 % for small crystals and
about 0.6 % for relatively larger ones, compared with the bulk value. The observed
anisotropy of Bi lattice contraction does not exist if one considers the relative
change of the c and the a-axis, Da/a and Dc/c, instead of the absolute amount of
variation.

12.3.4 Strain-Induced Stiffness

BOLS indicates that nanoparticles have bulk-like interior structure with sponta-
neous surface relaxation [59, 94, 95] rather than the homogeneous relaxation
throughout the particles [96, 97]. Combining the pair distribution function (PDF)
derived from wide-angle X-ray scattering and EXAFS analyses, Gilbert et al. [98]
found the structural coherence loss happens in a distance of 2 nm. Figure 12.5
shows that the PDF profile for the real ZnS nanoparticles is distinct from that of an
ideally computed ZnS nanoparticle in the following aspects [98]:

1. The PDF peak intensity of the first shell for the real particle is lower than that
for the ideal case.

2. PDF peak intensities of the real case at higher correlation distances diminish
more rapidly than the ideal nanoparticle.

3. PDF peak widths for the real case are broader than the ideal one.
4. The PDF peak positions shift closer to the reference atom, which is more

apparent at r = 1.0 and 1.4 nm (shortened by 0.008 and 0.02 nm, respectively),
indicating a contraction of the mean bond length of the real nanoparticle.

5. The frequency of lattice vibration shift from the bulk value of 7.1 to 11.6 THz,
implying bond stiffening.

The stiffening of the strained ZnS nanosolid evidences the dominance of the
shorter and stronger bonds in the surface skin. The PDF-intensity attenuation
results from the volume change of the high-order CN loss of atoms. The PDF peak
shifting and broadening arise from the broad range of bond contraction in the
outermost two or three atomic layers and the inhomogeneous sizes. As the XRD
and the EXAFS probe statistic information from a collection of nanosolids, one
could only tell the existence of structure deviation but hardly conclude whether the
structure distortion arises from the skin or from the core region. However, the
diameter difference of (3.4–2.0) 1.4 nm coincide with the thickness of the skins
composing the outermost atomic capping and surface layers [99] (3 (layer) 9 2
(sides) 9 0.255 (diameter) = 1.5 nm) of which atoms are subject to CN imper-
fection. Compared with the PDF of an amorphous solid of which the structure
coherence extends only to a few atomic distances [100], the detected PDF of ZnS
nanosolid coincides with the core size of the measured solid. Therefore, the surface
layers should dominate the bond length distortion.
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The difference between a solid composed of nanoparticles and a solid in an
amorphous state is the distribution of atoms with CN imperfection. Undercoor-
dinated atoms are located only at the surface of a nanosolid but distribute ran-
domly inside the amorphous solid. The distribution of CN imperfection is sensitive
to processing conditions of amorphous states. In probing statistical information,
the low-CN atoms contribute identically irrespective of their locations. It is
anticipated that the PDF correlation length, or core size, increases with nanocrystal
size. Further verification by measuring different sizes would affirm the shell-strain-
induced stiffness.

12.4 Energy Entrapment

Undercoordination-induced bond contraction at a surface has indeed enormous
effects on various physical properties of a nanosolid because of the local densi-
fication and entrapment of electrons and energies in the skins and the lower atomic
coherency. Besides the magnetic enhancement [15–17], the relaxation of Al, Ag,
Cu, and Pd surfaces yield energy shift of the surface states and localization of the
states [101]. For Ag nanocrystals, densification stiffens the atomic force constants
by up to 120 % when compared to that for bulk silver [11]. The vibrational energy
and the heat capacity of the step and the terrace atoms on the Cu(711) surface are
sensitive to the local atomic environment, and vibrational contribution to the
excessive free energy of the step atoms near room temperature is a significant
fraction of the kink formation energy [102]. The Al(001) surface relaxation
expands the bandwidth for the relaxed monolayer by 1.5 eV compared with the
value for the bulk-truncated monolayer with 0.3 eV enhancement of atomic
cohesive energy [18]. The lattice constant of Au nanoparticles capped in
n-dodecanethiol contracts by 1.4, 1.1, and 0.7 % shift the 4f core level by 0.36,
0.21, and 0.13 eV for the 1.6, 2.4, and 4.0 nm-sized Au particles [103]. Therefore,

Fig. 12.5 Comparison of the pair distribution function of ZnS bulk solid, calculation for ideal
nanosolid, and the measurement for real nanosolid show the cohesive length loss of nanosolid
(reprinted with permission from [98])
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the impact on physical properties of atomic CN imperfection and the associated
bond-strength gain is indeed enormous especially for a system with large pro-
portion of undercoordinated atoms.

12.5 Summary

Bond between undercoordinated atoms becomes shorter and stronger. The shorter
bond increases the local density of charge, energy and mass; the stronger bond
deepens the local potential that entraps charge and energy. The locally densely
entrapped bonding electrons polarize the nonbonding electrons. The local strain,
entrapment and polarization results in the abnormal behavior of defects, skins, and
nanostrctures in terms of size dependence and size emergence.
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Chapter 13
End and Edge States: Entrapment
and Polarization

• The effective atomic CN of adatoms, atoms at terrace edges, and the ends of
atomic chains is even lower than that of the flat surface (4 instead of 6).

• Quantum entrapment is global and polarization is subjective, depending on the
electronic configuration in the valence band.

• Defects and edges are associated with local bond strain, entrapment, and the
subjective polarization.

• Graphite monolayer skin only shows entrapment but the atomic van cay shows
both entrapment and polarization—one neighbor short makes a great
difference.

• Pt and Co islands exhibit entrapment dominance while Au, Ag, Rh, W edges and
islands show both, which could be of use in classifying the catalytic nature of the
undercoordinated specimens.

13.1 Atomic Chains, Nanowires, and Clusters

13.1.1 Quatum Entrapment with Polarization

13.1.1.1 Au and Ag

Electron polarization frequently happens at sites surrounding atoms with even lower
atomic CNs than that of a flat surface, namely four. As a consequence of the local
polarization and entrapment, transition from conductor to semiconductor happens to
small clusters such as *3-nm-sized Al nanoislands deposited on Si substrate [1].
The broken-bond-induced densification and localization of electrons with lowered
binding energy in the traps have been observed as defect states [2], chain end states
[3, 4], terrace edge states [5–7], and surface states [8–10]. Strong localization
of excess electrons also happens to the surface of ice [11] and metal films [12].

C. Q. Sun, Relaxation of the Chemical Bond, Springer Series
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Such polarization is responsible for the emerging properties of substance at the
nanoscale, such as the extraordinary ability of catalysis, dilute magnetism, creation
of Dirac–Fermi polarons, superhydrophobicity, etc.

Figure 13.1 shows the STM/S (a) image, (b) energy states, (c) apparent height,
and (d) the line scan difference between the ends and the interior of an Au–Au
chain [4]. The states at -0.7 eV at associated with the ends that are 0.02–0.03 nm
higher in scale. The high protrusions and the edge states represent a high saturation
and high energy of the surface charge, being the same to the dipoles induced by
oxygen chemisorption [13]. The elevation of binding energy and saturation result
from the localized polarization of the otherwise conduction electrons by electrons
densely entrapped in the core and bonding orbits. STM/S profiles of (a) an Au
nanowire and (b) the line scans crossing the wire at the different sites and the (c)
corresponding dI/dV spectra, in Fig. 13.2, show the same trend to the chain ends.
The narrow cross section enhances the polarization [14].

DFT calculations of Cuboctahedral (CO-13, 55, 147) and Marks Decahedral
(MD-13, 49,75) gold clusters [15] result in the LDOS shown in Fig. 13.3. The
size-induced polarization is consistent with STM/S observations and BOLS pre-
diction. Calculations also confirmed the BOLS expected lattice strain, charge
transfer in real space from the inner to the outermost atomic layer, and valence
charge polarization from the lower to the higher binding energies of the well-

Bias (eV) Distance (atoms)

(a)

(b)

(c)

(d)

Fig. 13.1 STM/S profiles of a protrusions, b end states at-0.7 eV, c apparent height, and d the
line scan difference between the ends and the chain interior of Au–Au atomic chain (reprinted
with permission from [4])
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defined gold clusters. Bonds between the less coordinated atoms at corners or at
edges contract more significantly than those in the cluster interior. The Au–Au
distance contracts up to 30 %, being in line with experimental observations of the
Au cluster [16] and Au–Au chain bonds [17]. Meanwhile, the charge flows from
the inner shell to the outermost of the clusters by an amount up to 1.5 electrons per
atom, which agrees with the STM/S measurement from Au–Au chains deposited
on NiAl(110) surface [18].

Figure 13.4 shows the STM/S profiles of a Ag monomer, Ag quasi-dimer, and
Ag2 dimer under positive bias [19]. The unoccupied states shift from 3.0 to 2.7 and
to 2.4 eV with an increase in the effective CN of the system. Ag quasi-dimer
remains somewhat the monomer nature, while the dimer exhibits the weakest
polarization effect. The STS spectra in Fig. 13.4d acquired from clean Ag(111)
surface, monomers (Ag1), dimers (Ag2), trimers (Ag3), tetramers (Ag4), pentamers
(Ag5), and a compact silver assembly (Agn) with n = 10 show the same trend of
the undercoordination-induced polarization [20].

Fig. 13.2 STM/S profiles a of an Au nanowire and b the line scans crossing the wire at the top,
middle, and bottom sites of different widths, and c the dI/dV spectra recorded at the respective
locations demonstrate the width effect on the polarization of the occupied LDOS (reprinted with
permission from [14])
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13.1.1.2 Rh and W

The zone-selective XPS (ZPS) technique is able to distill the coordination-resolved
electronic binding energy of adatoms or at sites surrounding defects, surfaces,
interfaces, and solid skin with and without adsorption [21]. The ZPS is obtained by
subtracting from the XPS profiles collected from the conditioned surfaces the
referential XPS spectrum collected from the ideally perfect surface of the same
substance. Before subtraction, all spectral peaks are background corrected and

-8 -6 -4 -2 0 2

E-E
F
 (eV)

 MD13
 MD49
 MD75

 CO13
 CO55
 CO147

Fig. 13.3 Size-resolved valence LDOS of Au–MD and Au–CO clusters shows that as the
number of atoms is reduced, the LDOS moves up toward EF (positioned at 0) (reprinted with
permission from [15]). The polarization trend agrees with STM/S observations of gold islands of
different sizes [14] and gold monatomic chain [4]. The polarization is most significant of the
lowest coordinated atoms

Fig. 13.4 STM/S profiles of a the undercoordination effect on the polarization of the unoccupied
state of b a Ag monomer, Ag quasi-dimer, and a Ag2 dimer under positive bias [19] with states
c energies at 3.0, 2.7, and 2.4 eV for the unoccupied states. d Normalized STS spectra acquired
from clean Ag(111) surface and Agn (n = 1–5, 10) clusters. The dashed lines indicate the
respective zero of the spectra (reprinted with permission from [20])
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peak area normalized. Figure 13.5 shows the ZPS of undercoordinated W(110) and
Rh(111) vicinal surfaces with different amounts of edge atoms, and Rh(5s1) ad-
atoms on the Rh(001) surface [22] as well as the valence LDOS for the W(320)
surface atoms [23].

All ZPS profiles show respectively a main valley corresponding to the bulk
component. The peak above the valley results from polarization (P) of the otherwise
valence electrons by the densely entrapped electrons (T) in the bonding and core
orbits. The second peak and the second valley at the bottom edge of the bands result
from the joint effects of entrapment and polarization. The locally polarized elec-
trons screen and split the crystal potential and hence split the core band into the P
and the T components, which has no effect on the bulk component. The valence
LDOS of W(320) atoms exhibits apparently the CN-resolved polarization of W
atom at the terrace edge, which is the same to the Au clusters in Fig. 13.3.
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Fig. 13.5 ZPS profiles for a the W(540) (0.16 ML) and the W(320)(0.28 ML) surfaces with respect
to the W(110) surface [24–27], b coordination-resolved valence LDOS of W(320) surface atoms
[28], c Rh(111) vicinal (553) (0.26 ML) and (151,513) (0.07 ML) surfaces [29] and the missing-row
type reconstructed Rh(100) surfaces. The reconstructed Rh(100) surfaces have the same edge
density (0.5 ML) but slightly different atomic CNs [30]. ZPS profiles d of Rh atoms added on
Rh(100) surface in different coverage [22]. Peaks above the bulk valley arise from the valence
charge polarization that screens and splits the crystal potential and hence produces the T and P
components. The valley at the bottom edge of the band represents the coupling effect of T and P
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13.1.2 Entrapment Without Polarization

13.1.2.1 Co and Pt

Low-temperature STM/S profiles of Co nanoislands deposited on Cu(111) surface
in Fig. 13.6 revealed that the occupied states shift downward from -0.3 to -

0.4 eV as the island size is decreased from 22.5 to 4.5 nm. Inset shows that the
lattice constant of Co islands contracts by 6 % from the bulk value of 0.251 to
0.236 nm at edges [31]. The presence of the entrapment and the absence of
polarization of Co islands indicate that Co (3d74s2) atom lacks the unpaired
valence electrons for being polarized. These results show the quantum entrapment
without polarization.

Figure 13.7 shows the ZPS profiles of Pt atoms on the Pt(111) surface and the
hexagonally reconstructed Pt(001) surface with vacancy edges [33]. Only the
entrapped state presents without polarization. The valley at 70.5 eV corresponds to
the bulk. The slight difference in the T peak between the adatoms (71.0 eV) and
the vacancy edges (70.7 eV) indicates that Pt adatoms have effective CNs that are
smaller than the vacancy edge atoms. The absence of polarization results from the
lacking of the unpaired 5d106s0 electrons of Pt.

Fig. 13.6 Site-resolved Co–
Co bond length and island
size dependence of quantum
entrapment of the valence
states of Co islands [32].
Constant energy of the
unoccupied states at 0.3 eV
indicates absence of
polarization effect.
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13.2 Graphite Monolayer Skin and GNR Edges

13.2.1 Defect and Edge: Entrapment with Polarization

Upon the sp2-orbit hybridization, three sp2 electrons of each carbon atom form r
bonds to its neighboring atoms in a C3v symmetry and the non-bonding unpaired
electron of the carbon develops into the p and p* states at the corner of the
Brillouin zone. The unrolled SWCNTs or called graphene nanoribbons (GNRs)
[34] with open edges with two-coordinated carbon atoms. There are typically two
types of GNRs classified by the shapes of edges. One is the armchair-edged AGNR
with larger bandgap and semiconductive nature, and the other is the zigzag-edged
ZGNR possessing the localized edge states with energy being at the Fermi level or
above with more metallic feature. The EG is roughly proportional to the inverse
width of the GNRs. Atomic distances along the edges are different. For the AGNR
edge, atomic separation is alternatively d and 2d; for the ZGNR, it is H3d
identically.

Electrons of GNR are usually delocalized and dominate the electrical con-
ductivity and the low-temperature thermal conductivity. However, near the edge of
surface, these electrons are strongly localized and polarized by the deeply trapped
bonding electrons, see Fig. 13.8a [35]. When the STM tip moves from the GNR
interior toward the edge, the polarization becomes more pronounced and the Dirac
peak moves nearer to EF. As the vehicle of topological insulator, the edge Dirac
states give rise to many unusual phenomena such as the unconventional magnetism
that enables the carbon-only ferromagnetism, spin glass state, half-integer quan-
tum Hall effect [36–39], ultrahigh electric and thermal mobility [40, 41], extremely
low effective mass, and a group velocity of 1/300 times that of the light traveling
in vacuum. However, the AGNR edge shows no polarization because the p-like

69.0 69.5 70.0 70.5 71.0 71.5 72.0
-0.4

-0.3

-0.2

-0.1

0.0

0.1

70.0 70.5 71.0 71.5
-0.4

-0.2

0.0

0.2

0.4

0.6
HEX-(100)

0.09ML

0.14ML

0.19ML

Δ
I

BE(eV)

Pt (5d106s0) 4f 
7/2

T

B

Fig. 13.7 ZPS of Pt(5d106s0)
adatoms (coverage in ML)
revealed the entrapment
without polarization
(reprinted with permission
from [22]). Valley B at 70. 5
eV corresponds to the bulk
component. Inset is the ZPS
for the hexagonally
reconstructed Pt(001) surface
with denser edges [33]. The
peak centered at 71.0 eV
arises from the adatom-
induced entrapment
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bond formation between the nearest C atoms along the edge annihilates the dan-
gling-bond electrons. Only a slight difference in separation between atoms lined
along the AGNR and the ZGNR edges means a lot. One is semiconductor like and
the other metallic like.

Atomic vacancy generated by Ar+ spraying at a graphite surface [42] shares the
same LODS features to that of the edge of ZGNR [43], as shown in Fig. 13.8: high
STM protrusion and Dirac resonant peak at zero bias. The mobility of the vacancy
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Fig. 13.8 STM/S profiles of a GNR with different edges (reprinted with permission from [44]),
b graphite surface with and without vacancy defect (reprinted with permission from [45]), c the
polarization of the z-edge and vacancy, and d the C1s ZPS profiles of the monolayer skin and the
point defect of graphite (0001) surface. High protrusions and resonant states at EF are the
polarized dangling-r-bond electrons. Armchair edge, graphite surface, and GNR interior show no
signatures of polarization. C1s ZPS profiles indicate screening and splitting of the crystal
potential by the defect dipoles create the TS (surface, z * 3.1), TD (defect, z * 2.2 * 2.4)
entrapped components and the P states. The valley of the skin profile corresponds to the bulk
component of graphite (z = 5.335). Defects were generated with 9 9 1014 cm-2 dosed Ar+

spray, and the skin ZPS is the difference between spectra collected at 75� and 25�
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states is lower than the edge states. No such features can be resolved from graphite
surface or from the GNR interior. Only one neighbor short makes a great differ-
ence between the defect and the surface in the electronic configuration. The ZPS
profiles indicate indeed that the surface bonds are shorter and stronger than the
bonds in the bulk; the bonds nearby defects are even shorter and stronger.

13.2.2 Monolayer Skin: Entrapment Without Polarization

Figure 13.8d compares the ZPS profiles of the monolayer skin and the vacancy
defect of graphite. The skin ZPS shows only one entrapment without polarization,
which is the same to the ZPS of Pt adatoms. However, the defect ZPS shows an
entrapment peak that is even lower in energy and an additional polarization peak,
which is similar to the Rh adatoms and W edges. A combination of the STM/S and
the ZPS profiles provides a comprehensive picture on what has happened to the
monolayer skin and the point defect of graphite, and the GNR edges:

1. Bonds between undercoordinated C atoms are shorter and stronger than that
inside the bulk graphite.

2. Bonds at edges of defects of GNR are even shorter and stronger because of one
more neighbor loss.

3. The edge dangling-r-bond electrons in the vacant and ZGNR edge are polar-
ized by electrons that are densely entrapped in the core and bonding orbits,
which create the high STM protrusions and the resonant Dirac–Fermi states at
EF.

4. The polarons screen and split the local interatomic potential, resulting in the
entrapped T and the polarized P states in the C1s band.

5. Because of the alternative d and 2d distances along the AGNR edge and the
reconstructed-ZGNR edge, quasi-p-bond forms between the dangling-bond
electrons and therefore no polarization happens at AGNR edges that perform
like semiconductor.

13.2.3 CN-Resolved Bond Energy

Using an aberration corrected TEM, Girit et al. [46] uncovered that the minimal
energy (7.5 eV/bond) required for breaking a 2-coordinated carbon atom near a
vacancy is 32 % higher than that (5.67 eV/bond) required for breaking a 3-coor-
dinated carbon atom in graphene interior. This finding is in line with the BOLS
prediction that the broken bonds shorten and strengthen the neighboring bonds.
Intensive XPS and Raman analyses and numerical calculations confirmed the
BOLS prediction on the C–C bond attributes in different situations, see Table 13.1
[47–50].
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13.2.4 DFT-TB Derivatives: Dirac–Fermi Polarons

Figure 13.9 shows the BOLS-TB (tight binding)-derived LDOS of edge-hydro-
genated AGNR with an atomic vacancy. The vacancy creates a sharp resonant
peak at EF as demonstrated by graphite surface vacancy [45]. Arrows indicate that
the separation between the bonding and the antibonding bands of the pz electrons
increases in magnitude once one moves from the inner to the edge and then to the
vacancy site of the AGNR. Therefore, the extents of entrapment and polarization
increase with the reduction in atomic z. This coordination trend of quantum
entrapment is in accordance with the ZPS C1s energy shift [47]. The polarization
of the unpaired non-bonding electrons by the densely entrapped bonding electrons
results in the Dirac–Fermi polarons.

13.3 Summary

All undercoordinated systems demonstrate the electronic feature of global quan-
tum entrapment and the subjective polarization. Undercoordinated atoms of Au,
Ag, Rh, and W show both entrapment and polarization, while the undercoordi-
nated Co and Pt atoms show only entrapment. One neighbor short makes the C
atom at the defect site and the ZGNR edge to be completely different from that in
the flat graphite surface and in the GNR interior and AGNR edge.

The ZPS bridges the STM/S and the XPS to clarify the physical origin of the
end and edge states in various bands at the atomic scale. The physical picture for
undercoordinated atoms is that the broken bond induces local strain and bond
energy gain with an association of densification and entrapment of the core charge
and energy; the densely and deeply trapped charge polarizes in turn the otherwise
conducting electrons, leading to the STM/S-mapped protrusions and the Dirac
resonant EF states. The polarization of the non-bonding electrons will screen
partially in turn and split the crystal potential, giving rise to the P states in the core

Table 13.1 The length dz and energy Ez of C–C bond and the electronic binding energy of the
C1s band Ez of z-coordinated carbon atoms

z Cz dz (nm) Ez (eV) C1s (eV) P (eV)

Atom 0 – – – 282.57
GNR edge 2.00 0.70 0.107 1.548 285.89
Graphite 2.20 0.73 0.112 1.383 285.54 283.85
Vacancy 2.40 0.76 0.116 1.262 285.28
GNR interior 3.00 0.81 0.125 1.039 284.80
Graphite surface 3.10 0.82 0.127 1.014 284.75
Graphite 5.335 0.92 0.142 0.757 284.20
Diamond 12.00 1.00 0.154 0.615 283.89

Cz = dz/0.154 is the bond contraction coefficient (reprinted with permission from [51])
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bands. This procedure holds general for undercoordinated systems with non-
bonding electrons such as the otherwise conduction electrons in the unpaired
valence electrons of Ag(5s1), Au(6s1), Rh(5s1), etc. Situation reverses if the non-
bonding electrons are absent such as Co(3d74s2) and Pt(6d105s0). Anomalous states
also exist such as W(5d46s2) because of the mixed bands of valance charge of the
higher quantum numbers.
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Chapter 14
Thermal Stability: Atomic Cohesive
Energy

• Critical temperature for phase transition depends on the atomic cohesive energy
that is the product of bond number and bond energy.

• The skin of a solid generally melts prior to the bulk (supercooling) and some
interfaces melt at temperatures higher than the bulk melting point
(superheating).

• Group IIIa and IVa atomic clusters show superheating because of the bond
nature evolution.

• A dual-shell model describes the TC for ferromagnetic, ferroelectric, and
superconductive phase transitions because of the involvement of both the long-
and the short-range interactions.

• Activation energy for diffusion and epitaxial growth is proportional to the
atomic cohesive energy; growing temperature controls the crystal size and
associated properties.

14.1 Cohesive Energy

14.1.1 Definition

The cohesive energy of a solid (Ecoh) is an important quantity used to accounting
for the binding strength of a crystal. The Ecoh is equal to the energy dividing the
entire crystal into the individually isolated atoms by breaking all bonds involved.
The Ecoh is given as: Ecoh(N) = NEB = NzbEb, if no atomic CN imperfection is
considered. The cohesive energy for an atom in the bulk, or atomic coherency, EB,
is the sum of the bond energy Eb over all its atomic CN, EB = zbEb, for a specific
atom in the bulk, EBz = zEz is the cohesive energy for an atom with z neighbors.

The heat required for releasing an atom from a solid is the right atomic cohesive
energy. Phase transition by loosening the atom requires energy that is a fraction of
the EB. The atomic EB varies with, not only the atomic CN, but also the CN
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reduction induced bond strength gain. The under-coordinated surface atoms will be
generally less thermally stable than those inside the core interior, unless the
strength gain of the remaining bonds overcomes the effect of coordination
reduction, EBz [ EB. For large bulk materials, effects of surface CN imperfection
is negligible but, for small particles, surface effects become dominant because of
the appreciably large fraction of such under-coordinated atoms at the surface.

The mean value of the EBz is responsible for the fall (undercooling) or rise
(overheating) of the Tm of a surface and a nanosolid. The EBz is also responsible
for other thermally activated behavior such as phase transition, catalytic reactivity,
crystal structural stability, alloy formation (segregation and diffusion), and sta-
bility of electrically charged particles (Coulomb explosion), as well as the crystal
growth and atomic diffusion, atomic gliding displacement that determine the
ductility of nanosolids.

14.1.2 Known Mechanisms

14.1.2.1 Surface Area Difference

One approach to determine the Ecoh of a nanosolid is to consider the difference
between the surface area of the entire particle and the overall surface area of all the
constituent atoms being isolated one from another [1]. For a spherical dot with
R radius and N atoms of diameter d0, the Ecoh equals to the energy required to
generate the area difference, DS, between the isolated N atoms and the nanodot
without changing the volume:

N4p d0=2ð Þ3=3 ¼ 4p Rð Þ3=3 ðvolume-conservationÞ
DS ¼ p Nd2

0 � 2Rð Þ2
h i

ðSurface-area-differenceÞ

(

Letting the surface energy per unit area at 0 K be c0, and then the overall
Ecoh(N) is,

Ecoh Kð Þ ¼ c0DS ¼ pNd2
0c0 1� N�1=3
� �

¼ Ecoh 1ð Þ 1� a=Kð Þ

�

Ecohð1Þ ¼ pNd2
0c0 is the cohesive energy of the N atoms without the effect of

atomic CN imperfection. The factor a varies with the shape and dimensionality of
the solid. For a cube, the factor is 9/4 [1]; for a spherical dot, it is 1/2.

Considering situations of both the isolated and the embedded nanosolids with
involvement of the interface and surface contributions [2]:

EB;s ¼ EB þ 3b EB=2þ kEm=2ð Þ½ �=4
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yields the mean atomic cohesive energy,

EB Kð Þ ¼ EB þ c0 EB;S � EB

� �

¼ EB þ 3c0 kbEm � 2� bð ÞEB½ �=8

where b is the ratio of the interface area to the entire surface area, k denotes the
degree of cohesion between the nanocrystal and the matrix with atomic cohesive
energy EB. For a nanocrystal wholly embedded in the matrix, b = 1 and k = 1; for
an isolated crystal, b = 0 and k = 0 [3].

14.1.2.2 Atomic CN Difference

By considering the effect of surface CN imperfection, Tomanek et al. [4] derived
the EB for an individual atom denoted i:

EB;i ¼ zi=zbð Þ1=2EB 1ð Þ þ ER

ER representing the repulsive interaction is negligible at equilibrium. The mean
EB in a nanosolid is obtainable by summing all bonds over all the N atoms:

EB Nð Þh i ¼
X

hi;Ni
zið Þ1=2Ei

.
N

A theory established based on the framework of the latent heat and the size-
dependent cohesive energy agrees with experimental data results of W and Mo
nanosolids [5].

14.1.3 BOLS Formulation

The BOLS notation considers variation of atomic Ecoh from atoms in the skin only.
Using the same spherical dot containing N atoms with Ni atoms in the ith surface
shell, the average Ecoh Nð Þh i, or EB Nð Þh i is,

Ecoh Nð Þh i ¼ NzbEb þ
X

i� 3

Ni ziEi � zbEbð Þ

¼ NEB 1ð Þ þ
X

i� 3

NizbEb zibEib � 1ð Þ

¼ Ecoh 1ð Þ 1þ
X

i� 3

ci zibC�m
i � 1

� �
" #

¼ Ecoh 1ð Þ 1þ DBð Þ
or; EB Nð Þh i ¼ EB 1ð Þ 1þ DBð Þ

ð14:1Þ
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where Ecoh(?) = NzbEb represents the ideal situation without CN imperfection.
The zib = zi/zb is the normalized CN and Eib = Ei/Eb % Ci

-m is the binding
energy per coordinate of a surface atom normalized by the bulk value. For a free
surface, DB \ 0; for an intermixed interface, DB may vary depending on the
interfacial bond energy.

The following scaling relationships formulate the size dependence of EB,

DEBðKÞ
EB 1ð Þ

¼

P
i� 3 ci zibc�m

i � 1
� �

¼ DB ðBOLSÞ
P

i� 3 c0i zibð Þ1=2�1
h i

¼ D0B ðCN-lossÞ
�a=K ¼ dB ðArea-differenceÞ

8
><

>:
ð14:2Þ

where ci * sCi/K and c0i * si/K are the surface-to-volume ratio in the corre-
sponding formulations. Figure 14.1 shows the match between these notations and
measurements of the size-dependent EB Kð Þh i of Mo and W nanosolids [6]. From a
numerical viewpoint, one could hardly tell which model is preferred to others
though physical indications of the compared models are different.

14.1.4 Atomic Vacancy Formation

As an element of structural defects, atomic vacancies, or point defects are very
important in materials and have remarkable effect on the physical properties of a
material such as electrical resistance, heat capacity, and mechanical strength. A
vacancy formation is associated with local strain, densification, quantum entrap-
ment, and polarization.

Atomic vacancy formation needs energy to break all the bonds of the specific atom
to its surroundings, which is the same to the atomic EB though structure deformation
or relaxation is involved upon vacancy formation. However, the structural defor-
mation or relaxation costs no additionally external energy. Vacancy volume should
be greater than the atomic size because of the atomic CN imperfection induced
contraction of bonds surrounding the vacancy. The measured EB is subject to
accuracy. For instance, the EB of a Mo atom varies from 2.24 to 3.30 eV [8].
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Fig. 14.1 Comparison of the
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size-dependent EB of Mo and
W nanosolids [6]. Numerical
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Theoretical efforts can predict the EB of limited numbers of metals and alloys, but the
theories are rather complicated [9].

14.1.4.1 Brook’s Convention

Brooks [10] assumed the crystal is isotropic and considered the formation of a
vacancy as an equivalent to creating new surface, equal to the area of one unit cell,
being approximately the spherical surface of the atomic volume. He also assumed
that the surface tension of the hole would shrink the vacancy size by distorting the
rest of the crystal elastically. Then, the EB for atomic vacancy formation inside a
bulk solid equals the minimum of the sum of the increased surface energy and
distortion energy,

EB ¼ pd3
0c0G c0 þ Gd0ð Þ�1

G is the shear modulus and c0 the surface energy per unit area surrounding the
vacancy. Introducing the size effect to the d0, G, and c0, the relative change in the
mean EB in a nanoparticle becomes,

Ep � EB

EB

¼
d3

p

d3
0

Gd0 þ c0

Gdp þ c0

� ffi
� 1

where Ep and dp are the corresponding vacancy formation energy and mean atomic
diameter in the nanosolid.

An extension of Brook’s approach to nanostructures assumed that the G and the
c0 of a nanosolid remain the bulk values [11]. The key factor influencing the Ep of
a spherical dot of diameter D is the size-dependent atom size. Assuming that a
small shrink of eD (e � 1) results from the hole volume contraction, the surface
energy variation Dc, and the strain-dependent elastic energy f of the particle
become,

Dc ¼ pD2 1� eð Þ2�1
h i

c0

f ¼ pGD3e2 ð14:3Þ

At equilibrium, the total energy F, or the sum of Dc and f, is minimal, that is,
dF/de = 0, and then, the strain of the particle becomes

e ¼ 1þ G=c0ð ÞD½ ��1

The average size dp of an atom shrinks due to the presence of G and c0,
dp ¼ d0 1� eð Þ:
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14.1.4.2 BOLS Formulation

The following compares Brook’s approximation and the BOLS correlation on the
bond strain of a nanosolid:

Ddp

d0
¼

� 1þ G=c0ð ÞD½ ��1ffi �Kdc= K þ Kdcð Þ ðBrookÞP

i� 3
ci Ci � 1ð Þ ¼ Dd BOLSð Þ

(

where Kdc = c0/(2d0G) is the critical value and K remains its usual meaning of
dimensionless form of size. Further simplification of Eq. (14.3) leads to the atomic
vacancy formation energy in a nanometric system as given in comparison with the
BOLS derivative:

DEB Kð Þ
EB 1ð Þ

¼
� 1þ K=að Þ�1ffi �KEc= KEc þ Kð ÞP

i� 3
ci zibC�m

i � 1
� �

¼ DB

(

ð14:4Þ

where a ¼ 2gd0 þ 3ð Þ
�

2d0 g2d0 þ gð Þ½ � (*10-1 level) and g = G/c0 *10 nm-1.
KEc = a/(2d0) is the critical value of K. For Pd and Au nanosolids, the critical KEc

and Edc values are calculated based on the given G and c0 bulk values, as listed in
Table 14.1.

Figure 14.2 compares the predictions of the two models. At the lower end of the
size limit (K = 1.5), the particle diameter contracts by 40 % associated with 12 %
reduction in the EB according to Brook’s convention [11]. In comparison, the

Table 14.1 Shear modulus, surface energy and the calculated a values for Pd and Au

G (1010 N/m2) [12] c0 (J/m2) [13] a/nm KEc/Kdc

Pd 4.36 2.10 0.104 0.1894/0.8770
Au 2.60 1.55 0.119 0.2066/1.035

0 5 10 15 20

-40

-30

-20

-10

0

(a)

B
o

n
d

 c
o

n
tr

ac
ti

o
n

 (
%

)

K

 Brook's exten-Pd
 Brook's exten-Au
 BOLS

0 10 20 30 40 50

-40

-30

-20

-10

0

(b)

V
ac

an
cy

 f
o

rm
at

io
n

 E
 (

%
)

K

 Brook's Exten-Pd
 Brook's Exten-Au
 BOLS

Fig. 14.2 Comparison of a the bond (particle size) contraction and b atomic vacation-formation
energy derived from the BOLS premise and from Brook’s approach for Pd and Au nanosolids
(Reprinted with permission from [7])
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BOLS correlation predicts a 25 % bond contraction and 70 % lower of the EB for
the smallest size. The approximation based on Brook’s relation overestimates the
bond contraction and underestimates the EB suppression because of the assumption
of size-independent G and c0. Actually, the atomic vacancy should expand instead
as the remaining bonds of the surrounding atoms contract. The strain of the entire
nanoparticle arises from surface bond contraction and has little to do with the
atomic void inside. One may note that EB varies from site to site due to the
difference of atomic CN environment at various locations of the solid.

14.2 Liquid–Solid Phase Transition

14.2.1 Undercooling: Skin Pre-Melting

Undercooling and overheating are the mostly attended activities of materials at the
nanoscale. In many cases, surface liquidation and evaporation often occur at
temperatures lower than the corresponding bulk values [14–16]. Likewise, liquid
surface freezes at lower temperatures [17]. For substrate-supported nanosolids
with relatively free surfaces, the Tm decreases with particle size (termed as und-
ercooling). In contrast, as per the existing experimental evidence for embedded
nanosolids, the Tm can be lower than the bulk Tm for some matrices. However, the
same nanosolid embedded in some other different matrices may melt at temper-
atures higher than the bulk Tm (overheating). Overheating of 115 K occurs to
Pb(111) films confined in an Al(111) matrix [18]. The Tm suppression for a free
surface corresponds to the reduced degree of confinement and the increased
entropy of the molecules at the surface compared with atoms in the bulk, whereas
the Tm elevation or depression of the embedded nanosolids depends on the
coherency between the nanosolids and the embedding matrix [19, 20].

There is an extensive database describing surface and nanosolid Tm suppression
[21–26]. For instance, a photoelectron emission study [27] confirmed that lithium
(110) surface melting occurs 50 K below the bulk Tm (454 K). A temperature-
resolved XRD analysis revealed that the Tm of nanometer-sized drugs (polymer)
also drops (by 33 and 30 K for 7.5-nm-sized griseofulvin and 11.0-nm-sized
nifedipine, respectively) in a 1/R fashion [28]. STM measurements of a reversible,
temperature-driven structural surface phase transition of Pb/Si(111) nanoislands
indicates that the transition temperature decreases with inverse of domain size and
the phase transition is independent of the processes of cooling or heating [29].

The Tm of a Pd nanowire is lower than the bulk value but higher than that of the
cluster with countable number of atoms proceeding in a surface pre-melting
manner. A quasi-liquid skin grows from the surface radially inward for both cluster
and wire, followed by a breakdown of order in the remaining solid core at the
transition temperature [30].
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The size effect on the nanosolid melting has been modeled in terms of classical
thermodynamics and atomistic MD simulations [31–46]. In general, the size-
dependent Tm(K) follows the empirical scaling relationship:

DTm Kð Þ
Tm 1ð Þ

¼ �KC

K
; ð14:5Þ

where KC is the critical size at which the nanosolid melts completely, or the
Tm(KC) = 0 K. The physics behind the KC is the focus of modeling studies.

14.2.1.1 Classical Thermodynamics

Classical thermodynamics based on the surface Laplace and the Gibbs–Duhem
equations [43] have derived that KC obeys the following relations [41, 44]:

KC ¼
�2

Hm 1ð Þ
�

rsv � rlv qs=qlð Þ2=3; HGMð Þ
rsl 1� K0=Kð Þ�1þrlv 1� qs=qlð Þ; LSMð Þ

rsl; 3 rsv � rlvqs=qlð Þ=2½ � LNGð Þ

8
<

:

where Hm is the latent heat of fusion. q is the mass density and r the interfacial
energy. Subscripts s, l, and v represent the phases of solid, liquid, and vapor,
respectively. The critical value of RC (= KCd0) is normally several nanometers.
These expressions correspond to three outstanding mechanisms in terms of clas-
sical thermodynamics:

1. The homogeneous melting and growth (HMG) model [32, 33] considers the
equilibrium between the entire solid and the entire molten particle, which
suggests that the melt proceeds throughout the solid simultaneously. This
model describes well the case of smallest nanoparticle with KC equal to three or
less or otherwise to larger values with void defects being involved.

2. The liquid shell nucleation (LSN) model [34] assumes that a liquid layer of
thickness K0 is in equilibrium at the surface, which indicates that the surface
melts before the core of the solid.

3. The liquid nucleation and growth (LNG) model [37, 38] suggests that melting
starts by the nucleation of a liquid layer at the surface and moves into the solid
as a slow process with a definite activation energy. The LSN and the LNG are
valid to the melting of a flat surface or a larger nanoparticle.

14.2.1.2 Atomistic Models

Models based on atomistic/MD attribute the critical RC to:
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RC ¼
5,230 v0c; v0 ¼ 4pd3

0

�
3

� �
Liquid-dropð Þ

amd0; am � constantð Þ Surf-phononð Þ
R0

1�b
1�R0=R

� 	
; Surf-RSMDð Þ

8
><

>:
ð14:6Þ

The liquid-drop model [47] relates the Tm to the Ecoh of the entire particle of
N atoms. With the involvement of surface, the Ecoh equals the difference between
the volume cohesive energy (NEB) and the surface energy (4pd0

2N2/3c). The mean
cohesive energy per atom with volume v0 in the solid is EB(R) = EB - EB,SN-1/3,
where EB,S = 4pd0

2c is the cohesive energy for an atom at the surface. The relation
between the EB and the EB,S is given empirically as, EB;S ¼ 0:82 EB [48]. Based on
the Lindemann’s criterion of melting, the Tm of the bulk material follows [49],

Tm 1ð Þ ¼ nf 2
e EB

�
3kBZð Þ / EB ð14:7Þ

where n is the exponent of the repulsive part of the interaction potential between
constituent atoms, Z is the valence of the atom, which is different from the atomic
CN (z). The coefficient fe is the thermal expansion magnitude of an atom at Tm. At
Tm, the fe is less than 5 % [50, 51]. The Tm depends simply on the mean atomic
EB Kð Þh i of the solid. Replacing the EB with the size-resolved EB(K), Nanda et al.

[47] derived the liquid-drop model for the Tm(K) based on the relation:

Eb 1ð Þ ¼ g1bTm 1ð Þ þ g2b ð14:8Þ

where the constant g2b represents 1/z-fold of the enthalpy of fusion and atomiza-
tion, which is required for evaporating an atom from the molten state. g1b is the
specific heat per coordinate in the bulk. The g1b and g2b values are tabulated in
Table 14.1 [47]. According to the liquid-drop notation, the critical radius at which
Tm(KC) approaches 0 K is in the range of 0.34 (for Mn) and 1.68 nm (for Ga) [47].

The surface-phonon instability model [40, 52, 53] suggests that the Tm(K) var-
ies with Tm(?) and with the energy for defect formation at the surface. Within the
thermodynamic limit (particle radius larger than 2 nm), the effects of size
reduction and electronic excitation combine [54].

The lattice-vibration instability model [40, 55–59] extends Lindemann’s
vibrational-lattice instability criterion [60]. The melting behavior of a nanosolid is
related to the ratio (b) of the root-mean-square displacement (RMSD, d2) of an
atom at the surface to the RMSD of an atom inside a spherical dot. b is a size-
independent parameter:

b ¼ d2
s Dð Þ

�
d2

b Dð Þ ¼ d2
s 1ð Þ

�
d2

b 1ð Þ

The KC is determined by K0 = s (dimensionality) at which all the constituent
atoms have surface features. This model indicates that if b[ 1, the surface melts
below the bulk Tm, and vice versa. According to the RMSD, a nanosolid of KC = s
radius will melt at 0 K.
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14.2.2 Overheating: Interface Effect

In the case of embedded nanosolids, the coefficient of surface energy will be
replaced by the interfacial energy if surfaces are completely saturated with atoms
of the surrounding matrix. Nanda et al. [47] introduced the ratio as a perturbation
of surface energy between the matrix and the embedded specimen,

DTm Kð Þ
Tm 1ð Þ

¼ �KC

K
1� cMat

c

� ffi

If the surface energy of the matrix cMat [ c, the core nanosolid melts at a
temperature that is higher than its bulk counterpart. This expression matches the
experimental data of Pb particles embedded in an Al matrix but overestimates
the Tm for Indium particles embedded in an Al matrix by some 10–20 K using the
known c and cMat values.

Based on the size-dependent magnitudes of the atomic vibrations, Jiang et al.
[40, 61] extended the Tm(K) model for the overheating, according to which
overheating is possible if the diameter of the matrix atoms is smaller than the
atomic diameter of the embedded nanosolid. Therefore, adjusting the b value in
the RMSD model describes both overheating and undercooling of a nanosolid.
Overheating happens when b\ 1, which means that the matrix confines the
vibration of the interfacial atoms.

However, MD simulations [62] suggest that atoms in the bulk interior of a
freestanding nanosolid melt prior to the surface that melts at relatively higher
temperatures. This prediction seems to be conflicting with existing database but as
discussed shortly for the overheating of the smallest Ge+ and Sn clusters. In
contrast, MD calculations [63] of the melting evolution, atomic diffusion and
vibrational behavior of bcc metal vanadium nanoparticles with diameters around
2–9 nm suggest that the melting proceeds in two stages. A stepwise pre-melting of
the skin of two or three atomic layers happens first and then an abrupt melting of
the entire cluster follows. The heat of fusion of nanoparticles is also inversely
proportional to the nanoparticle size.

The models of LSN, HMG and LNG suit only the cases of Tm suppression
(DTm \ 0) while the liquid-drop and the RMSD models cover both the underco-
oling and the overheating. For particles larger than several nanometers, all the
models worked sufficient well despite the disputable mechanisms.

14.2.3 BOLS Formulation

A Taylor’s series of the binding energy of a pair of atoms can be decomposed as
energies of binding at 0 K, Eb(d0), and the thermal vibration energy, EV(T):
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Etotal r; Tð Þ ¼
X

n

dnu rð Þ
n!drn

� ffi

r¼d0

r � d0ð Þn

¼ u d0ð Þ þ 0þ d2u rð Þ
2!dr2






d0

r � d0ð Þ2þd3u rð Þ
3!dr3






d

r � d0ð Þ3. . .

¼ Eb d0ð Þ þ
k

2
r � d0ð Þ2þ k0

6
r � d0ð Þ3þ ffi ffi ffi

¼ Eb d0ð Þ þ EV Tð Þ ¼
0; Evaporationð Þ

EC; Critical� TCð Þ

�

ð14:9Þ

The term of n = 0 corresponds to the minimal binding energy at T = 0 K,
Eb(d0) \ 0. The term n = 1 is the force [ou rð Þ=orjd0

= 0] at equilibrium and terms
with n C 2 correspond to the thermal vibration energy, EV(T). The TC can be any
critical temperature for event such as liquid–solid, liquid–vapor, or other phase
transition, like magnetic and ferroelectric transitions. By definition, the thermal
vibration energy of a bond is,

EV Tð Þ ¼ d2u rð Þ
2!dr2






d

r � dð Þ2þd3u rð Þ
3!dr3






d

r � dð Þ3. . .

ffi lx2 r � dð Þ2
.

2þ 0½ r � dð Þn [ 2�

	 kv r � dð Þ2
.

2 ¼ g1T

ð14:10Þ

where r - d0 is the magnitude of lattice vibration. l is the reduced mass of a dimer
of concern. The term qv = lx2 is the force constant for lattice vibration with an
angular frequency x.

The physical argument for the BOLS iteration is that, if one wishes to peel off
or loosen an atom in the solid thermally, one must supply sufficient thermal energy
to overcome the cohesion that binds the specific atom to its surrounding neighbors.
The thermal energy required to loosen one bond is the separation of Eb(TC) -

Eb(T), see Sect. 14.2. If the EV(T) is sufficiently large, all the bonds of the specific
atom will break and this atom will leave the solid. At the evaporating point of any
kind of solid, Etotal = 0; at the critical point, Etotal = EC. One may consider step-
by-step the energies required for melting (or dissociating) a bond, an atom, and
then shell-by-shell of a nanosolid of radius lined with K atoms.

The thermal energy required for loosening a bond of an atom in the bulk by
raising the temperature from T to TC equals,

ET ¼ Eb TCð Þ � Eb Tð Þ ¼ g1 TC � Tð Þ / Eb 0ð Þ ð14:11Þ

The energy required for melting the entire atom in a bulk is proportional to the
EB(0), which is a sum of the single bond energy over all the coordinates.

Melting a nanosolid comprising N atoms in a shell-by-shell manner requires
thermal energy that is proportional to the cohesive energy of the entire solid:

14.2 Liquid–Solid Phase Transition 263



Tm Kð Þ / Ecoh Kð Þ ¼ NzbEb þ
X

i� 3

Ni ziEi � zbEbð Þ ð14:12Þ

If the bond nature in the solid is homogenous, the Ecoh may vary from material
to material, but for a specific sample, the fraction of the Ecoh needed for the phase
transition is fixed for a specific process occurring to the specimen [49]. The
relative change in Tm(K) and TC(K) is then:

DTmðKÞ
Tm 1ð Þ

¼ DTCðKÞ
TC 1ð Þ

¼ DEBðKÞ
EB 1ð Þ

¼
X

i� 3

ci zibc�m
i � 1

� �
¼
X

i� 3

ci a� 1ð Þ ¼ DB

ð14:13Þ

The temperature is always the same throughout the specimen in operation
whereas the intrinsic TC,i may vary from site to site if the sample contains atoms
with different CN, such as atoms at the surface, grain boundary, or sites sur-
rounding voids or stacking faults.

This mechanism explains why the latent heat of fusion of a solid has a broad
range of measured values rather than appearing as a sharp peak [41, 64]. For a
solid with numerous randomly distributed defects, the mechanism of random
fluctuation melting [39] could dominate because energies required for breaking
one bond or dissociating an individual atom with different CN are different. This
mechanism also explains the broad temperature range for glass transition of an
amorphous state as the random distribution of atomic CN imperfection in the
amorphous solid. Glass transition happens in a range of temperatures and it is
material processing condition dependent [65].

On the other hand, from a classical thermodynamic point of view, the thermal
energy ET required for the liquid–solid phase transition can be estimated by
integrating the specific heat over the entire solid with and without CN imperfection
from zero to the Tm:

DETðKÞ
ET 1ð Þ

¼
R Tm Kð Þ

0 Cp Kj; Tð ÞdT
R Tm 1ð Þ

0 Cp 1; Tð ÞdT
� 1 ffi DTm Kjð Þ

Tm 1ð Þ
¼ DB ð14:14Þ

with the assumption of CP(K, T) % CP(?, T) % CV(?, T) = constant in the
entire temperature range [66]. It is true in fact that CP(K, T) = CP(?,
T) = CV(?, T) = constant. The Debye temperature and therefore the specific
heat CP are size and temperature dependent [56, 67]. This effect results in a 3–5 %
deviation of the CP value. Besides, (CP - CV)/CV * 3 % [66]. Compared with
the precision in determining the size and shape of a nanosolid, such errors are
negligible.

Actually, measurements [68–70] revealed that the CP varies insignificantly with
the particle size in the measuring temperature range. Therefore, it is acceptable to
simplify the CP as a constant in the integration. Such simplification may lead to
slight deviation in the integration in Eq. (14.14) from the true value. Nevertheless,
one should particularly note that the deviation of the integration from true value
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only affects the precision of the m value or the effective zib, and it does not change
the nature of the phenomenon.

14.2.4 Verification: Liquidation and Evaporation

Equation (14.13) indicates that the size-dependent DTm(K)/Tm(?) originates from
the relative change in the EB,i of a surface atom to the bulk value. The DTm(K)/
Tm(?) follows the scaling law given in Sect. 14.2. Figure 14.3 compares pre-
dictions using parameters given in Table 14.2 with the measured size-dependent
melting behavior of metals, semiconductors, inert gases, and methyl chloride
polymer (m-Cl), as well as embedded systems showing overheating effects. The
size-dependent evaporating temperatures (Teva) of Ag and CdS nanosolids also
follow the trend of prediction.

The matching between BOLS prediction and measurements provides additional
information about the mode of epitaxial crystal growth and the bonding status
between the nanosolid and the substrate. Results show that Al nanosolids grown on
a SiN substrate are more plate-like (s = 1) throughout the measured size but Sn on
SiN and Au on C are more spherical-like (s = 3) at particle sizes smaller than
10 nm. The melting profiles show that at the smaller size range, Au/W interface
promotes more significantly the melting of Au (undercooling) than the Au/C
interface. The silica matrix causes a slight overheating of the embedded Au solid
compared with the curves for Au on the other two substrates. The deviation from
theory and experiment also provides information about the difference in interfacial
energy between the particles and the substrates.

The BOLS premise indicates that the overheating of In/Al (Tm,In/Tm,Al = 530/
932), Pb/Al (600/932), Pb/Zn (600/692), and Ag/Ni (1235/1726) [71] results from
the interfacial bond strengthening. An atom performs differently at a free surface
from this atom at the interface. Although the coordination ratio at the interfaces
suffers little change (zib * 1), formation of the interfacial compound or alloy
alters the nature of the interatomic bond that should be different in strength. In this
case, one may replace the zibCi

-m with a parameter a to describe the interfacial
bond enhancement, as indicated in panel (g).

Numerical fitting turns out the a value of 1.8, which indicates that an interfacial
bond is 80 % stronger than the bond in the parent bulk. If one considers the bond
contraction, 0.90 * 0.92 [72], as the As and Bi impurities in CdTe compound, the
m value is around 5.5–7.0. The high m value indicates that bond nature indeed
evolves from a compound with m around four to a value of more covalent nature.
Therefore, the deformed and shortened interfacial bond is much stronger. This
finding means that electrons at an interface are deeply entrapped and densified.
Therefore, it is understandable that twins of nanograins [73] and the multilayered
structures [74] are stronger and thermally more stable.

It is anticipated therefore that a thin insulating layer could form in a hetero-
junction interface because of the interfacial bond nature alteration and the charge

14.2 Liquid–Solid Phase Transition 265



0 20 40 60 80 100
-40

-30

-20

-10

0

T m
ch

an
g

e 
(%

)

K

 Plate, m = 1) 
 Dot,   m = 1
 Al-01   Sn-01
 Al-02   Sn-02

0 20 40 60 80 100 120 140
-40

-30

-20

-10

0

T m
 c

h
an

g
e 

(%
)

K

 Plate, m = 1
 Dot,    m = 1
 In-01  In-02
 In-03 (in silica)
 In-04 (in Vycor glass)
 Pb-01  Pb-02

0 10 20 30 40
-80

-60

-40

-20

0

T m
 c

h
an

g
e 

(%
)

K

 Plate, m = 1
 Dot,    m = 1
 Au/SiO

2
 Au/C 

 Au/W      Ag

0 10 20 30
-80

-60

-40

-20

0

T m
 c

h
an

g
e 

(%
)

K

 Plate,    m = 4.88
 Dot,      m = 4.88 
 Plate,    m = 1  
 Dot,      m = 1    
 Si-01  Si-02
 Ge-01 Ge-02
 Ge-03

0 10 20 30 40 50
-50

-40

-30

-20

-10

0

T m
 c

h
an

g
e 

(%
)

K

 Plate, m = 1
 Dot,   m = 1
 CdS    Bi-01
 Bi-02  Bi-03
 Bi-04  Bi-05

0 10 20 30 40 50
-50

-40

-30

-20

-10

0

T m
 c

h
an

g
e 

(%
)

K

 Plate, m = 4.88
 Dot,   m = 4.88   
 Kr  O
 Ne  m-Cl

0 10 20 30 40 50
-50

-40

-30

-20

-10

0

(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

T m
 s

u
p

p
re

ss
io

n
 (

%
)

K

 Plate, m = 1
 Dot,   m = 1
 CdS
 Bi-01
 Bi-02
 Bi-03
 Bi-04
 Bi-05

0 10 20 30 40 50
-50

-40

-30

-20

-10

0

T m
 s

u
p

p
re

ss
io

n
 (

%
)

K

 Dot,   m = 4.88
 Plate, m = 4.88
 Kr
 O
 Ne
 m-Cl

0 20 40 60 80 100 120

0

10

20

T m
ch

an
g

e 
(%

)

K

 Dot    (α = 1.8)
 Plate ( α = 1.8)
 In/Al-01   In/Al-02
 Pb/Al-01  Pb/Al-02
 Pb/Al-03  Pb/Al-04
 Pb/Zn

10 20 30 40 50 60 70
-20

-15

-10

-5

0

T va
p c

h
an

g
e 

(%
)

K

 Ag-01  Ag-02
 PbS
 Plate m = 1
 dot

Fig. 14.3 Agreement between predictions (solid lines) and experimental observations of the
size-and-shape dependence of the Tm suppression of a Sn and Al on Si3N4 substrate [66, 70], b In
and Pd, c Au on C [33], W [32] and embedded in Silica [78], d Ge and Si, e Bi and CdS, f Kr, Ne
and O, and m-Cl, g overheating of embedded In and Pb, h Teva of Ag and PbS nanosolids [79].
Parameters and references are given in Table 14.2 (Reprinted with permission from [7])
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trapping effect. This anticipation explains the high interfacial stress (rP) of junc-
tion dislocations in aluminum [75] and provides new insight into the deformation
of ultrafine-grained metals. The interface bond strengthening also explains the fact
that a monolayer GaAs coating on a Ge(110) surface could raise the Tm (1211 K)

Table 14.2 Parameters used in calculations presented in Fig. 14.3

Medium Tm(?) Tm intercept Data sources (Ref.)

Al-01 (on SiN) 933.25 [69]
Al-02 [80]
Sn-01 (on SiN) 505.06 [81]
Sn-02 [82]
Au/C 1337.33 [33]
Au/SiO2 [78]
Au/W 947 [32]
Ag 1,234
In-01 429.76 438.9 [24]
In-02 433 [82]
In-03 443 [83]
Pb-01 600.6 632.6 [84]
Pb-02 600.6 607 [24]
Si-01 1,685 1,510 [85]
Si-02 [86]
Ge-01 (beginning) 930 910 [87]
Ge-02 (ending) – 1023.3
Ge-03 (recrystallization) 1260.8
CdS 1,678 1,346 [14]
Bi-01 544.52 [24]
Bi-02 618.9 [82]
Bi-03 559.9 [88]
Bi-04 587.6 [89]
Bi-05 557.8 [90]
Kr 116 109.2 [91]
O 54.4 [92]
Ne 24.6 [85]
Methyl chloride (m-Cl) 175.6 [91]
In/Al-01 429.76 433 [93]
In/Al-02 429.76 423.8 [82]
Pb/Al-01 933.25 613.2 [19]
Pb/Al-02 [94]
Pb/Al-03 [95]
Pb/Al-04 [96]
Pb/Zn 692.73 [92]

Tm is the intercept of least-root-mean-square linearization of the experimental data that calibrate
the measurements. Atomic sizes are referred to Appendix A2
For metals, m = 1. For embedded system, the zibCi

-m is replaced with a constant a that describes
the bond strength enhancement due to the alloying at the interfaces
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with an association of a dramatic drop of the diffusion coefficient of the Ge atoms.
In contrast, a Ge monolayer coating on a GaAs(110) surface lowers the Tm of
GaAs (1,540 K) by 300 K. Therefore, overheating is subject to the configuration
of the hetero-junction interface and their respective Tm(?) as well.

The Tm of Si and CdS nanosolids appeared to be lower than the expected values
with m = 4.88 for Si. The reason of the deviation could be the definition of
melting temperature that may refer to temperature of coalescence or complete
melting. For instance, MD calculations revealed that [76] coalescence occurs at
temperatures lower than the cluster Tm, and that the temperature difference
between coalescence and melting increases with cluster size reduction. In the
normalization of the scaling relation, the coalescence temperature is lower than the
Tm and the coalescence T drops faster than Tm with solid size. The size-dependent
Tm of Kr, Ne, and O solids follow the curve of m = 4.88 as well, despite the
accuracy of measurement. The In particle encapsulated in silica exhibits over-
heating while the In embedded in Vycor glass shows no overheating effect. From
the RMSD instability point of view, the interfacial binding constrains the RMSD of
the interfacial atom to be smaller than that of a bulk atom [40].

Equation (14.13) indicates that the quantity a ¼ zi=zbC�m
i dictates the process

of overheating (a[ 1, Tm elevation for chemically capped nanosolids) or und-
ercooling (a\ 1, Tm suppression of freestanding nanosolids). For a capped
nanosolid, zi/zb * 1, the a represents the interfacial bond strength. For a free-
standing nanosolid, there are two possibilities for a[ 1. One is that the
m increases as zi is reduced and the other is that the Ci is much lower than the
prediction [77].

14.2.5 Tm Oscillation

14.2.5.1 Observations

The hardness of a bulk material is proportional to its Tm. However, the skin of a
solid is generally harder, but the melts more easily than the core interior. XRD in
ultrahigh vacuum [44] reveals that the Tm of Pb nanosolids drops with crystallite
size, which follows the liquid-skin melting mechanism. Such melting behavior is
demonstrated via the reversible growth of a 0.5-nm (2 atomic diameters)-thick
liquid skin on 50-nm-sized crystallites.

It is surprising, however, that a freestanding nanosolid at the lower end of the
size limit, or clusters containing 10–50 atoms of Ga+ or IV-A elements, melts at
temperatures that are 10–100 % or even higher than the bulk Tm(?) [29, 97–100].
For example, Gaþ39�40 clusters melt at about 550 K, while a Gaþ17 cluster does not
melt even up to 700 K compared with the Tm(?) of 303 K [97]. Small Sn clusters
with 10–30 atoms melt at least 50 K above the Tm(?) of 505 K [22]. Numerical
optimizations suggest that Gaþ13 and Gaþ17 clusters melt at 1,400 and 650 K [98]
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and Snn (n = 6, 7, 10 and 13) clusters melt at 1,300, 2,100, 2,000, and 1,900 K,
respectively [100]. For a Sn10 cluster, the structural transition happens at 500 and
1,500 K and the structural transition of a Sn20 cluster occurs at 500 and 1,200 K
[101]. The Snþ10 and Snþ11 clusters survive up to 1,073 K while Sn clusters con-
taining n [ 19 and n \ 8 atoms are less thermally stable as melting occurs at
773 K or below [102]. Sn19 can remain solid up to 673 K while Sn20 melts below
673 K.

Calculations [99] suggested that the IV-A elements, Cn, Sin, Gen, and Snn

(n * 13) clusters melt at temperatures higher than their Tm(?). The measured Tm

for Bi particles of 7 nm in radius was similar, being up to 50 K above the value
predicted by the homogeneous melting model [103]. The C13 cluster prefers a
monocyclic ring or a tadpole structure, which is most probable to appear in the
simulated annealing when the temperature is between 3,000 and 3,500 K.
Numerical calculations, suggested that at the smallest sizes, carbon atoms tend to
form tubes or fullerene rather than tetrahedron diamond. Although the Tm may be
overestimated to some extent for the smallest clusters [100], the calculated Tm

elevation follows the trend of measurement.
The Tm elevation of the smallest Ga and Sn nanosolid corresponded either to

the bond nature alteration from covalent-metallic to pure covalent with slight bond
contraction [98, 104], or to the significant geometrical reconstruction as Ge, Si,
and Sn clusters are found to be stacks of stable tricapped trigonal prism units
[105].

14.2.5.2 BOLS Formulation

The generality of the atomic clusters is the atomic CN that is one or two lower than
the atomic CN at a flat surface, four. As demonstrated in Sect. 14.3, only one CN
loss makes a great difference—the bond is much shorter and stronger than the
bonds at the surface.

The Tm oscillation over the whole range of sizes for Sn and Ga+ clusters can be
formulated by varying the bond nature index m as a function of z. Optimization
leads to the relation that expresses the m value over the range from seven at z = 2
to one at z [ 4:

m zð Þ ¼ 1þ 12= 1þ exp z� 2ð Þ=1:5½ �f g

Figure 14.4 shows that the Tm curves drop generally with size and then bends
up at K [ 3 (Log(K) [ 0.5, or z [ 3) for higher m values. If the Tm rise originates
from the Cz deviation without bond nature change, the bond will contract to
Cz = 0.77 = 0.082. A 92 % bond contraction is impossible. Therefore, the m
value, or the bond nature, must change with CN for these elemental solids. As the
smallest clusters are not spherical in shape, the equivalent size might be subject to
adjustment.
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The m(z) modification matches closely the measurement of Gaþ17, Gaþ39�40,
Sn19–31, and Sn500 clusters, and Sn nanosolids deposited on Si3N4 substrate as well
[64]. Calculations [100] show that the Tm transition for Sn6–13 happens at Sn7.
Results indicate that the nature of the Sn–Sn and the Ga–Ga bond indeed evolves
from metallic covalent to pure covalent as atomic CN reduces to much lower
values, as expected by Chacko et al. [98].

This bond nature evolution also complies with findings that the Al–Al bond for
under-coordinated or distorted Al atoms at grain boundaries [106] and at free
surfaces [107] becomes shorter (*5 %) and stronger with increasing covalent
character [108]. However, bond nature evolution in Alþ49�60 clusters appears not
as significant as occurred in Sn and Ga, as the Tm for Alþ49�63 is 300 K lower than
the Tm(?). The abrupt Tm rise (*180 K) for Alþ51�54, Snþ10�11 and Snþ19�20

clusters [109] may be partly due to the closed shell structures that are highly
thermally stable [110, 111].

Results show that bonding to two neighbors is stronger for an IV-A atom than
bonding with three or more due to the bond nature evolution. This mechanism
explains why a C13 cluster prefers a ring or a tadpole structure with each atom
having two bonds, or tubes, or GNR sheet, or fullerene having three neighbors
rather than the densely packed tetrahedron structure of four neighbors [99]. For the
covalent, Si (m = 4.88) and C (m = 2.56) clusters should also show the Tm ele-
vation (bending up) at K \ 3 with fewer than four neighbors.

The bond nature evolution may be the unique property of the III-A and IV-A
elements with a larger number of electrons as compared to Al (m * 2), Ga
(m = 6–7), C (m = 2.56), Si (m = 4.88), and Sn (m = 6–7).
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Fig. 14.4 Comparison of the predicted Tm ossification with those measured from Gaþ13�17 [91,
97], Snþ10�19 [102], Snþ19�31 [22], Gaþ39�40 [97], Sn500 [112], and Sn nanosolid on Si3N4 substrate
[64]. The Tm deviation of Alþ50�60 clusters [109] from the predictions indicates that the bond
nature alteration of Al is less significant compared to Sn and Ga bonds. Ideal fit is reached with a
function of m(z) = 1 ? 12/[1 ? exp(z - 2)/1.5] to let m transit from 7 at z = 2 to 1 when z [ 4
[113]
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14.2.6 Remarks

The BOLS premise has reconciled the undercooling, overheating, and oscillating
of the Tm over the whole range of sizes of various specimens to the effect of atomic
CN imperfection and bond nature alteration. Atomic CN revised cohesive energy
of the under-coordinated system determines the geometrical reconstruction, sur-
face lattice/phonon instability, and surface energy. Actually, the surface and
interfacial energy, surface stress, the local mass density of liquid and solid are all
functions of atomic separation and bond energy that are subject to the BOLS
correlation.

The Tm suppression is directly related to the atomic CN imperfection and its
effect on the bond strength. The Tm elevation of embedded system is related to the
strengthening of the interfacial bond. The Tm oscillation over the whole range of
size of III-A and IV-A elements results from atomic CN variation and bond nature
evolution.

14.3 Solid Phase Transition

14.3.1 Observations

With reduction in a solid size, the phase stability of the solid becomes lower as
well. The TC of ferromagnetic [114–116], ferroelectric [117–119], and supercon-
ductive [120–122] nanosolids can be modified by adjusting the shape and size of
the nanosolid. The tunable TC will be an advantage for sensors or switches that can
be functioning in a designed temperature range.

14.3.1.1 Ferromagnetic TC

For ferromagnetic nanosolids, such as Fe, Co, and Ni and their alloys or com-
pounds [123–125], the TC reduces with the particle size or with the thickness of the
films [114, 116, 126–133]. The TC of Prussian blue nanowire is also reduced with
respect to the bulk [134] due to the diminution of the average number of nearest
magnetic neighbors and magnetic exchange interaction constants. According to the
scaling theory [135], a spin–spin correlation length (SSCL, or n) limitation model
[136, 137] defines the SSCL as the distance from a point beyond which there is no
further correlation of a physical property associated with that point. Values for a
given property at distances beyond the SSCL are purely random. The SSCL
depends functionally on temperature as n = n0(1 - T/TC)-v, with v being a uni-
versal critical exponent. The SSCL premise indicates that the n is limited by the
film thickness. If the n exceeds the film thickness K, the TC will be lower than the
bulk value. The SSCL mechanism gives rise to the power-law form of TC(K) that
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involves two freely adjustable parameters, k and C (or C0). The k value varies from
unity to 1.59 for the mean-field approximation and the three-dimensional Ising
model, respectively [127, 135, 137]:

DTCðKÞ
TCð1Þ

¼ ðC0KÞ�k ð14:15Þ

An alternative non-continuous form based on the mean-field approximation
covers the thinner scales [138]:

DTC Kð Þ
TC 1ð Þ

¼ � nþ1
2Kj

� 	k
; K [ nð Þ

K�1
2n � 1; K\nð Þ

8
<

:
ð14:16Þ

This relation shows that TC varies linearly with K and approaches to zero at
K = 1 (single atom). If k = 1, there is a discontinuity at K = n.

The TC change in a spherical nanosolid is often related to the counts of surface
bonds [139]. If the number of exchange bonds per unit volume inside the bulk is z,
the number of bonds for the magnetically active surface atom is z/2 or less. The TC

is proportional to the mean number of exchange bonds per unit volume, and then,
the relative change in the TC is:

DTC Kð Þ
TC 1ð Þ

¼ � sDK

2K
ð14:17Þ

where DK is the thickness of the layer with half-depleted exchange bonds. The
quantity DK is an average that characterizes the features of the surface CN-defi-
cient structure of a nanosolid. If DK is independent of the particle radius K, the TC

drops with K and the critical KC at which TC is zero is sDK/2. This relation
characterizes qualitatively the interrelation between the degree of magnetic
structure disorder and the particle size for Fe3O4 spherical dots [140] by setting the
critical thickness DK of half (for larger size) and two (for the smallest size) atomic
sizes.

14.3.1.2 Superconductive TC

Highly dispersed superconducting nanosolids can be coupled due to the proximity
effect when the interparticle spacing is of the order of twice the penetration length
of the superconducting order parameter in the normal phase [141, 142]. The
electronic energy levels of the sample are discrete, with a mean-level spacing of
Kobo gap dK for fine metallic particles [143, 144]: dK = 4EF/3n � 1/V � K-3. As
pointed out by Anderson [145], superconductivity would not be possible when dK

becomes larger than the bulk EG. Thus, the relation between the superconducting
phase transition and the energy-level spacing for spherical granules follows the
relation [146, 147]:
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Ln TC Kjð Þ
�

TC 1ð Þ
� �

¼
X

2
�

2mj þ 1
� �� �

� tanh p=2ð Þ 2mj þ 1
� �

2pkBTC

�
dK

� �� �
� 1

� �

Index mj is the magnetic quantum number. Estimation using this relation yields
a 2.5 nm critical size for the disappearance of superconductivity of Pb nanosolid.
Experiments of Giaver and Zeller [122] on Sn confirmed the existence of a
metastable energy gap only for particles larger than 2.5 nm. However, the TC for
Pb is detectable when the grown Pb atomic layers on Si substrate are four and
more [148]. The TC suppression of Pb embedded in the Al-Cu-V matrix [121] does
not follow this relation but the following:

TC Kð Þ ¼ TC 1ð Þ exp �KC=Kð Þ

with TC(?) = 7.2 K for Pb [120]. Due to the finite number of electrons in each
particle (between 1,000 and 64,000 depending upon the grain size), the conven-
tional BCS approach loses its validity because the bulk BCS theory of super-
conductivity assumes an infinite number of electrons. Small size implies fewer
electrons at the Fermi surface and the increased separation of Kubo levels.
Additionally, energy-level spacing may be larger compared to thermal energy
kBT. Therefore, the assumption of metallic behavior of these particles is subject to
examination.

The TC of superconductive MgB2 thin films decreases and the residual resis-
tance increases when the epitaxial MgB2 thin films become thinner [120, 149]. At
sizes larger than 300 nm, the TC saturates at 41.8 K. The resistivity also saturates
to the bulk value of 0.28 X cm at 300 nm. A possible explanation of higher TC is
the strain in the film, while the grain size is not likely to be the direct cause of the
thickness dependence of TC. XRD revealed that the a lattice expands from the bulk
value of 0.3086 to 0.3095 nm while the c lattice contracts from 0.3524 to
0.3515 nm for a 230-nm-thick MgB2 film [150]. Hur et al. [151] reported a higher-
than-bulk TC in MgB2 films on boron crystals and suggested that it is due to tensile
strain. A TC elevation is possible by compressing the c-axis [152]

14.3.1.3 Ferroelectric TC

Unlike ferromagnetic and superconductive nanosolids that show smaller critical
sizes for TC = 0 K, a ferroelectric nanosolid often shows larger critical size at
which the ferroelectric feature disappears [153]. Reducing the grain size from
1,200 to 50 nm results in a progressive reduction in tetragonal distortion, heat of
transition, TC, and relative dielectric constant of BaTiO3 crystal [154]. The critical
size for ferroelectricity disappearance is in the range of 10–30 nm. A combination
of the size effect and the size-dependent ‘dilution’ effect of a grain boundary ‘dead’
layer could be the cause depressing the relative permittivity. The remnant polari-
zation of the nanoscaled Pb(Zr, Ti)O3 thin films decreases from 6.0 to 2.5 lC/cm2,
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while the coercive field increases from 50 to 150 kV/cm, with the decrease in film
thickness from 152 to 32 nm [155].

Theoretical approaches for the ferroelectric depression include: (1) pseudospin
theory based on the Ising model in a transverse field, (2) macroscopic Landau
theory with consideration of surface effects, and (3) a polaron model for the very-
long-wavelength region. The Landau-type model of Zhong et al. [156] considers
the surface and non-equilibrium energy by introducing a surface extrapolation
length d to the size-depressed TC of ferroelectric nanosolids, expressed using the
Ising premise, Jij = J/rij

r. r = 0 corresponds to an infinite-range interaction and
r = ? to a nearest-neighbor interaction [157].

Bursill et al. [158] assumed that the Landau-Ginzburg-Devonshire (LGD)
coefficients in the Gibbs energy change with particle size. Huang et al. [159]
combined the LGD theory and the BOLS correlation to study the size effect of
ferroelectrics. The model assumes that the surface bond contraction is the origin
for the size effect [160], which was confirmed by measurements. For example,
barium titanate particles consist of a shell of cubic material surrounding a core of
tetragonal material [161–163].

The following scaling relation is widely used to fit the TC suppression of
ferroelectric nanosolids [118],

DTC Kð Þ=TC 1ð Þ ¼ C=ðK � KCÞ ð14:18Þ

where C and the KC are adjustable parameters. The proper form of the dividend
seems to be K ? KC instead of K = KC. Jiang et al. [164] adopted their model for
Tm suppression to the size-dependent TC of the ferroelectric nanosolids as:

TC Kð Þ=TC 1ð Þ ¼ exp �2S0 3RS K=KC � 1ð Þ½ ��1
n o

KC ¼ a90 2kBab2� ��1

8
<

:

where S0 is the transition entropy and RS is the ideal gas constant. a is the thermal
expansion coefficient and b the compressibility. The constant a90 denotes the
density of 90� domain walls. This relation reproduces the measured TC suppression
of BaTiO3 and PbTiO3 nanosolids with the known S0 values.

14.3.1.4 Antiferromagnetic Transition

When a sufficiently large magnetic field is applied along the preferred axis, the so-
called spin-flop reorientation occurs, i.e., a 90� rotation of the sublattice vectors, in
the antiferromagnetic a-Fe2O3 nanosolids [165]. Both the spin-flop field, HS-F

(T = 0), and the Morin transition temperature (TM) decrease with particle size in a
K-1 way and approach to zero when the diameter is smaller than 8 nm, for
spherical particles [166]. Table 14.3 features the size-dependent HS-F and TM

values.
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The CN of the surface spins determines a variety of reversal paths and in turn
affects both the exchange and anisotropy fields [165]. Therefore, the surface spins
undergo spin-flop instability at field that is much lower than the field for the bulk.
For Ho films, the helical antiferromagnetic ordering temperature, called Néel
temperature (TN), decreases with film thickness [167]. The offset thickness is 11
ML for metallic Ho films in comparison with the value of 16 ML for Cr in
sputtered, epitaxial Fe/Cr(001) superlattice [168]. In the Pr0.5Ca0.5MnO3 nano-
wires, a ferromagnetic transition occurs at *105 K; the antiferromagnetic tran-
sition happens at 175 K; and the charge ordering transition is suppressed from the
bulk value of 245 K [169].

14.3.2 BOLS Formulation

An extension of the BOLS correlation into the Ising model could improve the
insight into size-induced TC suppression of ferromagnetic, ferroelectric, and
superconductive nanosolids as well as the TM and HS-F for antiferromagnetic
heminatite.

14.3.2.1 Ising Model

The Hamiltonian of an Ising spin system in an external field B is expressed as
[138],

Hex ¼
X

hi;ji
JijSiSj � glBB

XN

i¼1

Si / zid
�1
i

The Hex is identical to the atomic EB under zero external field, B = 0. Si and Sj

is the spin operator in site i and site j, respectively. Jij is the exchange strength
between spins, which is inversely proportional to atomic distance. The sum is over
all the possible coordinates, zi. For phase transition, the thermal energy required is
in equilibration with a certain portion of the exchange energy. This mechanism
leads to the case being the same as for Tm suppression as described in Eq. (14.13).

Table 14.3 Size dependence
of the Morin temperature
(TM) and the spin-flop
transition field at T = 0 (HS-

F,0) for the heminatite
nanosolids [165]

D/nm TM/K HS-F,0/Tesla

36.4 186 1.7
40.0 200 2.5
82.7 243 5.4
159.0 261 6.6
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14.3.2.2 High-Order CN Imperfection: The Dual-Shell Model

For ferroelectric systems, the exchange energy also follows the Ising model, but
the Sj here represents the quanta of a dipole or an ion (called quasi-dipole) that is
responsible for the ferroelectric performance. The difference in the correlation
length is that the dipole system is longer than that of a ferromagnetic spin–spin
system. Usually, dipole–dipole Van der Vaals interaction follows the r-6 type
whereas the superparamagnetic interaction follows an r-3 relation. Hence, it is
insufficient to count only the exchange bonds within the nearest neighbors for
atoms with distant interaction in a ferroelectric system.

A dual-shell model describing the short- and the long-range interactions in the
ferromagnetic nanosolid is necessary [170]. A critical exchange correlation radius
KC can be defined to count contributions from all atoms within the sphere of radius
KC. Therefore, the sum in Eq. (14.13) changes from the zi neighbors to atoms
within the KC-sized correlation volume.

For a ferroelectric spherical dot with radius K, one needs to consider the
interaction between the specific central atom and its neighbors within the critical
volume VC = 4pKC

3 /3, in addition to the BOLS correlation limited to the skin. The
ferroelectric property drops down from the bulk value to a value smaller than 5/16
(estimated from Fig. 14.5) when one goes from the central atom to the edge along
the radius. If the surrounding volume of the central atom is smaller than the critical
VC, the ferroelectric feature of the central atom attenuates; otherwise, the bulk
value remains. For an atom in the ith surface layer, the number of the exchange
bonds loss is proportional to the volume Vvac that is the volume difference between
the two caps of the VC-sized sphere as illustrated in Fig. 14.5a. Therefore, the
relative change in the ferroelectric exchange energy of an atom in the ith atomic
layer to that of a bulk atom due to volume loss becomes,

DEexc;i

Eexc 1ð Þ
¼ VC � Vvac;i

VC

� 1 ¼ �Vvac;i

VC

¼ dV ;i ð14:19Þ

14.3.2.3 Generalization of TC Suppression

Considering the BOLS correlation for the nearest neighbors and the volume loss of
long-order CN imperfection, we have a generalized form for the TC suppression for
the ferromagnetic, ferroelectric, and superconductive nanosolids (m = 1 in the
Ising model):

DTC Kð Þ
TC 1ð Þ

¼ DEexc Kð Þ
Eexc 1ð Þ

¼
P

i� 3 ci zibC�1
i � 1

� �
¼ DB short-order-lossð ÞP

i�KC
cidV ;i þ DB ¼ DCOH long-order-lossð Þ

�

ð14:20Þ
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For a short-order spin–spin interaction, the sum is over the outermost three
atomic layers in terms of BOLS whereas for a long-order dipole–dipole interac-
tion, the sum is within the sphere of the critical volume VC. Therefore, DK in
Eq. (14.17) is not a constant. In the BOLS premise, the ci is not always propor-
tional to the inverse radius, which drops instead from unity to infinitely small when
the particle grows from atomic scale to macroscopic size. Meanwhile, the zi and
the Ci vary with the curvature of the sphere.

Figure 14.5b shows the general KC dependence of the ferroelectric TC shift
involving both the volume loss and the BOLS effect. For KC = 5 example, bond
contraction lowers the TC by -41.1 % and the volume loss lowers the TC by
-53 % and the overall TC shift is -94 %.

14.3.3 Verification: Critical Size

Least-root-mean-square linearization of the measured size-dependent TC repre-
sented by Eq. (14.20) gives the slope B0 and an intercept that corresponds to the
bulk TC(?). The B0 = KDCOH for a ferroelectric system. For a ferromagnetic
system, B0 = KDB is a constant without needing numerical optimization. Calcu-
lations based on Eq. (14.20) were conducted using the average bond length
(appendix A2) and the known TC(?) values listed in Table 14.4.
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Table 14.4 BOLS predicted critical correlation radius (KC) in comparison with the documented
R0C of magnetic, ferroelectric, superconductive, and antimagnetic nanosolids

Materials TC(?)/K KC/RC(nm) R0C/nm (Ref.)

Fe 1,043 1 0 [116]
Co 1,395 1 0 [114]
Ni 631 1 0 [114]
Fe3O4 860 1 0 [140]
PbTiO3 773 4/1.04 6.3 [118], 4.5 [117]
SrBi2Ta2O9 605 4/1.0 1.3 [119]
PbZrO3 513 8/2.3 15 [174]
BaTiO3 403 100/24.3 24.5 [177], 55 [173]
MgB2 41.7 3.5/1.25 1.25 [175]
Pb 7.2 3.5/1.25 1.25 [121]
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Figure 14.6 shows the TC suppression for ferromagnetic Ni, Co, and Fe3O4

nanosolids. For ultrathin films, the measured data are closer to the predicted curve
for a spherical dot. This coincidence indicates that at the beginning of film growth,
the films prefer island patterns that transform gradually into a continuous slab. For
a ferroelectric system, we need to optimize the KC value by in computation to
match theoretical curves to the measured data.

Figure 14.7 shows the TC suppression of ferroelectric PbTiO3 [117], SrBi2-

Ta2O9 [119], BaTiO3 [173], and antiferroelectric PbZrO3 [174] nanosolids. For
ferroelectric and superconductive nanosolids, TC = 0 K occurs at Vvac = VC,
which means that KC corresponds not to TC = 0 K, but to a value that is much
lower than room temperature. The difference in the optimized KC by different
approaches, as compared to Table 14.4, lies in that the ci is not a constant but
changes with particle size.

Comparing the BOLS prediction to the measured TC suppression of super-
conductive MgB2 nanosolids in Fig. 14.8 leads to an estimation of the critical
radius KC = 3.5 of measurement (RC * 1.25 nm) [175]. For the smallest MgB2

crystals, the relative Bragg intensities of the allowed reflections can only match
during Rietveld refinement by introducing statistically distributed B-vacancies,
with the refined value falling from 1 to 2/3. This fact means that the average CN of
Mg to B atoms falls from 12 to 8, which indicates the loss of superconductivity due
to the under-coordination effect [176]. Therefore, long-range interaction is
important to the superconductive TC. For an Al–Cu–V embedded Pb nanosolid
[121], the KC is around 1, being the same to the ferromagnetic solid. For the
antiferromagnetic a-Fe2O3, a spin-flop transition at a critical size of 8 nm results
also from the high-order CN imperfection. Therefore, the long-order interaction
dominates the TC for all the ferroelectric, antiferroelectric, and superconductive
nanocompounds.
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14.4 Diffusion and Crystal Growth

14.4.1 Diffusivity

14.4.1.1 Observations

The kinetics of diffusion occurring in nanostructured materials is a subject of
intensive study [178, 179]. Materials at the nanoscale showed sharp acceleration of
diffusion [180], indicating the lowered activation energy of diffusion. The acti-
vation enthalpies for the interfacial diffusion are comparable to those for surface
diffusion, which are much lower than those for diffusion along grain boundaries
[181, 182].

Measuring grain boundary diffusion fluxes of Cu and creep behavior of coarse-
grained and nanostructured Ni samples at 423 and 573 K [183] revealed that the
creep acceleration behavior is grain size-dependent because of the high diffusivity
in the finer grain material. Fe-tracer diffusion in submicrocrystalline Pd powders
demonstrates that interfacial diffusion occurs at relatively low temperatures
accompanied by a substantial recovery of grain growth [184]. Atomic defects
trigger the recovery processes and the crystal growth occurring in a main recovery
stage at 500 K. The under-coordinated atoms surrounding the defects are
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responsible for the onset of diffusion in the interfaces as these atoms are mobile in
this temperature regime.

By means of surface mechanical attrition treatment (SMAT) to a pure iron
plate, Wang et al. [185] fabricated a 5-lm-thick Fe surface layer composed of
10–25-nm-sized grains without porosity or contamination on the Fe plate. They
measured Cr diffusion kinetics within a temperature range of 573–653 K in the
nano-Fe-coated plate. The diffusivity of Cr in the nanocrystalline Fe is 7–9 orders
higher in magnitude than that in a Fe lattice and 4–5 orders higher than that in the
grain boundaries (GBs) of a-Fe. The activation energy (EA) for Cr diffusion in the
Fe nanophase is comparable to that of the GB diffusion, but the pre-exponential
factor is much higher. The enhanced diffusivity of Cr in Fe corresponded to a large
volume fraction of non-equilibrium GBs and a considerable amount of triple
junctions in the presence of the nanocrystalline Fe samples.

Under the given conditions, copper atoms were not detectable in the coarse-
grained Ni even at a depth of 2 lm. However, the diffusive copper fluxes in
nanostructured Ni penetrate into a depth greater than 25 and 35 lm at 423 and
573 K, respectively [183]. This information leads to the GB diffusion coefficients
of copper in nanostructured nickel as derived as follows.

As no migration of the GBs in nanostructured Ni was observed at 423 K, the
diffusion coefficient, Db, can be determined using the equation describing the
change in the GB impurity concentration versus time t of the diffusion at annealing
[186]:

cðx; tÞ ¼ c0erfc x
�

2
ffiffiffiffiffiffiffi
Dbt
p� �� �

where c0 is the concentration of copper in the skin. The depth x is the distance
from the surface at which log c = -1 (c = 0.1 %, which corresponds to the
resolution limit of the SIMS unit). An extrapolation of the experimental concen-
tration curve at x ? 0 gives the value of c0. In this case, Db = 1 9 10-14 m2/s
(t = 3 h).

Grain growth occurs in nanostructured nickel annealed at 573 K, and the grain
boundary migration occurs at the velocity of V * 7 9 10-11 m2/s. In this case,
the Db follows [186]:

cðx;V ; bÞ ¼ c0 exp �x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V=Dbbb

p� 	

Considering the diffusion width of the boundary bb = 10-8 m, one can obtain
the Db = 1.4 9 10-12 m2/s, which is two orders higher than that for the same
sample annealed at 423 K. These experimental data demonstrate the increase in
the GB diffusion coefficient of copper in nanostructured Ni in comparison with that
happens in the coarse-grained nickel.

The interdiffusion between Ag and Au is enhanced when the Au particle size is
reduced [187]. For the very small particles (\4.6 nm initial Au-core size), these
two metals are almost randomly distributed within the particle; for larger particles,
the diffusion boundary is only one monolayer. These results are beyond the scope
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of surface pre-melting effect. Defects at the bimetallic interface seemed to enhance
the radial migration of one metal into the other [187].

In situ four-point probe measurements of the onset temperature at which the
electrical resistivity deviates from linearity during the temperature ramping [188]
revealed that at the deviation point, the Ag thin films become unstable due to void
formation and growth during annealing. In vacuum, Ag thin films thicker than
85 nm on SiO2 substrates are thermally stable. Using the Arrhenius relation in
terms of onset temperature and film thickness, an EA of 0.326 ± 0.02 eV is
obtained for the onset of Ag agglomeration ramped at a rate of 0.1 �C per second.
This value is consistent with the EA for surface diffusion of Ag in a vacuum.
Therefore, Ag agglomeration and surface diffusion share the same EA, both of
which depend on the atomic cohesive energy.

The high diffusivity at the nanoscale also enhances diffusion of a liquid into the
nanosolid [189]. Powder nanosolids as electrodes in chemical sensors show much
improved diffusion efficiency (10–104) [189]. Further, the powder ultramicro-
electrode can significantly enhance the mass transportation rate from solution to
the nanosolids surface, being irrespective of particular catalytic material [190,
191].

14.4.1.2 BOLS Formulation

According to the BOLS, atomic CN imperfection suppresses the EB that is
responsible for the EA loss in atomic diffusion, agglomeration, and glide dislo-
cation. The diffusivity D follows the Arrhenius relation,

D 1; Tð Þ ¼ D0 exp �EA 1ð Þ=kBTð Þ ð14:21Þ

where the activation enthalpy of diffusion is EA(?) = 1.76 eV and the pre-
exponential factor is D0 = 0.04 cm2 s-1 for gold. Incorporating the BOLS into the
interdiffusion and nanoalloying by letting EA � EB and hence the EA is atomic CN
dependent.

Diffusing an atom into the solid requires energy to relax partially the bonds for
atom dislocations. Applying Eq. (14.12)–(14.21) by considering the size effect,
one has,

D K; Tð Þ
D 1; Tð Þ ¼ exp �EA Kð Þ � EA 1ð Þ

kBT

� ffi

¼ exp �EA 1ð Þ
kBT

EB Kð Þ
EB 1ð Þ

� 1

� �� ffi

¼ exp
�EA 1ð Þ

kBT
DB

� ffi

D K; Tð Þ ¼ D0 exp
�EA 1ð Þ

kBT

Tm Kð Þ
Tm 1ð Þ

� ffi
¼ D0 exp

�EA 1ð Þ
kBT

1þ DB½ �
� ffi

ð14:22Þ

282 14 Thermal Stability: Atomic Cohesive Energy



Therefore, the nanodiffusivity increases at the nanoscale because of the reduced
atomic EB. The D(K, T) drops with the Tm(K)/Tm(?) ratio in an exponential way.
This formulation provides a feasible mechanism for the nanoalloying, nanodiffusion,
and nanoreaction in the grain boundaries where under-coordinated atoms dominate.

However, oxidation resistance of a Si nanorod exhibits oscillation features
[192]. At the lower end of the size limit, Si nanorod can hardly be oxidized, as
oxide tetrahedron formation is strongly subject to the atomic geometrical envi-
ronment. For instance, oxidation happens preferentially at the densely packed
diamond [111] plane of C3v symmetry rather than the loosely packed (110) surface
[193]. The high surface curvature of Si nanorod and the shortened surface bond
resists the formation of an oxide tetrahedron.

Figure 14.9 compares the measured size-dependent Tm suppression and diffu-
sion-coefficient enhancement of silica-encapsulated gold particles [78] in com-
parison with BOLS prediction. The trend similarity shows the correlation between
the diffusivity and activity in terms of activation energy.

14.4.2 Crystal Growth

14.4.2.1 Liquid–Solid Epitaxy

Knowing the initial stages of growth of nanometer-sized crystals from the molten
or amorphous matrix is a challenging issue. This process largely determines the
resulting microstructure of a polycrystalline material, which is extremely difficult
to study experimentally due to the small size of the clusters and the short time
period involved. MD simulation results on the homoepitaxial growth and melting
of Si provide an example for the understanding in terms of the transition-state
theory of crystal growth.
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According to transition-state theory, the driving force, FC, for the movement of
the liquid–crystal interface is the free energy difference between the liquid and bulk
crystal. This difference is approximately proportional to the magnitude of the
undercooling, Tm - T. The velocity of the moving interface, V, is proportional to the
driving force V = kFC, where k is the mobility of the liquid–crystal interface. This
interfacial mobility determined by the movement of the atoms in the liquid phase as
atoms residing in the crystalline phase are far less mobile. Therefore, this mobility is
proportional to the thermally activated atomic diffusion in the liquid phase. As is
well established, Tm suppression happens in a cluster of finite size due to atomic CN
imperfection, which contributes to the free energy of the liquid–crystal interface.

The Tm drop with solid size is a reflection of the reduced atomic EB and the
mobility activation energy EA (� atomic EB) of the liquid–crystal interface, which
is essentially the same to that for liquid diffusion. In the study of growth and
melting of Si, the crystal front velocity follows the Stillinger–Weber (SW)
potential that consists of additive two-body and three-body energy terms. The
three-body term is zero for the perfect-crystal structure at T = 0 K, but even at
high temperature, the three-body term is relatively low in the crystalline phase
(e.g., the three-body energy is about 0.1 eV/atom at T = 1,200 K). In contrast, the
liquid phase is characterized by a larger three-body energy (-1 eV/atom). Using
this large difference, Keblinski [86] calculated the amount of crystal and liquid
phase present in the simulated cell simply by monitoring the total three-body
energy and using it as reference for the corresponding values of the bulk liquid and
bulk solid at the same temperature.

The size-dependent Tm(K) contributes to the growth/melt behavior of clusters
with various initial sizes as a function of temperature. The free energy of the
cluster results from the surface and the bulk contributions. The surface contribu-
tion, US, approximates the product of the surface area and the liquid–solid inter-
facial free energy, cls, such that US = AclsK

2, where A is a geometrical constant
(for a spherical dot, A = 4pd0

2). The bulk contribution, UB, approximates the
product of the volume of the cluster and the difference in free energy densities
between solid and liquid, Du, such that UB = BDuK3, where B is another geo-
metrical constant (for a spherical cluster B = 4pd0

3/3).
The difference between crystal and liquid free energy densities in the vicinity of

the Tm is proportional to the magnitude of undercooling (or overheating),
Du = u0(T - Tm(K)), where u0 is a constant (Du correctly vanishes at Tm). For a
given temperature, the critical cluster size corresponds to the maximum of the free
energy U = US ? UB. By differentiating the free energies with respect to the
cluster size K, one finds the maximum at T = Tm(K) - ccsl/K, where c is a
constant depending on A, B, and u0. The linear dependence of the Tm on the
inverse of the crystalline size implies that the interfacial energy, csl, does not
change significantly with temperature, from the first-order approximation. In
reality, the interfacial energy varies with both size and temperature.

In order to understand the temperature dependence of the growth rate in terms
of undercooling and thermally activated interfacial mobility, one may assume that
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in the classical nucleation theory, growth takes place on an atom-by-atom basis.
Hence, the average rates of crystallization and dissolution are [86]:

m
 ¼ m0 exp 
 Du� DAcslð Þ= 2kBTð Þ½ � � EA=kBTf g

where DA = An+1 - An is an increase in the interfacial area due to the attachment
of an atom to the crystal. The m is the thermal vibration frequency of the interfacial
atom. The cluster growth velocity resulting from the difference between m+ and m-,
which yields

Vgrow� exp �EA=kBTð Þ sinh Du� DAcsl½ �= 2kBTð Þf g
ffi Du� DAcsl½ �= 2kBTð Þf g exp �EA=kBTð Þ

ð14:23Þ

The argument of the hyperbolic sine is small near the Tm (it is exactly zero at
the Tm(K)). Equation (14.23) indicates that the rate of the growth/melting is driven
by the lowering of the free energy, Du� DAcsl, while the interfacial mobility is
determined by the EA for diffusion jumps of the interfacial atoms. Noting that DA
is proportional to K-1 and Du = u0(T - Tm(K)), and then, the scaling law for
melting applies DTm(K) * csl/K. (Tm(K) is the temperature at which Vgrow = 0.)
For planar growth, the interfacial contribution to the free energy disappears; thus,
Vgrow is zero exactly at the Tm(?) (Du = 0).

For a given cluster size, the free energy term can be expanded around its
Tm(K) such that

Vgrow Kð Þ� Tm Kð Þ � Tð Þ=T½ � exp �EA=kBTð Þ ð14:24Þ

This process describes the kinetics of liquid-nanosolid dissolution and growth.
The EA obtained from the best fits are 0.75 ± 0.05 eV for 2.0- and 2.6-nm solids
and 0.85 ± 0.05 eV for 3.5-nm solids, respectively. This result complies with the
BOLS expectation that the mean atomic EB increases with solid size. Incorporating
the BOLS correlation to the Tm(K) and EA (K), Eq. (14.24) becomes,

DEA Kð Þ
EA 1ð Þ ¼

DTm Kð Þ
Tm 1ð Þ ¼ DB

Vgrow Dð Þ� Tm 1ð Þ 1þ DBð Þ � Tð Þ=T½ � exp � EA 1ð Þ 1þ DBð Þ½ �=kBTf g
ð14:25Þ

The exponential part is the same to the diffusivity (see Eq. (14.22)). Size-
induced perturbation appears twice in this formulation. Results in Fig. 14.9a show
the mobility of the liquid–solid interface that is determined by diffusion in the
adjacent bulk liquid, which is exactly the case of homoepitaxial growth.

14.4.2.2 Vapor Phase Deposition

The knowledge of size-dependent melting provides guidelines for controlling the
size of nanosolid growth on heated substrates in vapor deposition and modulating
the crystal size by annealing. For a given substrate temperature (TS), there will be a
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minimum critical size of the grown particle. Thus, any particle larger than this
critical size will grow and remain. If the incident sourcing cluster size is smaller
than the critical size, the particles will melt upon deposition and they will coag-
ulate to produce clusters equal to the critical size or larger. If the TS is higher than
the Tm, the landed clusters merge and then evaporate [79]. This intuition implies
that the TS should be as low as possible if one wants to obtain smaller particles.

This mechanism also applies to controlling the sinterability of nanosolids. In
fact, the solid size of an oxide increases with annealing temperature [195] and
agglomeration happens at a certain size range at room temperature in the process
of ball milling [196, 197]. The TS-related nucleation and agglomeration explains
why the topmost Bi layers on graphite start to lose long-range order at 10–15 K
below the Tm(?) of Bi, 544.52 K and why nucleation occurs at *125 K below
the Tm(?). The temperature of melting and solidification of the same surface is
different [198].

Normally, the TS(K) for growth is around 0.3 times the Tm(K) [194, 199],

TS s;KCð Þ ¼ 0:3Tm s;Kð Þ ¼ 0:3Tm 1ð Þ 1þ DBð Þ

Delta ¼ triangleB ffi D0B=KC ;

which gives the thermally stable critical size at the given TS:

KC ¼
�D0B

1� TS s;Kð Þ= 0:3Tm 1ð Þ½ � ¼
s
P

3 Ci 1� zibC�m
i

� �

1� TS s;Kð Þ= 0:3Tm 1ð Þ½ � ð14:26Þ

The constant D0B = -2.96 for a spherical metallic dot (m = 1; s = 3; KC [ 3).
The critical size and the number of atoms in the deposited nanosolid depend on the
TS s;Kð Þ=0:3Tm 1ð Þ ratio.

Figure 14.10b formulates the RC (= KCd) dependence on the TS. With the
known atomic size d and Tm(?), one is able to control the crystal size [200]. This
relation predicts that a monatomic layer of metals (s = 1) could only growth at
TS = 0 K or nearby. This prediction is in accordance with observations, For
instance, monolayer Pd forms on Si surface only at 4 K or below [148].

14.4.3 Thermally Control of Crystal Size and Bandgap

Grain size that determines the bandgap of a nanosolid semiconductor is control-
lable by programming the growing or annealing temperature TS [195]. For the
post-annealing process, the as-grown particle size (K0) and threshold temperature
(Tth) are involved. The high-energy grain boundary does not gain mobility until
reaching Tth, at which grains grow upon heating to minimize the overall energy.
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With Tth and K0 being taken into consideration, Eq. (14.26) evolves into the form
describing the Ta dependent of the critical size:

Ta � Tth ¼ 0:3Tm Kð Þ ¼ 0:3Tm 1ð Þ 1þ K�1D0B
� �

K � K0 ¼ D0B
ðTa�TthÞ= 0:3Tm 1ð Þ½ ��1 ¼

D0Bj j
1�ðTa�TthÞ= 0:3Tm 1ð Þ½ �

(

:

This relation indicates that the crystal size is dominated by the term (Ta - Tth)/
[0.3Tm(?)]; grain grows as Ta rises when Ta [ Tth. The grain radius K is hence
controllable by tuning the Ta.

The inset in Fig. 14.10 shows the SEM micrograph of spontaneous grain
growth at different temperatures. Both the crystal size and the bandgap agree with
the BOLS expectation on the Ta dependence of the physical properties.
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Fig. 14.10 a MD simulation of size and temperature dependence of Si nanosolid melting
(negative) and growth (positive) [86]. b Agreement between BOLS predictions with measure-
ments [194] of TS = 0.3Tm dependence of critical sizes for W (Tm(?) = 3,695 K), Ni
(1,728 K), and Ag (1,235 K) nanocrystal growth. ZnO Size control of c the crystal size and d the
EPL and EPA by a programmable annealing at: (1) as-grown, (2) 773 K, (3) 873 K, and (4) 923 K
(Reprinted with permission from [7])
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14.5 Summary

The BOLS correlation has enabled the thermodynamic behavior of a nanosolid to
be consistently formulated and understood in terms of atomic cohesive energy
modulation. The difference between the cohesive energy of an atom at the surface
and that of an atom inside the solid determines the fall or rise of the Tm of a surface
and a nanosolid. The TC suppression for ferromagnetic, ferroelectric, and super-
conducting nanosolids follows the same trend of Tm whose change follows the
BOLS prediction including the short- and the long-range interactions.

Numerical match between predictions and measurements for a number of
specimens reveals that the short spin–spin correlation dominates the exchange
interaction in the ferromagnetic Fe, Co, Ni, and Fe3O2 nanosolids, whereas the
long-range interaction dominates the exchange energy for the ferroelectric PbTiO3,
PbZrO3, SrBi2Ta2O9, and BaTiO3, and the superconductive MgB2 nanosolids.

The BOLS premise also reconciles the activation energy for diffusion,
agglomeration, and nucleation in crystal growth and the temperature dependence
of the crystal size in annealing and vapor–solid epitaxial growth. It is possible to
tune the crystal size and properties such as the band gap of noncrystallite by
controlling the processing temperatures.
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Chapter 15
Lattice Dynamics: Phonon Relaxation

• Frequency of lattice vibration fingerprints the stiffness (Yd) of a peculiarly
representative bond in real space in the form of x � z/d(E/l)1/2� (Yd)1/2 with
involvement of the bond order (z), bond length (d), bond energy (E), and the
reduced mass of a dimer.

• The process of phonon scattering contributes less to the intrinsic vibration.
• Atomic undercoordination softens the optical phonons of nanostructures.
• Intergrain interaction results in emerging of the low-frequency phonons whose

frequency undergoes blueshift with reduction in solid size.
• The D and 2D modes in carbon arise from interaction of a certain atoms with all

of its z neighbors; while the G mode in carbon and the Eg mode (144 cm-1) in
TiO2 are dominated by dimer interaction only.

15.1 Background

Vibration of atoms at a surface is of high interest because the behavior of phonons
influences directly the electrical and optical properties of materials, such as
electron–phonon coupling, photoabsorption, photoemission, and transport
dynamics in devices [1]. With miniaturization of a solid down to the nanometer
scale, the transverse and the longitudinal optical (TO/LO) Raman modes shift
toward lower frequency (phonon softening) [2], accompanied with generation of
low-frequency Raman (LFR) acoustic modes at wave numbers of a few or a few
tens cm-1. The LFR frequency shifts up (phonon stiffening) when the solid size is
reduced [3, 4]. Theoretical studies are based on the continuum dielectric mecha-
nism [5, 6] or from microscopic lattice dynamics point of view [4, 7]. Multi-
phonon resonant scattering exists throughout the course of measurements.

The size-dependent Raman shifts follow empirically the relation [2, 4],

xðKÞ ¼ xð1Þ þ Af d0=Kð Þj;

C. Q. Sun, Relaxation of the Chemical Bond, Springer Series
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where Af and j are adjustable parameters used to fit the measurement. For the
optical redshift, Af \ 0. For Si example, x(?) = 520 cm-1 corresponds to a
wavelength of 2 9 104 nm. The index j varies from 1.08 to 1.44. The d0 is the
lattice size that should contract with the solid dimension [8]. For the LFR mode
blueshift, Af [ 0, j = 1. The LFR mode disappears when the particle size
approaches infinity, x(?) = 0.

15.1.1 Acoustic Phonon Stiffening

15.1.1.1 Quadrupolar Vibration

The LFR is in acoustic category, which is associated with the vibration of the
nanoparticle. The phonon energies are size dependent and vary with materials of
the host matrix. The LFR scattering from silver nanoclusters embedded in porous
Al2O3 [9] and SiO2 [10] seemed arise from the quadrupolar vibration modes that
are enhanced by the excitation of the surface plasmas of the encapsulated Ag
particles. The selection of modes by LFR scattering is due to the stronger plas-
mon–phonon coupling for these modes. For an Ag particle smaller than 4 nm, the
size dependence of the LFR peak frequency approximates Lamb’s theory [11],
which gives vibrational frequencies of a homogeneous elastic body in a spherical
form.

The mechanism for the LFR mode enhancement is analogous to the case of
surface-plasma-enhanced Raman scattering from molecules adsorbed on rough
metal surfaces. The surface acoustic phonons are eigenfrequencies of a homoge-
neous elastic sphere under stress-free boundary conditions, which give rise to a
low-frequency x that is in the range of a few to a few tens of cm-1. The LFR mode
corresponds to the spheroidal and the torsional mode of vibrations of a spherical or
an ellipsoidal particle. Spheroidal motions are associated with dilation, and it
depends strongly on the cluster material through the transverse and the longitu-
dinal sound velocities, vt and vl, respectively. The sound velocity in a medium
depends functionally on the Young’s modulus and the mass density, i.e., v *
(Y/q)0.5 * HEb, where Eb is the cohesive energy per coordinate [12]. No volume
change is assumed in the torsional motion of the particle. These modes are
characterized by indices l and n, where l is the angular momentum quantum
number and n is the branch number, and n = 0 represents the surface modes. The
spheroidal modes with l = 0 and 2 are Raman active, and the torsional modes are
Raman inactive [13]. The surface quadrupole mode (l = 2) appears in both
polarized and depolarized geometry, whereas the surface symmetric mode (l = 0)
appears only in the polarized geometry. The relation between the particle size and
the frequency of the polarized acoustic phonon follows [14]:

sin nð Þ ¼ 4n2
eff j1 nð Þ
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with complex argument,

n ¼ R xþ iCð Þ=ml ð15:1Þ

where x and C are the phonon frequency and bandwidth, respectively, for the
polarization-confined acoustic phonon of the first order. The term j1(n) is the
spherical Bessel function of the first kind with order one, neff is an effective
internal acoustic index given by,

n2
eff ¼ n2

p � fc n2
m � knð Þ2= 4 1� i knð Þ½ �f g

n o
ð15:2Þ

where np and nm are the ratios of transverse-to-longitudinal sound velocities in the
particle and in the matrix, respectively, k is the ratio between the vl in the particle
to that in the matrix, and fc is a coupling constant between the particle and the
matrix,

fc ¼ qm= k2qp

� �

with qm and qp being the mass densities for the matrix and for the particle,
respectively. By substituting neff in Eq. (15.2) into Eq. (15.1), the relation between
particle radius R and the phonon frequency x can be obtained from the real part of
Eq. (15.1). The eigenfrequencies for the torsional modes and the spheroidal modes
with n = 0 can be written as [15]:

x1
t ¼ 0:815vt=Rc; x2

t ¼ 0:4vt=Rc Tortionalð Þ
x0

s ¼ 0:18vl=Rc; x1
s ¼ 0:585vl=Rc; x2

s ¼ 0:42vl=Rc spheroidalð Þ

(

where c is the velocity of light in vacuum. For bulk Ag, vt = 1,660 m/s and
vl = 3,650 m/s, the x is around 102 cm-1 level. This approach fits the measured
LFR data for Ag embedded in Al2O3 and SiO2 matrix [14, 15].

The polarized and depolarized LFR peaks can also be ascribed as the confined
LA-like and TA-like acoustic phonons, respectively [16]. Interface between the
nanoparticle and the matrix leads to a redshift for both the polarized and the
depolarized LFR peaks. This approach improves the fit to the measurement
compared with Lamb’s model. Atomistic simulations [17] suggested that the
morphology of nanoscopic Ag grains (twinned icosahedra, Mark’s decahedra, and
irregular nanograins) introduces a high degree of complexity into the phonon
spectra with total and partial vibrational density of states and phonon localization.
For the low energy, single-crystalline grains present torsional and radial phonon
modes. When compared to faceted grains of the same size, high-energy, spherical
models that present regular protrusions on the surface have a smaller acoustic gap
and a higher total acoustic DOS. The twinned icosahedra have a breathing mode.
Nanograins with grain boundaries and surface disorder do not have degenerate
frequencies, and the acoustic gap is significantly reduced.
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15.1.1.2 Lattice Strain

Lattice contraction induced stain is suggested to be responsible for the LFR
blueshift. CdSxSe1-x nanocrystals embedded in a borosilicate (B2O3–SiO2) glass
matrix undergo the size-dependent compressive strain [18]. The lattice strain
causes the surface tension to increase when the crystal size is reduced. The
compressive stress overcoming the redshift caused by phonon confinement with
negative dispersion is suggested to drive the LFR blueshift. The LFR blueshift is
also related the bond length and energy that are functionally dependent on the
entropy, latent heat of fusion, and the melting point [19].

15.1.2 Optical Phonon Softening

The high-frequency Raman shift has usually been suggested to be activated by
surface disorder [20] and explained in terms of surface stress [21, 22], phonon
quantum confinement [23, 24], and surface chemical effect. The Raman shifts of
TiO2 particles are attributed to the effects of decreasing particle size on the force
constants and vibrational amplitudes of the nearest neighbor bonds [25]. However,
the effect of stress can usually be ignored for hydrogenated silicon [26, 27], in
which hydrogen atoms terminate the surface dangling bonds to reduce the bond
strains and hence the residual stress.

The phonon confinement model [23] attributes the redshift of the asymmetric
Raman line to relaxation of the q-vector selection rule for the excitation of the
Raman active phonons due to their localization. The relaxation of the momentum
conservation rule arises from the finite crystalline size and the diameter distribu-
tion of the nanosolid in the films. When the size is decreased, the rule of
momentum conservation will be relaxed and the Raman active modes will not be
limited at the center of the Brillouin zone [21]. The large surface-to-volume ratio
of a nanodot strongly affects the optical properties mainly due to introducing
surface polarization states [28].

Particle size reduction softens the phonons for all glasses, and the phonon
frequencies of CdSe nanodots vary with the composition of host glasses. Models
based on assumptions that the materials are homogeneous and isotropic are valid
only in the long-wavelength limit. When the size of the nanosolid is in the range of
a few nanometers, the continuum dielectric models exhibit limitations.

Hwang et al. [29] consider the effect of lattice contraction in explaining the
versatile phonon redshifts of nanosolid CdSe embedded in different glass matrices.
The following expresses the K-dependent phonon shift with inclusion of lattice
contraction,

x Kð Þ ¼ xL þ DxD Kð Þ þ DxC Kð Þ ð15:3Þ
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where xL is the LO phonon frequency of the bulk. DxD(K) is the peak shift due to
phonon dispersion, and DxC(K) the peak shift due to lattice contraction. The
phonon dispersion DxD(K) follows

DxD Kð Þ ¼ x2
L � b2

L

lnp

Kd0

� �2
" #1=2

�xL ffi �
b2

L

2xL

� �
lnp

Kd0

� �2

ð15:4Þ

where the parameter bL describes the phonon dispersion assumed to be parabolic
and lnp is the nonzero np the root of the equation of tan(lnp) = lnp. The DxC Kð Þ
is given as [18]:

DxC Kð Þ ¼ xL 1þ 3Dd Kð Þ
d

� ��c

�1

ffi �
ffi �3cxL

Dd Kð Þ
d

where

Dd Kð Þ
d
¼ a0 � að Þ T � Tg

� �
� 2bc

3
r1
Kd0
þ b

2 Kd0ð Þ2

 !

ffi a0 � að Þ T � Tg

� �
� bcb

3 Kd0ð Þ2

ð15:5Þ

c is the Grüneisen parameter, a0 and a are the linear thermal expansion coef-
ficients of the host glass and the nanodot, respectively. T and Tg are the testing and
the heat treatment temperature, respectively. bc and r? are the compressibility and
the surface tension of the bulk, respectively, and b is the parameter describing the
size-dependent surface tension of the crystal. The surface tension for bulk crystals
is small. The first term describes lattice contraction by thermal expansion mis-
match between the glass matrix and the crystal, and the second term arises from
the increase in surface tension with the decrease in crystal size. Substituting Eq.
(15.5) into (15.4), the phonon frequency change at a given temperature is obtained,

Dx Kð Þ
xL

¼ �3c a0 � að Þ T � Tg

� �
� 1

2

bLlnp

xL

� �2

� cbCb

" #

Kd0ð Þ�2

¼ A� BK�2

ð15:6Þ

For a free surface, a0 = a, and b = 0. There are some difficulties however to
use this equation, as remarked on by Hwang et al. [29] since the thermal expansion
coefficient within the temperature range T - Tg is hardly detectable. The value of
B in Eq. (15.6) is given by the difference of the phonon negative dispersion and the
size-dependent surface tension. Thus, a positive value of B indicates that the
phonon negative dispersion exceeds the size-dependent surface tension and
consequently causes the redshift of phonon frequency. On the contrary, if the size-
dependent surface tension is stronger than the phonon negative dispersion, blue-
shift occurs. In case of balance of the two effects, i.e., B = 0, the size dependence
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disappears. Furthermore, the parameter b introduced by the size-dependent surface
tension is unknown. At the lower end of the size limit, the x Kð Þ ! �1 diverges
in a K-2 way.

15.2 BOLS Formulation

15.2.1 Scattering by Vibrations

Raman scattering arises from the radiating dipole moment induced by the electric
field of incident electromagnetic radiation. The laws of momentum and energy
conservation govern the interaction between a phonon and a photon. When we
consider a solid containing numerous Bravais unit cells and each cell contains
n atoms, there will be 3n modes of vibrations. Among the 3n modes, there will be
three acoustic modes, LA, TA1 and TA2 and 3(n - 1) optical modes. The acoustic
mode represents the in-phase motion of the mass center of the unit cell or the entire
solid.

Therefore, the LFR should arise from the vibration of the entire nanosolid
interacting with the host matrix. For a freestanding nanosolid, the LFR corre-
sponds to intercluster interaction. The optical mode is the relative motion of the
individual atoms in a complex unit cell that contains more than one atom. For
elemental solids with a simple such as the fcc structure of Ag, there presents only
acoustic modes. The structure for silicon or diamond is an interlock of two fcc
structures that contain in each cell two atoms in non-equivalent positions, so there
will be three acoustic modes and three optical modes. The complex structure of
compound ensures multiple optical modes.

15.2.2 Frequency of Lattice Vibration

The solution to the Hamiltonian of a vibration system is a Fourier series with
multiple terms of frequencies being fold of that of the primary mode [30]. For
example, the frequency of the secondary 2D mode should be twofold that of the
primary D mode of diamond. Instead of the multi-phonon resonant scattering,
Raman frequencies are the characteristics of the solution. Generally, one can
measure the Raman frequency of a particular x mode as xx ¼ xx0 þ Dxx , where
xx0 is the reference point from which the Raman shift Dxx proceeds. The xx0 may
vary with the frequency of the incident radiation and substrate conditions, but not
the nature and the trends induced by the applied stimuli. By expanding the inter-
atomic potential in a Taylor series at its equilibrium and considering the effective
atomic z, one can derive the vibration frequency shift of a harmonic system,
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u rð Þ ¼
X

n¼0

dnu rð Þ
n!drn

� �

r¼dz

r � dzð Þn

ffi Ez þ 0þ d2u rð Þ
2!dr2

����
r¼dz

r � dzð Þ2þ 0 r � dzð Þn� 3
	 


¼ Ez þ
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2
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From the dimensionality analysis, the term ou2 rð Þ=or2
��
r¼d

is proportional to

E1=2
z =dz: The E1=2

z =dz ffi
ffiffiffiffiffiffiffiffiffi
Yzdz
p

; Yz � Ez=d3
z

� �
is rightly the square root of the

stiffness being the product of the Young’s modulus and the bond length [31].
Equaling the vibration energy to the third term in the Taylor series and omitting

the higher-order terms yields

1
2
l Dxð Þ2x2 ffi 1

2
ou rð Þ
or2

����
r¼d

x2 / 1
2

Ez

d2
x2

As the first-order approximation, the lattice vibration frequency x can be
detected as Raman shift Dxx z; dz; Ez; lð Þ from the reference point,
xx 1; db; Eb; lð Þ, which depends functionally on the order z, length dz, and energy
Ez of the representative bond for the entire specimen and the reduced mass of the
dimer atoms of the representative bond with l ¼ m1m2= m1 þ m2ð Þ,

Dxx z; dz; Ez; lð Þ ¼xx z; dz; Ez; lð Þ � xx 1; db; Eb; lð Þ

¼x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2u rð Þ
ldr2

����
r¼dz

s

/ 1
dz

Ez

l

� �1=2

�
1

z

� ð15:7Þ

Considering the coordination-resolved mode vibration, the z takes the values of
z = 1 and z. For instance, for the D and the 2D modes of graphene, z is the number
of neighboring atoms, and for the G mode of graphene, and the 141 cm-1 mode of
TiO2, z = 1 [32, 33].

The vibration amplitude is x = r - d0. The high-order terms contributes to the
nonlinear behavior. If the vibration is a dimer dominance, z = 1; otherwise, the
short-range interaction on each atom results from its neighboring coordinating
atoms, and the atomic vibrating dislocation is the contribution from all the sur-
rounding coordinates, z. Since the vibration amplitude x ffi d0, the mean contri-
bution from each coordinate to the force constant and to the magnitude of
dislocation as the first-order approximation

k1 ¼ k2 ¼ 	 	 	 ¼ kz ¼ liðcxÞ2;

and,

x1 ¼ x2 ¼ 	 	 	 ¼ xz ¼ ðr � d0Þ=z:
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Therefore, the total energy of a certain atom with z coordinates is the sum over
all coordinates [34]

u rð Þ ¼ �zEb þ
zd2u rð Þ
2!dr2

����
d0

r � d0ð Þ2þ. . . ð15:8Þ

This relation leads to an expression for the phonon frequency as a function of
bond order, bond length, and bond energy

x / zðEbÞ1=2

d0
; and

xz

x
¼ zibC�ðm=2þ1Þ

z ð15:9Þ

15.2.3 Size Dependence

Combining Eqs. (15.9) and (15.10) gives the size-dependent redshift of optical
mode of a nanosolid [where Q(?) = x(?) - x(1)]:

x Kð Þ � x 1ð Þ ¼ x 1ð Þ � x 1ð Þ½ � 1þ DRð Þ

or;
x Kð Þ � x 1ð Þ
x 1ð Þ � xð1Þ ¼ DR\0

DR ¼
X

i
 3

ci
xi

xb
� 1

� �
¼

P

i
 3
ci zibC�ðm=2þ1Þ

i � 1
	 


z ¼ zð Þ

P

i
 3
ci C�ðm=2þ1Þ

i � 1
	 


z ¼ 1ð Þ

8
>><

>>:

ð15:10Þ

where xx0 and xxi correspond to the vibration frequency of an atom inside the bulk
and in the ith surface atomic shell. xx(1) is the vibrational frequency of an isolated
dimer, which is the reference point for the optical redshift upon nanosolid and bulk
formation. The frequency decreases from the dimer value with the number of
atomic CN and then reaches the bulk value (z = 12) that is experimentally
detectable.

15.3 Verification and Quantification

15.3.1 CN-Resolved Optical Phonon Softening

The x(?) and x(K) in Eq. (15.10) are measured values. Based on the size
notation and measurements, one is able to determine the x(1) or the x(?) - x(1)
by matching the measured data of size dependence to the theoretically predicted
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line, x 1ð Þ � xð1Þ � �A0= DRKð Þ. Matching prediction to the measurement turns
out k = 1 because DR / K�1.

Figure 15.1 shows typical examples of size-softened optical phonons, which
justifies the validity of the BOLS with derived information about the corre-
sponding dimer vibration is given in Table 15.1. The size-softened phonons arise
from the involvement of the interaction between the specific atom and it sur-
rounding neighbors [32, 33].

15.3.2 LFR: Intercluster Interaction

Figure 15.2 shows the size-dependent LFR for different nanosolids. The LFR
frequency depends linearly on the inverse K,

Dx Kð Þ ¼ x Kð Þ � x 1ð Þ ¼ �A0K�1
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Fig. 15.1 Size-softened LO phonons of a Si [2, 4, 21, 35–39], b CdS0.65Se0.35 [40] and CdSe
[29, 41], c CeO2 [20, 42, 43] and InP-1[44], d ZnO [45, 46] nanoparticles (Reprinted with
permission from [31])

15.3 Verification and Quantification 307



The zero intercept at the vertical axis, xð1Þ ¼ 0, indicates that when
K approaches infinity, the LFR disappears, which implies that the LFR modes and
their blueshift result from vibration of the individual nanoparticle as a whole, as
represented in the quadruple vibration mechanism. This notation treats the nano-
particle as an individual body in vibration, which gives information about the
strength of the interparticle interaction, as summarized in Table 15.2. The
mechanical coupling between nanoclusters is the key to the LFR [47].

15.3.3 Amplitude and Frequency of Skin Atom Vibration

At a given temperature, the vibrational amplitude and frequency of a given atom

follow Einstein’s relation, lðcxxÞ2=2z ¼ kBT , which yields the magnitude of
vibration: x / z1=2x�1. The frequency and magnitude of vibration for an surface
atom (z = 4) follows

x1

xb
¼ zibC� m=2þ1ð Þ

1 ¼ 0:88�3:44=3 ¼ 0:517 Sið Þ
0:88�3=2=3 ¼ 0:404 Metalð Þ

�

x1

xb
¼ z1=zbð Þ1=2xb=x1 ¼ zb=z1ð Þ1=2C m=2þ1ð Þ

1

¼
ffiffiffi
3
p
� 0:883:44 ¼ 1:09 Sið Þ
ffiffiffi
3
p
� 0:883=2 ¼ 1:43 Metalð Þ

(
ð15:11Þ

The vibrational amplitude of an atom at the surface is indeed greater [54, 55]
than that of a bulk atom while the frequency is lower. The magnitude and fre-
quency are sensitive to the m value and vary insignificantly with the curvature of a
spherical dot when K [ 3.

Table 15.1 Vibration frequencies of isolated dimers of various nanosolids and their redshift
upon bulk formation derived from simulating the size-dependent redshift of Raman optical
modes, as shown in Fig. 15.1

Material Mode x(?)(cm-1) x(1) (cm-1)

Si 520.0 502.3
CdS0.65Se0.35 LO1 CdSe-like 203.4 158.8

LO2 CdS-like 303 257.7
CdSe LO 210 195.2
CeO2 464.5 415.1
SnO2 A1g 638 602.4
InP LO 347 333.5
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Fig. 15.2 LFR blueshift of a Si [3, 4], b Ag-a (in SiO2) [48], Ag-b (in SiO2) [10], and Ag-c (in
Al3O2) [9], c TiO2[49] and SnO2 [20], d CdSe-a (l = 0, n = 2), CdSe-b (l = 2, n = 1), and
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(Reprinted with permission from [31])
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15.4 Summary

The BOLS correlation and the scaling relation correlate the size-created and
stiffened LFR phonons to the intergrain interaction. The size-softened optical
phonons result from interaction between the undercoordinated neighboring atoms
in the skin. The coordination reduction enhancement of the phonon frequencies of
the Eg mode of TiO2 and the G mode of GNR is dictated by the interaction
between undercoordinated dimers. The size-induced phonon relaxation follows a
K-1 fashion. Decoding the size dependency of the Raman optical redshift leads to
vibrational information of Si, InP, CdS, CdSe, TiO2, CeO2, and SnO2 dimers and
their bulk shifts.
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Chapter 16
Electrons: Entrapment and Polarization

• The core-level binding energy shifts from that of an isolated atom upon inter-
atomic interaction being involved.

• The exchange integral that is proportional to the single bond energy at equi-
librium determines the amount of shift.

• The energy level shift is always positive unless polarization is involved.
• Atomic undercoordination induced quantum entrapment not only deepens the

core level but also enlarges the electroaffinity of a substance. The latter rep-
resents the ability of the specimen holding electrons captured from its partner
that has lower electronegativity.

• Nonbonding electron polarization not only lowers the work function but also
splits and screens the local interatomic potential.

• Complementing STM/S and PES, ZPS collects coordination-resolved informa-
tion of bond length, bond energy, binding energy density, atomic cohesive
energy and the extent of polarization at sites of defects, monolayer skins, terrace
edges, hetero-junction interfaces.

16.1 Known Facts

16.1.1 Core-Level Shift

Unlike the valence DOS that provides direct information about charge transpor-
tation kinetics during reaction [1], the energy shift of a core level of an isolated
atom gives profound information about the strength of crystal binding that is
dominated by inter-atomic interaction. Alteration of bond nature and variation of
bond strength will affect the crystal potential and hence shift the core level by a
certain extent. The strengthening of the bond will shift the core level positively; if
the crystal potential is screened or the bond becomes weaker, the shift is negative.

C. Q. Sun, Relaxation of the Chemical Bond, Springer Series
in Chemical Physics 108, DOI: 10.1007/978-981-4585-21-7_16,
� Springer Science+Business Media Singapore 2014
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Being able to discriminate the crystal binding core-level shift (CLS) from the
atomic potential trapping (core level of an isolated atom) of a core electron under
various physical and chemical environment is a great challenge. Combining the
most advanced laser cooling technology and XPS, one can measure the energy
separation between different energy levels of the slowly moving gaseous atoms
trapped by the laser beams, but the core-level energy of an isolated atom is hardly
applicable [2]. What one can measure using XPS are the convoluted broad peaks
of the core bands contributing from atomic potential trapping, crystal binding,
crystal orientation, surface relaxation or nanosolid formation, and the effect of
surface passivation.

In addition to the well-known chemical shift caused by the core–hole ‘screening’
due to charge transportation in reaction, relaxed interlayer spacings at a surface can
split the core level of a specimen into a few components, as illustrated in Fig. 16.1.
However, specification of the origin of reference from which the shift proceeds, the
direction of the shift, and the surface components is quite controversial, as sum-
marized in Table 16.1. With the widely used sign convention, a positive shift
relates the low-energy component (away from EF) to the surface contribution (Si,
i = 1, 2, …, B) while the high-energy component relates to the bulk origin
(B) (Fig. 16.1). The resultant peak is often located in between the components, and
the exact position of the resultant peak varies with experimental conditions, which
results in the core-level energy of a specimen vary from source to source.

The intensity of the high-energy component in an XPS spectrum often increases
with the incident beam energy or with decreasing the polar angle between the
incident beam and the surface normal (Fig. 16.1) [4–8]. The intensity of the high-
energy component also increases with decreasing the surface atomic density under
the same beam conditions (energy and incident angle). For example, Pd(110, 100,
111) surfaces demonstrate two 3d5/2 components at 334.35 and 334.92 eV. The
intensity of high-energy 334.35 eV peak decreases when the surface geometry
turns from (110) to (111) [9] (with atomic density n110 : n100 : n111 = 1/
H2 : 1 : 2/H3). The 306.42 eV component of the Rh(111) 3d5/2 level measured

Fig. 16.1 Illustration of the
positive shift (S1, S2, … ,
B) of the core-band
components with respect to
the energy level of an isolated
atom, Em 0ð Þ:DEm Sið Þ ¼
DEmð1Þ½1þ Di�. The
intensities of the low-energy
bulk component often
increase with incident beam
energy and the decrease in the
polar angle between the
incident beam and surface
normal (Reprinted with
permission from [3])
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under 380 eV beam energy is relatively higher than the same peak of the Rh(110)
measured using 370 eV beam energy compared with the high-energy component
at 307.18 eV [9].

The energy of individual component should be intrinsic, but the resultant peak
changes with crystal orientation due to the convoluted contribution from the
involved peaks. The dependence of the high-energy-component intensity on the
beam conditions and on the atomic density implies that the surface relaxation
induces a positive shift.

Upon reacting with electronegative elements such as oxygen, the core level also
splits with the production of low-energy satellites. Such ‘chemical shift’ arises
from core–hole production due to bond formation that weakens the ‘screening’ of
the crystal potential acting on the specific core electrons. The effects of surface
relaxation and chemical reaction enhance each other. For instance, Ru(0001)
shows two distinct Ru-3d5/2 components of surface relaxation. Both components
then shift deeply simultaneously by up to 1.0 eV upon oxygen adsorption [21].
Rh(100)-3d5/2 has a component of 0.65 eV away from the main peak of the bulk.
Oxygen addition shifts both components 0.40 eV downward [26].

Figure 16.2 shows the XPS Ta-4f spectra taken after removing about 30 %
(upper) and 50 % (lower) of the surface nanoparticles of a gate device by sput-
tering [27]. The first doublets (Ta-4f5/2 and Ta-4f7/2) at (23.4 and 26.8 eV) arise
from TaSix and Ta2O5. The second doublets at (31.6 and 34.5 eV) are size-induced
shift of the first doubelets (arrows indicated). Removing the nanoparticles weakens
the size effect. Therefore, both surface relaxation and chemical reaction shift the
core level positively by an amount that varies not only with the original core-level
position but also with the extent of reaction.

When a solid reduces its size down to the nanometer scale, the entire core-level
features (both the main peak and the chemical satellites) move simultaneously
toward lower binding energy and the amounts of shift depend not only on the

Table 16.1 Specifications and the possible origins of the surface-induced core-level splitting

Specification Samples

Positive shift:
(low ? high ? EF)
S1, S2, …, and B

Nb(001) [4, 6], graphite [5], Tb(0001)-4f [7], Ta(001)-4f [8],
Ta(110) [10], Mg(1010) [11], Ga(0001) [12]

Negative shift:
B, S4, S3, S2, and S1

B, S2, S3, S4, and S1

Be(0001) [13], Be(1010) [11, 14, 15], Ru(1010) [16], Mo(110)
[17], Al(001) [18], W(110) [19], W(320) [20], Pd(110,100,
111) [9]

Mixed shift:
S1, B, Sdimer-up, Sdimer-down

S2, B, S1

S1, B, S2

S2, S3 ? S4, S1, B

Si(111) [21], Si(113) [22], Ge(001) [23], Ru(0001) [24],
Be(1010) [25]
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original core-level position but also on the shape-and-size of the particle. Fig 16.3
compares with the mono-peak of S-2p and S-2s core bands of a bulk solid, ZnS
and CdS nanosolids exhibit three components of each the S-2p and S-2s core band
[28, 29]. These components have been ascribed as the contribution, from low to
high binding energy, from the outermost capping layer (0.2–0.3 nm thick), surface
layer (0.2–0.3 nm thick), and the core of the nanosolid, as shown in Fig. 16.3a and
b. This specification is in accordance with the surface positive CLS. The energy
value of each component changes slightly with particle size but the peak intensity
of each component and the resultant peak vary considerably with the fraction of
atoms in the capping, the surface, and the core of the nanosolid. The intensity of
the capping component grows at the cost of the intensity of the core component, as
the solid size is reduced. The intensity increase in the capping component follows
the size dependence of the surface-to-volume ratio of a nanosolid [28, 29].

Generally, the CLS of a nanosolid follows the scaling relation with a slope B that
changes depending on surface treatment, particle dimensionality, and particle–
substrate interaction [30]. The highly oriented pyrolytic graphite (HOPG) shows two
C1s components separated by 0.12 eV [5]. The low-energy component of the C1s
corresponds to surface and the other to the bulk. The 2p3/2 peak of Cu nanosolids
deposited on HOPG and CYLC (polymer) [31], the 4f peak of Au nanosolids
deposited on Octanedithiol [32], TiO2 [33], and Pt(001) [34] as well as the Pd/HOPG
[35] follow exactly the scaling law. Therefore, surface relaxation and nanosolid
formation play an equivalent role in splitting and shifting the core-level energy.

Fig. 16.2 Intensity and
energy shift of Ta-4f
doubelets upon 30 % (upper)
and 50 % (lower) of the
surface nanoparticles being
removed of a Ta/Si gate
device (Reprinted with
permission from [27]). The
first pair of doublets (4f5/2

and 4f7/2) at 23.4 and 26.8 eV
arises from TaSix and Ta2O5.
The second pair of doublets at
31.6 and 34.5 eV is the size-
induced shift of the first
doubelets (arrows indicated)
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16.1.2 Known Mechanisms

The following arguments provide possible mechanism for the surface- and size-
induced CLS:

1. Surface interlayer contraction creates the low-energy component of the CLS
[8]. For example, a 12 % contraction of the first-layer spacing Nb(001) shifts
the 3d3/2 by 0.50 eV [4]; a (10 ± 3) % contraction of the first-layer spacing of
Ta(001) offsets the 4f5/2(7/2) by 0.75 eV [8]. The surface bond contraction
enhanced interlayer charge density, and resonant diffraction of the incident light
is supposed to be responsible for the positive energy shift [4, 8].

2. The thermo-chemical or the ‘initial (neutral, un-ionized specimen with n elec-
trons)–final (radiation beam ionized specimen with n - 1 electrons) states’
relaxation dominates the CLS [6, 7]. The energy required for removing a core
electron from a surface atom is different from the energy required for a bulk
atom. The surface atom is assumed as a ‘Z ? 1 impurity’ sitting on the sub-
strate metal of Z atomic number. The energy states of atoms at a flat surface or
at a curved surface are expected to increase/decrease while the initial states of
atoms in the bulk decreases/increase when the particle size is reduced. This
mostly adopted mechanism creates the positive, negative, or mixed surface shift
in theoretical calculations.

Fig. 16.3 The core (1), surface (2), and capping (3) components of a S-2p and b S-2s spectra of
CdS nanosolids. Particle-size reduction lowers the intensity of the core (1) and increases the
intensities of surface and capping component (Reprinted with permission from [28, 29]) because
of the atomic fraction change in the respective layers
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3. Size-enhanced ionicity of copper and oxygen contributes to the 2p energy shift
of CuO nanosolid [36]. Oxygen atoms bond more strongly to the Cu atoms in a
nanosolid than they do inside the bulk.

4. Other models such as the interfacial dipole formation [27], metal-non-metal
transition [35, 37–39], and interfaces oxygen vacancies [40] account for the
size-induced CLS.

Briefly, surface relaxation, defect creation, adatom epitaxy, atomic chain and
ribbon formation, and nanosolid formation share a common yet unclear origin in
splitting and shifting the core level to lower binding energy. However, definition of
the XPS peak components is quite confusing and the origin for the under-coor-
dination induced CLS is under debate.

16.2 BOLS-TB Formulation

16.2.1 Hamiltonian and Energy Dispersion

The Hamiltonian and the wave function describing an electron moving in the mth
orbit of an atom in the bulk solid is [41],

H ¼ H0 þ H0

with
H0 ¼ � �h2r2

2m þ Vatom rð Þ Intra-atomic interactionð Þ
H0 ¼ Vcryst rð Þ Inter-atomic interactionð Þ

(

/m;i rð Þ ffi m; ij i exp ikrð Þ � m; ij i Wave-functionð Þ

ð16:1Þ

H0 is the Hamiltonian for an isolated atom, which consists the kinetic energy and
the intra-atomic potential, Vatom(r) = Vatom(r ? R) \ 0. The H0 is the crystal
potential, Vcrystal(r) = Vcrystal(r ? R) \ 0. The Vcryst(r) sums over the interatomic
potentials of all neighbors. Both the intra- and the crystal potentials are periodic in
real space with R being the lattice constant. Because of the strong localization
nature of the core electrons, the plain wave prefactor exp ikrð Þ of the Bloch
function is often omitted [41]. Therefore, the wave function for the tightly bound
core electron approximates an electron of an isolated atom. The eigen wave
function m; ij i meets the following requirement with i and j denoting atomic
positions:

m; jh m; ij i ¼ dij ¼
1 i ¼ jð Þ
0 i 6¼ jð Þ

�

The energy dispersion of an electron in an ideal bulk (zb = 12 for an fcc
standard) is:
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Ev zbð Þ ¼ Ev 0ð Þ þ am þ zbbmð Þ þ 2zbbmUm k;Rð Þ

with
Ev 0ð Þ ¼ � m; ih jH0 m; ij i Atomic core levelð Þ
am ¼ � m; i H0j jm; ih i / Eb Exchange integralð Þ
bm ¼ � m; i H0j jm; jh i / Eb Overlap integralð Þ

8
<

:

ð16:2Þ

The interaction between the ion-core and the particular electron determines the
energy level of an isolated atom, Ev 0ð Þ. Being an intrinsic constant irrespective of
the chemical or the coordination environment, the Ev 0ð Þ reduces its value from 103

to 100 eV until the vacuum level E0 = 0 as the m increases, or if one-step out from
the nearest orbit outward of the atom. Once the crystal potential is involved, or a
bulk or a liquid is formed, the core level Ev 0ð Þ will deepen by an amount of
DEv zbð Þ = Ev zbð Þ - Ev 0ð Þ = am þ zbbm associated with band broadening. Both the
exchange integral am and the overlap integral bm are proportional to the cohesive
energy per bond at equilibrium, Eb. As illustrated in Fig. 16.4, if one moves from
the valance band downward, the DEv zbð Þ will turn from 100 to 10-1 eV and the
EvW approach a line of spin-resolved energy level, such as the 1s, 2p1/2, and 2p3/2

levels of Cu. The shape of the core band follows the form of
2zbbmUm k;Rð Þ� sin2 kR=2ð Þ, for an fcc structure, is often approximated using the
Gaussian or the Lorentz functions in decomposing the spectrum.

Typically, zbbm=am\3 %: the bond energy Eb dominates the CLS from the first-
order approximation. Any perturbation to the interatomic potential at equilibrium,
or any variation of the interatomic bond will directly change the bandwidth and the
CLS changes with the effective atomic CN (z). If the z increases from zero (an
isolated atom) to 12 (an infinite size), the CLS deepens from that of an isolated
atom to a maximum at z = 2 (an fcc unit cell) and then recovers gradually to the

0.0 0.5 1.0 1.5 2.0

ΔEv (γ )/ΔE v (12)

B
P
T
 Envelop

Ev (0)

(a) (b)

Fig. 16.4 a Evolution of the mth atomic energy level from Em(0) to the mth band Em(zb = 12) with
a shift of DEm(zb) = am þ zbbm and a width of EmW ¼ 2zbbmUm k;Rð Þ upon bulk formation. The
amounts of energy shift and band expansion depend on the cohesive energy per bond at
equilibrium and the quantum number m of the band. b A typical XPS spectrum of the core band
with addition of entrapment (T) and polarization (P) components to the bulk (B) shift. (Reprinted
with permission from [3])
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bulk shift E (12). The measured 2p level of CrN (N = 2-13 corresponds to z = 2))
[42] does follow the expected CN trend.’’

16.2.2 BOLS: Coordination Resolution

The modification of crystal potential deepens the core level by an amount of
DEm zbð Þ. The perturbation DH will shift the bulk component positively (DH [ 0,
entrapment (T) or shifting away from Ef) or negatively (DH\0, polarization (P) or
moving toward Ef), see Fig. 16.4b. A mixed shift may happen if both entrapment
and polarization simultaneously come into play. Assuming that the wave function
changes insignificantly for the strongly localized core electrons, Eq. (16.1) turns to
be the following form with replacing zb with x representing the effect of atomic
CN(z) variation or polarization,

H0 ¼ Vcryst rð Þ 1þ DHð Þ

Ev xð Þ ¼ Ev 0ð Þ þ amx 1þ xbmx=amxð Þ þ 2xbmxUm k;Rð Þ

with
Ev 0ð Þ ¼ � m; ih jH0 m; ij i atomic core levelð Þ
amx ¼ � m; i H0j jm; ih i / Eb 1þ DHð Þ / Ex Exchange integralð Þ
bmx ¼ � m; i H0j jm; jh i / Eb 1þ DHð Þ / Ex Overlap integralð Þ

8
<

:

ð16:3Þ

According to the energy band theory and the BOLS correlation, the surface- and
the size-induced energy shift of the energy level of an isolated atom Em(0) follows
the relation:

V DHð Þ ¼ Vatom rð Þ þ Vcry rð Þ 1þ DH½ � ðaÞ
Em DHð Þ ¼ Em 0ð Þ þ Em 1ð Þ � Em 0ð Þ½ � 1þ DHð Þ; or
Em DHð Þ ¼ Em 1ð Þ þ Em 1ð Þ � Em 0ð Þ½ �DH ðbÞ

8
<

:
ð16:4Þ

where Em 0ð Þ and Em 1ð Þ are intrinsic quantities of a specimen. Neither chemical
reaction nor bond relaxation changes these two quantities. The perturbation DH

follows,

DH ¼
DH zð Þ ¼ Ez�Eb

Eb
¼ C�m

z � 1 ðSite specificity of defect and surfaceÞ
DH K; sð Þ ¼ sK�1

P

i� 3
CiDH zið Þ ðShell resolved in s� shaped nanosolidÞ

8
<

:

ð16:5Þ

DH is the site-specific contribution for defect and surface and the weighted sum
over the outermost two or three atomic layers of nanosolid. At the lower end of the
size limit, the perturbation to the Hamiltonian of a nanosolid relates directly to the
behavior of the representative bond, being the case of the outermost surface layer
and a monatomic chain. The following relation holds,
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Em Dlð Þ � Em 0ð Þ
Em Dl0ð Þ � Em 0ð Þ ¼

1þ Dl

1þ Dl0
; l0 6¼ lð Þ; or

Em Dlð Þ � Em 1ð Þ
Em Dl0ð Þ � Em 1ð Þ

¼ Dl

Dl0
; l0 6¼ lð Þ

ð16:6Þ

Dl can be either form of Eq. (16.5). Given an XPS profile with clearly identified
Em(Si) and Em(?) of a surface, or a set of XPS data collected from a certain type of
nanosolid of different sizes, one can obtain the Em(0) and DEv 1ð Þ, and the CN-
dependent shift, based on the following relations derived from Eq. (16.6):

Em 0ð Þ ¼ 1þDH0ð ÞEm DHð Þ� 1þDHð ÞEm DH0ð Þ
DH0 �DH

; H 6¼ H0ð Þ
DEm 1ð Þ ¼ Em 1ð Þ � Em 0ð Þ

(

Em 0ð Þ ¼ Em 1ð Þ � Em DHð Þ � Em 1ð Þ½ �D�1
H Atomic mth levelð Þ

Em DHð Þ ¼ Em 0ð Þ þ Em 0ð Þ � Em 1ð Þ½ �ð1þ DHÞ Perturbation� respolvedð Þ
Em zð Þ ¼ Em 0ð Þ þ Em 0ð Þ � Em 1ð Þ½ �C�m

z CN � resolvedð Þ

8
<

:

ð16:7Þ

The XPS spectra of a certain substance of various orientations or different sizes
contain a total number of l ([2) peak components; Em(0) and the DEv 1ð Þ will take
the mean value of the N ¼ C2

l ¼ l!= ðl� 2Þ!2!½ � combinations with a standard
deviation r, and the CN-dependent CLS follows:

Em 0ð Þh i ¼
P

N Em0 0ð Þ
� ��

N Atomic mth levelð Þ

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P

N Em0 0ð Þ � Em 0ð Þh ið Þ2
h i.

NðN � 1Þ½ �
r

Perturbation-respolvedð Þ
Em zð Þ ¼ Em 0ð Þh i ffi rþ Em 0ð Þh i � Em 1ð Þ½ �C�m

z CN - resolvedð Þ

8
>><

>>:

ð16:8Þ

Accuracy of the determination is subject to the XPS data calibration and the
bond length that may not always follow exactly the BOLS specification. Never-
theless, furnished with this approach, one is able to elucidate, in principle, the
coordination dependence of the core-level position of substance with all possible
atomic CN values from z = 0 to z = 12.

Therefore, the BOLS-TB approach uniquely defines the reference origin, the
physical origin, the direction, and the correlation among the core-level components
for under-coordination systems. By doing so, one is also able to determine the
locally effective atomic CN and the associated bond strain ez, binding-energy
density ED, and atomic cohesive energy EC [43, 44]:

ez ¼ dz=d0 � 1 ¼ Cz � 1
ED zð Þ=ED 12ð Þ ¼ C� mþ3ð Þ

z
EC zð Þ=ECð12Þ ¼ zibC�m

z

8
<

:
ð16:9Þ
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16.3 Coordination-Resolved Electronic Binding Energy

16.3.1 Surface: Skin-Resolved Quantum Entrapment

Figures 16.5 and 16.6 show the decomposition of the XPS data for the Rh, Pd, and
Ag surfaces of different orientations. The Pd 3d5/2 spectra demonstrate one sym-
metric convoluted peak but the Rh 3d5/2 spectra show two majors. The asymmetry
at the deeper edge corresponds to the presence of even under-coordinated defects,
according to the BOLS-TB premise. The XPS spectral pattern difference among
the spectra arises from the electronic configurations of Pd(5s04d10), Rh(5s14d8),
and Ag(5s14d10) [45].

Likewise, decoding the XPS spectra of the bcc-structured (a) W(100) [49], (b)
(110), and (c) (111) [50] surfaces, the hcp-structured Re, Ru, and Be surfaces
derived quantitative information is summarized in Table 16.6. The apparent
atomic CN in the bcc bulk is 8 instead of 12 for the fcc standard. However, one can
normalize the CN by z = 12 9 CNbcc/8. The derived z values are the effective
instead of the apparent value. XPS spectra from the well-faceted W skins were
decomposed with respect to the reported best-fit results25 using the components of
B, S2, and S1. The order of the B, S2, and S1 components and the separation
between them follow the same constraints, as mentioned above.

Results indicate that the bonds in the outermost layer are shortest and strongest
in comparison to those in the subsequent sublayers, which agrees with what dis-
covered by Matsui et al. [60] from Ni surface. They found that the Ni 2p levels of
the outermost three atomic layers shift positively to lower BE distinctly, with the
outermost atomic layer shifting the most.

16.3.2 Surface Energetics

Figure 16.7 shows atomic CN (orientation and sublayer)-resolved bond strain,
binding-energy shift, EC, and ED of the solid skins. These derivatives empower the
XPS in revealing such information that is critical to materials devises.

For a flat fcc(001) surface as standard, z1 = 4, z2 = 5.73, and ziC3 = 12, and
correspondingly, the bond contraction coefficient of C1 = 0.88, C2 = 0.92, and
CiC3 = 1. Table 16.2 lists the effective CNs for other surfaces. For metals such as
Au, Ag, and Cu, m = 1; for carbon, m = 2.56; and for Si, m = 4.88. For other
alloys and compounds, the m may vary. Averaging the sum over the top two
atomic layers, one can obtain the mean energy density per unit area within the two
atomic layers and the mean energy remain per discrete atom in the top two atomic
layers at T * 0 K. With the given bond energy for Cu (4.39 eV/atom), Diamond
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(7.37 eV/atom), and Si (4.63 eV/atom) [61], we can easily calculate the energy
density and atomic cohesive energy in the skin, as shown in Table 16.3. Results
show that at T = 0, the surface energy density (in eV/nm3 unit) is always higher
and the surface atomic coherency (in eV/atom unit) lower than the corresponding
bulk values.
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16.4 Nanosolid CLS

BOLS prediction yields a simple form for elucidating the Em(0) from a set of data of
size-dependent CLSs, which follows the scaling law (Eq. 11.12). The Q 1ð Þ ¼
DEm 1ð Þ � DEm 0ð Þ ¼ B= DHKð Þ varies simply with the parameter m and the given
dimensionality (s) and size (K) of the solid because DH / K�1. There are only two
independent variables, m and DEv 1ð Þ, involved in calculations. If a certainly
known quantity Q(?) in the scaling law, such as the Tm(?) or the bandgap EG(?),
and the measured size-dependent Q(K) of the considered system are given, the
m can be obtained by equaling both the theoretical and experimental scaling
relations. With the determined m, any other unknown quantities Q(?) such as the
crystal binding intensity, DEv 1ð Þ, of the same system, and then, the energy level
of an isolated atom, Em(0), can be determined.

Figure 16.8a illustrates the CLS change with cluster size (effective atomic CN).
If the solid increases from an isolated atom to an infinite size, the CLS shifts along
the line in the lower side of (a). The core level deepens to a maximal that corre-
sponds to z = 2 (an fcc unit cell) and then recovers in a K-1 fashion to the bulk shift
DEv (12). The experimental results in panel (b) for the 2p level of CrN (N = 2–13)
clusters [42] and the C 1s level at z[2 [81] do follow the expected size trend.

16.4.1 Skin, Size, and Edge Entrapment

Figure 16.9 plots the (a, b) skin-resolved 2p core levels spectra of Si surfaces [63,
64], (c, d) size-resolved energy shift of the 2p core level and the valence band of
Sin N ¼ 5� 92ð Þ [65], and (e) DFT optimized valence DOS of the Si (100) and the
(210) stepped surfaces. Results show consistently that under-coordination of atoms
in the surface skin of clusters and the terrace-edge entrapped electrons and deepen
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the binding energy of both the 2p and the valence bands of Si. Table 16.2 sum-
maries information derived from the XPS of Si surfaces and clusters.

E2p Kð Þ ¼ E2p 1ð Þ þ b=K ¼ 99:06þ 9:68=K nano� Si½ �
E2p Kð Þ ¼ 102:60þ 13:8=n1=3 ¼ 102:60þ 10:69=K ½Siþn �
Evb Kð Þ ¼ 4:20þ 10:89=K ½Siþn �
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With respect to the known bulk E2p(?) value at -99.2 eV, a 0:14 eV
ð¼ 99:2� 99:06Þ correction and a -3.4 (99.2–102.6) eV correction are made.
This correction does not influence the value of the shift,
DE2p 1ð Þ ¼ E2p 1ð Þ � E2p 0ð Þ. In processing the data reported in [65], the cluster

size n ¼ 4pK3=3 is converted to K�1 ¼ ð3n=4pÞ�1=3 ¼ 1:29n�1=3. A slight devi-
ation in the slopes arises from the accuracy in measurements. The missing of one
electron in Sin

+ weakens the screening effect on the crystal potential. For the
smaller clusters, the bond shortens and strengthens more than in those of the larger
particles. Matching theory to the measurements, with the known m = 4.88 [66] for
Si, gives rise to the 2p level of an isolated Si atom E2p(0) of -96.74 eV and the
bulk shift DE2p 1ð Þ of -2.46 eV.

Table 16.3 Predicted bond nature (m) dependence of ratios of energy density (eV/nm3), cdh i,
and atomic cohesive energy (eV/atom, free energy), cf

	 

, of a surface with respect to the bulk

values

m EC(B) ED(B) cds=cdbh i ED(S) cfs=cfbh i EC(S)

1 (metal, Cu) 4.39 155.04 1.468 198.60 0.455 2.00
2.56(diamond) 7.37 1307.12 1.713 2262.63 0.524 3.86
4.88 (Si) 4.63 164.94 2.165 357.09 0.649 3.00

Subscript 1 and 2 refers to the top first and second layers. css=csbh i is approximately equal to
1 - cfs=cfbh i according to the traditional definitions [62]
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+ clusters [65], and e edge-induced quantum
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16.4.2 Core–Shell Discriminative Entrapment

Figure 16.10 shows size dependence of the biding energy shift for Cu-2p, Au-4f,
and Pd-3d nanosolids. Linearization of the Em(K) versus K-1 relation derives the
slope and the Em(?) values. The atomic trapping energy E2p(0) = 931.0 eV and
the DE2p 1ð Þ ¼ 1:70 eV. Taking the obtained Cu-DE2p 1ð Þ value as reference in
simulating the measured size-dependent DE2p Kð Þ for Cu on CYCL gives
m = 1.82, which adds the contribution from the interface between Cu and CYCL
polymer substrate to the m = 1.

For the Au nanosolid, m = 1 has been confirmed in decoding the size-depen-
dent Tm of Au nanoparticles deposited on C and W substrates [68]. Fitting the
measured DE4f Kð Þ of Au/Octan with m = 1 gives E4f(0) = 81.50 eV for an iso-
lated Au atom and DE4f 1ð Þ ¼ 2:86 eV for the Au bulk. Taking DE4f 1ð Þ ¼
- 2:86 eV as reference, comparison confirms that Au grows on TiO2 and on

Pt(001) substrates in a layer-by-layer mode [33, 34]. Reproduction of the XPS
peak change in Pd/HOPG nanosolids [35] results in the value of DE

Pd�3d
1ð Þ ¼

4:00ffi 0:02 eV and EPd-3d(0) = 330.34 eV [69], compared with that derived from
Pd surface of 4.36 and 330.26 eV, respectively.

Calculation results from counting the capping, surface, and the core of the ZnS
and CdS nanosolids show that the crystal binding to S-2p of ZnS is stronger than
that of CdS, as compared in Table 16.4, because the Zn-S bond30 is shorter than
the Cd-S48 bond. The measured S-2s and S-2p peaks of CdS should shift up or
down consistently against the same peaks of ZnS. Compared with the measured
S-2s and S-2p peaks from CdS, it can be found that the S-2p peak from ZnS goes
slightly down while the S-2s peak floats up with respect to those of CdS. This may
cause the E2p(0) values of S in the two samples to vary slightly.

Assuming m = 4 for O-Cu, we can use the measured data [36] to estimate the
E2p(0) and the DE2p 1ð Þ of bulk Cu and bulk CuO, as given in Table 16.4. The
estimated values seem to be too large to be reasonable compared with those
obtained from Cu/HOPG or Cu/CYCL. As mentioned earlier, the accuracy is
strictly subject to the precision of the XPS data. The modeling predictions agree
also with the trends of the CLS for O-Sn and O-Ta compound nanosolids, of which
both the satellites and the main peaks in the XPS profiles shift toward higher
binding energy with reducing particle size (Table 16.5).

16.4.3 Number-of-Layer Dependence of Graphene

The C1s spectrum of graphene exhibits components corresponding to the GNR
edge at 285.97, surface layer at 284.80 and graphite bulk at 284.20 eV [71]. The
intensity of the bulk component deepens and the resultant peak shifts from the bulk
value of 284.40–284.85 eV for the single-layer graphene [72]. C60 deposited on
CuPc substrate demonstrates the same trends of thickness dependence of the work
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function and C1s shift [73]. Table 16.6 shows the coordination-resolved C1s
energy shift. These observations result from the coordination-resolved coupling of
quantum entrapment and polarization.

Combining the measurements [71] and the BOLS-TB premise [81] results in the
following expressions, and the CN-resolved C1s energy shift,

E1s zð Þ ¼ E1s 0ð Þ þ E1s 12ð Þ � E1s 0ð Þ½ �C�2:56
z ¼ 282:57þ 1:32C�2:56

z ðeVÞ ð16:10Þ

Table 16.4 Atomic Em(0) and DEC(?) and the standard deviation r for different nanosolids
based on the available XPS database (m = 4)

Nanosolid XPS measurement Em Calculated

S1(z1 = 4) S2(z2 = 6) B Em(0) DEm(?) r

CdS-S 2p [29] 163.9 162.7 161.7 158.56 3.14 0.002
ZnS-S 2p [28] 164.0 162.4 161.4 157.69 3.71 0.002
CdS-S 2s [29] 226.0 224.7 223.8 220.66 3.14 0.001
ZnS-S 2s [28] 229.0 227.3 226.3 222.32 3.92 0.001
CuO-Cu 2p3/2 [36] 936.0/934.9

(4/6 nm)
932.9 (25 nm) 932.1

(Bulk)
919.47 12.63 0.36 (2.8 %)

CuO-Cu 2p3/2

Refined data
935.95/934.85

(4/6 nm)
932.95
(25 nm)

932.1
(Bulk)

919.58 12.52 0.30 (2.4 %)

Table 16.5 Bond nature (m), dimensionality (s), and binding-energy information of Au, Cu, Pd,
and Si nanocrystals

Au/Octan Au/TiO2 Au/Pt Cu/HOPG Cu/CYCL Si 2p Pd 3d

m 1 1.82 4.88 1
s 3 1 1 3 3 3 3
d0/nm 0.288 0.256 0.263 0.273
Em(?) 84.37(4f) 932.7(2p) 99.20 334.35
Em(0) 81.504 81.506 81.504 931.0 96.74 330.34
DEm(?) 2.866 2.864 2.866 1.70 2.46 3.98

Table 16.6 Coordination-resolved C1s binding energies of carbon allotropes

Atomic CN 0 2 3 5.335 12

BOLS derivatives 282. 57 285.89 284.80 284.20 283.89
Measurements – 285.97 [71] 284.80 [71]

284.42 [5]
284.90 [74]
284.53–284.74 [75]

284.20 [71]
284.30 [5, 74]
284.35 [76]
284.45 [77]

283.50–289.30
[78–80]

z = 0 and 12 correspond to an isolated C atom and a C atom in the diamond bulk, respectively.
z = 2, 3, 4, and 5.335 correspond to the atomic CN of graphene/CNT edge, graphene interior,
diamond surface and bulk graphite, respectively
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Fig. 16.10 Size dependence of the core-level shift of Au, Pd, Cu, and CuO nanocrystals. a Au
[70] encapsulated in Thiol and Au on Octan [32] show three-dimensional features while Au on
TiO2 [33] and on Pt [34] show plate pattern of formation. b Pd on HOPG substrate [35]. The
different m values in c of Cu on HOPG and CYCL [31] indicate the contribution from the
reaction between Cu nanosolid and polymer CYCL substrate. d Core-level shift and bandwidth of
CuO nanoparticles (Reprinted with permission from [3])
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Figure 16.11 plots CN dependence of the C1s energy E1s(z) of carbon allo-
tropes. Matching the number-of-layer-resolved C1s-level shift [82] results in the
correlation between the number-of-layer and the effective atomic CN of the few-
layer graphene (inset): 1(z = 2.97), 2(3.2), 3(3.45), and 10(4.05).

The positive C1s-level shift is associated with a reduction in work function
from the bulk value of 4.6–4.3 eV for the single-layer GNR [84]. The work
function reduction indicates the enhancement of edge polarization and charge
densification by bond contraction. The fraction of surface and edge atoms
increases and the number of layer is reduced. Hence, the associated work function
reduction and the C1s shift evidence the coexistence of entrapment and
polarization.

16.4.4 Size-Induced Polarization

Figure 16.12 shows a negative shift of the Zn 2p3/2 binding energy by 1.2 eV upon
ZnO crystal being reduced from 200 to 3.0 nm [85] as a result of polarization.
Hydrogen passivation eliminates the polarization states and shifts the 2p-level shift
to lower binding energy. Annealing the ZnO at temperature up to 900 �C under the
ambient pressure of H2 3 % ? Ar 97 % (I) and O2 21 % ? N2 79 % (II) for 24 h
creates two kinds of defects [86]. Type I shows the PL energy at 2.46 eV and type
II at 2.26 eV.

Unlike other metals that demonstrate positive shift with size reduction, Zn 2p3/2

level in ZnO shifts oppositely—size reduction raises the core level. O-passivation
enhances the positive shift but hydrogen passivation shifts the core level adversely.
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Fig. 16.12 Normalized Zn-2p3/2 spectra showing a cluster size-induced polarization (upward
shift) that screens in turn the crystal potential and shift the core level negatively [85]. b Annealing
under the ambient of 0.21O2 ? 0.79N2 shifting the peak from 1,021.2 to 1,020.8 eV but under
0.03H2 ? 0.97Ar ambient annihilates the polarization shifting the peak of 1,020.8–1,022.9 eV
(Reprinted with permission from [86, 87])
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Annealing under 100 % O2 at the ambient pressure lowers the PL peak from 2.46
to 2.15 eV [87].

As both the core level and bandgap depend on the crystal potential, bond
contraction deepens the potential and polarization elevates it by screen weakening.
Particle-size reduction enhances the polarization of the non-bonding electrons by
the densely entrapped core electrons, which happens at the highly curved surfaces.

The screening of the crystal potential by the O-induced dipoles narrows the
bandgap and shifts the core level negatively. However, hydrogenation annihilates
the unpaired electron dipoles. The competition of polarization and entrapment
determines both the bandgap and the CLS [88, 89].

Size reduction-induced polarization happens in compounds containing N, O,
and F and metals with the outermost s-orbit filled with unpaired electrons like Ag,
Au, Rh, while happens not to metals with such s-orbit that is empty or filled with
paired electrons, such as Pt and Co. Such polarization of substance at the nanoscale
creates properties that the bulk counterpart never demonstrates such as the dilute
magnetism, catalysis, superhydrophobicity, fluidity, lubricity, as will be addressed
in later section.

16.5 Electroaffinity and Work Function

16.5.1 Electroaffinity Modulation: Valance Entrapment

Electroaffinity is the separation between the vacuum level, E0, and the conduction-
band bottom edge, which represents the ability of holding the bonding electrons. In
comparison, the difference in electro-negativity between two elements represents
the capability of the more electro-negative element catching electrons from the
less electro-negative one. One specimen with a larger value of electronegativity
has higher tendency to hold the caught electrons more firmly.

The enlargement of electroaffinity of the specimen results from the conduction-
band entrapment. The affinity change follows the relation:

Deðs;KÞ ¼DECðs;KÞ � DECð1Þ � DEGðs;KÞ=2

¼ DECð1Þ � DEGð1Þ=2½ � 	 DH s;Kð Þ
ð16:11Þ

The conduction-band edge drops sharply from the EC(0) to a maximum at
EC(K * 1.5) and then recovers in a K-1 manner until the bulk value of DEC(?) is
reached. K = 1.5 corresponds to z = 2, which is the case of a monatomic chain
(s = 1) or a unit cell (s = 3) containing 12 atoms of an fcc structure, for instance.
With the DEC(?) data obtained as above [31, 90], the maximal DeM value, or the
valence DOS shift of Cu3d DE3dð1Þ ¼ 2:12 eV; DeM ¼ 0:99 eVð Þ and Au4f

nanospheres are DE3dð1Þ ¼ 2:87 eV; Dem ¼ 1:34 eVð Þ based on the parameters
of s = 3, m = 1.0, and DH(1.5) = 0.7-1 - 1 = 43 %. For a semiconductor Si
nanosphere (s = 3 and m = 4.88), the electroaffinity will be enlarged at most by
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DH(1.5) = 0.7-4.88 - 1 = 470 %. Employing the DE2p(?) = 2.46 eV and
EG(?) = 1.12 eV, the estimated DeM for Si at least is 5.8 eV.

However, a competition between the entrapment and the polarization of the
dangling bond minimizes the expectation, see Fig. 16.9. At a flat surface (z1 = 4),
the energy level shifts by 0.88-1 - 1 = 13.6 % for metals, which contribute to the
enlargement of the electronegativity. The enlarged electroaffinity explains why the
bond nature alteration occurs in the III-A nanosolids and why the IV-A covalent
bond becomes even stronger at zi B 3. The valence DOS entrapment is responsible
for the ionicity of O and Cu at the nanoscale. Affinity enlargement should be
responsible for the toxicity that nanocrystals demonstrate.

16.5.2 Workfunction: Polarization or Entrapment

16.5.2.1 Geometrical Modulation: Charge Densification

Bond contraction deepens the interatomic potential well and enhances the charge
density in the relaxed surface region. The locally confined electrons near the
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surface edge become denser. In addition to polarization, the densification lowers
the work function.

For an isolated nanosolid of size K, the U satisfies (V � ds):

U ¼ E0 � EF ; and EF / n2=3 ¼ Ne=Vð Þ2=3/ d
� ��2s=3 ð16:12Þ

The total number of electrons Ne of a nanosolid conserves. At the lower end of
the size limit of a spherical or semispherical dot (R * 1 nm, s = 3), the average
bond length is around 80 % of that in the bulk, and hence, the U will reduce from
the original value by 30 % (EF shifts up by 0.8-2 - 1), according to Eq. (16.12).

Figure 16.13 shows that the U of the diamond (111) surface decreases from the
bulk value of 4.8 eV to a minimum of 3.2 eV at an average grain size of about
4 lm. The U restores to a maximum of 5.1 eV at a diamond particle size of
0.32 lm [91] because of the dominance of entrapment at the curved surface. No
dipole could form at diamond surface. The threshold for field emission drops from
3.8 to 3.4 V/lm for polycrystalline diamond films on molybdenum tips as the
average grain size of diamond decreases from 6.0 to 0.25 lm. The work function
of an InAs dot on GaAs(001) surface is lower than that of an InAs wetting layer,
and increases with decreasing dot height [92, 93].

The U of Na particles around 0.4–2.0 nm size varies inversely with the size R
and lowered from the bulk value of 2.75 to 2.25 eV (by 18 %) [94]. Carbon
nanotubes have a U of 4.6–4.8 eV at the tips, which is 0.2–0.4 eV lower than that
of carbon (graphite) bulk. A small fraction of the nanotubes have a U value of
*5.6 eV. This discrepancy results from the metallic and semiconductive char-
acteristics of the nanotubes. The average U of porous Si increases as the crystalline
size decreases because of etching the impurity Si–H, Si–O, and Si–H–O bonds at
the surface [95].

The hydrogen-rich and oxygen-contained precursors promote electron emission
from discrete diamond particles and non-continuous diamond films but not for
high quality and continuous diamond films, nanocrystalline diamond, or glassy
carbon coatings even if they contain conductive graphitic carbon [96]. The U at the
tips of individual multi-walled carbon nanotubes shows no significant dependence
on the diameter of the nanotubes in the range of 14–55 nm [97]. This phenomenon
indicates the significance of CN imperfection on the U reduction that is subject to
the separation between the nanoparticles and surface chemical states.

16.5.2.2 Mechanical Modulation

Amorphous carbon (a-C) films have a uniquely intrinsic stress (*12 GPa) that is
almost one order of magnitude higher than those found in other amorphous mate-
rials such as a-Si, a-Ge, or metals (\1 GPa) [98]. Applying pressure to a material,
one can modify its electronic properties, e.g., band structure, resistivity, work
function, due to the stress [99]. Poa et al. [98, 100] found a correlation between the
stress and the threshold field for electron emission, as shown in Fig. 16.14.
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Increasing the internal stresses from 1 to 12 GPa suppresses the threshold field for
electron emission. The enhanced stress squeezes the p and the p* bands together.
Such a band overlap increases the electron conductivity and hence the drop of the
threshold. On the other hand, the ‘c-axis’ spacing of the sp2 clusters is likely to be
smaller than that of crystalline graphite under the intrinsic stress. The reduced
lattice spacing will densify the charge in the compressed region, which suppresses
internally the threshold field. Applying an external stress by bending a-C films or
carbon nanotubes has the same effect on reducing the threshold for electron emis-
sion [101]. However, the threshold field will restore when it reaches to a critical
value under further tensile stress.

Lacerda et al. [102] examined the effect of trapping noble gases (Ar, Kr, and
Xe) in an a-C matrix on the internal stress of the a-C films. Controlling the size of
the pores within which noble gases are trapped could increase the internal stress
from 1 to 11 GPa, and meanwhile, elevates the core-level binding energy of the
entrapped gases by 1 eV associated with 0.05 nm expansion of the atomic distance
of the noble gases. For Ar(Xe), the first interatomic separation varies from 0.24
(0.29) nm to 0.29(0.32) nm in the 1–11 GPa pressure range. This observation
indicates that the interfacial C–C bonds contract which amplify the pores and the
molecular separation between the entrapped gases.

An external pressure around 11 GPa suppresses the interplanar distance of
graphite by *15 % [103], gathering the core/valence electrons and carbon atoms
denser. The resistivity of a-C films decreases when the external hydrostatic
pressure is increased [104]. A dense, metallic, and rigid form of graphitic carbon
forms under compression [105]. However, the spontaneous lattice contraction of
other materials could raise the resistivity; instead, the densified charge is strongly
trapped within the lowered potential well though both the intrinsic and extrinsic
pressure could densify the mass, charge, and the stress (energy) of a highly sp2 rich
a-C film.
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The BOLS provides a mechanism for the stress-enhanced threshold field of
carbon films. Nanopore formation creates under-coordinated atoms at the inter-
faces between the entrapped gas and the a-C matrix. The CN imperfection
shortened lattice of the host matrix, which will expand the pore size and elongate
the intermolecular distance of the gases. The bond expansion of the entrapped
gases is associated with weakening of interatomic binding of the gas atoms con-
fined in the pores. The interfacial C–C bond contraction enhances both the charge
density and the internal stress, associated with a drop of the local work function by
as high as 30 %. Therefore, the internal stress affects the work function by
enhancing the local charge density trapped in the deep potential well. From this
perspective, a sp2 cluster with a shortened bond (B0.142 nm) would be beneficial
to the field emission properties when compared with a sp3 cluster (0.154 nm bond
length) despite the less localized van der Waals bond electrons that should add a
DOS feature in the mid gap.

In contrast, external tensile stress could raise the atomic binding and the total
energy between a pair of atoms, being the same in effect as heating and thus
weakening the bond. Heating or pressing should raise the N(E) higher and, as a
consequence, minimize the gap between the p and p* bands. Overstressing the
specimen tends to break C–C bonds to form dangling bonds. The dangling bond
electrons add DOS features in the midgap. This process restores the threshold upon
the specimen being overstressed.

The mechanism for the external pressure lowered U is different from that of the
intrinsic stress though the effects are the same. The intrinsic compressive stress
increases the charge density and raises the resistivity because of the entrapment,
whereas the external stress ‘pumps’ the N(E) up and raises the conductivity by
polarization. This mechanism is in accordance with observations that the resis-
tivity of an as-grown nanostructure increases with the inverse of solid size but,
under stretching, the electrical conductivity remains comparable to that of bulk
copper [106, 107].

16.6 Summary

The BOLS correlation premise has unified the CLS induced by surface relaxation
and nanosolid formation into the same origin of atomic CN imperfection. Atomic
CN imperfection also enhances the ionicity of the constituent atoms such as
oxygen and metals and the toxicity as a consequence [36]. The coordination
imperfection provides a new dimension that allows one to determine the core-level
energies of an isolated atom and hence discriminate the contribution of crystal
binding from the effect of intra-atomic trapping to the core electrons at energy
levels shifted by bulk formation, surface relaxation, or nanosolid formation. The
work function of a surface can be lowered by size reduction or curvature
enhancement, chemisorption, compression, and tension by either raising the local
charge density or polarization.
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Chapter 17
Bandgap Expansion: Photon Emission
and Absorption

• The EG of a semiconductor is proportional to the first Fourier series coefficient
of the interatomic potential.

• Skin-resolved bond contraction and entrapment perturb that the Hamiltonian
originates and the increased fraction of undercoordinated atoms expands the EG.

• Energies of photon emission and photon absorption are superposition of the
interatomic binding energy and the electron–phonon coupling i.e., Stokes shift.

• Polarization of the dangling bond electrons creates the mid-gap states and band
tails, which lowers the quantum efficiency of photon emission; hydrogenation
could annihilate such defect states.

• Graphenes with arm-chaired or reconstructed zigzag edges are semiconductor
like because of the annihilation of the edge polarization by quasi-p bond for-
mation between the nearest carbon atoms along the edges; graphenes with
zigzag edges behave like metal because of the edge localized and polarized
states in the mid-gap region.

17.1 Observations

The Hamiltonian determines and correlates the properties intrinsically, and
therefore, it is appropriate to consider the change of all the properties relating to
the Hamiltonian rather than separate one phenomenon at a time from another. The
size-induced quantum entrapment and polarization modulates the Hamiltonian,
and therefore, the entire band structure of nanostructured semiconductors [1]:

1. Bandgap EG expansion gives rise to the blueshift in the PL and photoabsor-
bance (PA) energy of nanometric semiconductors such as Si [2], Si oxides
[3–6], III-V [7] (GaN [8, 9], InAs [10], GaP and InP [11, 12]), and II-VI (CdS
[13–15], ZnS [16], CdSe [17, 18], ZnTe [19], CdTe/CdZnTe [20]) compounds.
The energy shifts are controllable by changing the particle size or by pore
formation. When the crystal size is reduced or the specimen’s shape is changed
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from one to two and to three dimensions of the same feature size [21], these
energies will increase. As shown in Fig. 17.1, porous Si with nanostructured
frames emits a tunable, wide spectrum of colors under white light illumination
at room temperature [22].

Fig. 17.1 Scalable fabrication of p-Si modulates the color of the PL (upper panel) showing the
size dependency of emission wavelength (reprinted with permission from [22]). Experimental
(solid stars) and computed (open circles) a first coordination numbers (CN) of Si atoms;
b experimental photoluminescence (PL) peak positions (symbols); c experimental length of
structural coherence (symbols); d experimental Raman peak position (symbols); e experimental
quantum yield (symbols); and f D(Si–Si–Si) bond angle distributions (symbols) as a function of
particle size. Solid lines (in red) are nonlinear fits to the respective experimental data (reprint with
permission from [26]. Copyright (2013) American Chemical Society)
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2. Electron–phonon coupling shifts the intrinsic bandgap EG to the EPA or the EPL by
an addition or subtraction of the Stokes shift that also changes with solid size [23].

3. The EG expansion suppresses the complex dielectric constant of a nanometric
semiconductor [24]. The dielectric suppression enhances the Coulomb inter-
action among electrons, holes, and ionized shallow impurities in nanometric
devices and enhances the exciton binding energy [25].

4. Figure 17.1 also shows a comprehensive set of data revealed using the high-
energy synchrotron X-ray diffraction coupled to atomic pair distribution
function analysis and computer simulations of the oxide-free Si nanoparticles
[26]. These data show clearly the particle size dependency of the average first
coordination numbers, length of structural coherence, and degree of local bond
angle distortions in comparison with the optical properties such as photolu-
minescence emission energy, quantum yield, and Raman frequency of nano-
structured Si.

The size-induced quantum entrapment and polarization spits the valence band
of metals to generate an artificial bandgap, which turns a metal at the nanoscale to
be an insulator [27]. The artificial bandgaps for Au [28] and Pd [29] clusters
increase when the number of Au and Pd atoms is reduced in the clusters. Fig-
ure 17.2 shows the evolution of the STS spectra for Pd and Si nanowires.

Without igniting electron–phonon interaction at T = 4 K nor exciton production
and combination, the EG of Si nanorods increases from 1.1 to 3.5 eV when the wire

Fig. 17.2 STS conductance of a crystalline Pd particles (reprinted with permission from [29])
and of b Si nanowires with diameter decreases from 7 (curve 1) to 1.3 nm (curve 6) (reprinted
with permission from [2]). Crystal size reduction creates (a) and expands (b) the bandgap at the
nanoscale
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diameter is reduced from 7.0 to 1.3 nm and that the surface Si–Si bond contracts by
*12 % from the bulk value (0.263 nm) to *0.23 nm [2]. This observation concurs
with the BOLS expectation: CN imperfection shortens and strengthens the
remaining bonds of the lower-coordinated atoms associated with EG expansion that
is proportional to the single bond energy. Likewise, the size-enlarged EG of Si
nanorods, Si nanodots, Ge nanostructures, and other III–V and II–VI semicon-
ductors at the nanoscale follows the same rule without involving electron–hole
interaction, electron–phonon coupling or quantum confinement [30–32].

17.2 Known Mechanisms

‘‘Quantum confinement (QC)’’ theory [33, 34] describes the PL blueshift in terms
of EG expansion by radius R reduction:

EG Rð Þ ¼ EG 1ð Þ þ p2�h2
�

2lR2
� �

� 1:786 e2
�

erRð Þ þ 0:284 ER

ER ¼ le4
�

2e2
r e

2
0�h2

� �
¼ 13:56l

�
e2

r me ðeV)
ð17:1Þ

where l (1=l ¼ 1
�

m�h þ 1
�

m�e) being the reduced mass of an electron–hole (e–h)
pair (exciton). The potential [35, 36] and the kinetic energy [33, 34] of the e–h
pairs that are separated by a distance of the particle dimension or the quantum well
size dictates the EG expansion. The Rydberg correlation energy ER is the back-
ground contribution. The effective dielectric constant er and the effective mass, l,
describe the effect of the homogeneous medium in the quantum box, which is a
monocentral of trapping potential extended from that of an isolated atom by
expanding atomic size to the dimension of the solid. The dictating factor for the
QC convention is the production and motion of e–h pairs. For CdS example [36,
37], er = 5.5, m*e = 0.19, and m*h = 0.8.

According to the QC theory, the potential barrier of the surface confines
electrons in the conduction band and holes in the valence band. Alternatively, the
potential well of the quantum box entraps them moving inside. Because of the
confinement, optical transition energy of electrons and holes between the valence
and the conduction band increases, with enlarges effectively the EG. The sum of
kinetic and potential energy of the freely moving carriers is responsible for the EG

expansion, and therefore, the width of the confined EG grows as the characteristic
dimensions of the crystallite decrease [34].

In contrary, surface dielectric function model [38] suggests that photon emis-
sion of sized quantum dot (QD) depends on changes to dielectric function in the
‘superficial skin’ rather than the entire dot as QC theory refers. The dielectric
function in the core interior of a QD remains as that of the bulk material, but in a
small dot, the differences are greater near the grain boundary.

A free-exciton collision model [3] proposes that thermally activated phonons in
the grain boundaries rather than the QC effect contribute to EG expansion. During
PL measurement, the excitation laser heats the free excitons that then collide with
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the boundaries of the nanometer-sized fragments. The laser heating the free ex-
citons up to the temperature in excess of the activation energy required for the self-
trapping gives rise to the extremely hot self-trapping excitons (STEs). Because the
resulting temperature of the STEs is much higher than the lattice temperature, the
cooling of the STEs is dominated by emitting phonons. However, if the STE
temperature comes into equilibrium with the lattice temperature, the absorption of
lattice phonons becomes possible. As a result, blueshift of the STE-PL band
happens upon the hot-phonon-assisted electronic transitions taking place. The
energy gained from laser heating of the exciton increases with decreasing nano-
solid diameter in an exp(1/R) form.

Other phenomenological models for the PL blueshift of nanosolids include the
impurity centers [39], surface states [40], surface alloying [41], cluster interaction,
and oxidation effect.

17.3 BOLS Formulation

17.3.1 Energy Band Formation

Figure 17.3 illustrates the evolution of the energy level of an isolated atom to the
energy band of a bulk solid that contains N atoms. Electrons of an isolated atom
confined by the intra-atomic trapping potential, Vatom(r) = constant or -?, move
around the central ion core in a standing wave form inside the potential well. The
eigen wave functions and the eigen energies are as follows:

/m rð Þ / sin2 2pnr=d0ð Þ and E nð Þ ¼ 2ðnp�hÞ2
.

med2
0

� �
; n ¼ 1; 2; 3; . . .

where the atomic diameter d0 corresponds to the dimension of the potential well of
the isolated atom. The quantum numbers (n) correspond to different energy levels.
The energy separation between the closest two levels depends on (n ? 1)2 -

n2 = 2n ? 1.
When a system contains two atoms, the single energy level splits into two

sublevels and the interatomic binding energy determines the separation between
the sublevels. Meanwhile, the presence of interatomic interaction shifts the center
of the two levels down. Increasing the number of atoms up to N, the single energy
level will expand into a band within which there are N sublevels. The number of
atoms N in the solid determines the number of the sublevels in a particular energy
band. What distinguishes a nanosolid from a bulk solid is that for the former the
N is accountable, while for the latter the N is too large to be accounted.

Therefore, the classical band theories are valid for a nanometric solid that
contains at least two atoms. As detected using XPS, the DOS of a core band for a
nanosolid exhibits band-like features rather than the discrete spectral lines of an
isolated atom. If the N is sufficiently small, the separation between the sublevels is
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resolvable. The energy level spacing of the successive sublevels in the valence
band, known as the Kubo gap (dK = 4EF/3N), decreases with increasing number of
valence electrons of the system [42]. For a system containing 1,000 silver atoms,
the Kubo gap would be 5–10 meV. At room temperature, kBT % 25 meV, a 3-nm-
sized particle containing 500 atoms or more would be metallic (kBT [ dK). At low
temperatures, however, the level spacings especially in a small particle may
become comparable to kBT or higher, rendering them nonmetallic [42]. Because of
the presence of the dK in an individual nanosolid, properties such as electron
conductivity and magnetic susceptibility exhibit quantized features [43]. The
resultant discreteness of energy sublevels also brings about fundamental changes
in the characteristic spectral features of the nanosolids, especially those related to
the valence band.

According to the band theory, the Hamiltonian for an electron inside a solid is
in the form [45]:

Ĥ ¼ Ĥ0 þ Ĥ0 ¼ � �h2r2

2m
þ Vatom rð Þ þ Vcry r þ RCð Þ ð17:2Þ

where the Vatom(r) is the intra-atomic trapping potential of an isolated atom, and
the Ĥ0 = Vcry(r) = Vcry(r ? RC) is the periodic potential of the crystal, i.e., the
interatomic interaction. RC is the lattice constant. According to the nearly free-
electron approximation, the EG originates from the crystal potential and the width
of the gap is simply twice of the first Fourier coefficient of the crystal potential

EG ¼ 2 V1 klð Þj j ð17:3Þ

Therefore, the EG, the energy shift DEm(?) = -(b ? 2a) of the Em(0) and the
bandwidth DEB (Chap. 16) are dependent on crystal potential. Any perturbation to
the crystal potential will vary these quantities. Without the crystal potential, nei-
ther the EG expansion nor the core-level shift would be possible; without the
interatomic binding, neither a solid nor even a liquid could form.

Fig. 17.3 Evolution of an energy level into the band when particle grows from an isolated atom
to a bulk solid that contains N atoms. Indicated is the work function /, bandgap EG, core-level
shift DEm, bandwidth EB. The number of allowed sublevels in a certain band equals the number of
atoms of the solid. The sublevel spacing, or Kubo gap, is 4EF/3N, with EF being the Fermi level
of the bulk [44] (reprinted with permission from [30])
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17.3.2 Hamiltonian Perturbation

Considering an assembly composed of n particles of a mean size K and with each
particle, there are N atoms, the total binding energy, V(r, n, N) [46]:

V r; n;Nð Þ ¼
X

n

X

l 6¼i

X

i

v rlið Þ

¼ n

2
N
X

i¼1

v rlið Þ þ
X

k 6¼j

V Kkð Þ
" #

ffi n

2
N2v d0ð Þ þ nV Kð Þ
� ffi

ð17:4Þ

V(r, n, N) sums over all the nN atoms and the n particles. The high-order rli is a
certain fold of the nearest atomic spacing, d0. Besides, interaction between the
nearest clusters, k and j, V(Kk), should be taken into account. If Kk is considerably
large (such as the case of porous Si, or highly dispersed particles), the last term is
negligible, which is the case of an isolated particle. Normally, the intercluster
interaction, V(K), is much weaker than the interatomic interaction. For example, if
the cluster is taken as an electrical dipole or a magnetic dipole, the van der Waals
or the superparamagnetic potential is much weaker. If the intercluster interaction is
significant, Eq. (17.4) evolves into the following form in terms of a core–shell
structure:

Vcry r; n;Nð Þ ¼ nN

2
Niv dið Þ þ N � Nið Þv d0ð Þ þ

n

N
V Kð Þ

h i

¼ nN2v d0ð Þ
2

Niv dið Þ
Nv d0ð Þ

þ 1� Ni

N

� �
þ nV Kð Þ

N2v d0ð Þ

	 


¼ Vcry d0; n;Nð Þ 1þ ci v dið Þ=v d0ð Þ � 1½ � þ dk Kð Þf g
DVcry Nð Þ
Vcry 1ð Þ

¼
X

i� 3

ci
Dv

v
þ d0k Kð Þ ¼

X

i� 3

ci C�m
i � 1

� �
þ d0k Kð Þ

dk ¼
nVðKÞ

N2vðd0Þ

ð17:5Þ

The i counts from the outermost inward up to three of the nanosolid. Vcryst(d0, n,
N) is the crystal potential of the system without the effect of atomic CN imper-
fection or the intercluster interaction. The pair interatomic binding energy at
equilibrium atomic separation, v dið Þ / Ei ¼ C�m

i Eb. This leads to the perturbation
to the crystal binding energy (the energy per bond in the relaxed region rather than
the atomic cohesive energy) upon assembly of the nanosolids. The perturbation
covers the weighted sum of contribution from the individual surface layers ðC�m

i �
1Þ over the outermost three atomic layers of a nanosolid, and the intercluster
interaction, dk(K) that is negligible if the particle size is sufficiently large.
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The crystal potential in Eq. (17.2) becomes Vcryst DHð Þ ¼ Vcry rð Þ 1þ DH½ �. In
conjunction with the corresponding Bloch wave functions, the atomic trapping
potential, Vatom(r), defines the discrete core-level energies of an isolated atom,
Em(0). The crystal binding Vcryst(r) defines not only the EG, but also the shift of the
core-level energy away from the original position, DEm(?) = Em(?) - Em(0), as
well as other quantities such as the bandwidth and band tails. The dimensionless
DH, being independent of the particular form of the interatomic potential, is the
contribution from binding energy in the relaxed surface region.

The perturbation to the Hamiltonian will cause the changes of EG and Em(K),
which follows the scaling relation:

DEG Kð Þ
EG 1ð Þ

¼ DEm Kð Þ � DEm 1ð Þ
DEm 1ð Þ

¼ DH ð17:6Þ

In the quantum theory the key elements are the Hamiltonian and the Bloch
wave functions. Nanosolid densification modifies the wave functions slightly as, in
this case, no chemical reaction occurs.

17.4 Process of Photon Emission and Absorption

17.4.1 Electron–Phonon Coupling

The joint effect of crystal binding and electron–phonon coupling determines the
PL or PA energies, as illustrated in Fig. 17.4. The energies of the ground state (E1)
and the excited state (E2) are expressed as follows [47]:

E1ðqÞ ¼ Aq2

E2ðqÞ ¼ Aðq� q0Þ2 þ EG

�
ð17:7Þ

Constant A is the slope of the parabolas with q being the wavevector. The
vertical distance between the two minima is the intrinsic EG that depends uniquely
on the crystal potential. The e–p coupling offsets laterally the E2(q) curve, which
can be strengthened by enhancing lattice vibration. Therefore, the blueshift in the
EPL and in the EPA is the joint contribution from the change of crystal binding and
e–p coupling. At a surface, the CN-imperfection-enhanced bond strength affects
both the frequency and magnitude [48, 49] of lattice vibration. Hence, at a surface,
the e–p coupling, and hence, the Stokes shift will be enhanced.

In the process of carrier formation and recombination, an electron is excited by
a photon with EPL = EG ? W energy from the ground minimum to the excited
state with creation of an electron–hole pair exciton. The excited electron then
undergoes a thermalization, moves to the minimum of the excited state, and
eventually transmits to the ground combining with the hole. The carrier recom-
bination is associated with emission of a photon with energy EPL = EG - W. The
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transition processes (exciton production and recombination) follow the rule of
momentum and energy conservation though the conservation law is subject to
relaxation for the short-ordered nanosolid. Such conservation law relaxation is
responsible for the broad peaks in the EPA and EPL.

The inset illustrates the Stokes shift, 2W = 2Aq0
2, from EPL to EPA. The q0 is

inversely proportional to atomic distance di, and hence, Wi = A/(Cidi)
2, in the

surface region. Thus, the blueshift of the EPL, the EPA, and the W are correlated
with the bond contraction [31]:

DEPLðKÞ
EPLð1Þ
DEPAðKÞ
EPAð1Þ

9
>>=

>>;
¼ DEGðKÞ�DWðKÞ

EGð1Þ�W 1ð Þ ffi
P

i� 3
ci ðC�m

i � 1Þ � BðC�2
i � 1Þ

� ffi

B ¼ A
EG 1ð Þd2 ; W 1ð Þ

EG 1ð Þ ffi
0:007
1:12 ffi 0

� 

ð17:8Þ

Compared with the bulk EG(?) = 1.12 eV, the W(?) * 0.007 eV [50] is
negligible. One can easily calculate the size-dependent EPL, EPA, and

Configurational coordinate

Emission
EG-W

Absorption
EG+W

E2 (q)=A(q-q0)
2+EG

E1 (q)=Aq2

0 q0 q

W

W

EG(V)

e-p
coupling

Thermalization
Stokes shift

2W
PL AE

EG+W EG-WEG

Fig. 17.4 Correlation between the bandgap EG, Stokes shift (W) and the photonic bandgap of
EPA and EPL. Crystal potential determines EG, and electron–phonon coupling determines W. Inset
illustrates the Stokes shift from EPA to EPL. An electron is excited by absorbing a photon with
energy EPA = EG ? W from the ground minimum to the excited state and then undergoes a
thermalization to the excited minimum prior to recombination with the hole in the ground,
emitting a photon with energy EPL = EG - W [47] (reprinted with permission from [30])
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EG = (EPL ? EPA)/2 using Eq. (17.8). Matching theory to measurement turns out
values of m and A for a specific semiconductor.

17.4.2 EG Expansion

The BOLS formulation reproduces the size dependency of both the EPL(K) and the
EPA(K) of porous Silicon (p-Si) [31]. Figure 17.5a, b show that the reflectivity and
absorption coefficient varies with size in the wavelengths of 200–900 nm, which is
related to the change of dimension and geometry of columns and voids on the p-Si
surface. The reflection spectra give the absorption coefficient [51] and the EPA

value [52, 53]. Figure 17.5c shows the size dependence of the EG, EPL, EPA, and
the E2p of p-Si. Matching the predictions with the measured EPA and EPL data (a)
gives coefficient B = 0.91 and m = 4.88.

It is important to note that an STS collects localized DOS information without
needing any energetic stimulus. The bias (jVbj\ 2 eV) between the tip and the
sample surface is not sufficiently large to break the Si–Si bond. What happens
upon being biased is that the tip introduces holes or electrons into the sample
rather than produces electron–hole pairs inside the specimen. As such, neither
electron excitation from the ground to the excited states nor electron–hole pair
production or carrier recombination occurs during STS measurement. What con-
tributes to the STS-EG are states occupied by the covalent bonding electrons and
the empty states that are strongly localized at the probed site rather than the
Coulomb interaction between the excited electron–hole or kinetic energies of the
mobile carriers moving inside, or being confined by, the nanosolid. Without
causing e–h pair (exciton) production and recombination [44], STS-EG continues
expanding upon the size being reduced. A surface hydride may form upon the
sample being passivated using hydrogen. However, hydride formation reduces the
mid-gap impurity DOS and hence improves the quantum efficiency in the irradi-
ation recombination, and hence, the surface hydride formation could never expand
the EG [47]. As shown in Fig. 17.6c, the size-enlarged EG of Si nanorods (STS
derived) [2] and Si nanodots (mean value of EPA and EPL) follows the BOLS
prediction which involves no events of electron–hole interaction, e–p coupling, or
quantum confinement.

17.4.3 PL Blueshift

Figure 17.7 shows the size-induced PL blueshift for InP, InAs, CdS, and CdSe
nanosolids. This size trend agrees with the EG expansion of Si:H nanosolids [67].
All the data follow the similar trend of m = 4–6. The cluster interaction appears to
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play an insignificant role in the PL blueshift, which coincides with BOLS pre-
dictions. The general dimensionless trend of PL blueshift indicates that the size
effect on the bandgap varies little with materials or with the particular crystal
structures, wurtzite and zinc-blende structures in Fig. 17.7b [68].

The EG value for a bulk compound varies with the extent of chemical reaction
[69, 70]. For example, the EG for the SiOx varies from 1.12 (Si) to 9.0 (SiO2) eV. It
is not realistic to fit the measured data perfectly without considering the effect of
surface passivation. One should focus on the trends of change and their physical
origins.

Figures 17.6 and 17.7 compare the PL blueshift of nanometric semiconductors
at the lower end of the size. The PL blueshift of Si, CdS [13], CdSe [71–75], and
InP [11, 76, 77] nanosolids (D \ 5 nm) are in accordance with BOLS prediction.
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Fig. 17.5 a Reflection and b absorption spectra of p-Si of different particle sizes measured at
ambient temperature. EPA is obtained with the Tauc plot fitting of the reflection and absorption
data. Size dependence of c PL spectra in particle size range of R = 1.4–2.1 nm [31] (reprinted
with permission from [30])
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Figure 17.7 also plots curves of R�1:04and 100	 5:8D2 + 27:2D + 10:4
� ��1

for
comparison [78].

Figure 17.8 shows the BOLS reproduction of the measured size dependence of
[79]: (a) photoabsorption energy EPA with inset showing an offset to fit DEPA/
EPA : 0; (b) photoluminescence energy EPL; (c) bandgap EG; and (d) Stokes shift
W = (EPL - EPA)/2.

17.5 Bandwidth and Band Tails

17.5.1 Bandwidth: Charge Densification

The BOLS-TB premise indicates that both the crystal potential and the effective
atomic CN determine the bandwidth that shrinks with reducing particle size:
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DEB Kð Þ
EB 1ð Þ

¼
X

i� 3

ci
Dai

a
þ Dz

z

� �

EB Kð Þ ¼ zaXðkl; r; zÞ
a ¼ � /m rð Þh jVcry rð Þ /m r � RCð Þj i

ð17:9Þ

where a is the overlap integral (only a few percentile of the exchange integral), and
X(x) is a sin2(x) form function for the fcc structure for instance. CuO nanocrystals
show this size trend of the bandwidth narrowing [88]. Particle size reduction
increases the peak intensity but narrows the base of the peak (rather than the full
width at half maximum that describes the distribution of the occupied DOS in the
core band). If the z reduces to one or two, the bandwidth will degenerate into the
single energy level of an isolated atom.
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17.5.2 Surface States and Band Tails

There are two kinds of surface states: entrapment and polarization. The dangling
bonds or surface impurities are subject to polarization, which add impurity states
within the EG of semiconductors. Termination of the dangling bonds by H
adsorption could minimize the impurity states. The other is the entrapment in the
relaxed surface region, which offsets the entire band structure down associated
with EG enlargement and the presence of band tails.

The difference between an assembly of nanosolids and a bulk solid in amor-
phous state is the distribution of defects of the same nature. In the amorphous
phase, the randomly distributed CN deficiency causes the bond length and angle of
the specific atom to distort in a non-predictable way, which adds traps randomly in
depth inside the bulk. In an amorphous solid, the number of the undercoordinated
atoms is hardly controllable as the amorphous state depends heavily on the pro-
cessing conditions. For a nanosolid or nanocrystallite, CN deficiency only happens
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Fig. 17.8 BOLS reproduction of the measured size dependence of: a EPA with Data 1–3 from
Refs. [81–83]. Inset shows an offset to fit DEPA/EPA : 0. b EPL with Data 1–3 from Refs. [81,
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with data from Refs. [82] of ZnO [79] (reprinted with permission from [30])
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in an ordered way at the surface and the number of sites of CN deficiency is
controllable by adjusting the shape and size of the nanosolids.

The CN deficiency in both amorphous and nanosolid states bends the energy
near the conduction and the valence band edges with production of band tails
occupied by the localized states. Resultant of the band tails gives the Urbach edge
appearing in the photoabsorption spectra [47]. According to the BOLS premise,
the Urbach edge of a nanosolid resulting from bond contraction due to the CN
imperfection in the surface region, which is comparable to the random traps inside
the amorphous bulk solid. The deepened potential traps near the surface edges are
responsible for the localization of carriers in the band tails of nanosolids. There-
fore, the CN-imperfection-enhanced interatomic interaction in the surface skin of a
nanosolid should also produce such band tails that are identical to the band tails of
an amorphous solid though the tail states originate from different sites in real
space. Photoabsorption spectra of InAs [10], InP [11], and XPS spectra for Si:H
nanosolids [67] demonstrate such Urbach edges.

17.6 EG Expansion of GNRs

17.6.1 Experimental and Numerical Inconsistency

Armchair-edged or the reconstructed zigzag-edged graphene nanoribbons (GNRs),
demonstrate semiconductor like with tunable bandgaps because of the alternative
C–C distances along the edges [89]. Formation of the quasi-p bond between the
nearest neighbors annihilates the impurity states in the mid-EG [90]. The EG of the
AGNR expands with its inverse width [91–94]. Electron transport dynamics
measurement [93] at temperatures below 200 K revealed that the EG varies with
the GNR width W in a way of: EG = 0.2/(W - 16 nm). When the GNR is nar-
rower than 16 nm, the EG increases abruptly to several eV and then approaches the
values derived from DFT calculations [92, 95]. The EG in the electrically gated
bilayer graphene can be tunable up to 250 meV [96].

Figure 17.9 compares the DFT calculated [92] and the measured [93] width
dependence of EG expansion. Calculations suggested that the EG of the AGNR
expands from some 0.25 to 2.5 eV when the K is decreased from 20 to 1.5 with the
feature of 3n periodicity. However, the conductance measurements revealed that
the apparent EG increases from several meV to 2.0 eV when the width of the GNR
is decreased from K = 40 to K = 5. The measured data show neither the DFT-
derived 3n oscillation nor the orientation dependence. This inconsistency indicates
that mechanisms behind the measurements in real situations and calculations under
ideal conditions are different.

Despite the magnitude difference between the measurements [93] and the
theoretical calculations [92, 94, 98], the energetic origin for the width-dependent
EG expansion is under debate. The EG expansion corresponds to carrier
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confinement [92, 97, 99, 100], edge distortion [91], edge energy pinning [94, 100,
101], doping [102], defects forming [103], symmetry breaking [104], substrate
interaction [105], and quantum confinement [106]. By introducing a hopping
parameter t1 for the nearest neighbor hopping integral to represent various
chemical edge modifications, in the tight-binding calculations, Wang et al. [100]
found that if the t1 is identical to that in the ribbon interior, no significant EG

expansion occurs.
Therefore, the EG expansion originates from the hopping integral t1 at edges

should be certainly greater than those in the GNR interior [99, 100]. A relaxation
of the edge structure of AGNR is crucial to obtaining a non-metallic bandgap
[107]. Conductance calculations suggested that edge disorder [108] in AGNRs
could cause short localization lengths which could make expected semiconducting
GNR devices insulating. One isolated edge defect could even induce localized
states and consequently zero-conductance dips [109]. The edge and defect states
are therefore critical to the performance of GNRs [91] inspite of the edge chemical
passivation by boron [110], nitrogen [111], oxygen [112], or fluorine [113]. When
the spin polarization is considered, both symmetric and asymmetric ZGNRs
present semiconductor behavior, which is different from spin-unpolarized result
showing metallic nature [114]. A combination of both radial and axial deformation
can cause transition between semiconductor and conductor like [115]. Folding the
graphene also modulates the bandgap and conductance [116]. These addends not
only change the band structures of the AGNRs but also result in observable
conductor-to-insulator transition.

It is unexpected that the BOLS, the DFT, and the experimentally measured
results are inconsistent [95, 97]. Being able to resolve the size dependence of the
thermal stability, mechanical strength, bandgap and core-level shift of numerous
specimens including SWCNT, graphene, and graphite, the BOLS appears uncer-
tain to reproduce the width trends of the EG for GNRs. The inconsistency indicates
however the impact of the nonbonding mid-gap states and the inhomogeneous
stress caused by edge chemisorption, which can hardly be represented at the
present in theoretical computations. The nonbonding states dominate the apparent
EG as one can measure transition of electrons from the mid-gap impurity states to
the tail of the conduction band rather than from the valence to the conduction band
directly [47]. From this perspective, experiments measure the true but not the
intrinsic EG. The measured trend of EG expansion gives information about the
change of the separation between the upper edge of nonbonding states and the
conduction band tail, instead.

17.6.2 Impurity States

In fact, the EG is determined intrinsically by the crystal potential the Hamiltonian
matrix, while the density and energy of carriers in GNR play their roles in the
transport dynamics. To verify the contribution of edge strain and quantum
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entrapment to the bandgap expansion, Zhang et al. [97] performed DFT calcula-
tions on various carbon structures with different atomic CNs to gain the valence
DOS and C–C bond lengths and the EG expansion, see Fig. 17.9. However, DFT-
derived extent of C–C bond contraction follows not well the BOLS expectation in
particular at the lower CN values though the calculated EG reproduces the results
reported in ref [92]. As such, the calculated charge densification is lower than that
the BOLS expected. By considering the unusual edge strain-and-trap boundary
conditions, that is, a potential barrier followed immediately by the deep potential
trap, quantum calculations may produce the BOLS expected results.

17.6.3 BOLS-TB: Edge Quantum Entrapment

Inspired by the BOLS, DFT, and experimental discrepancy, Zhang [97] developed
an edge-modified BOLS-TB approach to examine the EG expansion of the
AGNR(II) and the rec-ZGNR(I), as illustrated in Fig. 17.10. An atomic vacancy is
also shown at the N = 11 point. The t is the overlap integral between two adjacent
atoms in the ribbon interior; t1 and t2 are the integrals at edges [97]. Table 17.1
lists the BOLS-derived strains and overlap integrals.

Figure 17.11 compares the band structure of an AGNR-11 obtained using (a)
the conventional TB, (b) the BOLS-TB, with the strain and overlap integrals as
given in Table 17.1, and (c) the DFT calculation results. A high DOS degeneracy
at E = ±2.7 eV in (a) suggests that the system is unstable. This frustration can be
avoided by using the modified BOLS-TB and DFT methods. Since there are 22
unpaired pz electrons in the AGNR-11 unit cell, 22 double-degenerated bands will
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Fig. 17.9 a Discrepancy between the DFT calculated [92] and the conductance-measured [93]
EG expansion of GNRs. Numerical fit based on BOLS consideration can be realized by
employing a width dependence of non-constant m values [95]. The DFT describes more intrinsic
EG under ideal conditions, while the experimental presents more on the apparent EG mediated by
the mid-gap impurity states (b) (reprinted with permission from [97])
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Fig. 17.10 Atomic structures of a the ZGNR (I) AGNR(II) and b the rec-ZGNR(II) edges of
infinitely long ribbons with N represent the atomic positions. The t is the overlap integrals
between two adjacent atoms in the ribbon interior; t1 and t2 are the integrals at edges. (reprinted
with permission from [97])

Table 17.1 BOLS-TB parameters for calculating the EG of AGNR and rec-ZGNR. The strain is
set with respect to bond length of diamond according to the z-dependent contraction coefficient
[97]

Bond
position

t1 t2 H–C
edge

Interior Graphite
[117]

Diamond
[117]

z 2 2.5 2.125 3 5.335 12
Strain (%) -30.2 -23.6 -11.5 -18.5 -7.8 0
Integral 1.49t 1.17t 1.11t t = -

2.4 eV

Fig. 17.11 Band structures of the AGNR-11 calculated using a the conventional TB, b the
BOLS-TB, and c the DFT methods. The dangling bond electrons provide impurity states (broken
lines) near the Fermi energy, indicated by D. An EG is generated in (b) and (c), and the dangling
bond states do not affect the EG in calculations (reprinted with permission from [97])
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be present. The Fermi level lies at the middle of the EG. The EG opening can be
observed in the BOLS-TB (b) and the DFT (c) derivatives. The dangling bond
electrons provide impurity level closing to the Fermi energy, which has no sig-
nificant effect on EG [47, 118].

Figure 17.12 compares the EG of both the bare and the H-adsorbed AGNRs as a
function of the ribbon width N. The conventional TB results in the zero EG when
N = 3p ? 2 (p is an integer); while the modified BOLS-TB results in the EG

opening, which is consistent with the reported DFT [92, 94] and experimental
observations [93]. The edge hydrogenation does not affect the EG generation or the
EG expansion trend significantly. Findings confirm further that the edge strain and
quantum entrapment originate the EG expansion of GNR with and without H-
termination [100]. The effect of H-passivation on the width of the EG is the same
as the hydrogenation of amorphous silicon [47]. The hydrogenation of GNR edges
annihilates the dangling bond states and hence minimizes the mid-gap impurity
states without affecting the bandgap substantially. Likewise, calculations of the
rec-ZGNR with and without H-passivation using these three methods derived the
similar results. A very small EG (*0.1 eV) is generated near the C point using the
latter two methods [97].

17.6.4 Dispersion Linearization

As the GNRs C–C bond contracts by up to Cz=2 - 1 = 0.3, the corresponding
reciprocal lattice and the Brillouin zone edge will expand by 0.7-1(*1.4), the

Fig. 17.12 Comparison of the width dependence of the EG in bare and H-passivated AGNRs
shows the absence of EG expansion for the N = 3p ? 2 in the conventional TB approach. The
BOLS-TB results have the same trend to that of DFT [92], clarifying the origin of the width
trends of EG expansion. H-termination changes insignificantly the bandgap [47] (reprinted with
permission from [97])
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bandwidth also expands by 0.7-2.56 = 2.52. This reciprocal reconfiguration will
stretch the dispersion relation Em(k) for the valence band and below with a certain
extent of linearization [95]. The energy dispersion determined by the Hamiltonian
determines the effective mass, �h2 [rk

2Em(k)]-1, and the group velocity, rkEm(k)/�h,
of boding electrons. The stretching and linearization of the dispersion may result in
a lowered group velocity, rkEm(k), and enlarged effective mass of bonding elec-
trons instead because of the drop of rk

2Em(k) with the linearization, which behave
oppositely to the Dirac-Fermions. The smaller effective mass and the higher group
velocity evidence that the Dirac–Fermi polarons located at the corner of the
Brillouin zone of the GNRs, which neither follow the linear dispersion nor occupy
the allowed states in the valence band and below, as one expected.

The BOLS-TB algorithm has enabled clarification of the energetic origin of the
width dependence of the GNR EG expansion. The shorter and stronger bonds
between the undercoordinated edge atoms and the associated edge quantum
entrapment, which perturb the Hamiltonian and initiate the EG opening with the
nonbonding states meditation. The dangling bond electrons form the quasi-p bond
to remove the impurity states in the mid-EG energy. DFT expectations and
experimental observations are inconsistent because the involvement of the non-
bonding states in experiment. H-passivation can remove the mid-gap non-bonding
states while the passivation has no influence on the intrinsic bandgap. In the
conductance measurements, however, the mid-gap states contribute to the real EG.
The bond contraction will stretch the Brillouin zone and linearize the energy
dispersion curve, which lowers the group velocity and enlarges the effective mass
of the bonding electrons, opposing to the trend that the nonbonding states
demonstrate.

17.7 Summary

In terms of BOLS perturbation to the Hamiltonian of an extended solid, one is able
to reconcile the change of EG, EPL, EPA, bandwidth, core-level shift, and the
charge entrapment and polarization induced by crystal size reduction. Introducing
the effect of CN imperfection in the surface skin to the convention of an extended
solid evolves the entire band structure of a nanometric semiconductor. This
approach allows one to discriminates the contribution from crystal binding from
the effect of e–p coupling in determining the EG expansion and PL blueshift.

The presence of the edge nonbonding states in experiment and the absence in
DFT calculation discriminate the discrepancy of EG expansion in measurements
and calculation. The edge bond contraction and quantum entrapment dictate the EG

creation and expansion of the AGNR and the rec-ZGNR ribbons.
In addition, the conventional band theories are valid for a nanosolid that con-

tains numerous atoms in the form of multiple trapping centers in the energy box.
The spontaneous contraction of the chemical bond at the surface is the origin of the
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size dependency of a nanosolid as all the detectable quantities are functions of
interatomic binding energy. Therefore, the CN-imperfection-induced bond con-
traction and the rise in the surface-to-volume ratio with reducing particle size
changes the band features of nanometric semiconductors and the performance of
electrons, phonons, and photons in the small particles.
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Chapter 18
Dielectric Suppression: Electron
Polarization

• Complex dielectric constant relates to transition of electrons from the valence
band to the conduction band.

• Skin-resolved bond contraction, interatomic interaction, and electron-phonon
coupling determine the change in the dielectric constant.

• Dielectric constant changes roughly with the square inverse of the bandgap.
• Dielectric constant drops with solid size or porosity enhancement.
• Lowered refractive index and absorption coefficient in skin up to three atomic

layers may find application for waveguides, cavity lasing, and high reflectivity in
optical devices.

18.1 Background

The complex dielectric constant, er(x) = Re[er(?)] ? iIm[e0r xð Þ], is a direct
measure of electron polarization response to external electric field, which has
enormous impact on the electrical and optical performance of a solid and related
devices. For example, low er(?) media are required for the replacement of Al with
Cu in microelectronic circuitry to prevent the ‘cross-talk’ between connections;
however, media of higher er(?) are required for the miniaturized conductor-metal-
oxide-semiconductor gate devices. Miniaturizing a semiconductor solid to the
nanometer scale often lowers the er(K) [1, 2]. The er(K) reduction enhances the
Coulomb interaction between charged particles such as electrons, holes, and
ionized shallow impurities in nanometric devices, leading to abnormal responses.
The increase in exciton activation energy in nanosemiconductors due to er(K)
reduction would significantly influence optical absorption and transport properties
of the devices. Both the AC conductivity and dielectric susceptibility of amor-
phous Se films drop with thickness in the range of 15–850 [3]. The complex
dielectric constant decreases with increasing the frequency or lowering the tem-
perature of operation.

C. Q. Sun, Relaxation of the Chemical Bond, Springer Series
in Chemical Physics 108, DOI: 10.1007/978-981-4585-21-7_18,
� Springer Science+Business Media Singapore 2014
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Carrier motion could be the dominant mechanism in both ac polarization and dc
conduction. A thermodynamic analysis [4] suggests a drastic variation in the
polarization near the dislocation due to the coupling of the stress field of the
dislocation and the polarization. These polarization gradients result in strong
depolarizing fields that suppress the polarization in a region that extends over
several nanometers. In epitaxial ferroelectric films, these polarization gradients
should result in the formation of dead layers that severely degrade ferroelectric
properties. The detrimental effect of such regions will be enhanced in ultrathin
ferroelectric thin films and hence play a critical extrinsic role in the size effect
studies of ferroelectrics. A progressive reduction in tetragonal distortion, heat of
transition, Curie temperature, and relative dielectric constant has been observed on
the dense BaTiO3 ceramics with grain size decreasing from 1200 to 50 nm [5].
The critical size for ferroelectricity disappearance is in the range of 10–30 nm. The
combination of the intrinsic size effect and of the size-dependent ‘dilution’ effect
of a grain boundary ‘dead’ layer depresses strongly the relative permittivity of
nanocrystalline ceramics.

The relative changes in the dielectric susceptibility, v ¼ er � 1, is modeled as
follows:

Dv Kð Þ=v 1ð Þ ¼
� 1þ K=að Þk
h i�1

Pennð Þ
�2DEG Kð Þ

EG 1ð Þ Tsuð Þ
�2

1� E=EG 1ð Þð Þ2
DEG Kð Þ
EG 1ð Þ

� �
Chenð Þ

8
>>><

>>>:

where a and k in the Penn’s empirical model [6] are freely adjustable parameters
that vary from situation to situation as listed in Table 18.1. Tsu and Babic [7]
related the susceptibility change directly to the offset of EG(K). Considering the
contribution from incident photon energy, E = �hx, Chen et al. [8, 9] modified
Tsu’s model and studied the dielectric response of nanosolid Si embedded in a
SiO2 matrix using ellipsometry. They suggested that the dielectric suppression
varies with the photon beam energy that should be lower than the intrinsic EG(?)
of Si. Delerue et al. [10] deposited PbSe nanocrystals of several nanometers in
height on an Au(111) substrate and measured the thickness-dependent dielectric
function. Compared with electronic structure calculations of the imaginary part of
the dielectric function of PbSe nanocrystals, they suggested that quantum con-
finement at well-identifiable points in the Brillouin zone, instead of the bandgap
transition, determines the size-dependent variation of the dielectric function.

The size-induced decrease in the average dielectric response is also suggested
to be mainly due to the breaking of the polarizable bonds at the surface [11] rather
than the EG expansion or quantum confinement. First-principle calculations sug-
gested that the dielectric response is bulk like inside the nanocrystal, and the
reduction in the macroscopic dielectric constants is surface dominance [12]. This
finding indicates that the nanocrystal are more ‘superficial’ than first thought in
terms of quantum confinement [13]. A theoretical study [14] of the third-order
susceptibility for an Ag dielectric composite suggests the saturation of optical
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transitions between discrete states of conduction electrons in metal dots. Saturation
effects lead to a decrease in the local field enhancement factor that is of particular
importance for surface-enhanced phenomena, such as Raman scattering and
nonlinear optical responses.

The modified models [7, 8] suit only the cases where DEG Kð Þ=EG 1ð Þ\0:5,
otherwise, v\0, which is physically forbidden. Generally, the EG often expands
beyond this critical value such as the case of Si nanorods with EG = 3.5 eV [15].
Therefore, understanding of dielectric suppression of nanosolid semiconductors is
still under debate. Furthermore, the size dependence of the imaginary part of the
dielectric constant and of the photoabsorption coefficient needs yet to be estab-
lished. Therefore, deeper and consistent insight into the origin and a clearer and
complete expression for the size dependence of the complex dielectric constant of
a nanosolid semiconductor is necessary.

18.2 BOLS Formulation

18.2.1 Electron Polarization

Electronic polarization through a process of transition from the lower ground states
(valence band, or the mid-gap impurity states) to the upper excited states in the
conduction band takes the responsibility for complex dielectrics. This process is
subject to the selection rule of energy and momentum conservation, which
determines the optical response of semiconductors and reflects how strongly the
electrons in ground states are coupling with the excited states that shift with lattice
phonon frequencies [19]. Therefore, the er of a semiconductor is directly related to
its bandgap EG at zero temperature, as no lattice vibration occurs at 0 K.

Since the involvement of electron-phonon coupling, electron excitation from
the ground states to the excited upper states is complicated, as illustrated in Fig.
17.4. The energy for photon absorption, or energy difference between the upper
excited state E2 (q) and the lower ground state E1 (q), at q is as follows:

�hx ¼E2ðqÞ � E1ðqÞ
¼EG � Aq2

0 þ 2Aqq0

¼EPL þ 2Aqq0 :

ð18:1Þ

Table 18.1 Simulation
results in Penn’s model

er (bulk) a/nm k

CdSe [16] 6.2 0.75 1.2
Si-a [7, 17] 11.4 2.2 2
Si-b [18] 11.4 1.84 1.18
Si–c [18] 10.38 0.85 1.25
Si-d [18] 9.5 0.69 1.37
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The imaginary part, e0rðxÞ, describes the electromagnetic wave absorption and
is responsible for the energy loss of incident irradiation through the mechanism of
electron polarization. The e0rðxÞ can be obtained by inserting the gradient of Eq.
(18.1) into the relation [20, 21],

e0rðxÞ ¼
F

x2

Z
ds

fCV

r ECðqÞ � EVðqÞ½ �j j

¼ pFfCV

Ax2
q

¼ pFfCV

2A2

�hx� EPL

q0x2
/ �hx� EPL

q0x2
;

where the gradient and the elemental area for integral are derived as follows [22]:

r ECðqÞ � EVðqÞ½ � ¼ 2Aq0

ds ¼ 2pq0dq
ð18:2Þ

The s is the area difference of the two curved surfaces in q space of the upper
excited band and the lower ground band. F is a constant. fCV, the probability of
intersub-band (Kubo gap) transition, is size dependent. However, the size-induced
change in transition probability between the sublevels is negligibly small, and for
the first-order approximation, fCV is taken as a constant.

18.2.2 Complex Dielectrics

18.2.2.1 Dielectric susceptibility

The Kramers–Kronig relation correlates the real part to the imaginary part of the
complex dielectric function by [23],

erð1Þ � 1 ¼ v ¼ 2
p

Z1

x0

e0r xð Þ
x

dx x0 ¼
EPL

�h

� �

¼ FfCV

A2q0

Z1

x0

�hx� EPL

x3
dx

¼ G

q0EPL

; G ¼ �h2FfCV

2A2

� �

ð18:3Þ

where �hx� EPL ¼ 2Aqq0 as given in Eq. (18.1). Hence, the size-suppressed
dielectric susceptibility depends functionally on the characteristics of e–p inter-
action and the PL energy. Using the relation of DEPL Kð Þ=EPL 1ð Þ ¼ DH � BDe�p

(Chap. 17), the size-induced relative change in both the v and the e0r(x) follows:
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DvðKÞ
vð1Þ ¼ �

DEPL Kð Þ
EPL 1ð Þ

� Dq0 Kð Þ
q 1ð Þ

¼ � DEPL Kð Þ
EPL 1ð Þ

þ Ddi Kð Þ
d0

¼ � ðDH � BDe�pÞ þ Dd;

De0r K;xð Þ
e0r 1ð Þ

¼ �EPL 1ð Þ
�hx� EPL 1ð Þ

DEPL Kð Þ
EPL 1ð Þ

þ Ddi Kð Þ
d0

¼ �EPL 1ð Þ
�hx� EPL 1ð Þ

ðDH � BDe�pÞ þ Dd

ð18:4Þ

where B is the e–p coupling coefficient. DH and De–p represent the contribution
from the CN-imperfection-perturbed Hamiltonian and the e–p coupling in the
relaxed surface skin. The last term is the bond length change (q a d-1). They are
given as follows [24]:

DH ¼
P

i� 3
ci C�m

i � 1
ffi �

; Hamiltonain-perturbationð Þ

De�p ¼
P

i� 3
ci C�2

i � 1
ffi �

; e�p-couplingð Þ

Dd ¼
P

i� 3
ci Ci � 1ð Þ; bond-contractionð Þ

8
>>>><

>>>>:

ð18:5Þ

For a spherical silicon dot, B = 0.91, m = 4.88, z2 = 6, and z3 = 12. Compared
with the relations given in (18.4), the complex dielectric performance of a nanosolid
semiconductor depends functionally on crystal binding energy and e–p coupling
strength. The imaginary dielectric constant depends also functionally on the photon
energy. Both components drop with solid size, which follow the BOLS correlation.

18.2.2.2 Direct and indirect band transition

For direct and indirect bandgap optical transition, the e0rðxÞ can be traditionally
simplified as [25, 26]

e0rðxÞ ¼
B0

x2 ð�hx� EGÞ1=2 direct� EGð Þ
A0ðTÞð�hx� EGÞ2 indirect� EGð Þ

(

B0 ¼ p 2l=�h2
ffi �3

2fcvA:

�hx [ EGð Þ;

ð18:6Þ

where A0(T) containing parameters for band structure and temperature describes
the momentum contribution of phonons to the indirect EG transition. The proba-
bility of interband transition, fcvn and A0(T), should also vary with the particle size.
It would be reasonable to assume that the size-induced transition probability
change is negligibly small despite the availability of the exact correlation of the
transition probability to the Kubo gaps.
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Compared with Eq. (18.4), the traditional form of size-dependent e0rðxÞ varies
with the EG and the incident beam energy:

D e0r K;xð Þ
� 	

e0r 1;xð Þ ¼
a0EG 1ð Þ

EG 1ð Þ � �hx
DEG Kð Þ
EG 1ð Þ

� �
¼ a0EG 1ð Þ

EG 1ð Þ � �hx
DH ð18:7Þ

where a0 = � and 2 correspond to direct and indirect EG transition, respectively.
The traditional form of dielectric constant at a certain optical energy,
�hx [ EG 1ð Þ, decreases with EG expansion, DH, without involvement of bond
contraction and e–p interaction.

18.2.2.3 Photon absorption

The absorption coefficient, a, the refractive index, n (= Her), and the complex
dielectric function are correlated as follows: a xð Þ ¼ 2pe0r xð Þ



nk, and the trans-

mittance of light is given as T / exp �axð Þ, where x is the thickness of the medium
for light transmission. This relation leads to the size-induced change of a as

Da K;xð Þ
a 1;xð Þ ¼

De0r K;xð Þ
e0r 1;xð Þ �

Der Kð Þ
2er 1ð Þ

¼ � v 1ð Þ
v 1ð Þþ1þ

a0EG 1ð Þ
�hx�EG 1ð Þ

h i
DH ðconvention)

or ¼ v 1ð Þ
2 v 1ð Þþ1½ � �

EPL 1ð Þ
�hx�EPL 1ð Þ

h i
� DH � BDe�p

ffi �
þ v 1ð Þþ2

2 v 1ð Þþ1½ � � Dd BOLSð Þ

ð18:8Þ

The traditional form [Dv Kð Þ=v 1ð Þ ¼ �2DH] discriminates the direct and
indirect EG transition by the a0, while the BOLS form [Dv Kð Þ=v 1ð Þ ¼ Dd�
DH � BDe�p

ffi �
] counts the contribution from e–p coupling, lattice relaxation, and

crystal binding.

18.3 Numerical Verification

18.3.1 Dielectric Suppression

It is possible to discriminate the dielectric contribution of the nanosolid Si back-
bone from the measured effective eeff of p–Si by matching the prediction with the
measured impedance spectra. P–Si samples were prepared, and their impedance
was measured at ambient temperature in the frequency range of 50 Hz–1.0 MHz
under 100 mV potential. Silver paste is generally used for an ohmic contact.

The impedance behavior can be described by Debye’s formula for a serial–
parallel resistor–capacitor (RC) circuit [27] with elements that correspond to the
dielectric behavior of different components. The high-temperature impedance
behavior can be described by a series of triple parallel RC circuit elements [27]
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that correspond to the dielectric behavior of grain interior, grain boundary, and
electrode/film interface, respectively, as shown in Fig. 18.1. The complex
impedance response commonly exhibits semicircular forms in the measured Cole–
Cole plot [28] as shown in Fig. 18.2. At higher temperatures, two or more semi-
circles present corresponding different transition mechanisms [29]. The grain
boundary resistance is normally higher than the grain interior, and the electrode/
film interface resistance is higher than that of the boundary. The larger radius of
the Cole–Cole plot in frequency space corresponds to contribution from a con-
stituent of lower resistance. Therefore, the first semicircle in the high-frequency
region corresponds to the behavior of grain interior, while the intermediate and
tertiary semicircles in the lower-frequency region correspond to the grain
boundary and the electrode/film interface, respectively.

The complex impedance Z* measured by RCL meter can be expressed as [30]

Z� ¼ Z 0 � jZ 00

Z 0 ¼
P

l

Rl

1þx2R2
l C2

l
; Z 00 ¼

P

l

xR2
l Cl

1þx2R2
l C2

l

(

ð18:9Þ

where x is the angular frequency. The resistance Rl represents ionic or electronic
conduction mechanisms, while the capacitance Cl represents the polarizability of
the sample from different components labeled l, which are related to grain interior,
grain boundary, and electrode or interface [22]. Curves A–E in Fig. 18.2 denote
the responses of different samples (Table 18.2) measured at the ambient temper-
ature. The complex impedance plots show only one depressed single semicircular
arc, indicating that only one primary mechanism, corresponding to the bulk grain
behavior, dominates the polarization and easy path for conductance within the
specimen. The second intercept on the lateral real axis made by the semicircle
corresponds to the resistance in the bulk grain. As it is seen, the intercept of the
semicircles shifts away from the origin as the solid size decreases, indicating an
increase in the nanograin resistance, due to the lowering of the atomic potential
well that traps the electrons in the surface region.

(a)

Ag paste

Si substrate

Diamond/PS films
Ag paste

(b)

Fig. 18.1 a RC circuit and
b representations for the
impedance measurement of a
sample containing several
components
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The capacitance and dielectric constant are extracted by using the relation:
Z00 = 1/(xC) from the data measured in the high-frequency range of 105–106 Hz
[31]. The bulk grain capacitance C of the sample is given by the slope of the
straight line determined by the variation in Z00 as a function of 1/x. Then,
the effective dielectric constant eeff of the porous structure is calculated based on
the equation: eeff = Cx/(e0S). With the measured eeff, we can calculate the enano-Si

based on the Looyenga approximation [32]:

e1=3
eff ¼ ð1� pÞe1=3

nano�Si þ pe1=3
air ;

where eair (&1) is the dielectric constant of air, and p is the porosity of the p–Si.
Results in Table 18.2 show that the enano-Si decreases with solid size.

Figure 18.3 compares the enano-Si derived herein and other sophisticated cal-
culations of nanosolid Si and the third-order dielectric susceptibility of Ag
nanodots. Although the dielectric susceptibility does not follow the BOLS pre-
diction, it shows the suppressed trend. Consistency in trends between BOLS
predictions and the measured results evidences that the BOLS correlation
describes adequately the true situation in which atomic CN imperfection dictates
the enano-Si suppression. Other factors may contribute to dielectric suppression,
which makes the prediction deviate from measurement compared with other

Fig. 18.2 Simulated and measured a size (see Table 18.2) and b-d temperature (annotated)
dependence of Cole–Cole plots of p–Si and the RC parallel circuit model (inset) for typical
dielectric materials (Reprinted with permission from [22])
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simulations reported in previous sections. The apparent factors are the accuracy
and uniformity of the shape and size of porous Si and the porosity. Atomic CN at a
negatively curved surface of a pore is higher than that at the positively curved
surface of a dot. As the numerical solution sums the contribution from crystal
binding (EG expansion), electron-phonon coupling, and bond contraction, errors
accumulate from the three aspects, contributing to the observed deviation. How-
ever, from a physical and chemical insight point of view, the first (main)-order
approximation would be acceptable as other artifacts from measurement or from
impurities are hardly controllable.

18.3.2 Blueshift of Photoabsorption Coefficient

Equation (18.8) describes the size dependence of the coefficient of photon
absorption. For Si, v(?) = 10.4 and EPL(?) * EG(?) = 1.12 eV. It is sur-
prising that, as shown in Fig. 18.4, a blueshift of the absorption edge takes place
for the nano-Si. The threshold of absorption for the indirect bandgap is slightly

Table 18.2 Summary of the D-dependent enano-Si derived from the measured EPL, porosity, and
eeff, p–Si

Sample D (nm) EPL(eV) Porosity (%) eeff enano-Si

A 1.7 2.08 85 1.43 6.27
B 2.0 1.82 76 1.84 7.29
C 2.1 1.81 71 2.11 7.7
D 2.2 1.79 68 2.28 7.86
E 2.4 1.76 66 2.45 8.29

2 4 6 8
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-60

-40

-20

Data-1 Data-2
Data-3 Data-4
Data-5 Data-6
m=4.88,dot
m=4.88,rod

K
0 5 10 15

1E-12

1E-11

1E-10

R
Ag

(nm)

(a) (b)

Fig. 18.3 Comparison of the BOLS predictions with the sophisticated calculation and
measurement results on the size-dependent dielectric constants of (a) silicon nanosolids with
calculated Data—1, 2, 3 [18]; Data—4 and 5[1] and Data—6 [22]; and (b) the third-order
dielectric susceptibility of Ag nanosolid [14]. Note that a logarithmic y-axis has been used in b for
clarity (Reprinted with permission from [33])
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higher than that of the direct bandgap materials. Such a blueshift of absorption
edges should be advantageous in designing devices for optical communication of
nanometer-scaled wires, tubes or superlattice structures. The lowered absorption
coefficient and refractive index make a nanometer-sized adsorbate more trans-
parent, which may form the basis of quantum lasers, as observed at room tem-
perature from nanostructured ZnO tubes that emit ultraviolet laser at 393 ± 3 nm
under 355-nm optical excitation [34].

18.4 Summary

The BOLS correlation has enabled numerical solutions to unifying the complex
dielectric constants and the coefficient of photoabsorption of nanosemiconductors
to the often-overlooked event of atomic CN imperfection and its effect on crystal
binding and electron-phonon coupling. The solution applies to the whole range of
measuring energies. The dielectric constant drops dramatically at the surface edge
of the solid due to bond order loss. The lowered dielectric constant, refractive
index, and the low absorption coefficient could be useful to trap and amplify light
within the nanosolid by internal reflection, which provides a possible mechanism
for random lasers. Understanding could be of use in designing photonic crystals
with thermally and electrically tunability for optical switches and in fabricating
waveguides for light trapping and amplifying device applications [35]. In addition,
the BOLS correlation has also allowed formulation the dielectric suppression,
dispersion, and conductivity and dielectric transition of nanosemiconductors.
Examination of the effect of temperature and frequency on the dielectric transition
and relaxation of nanosolid Si and nanodiamond derived the activation energy for
conductivity and dielectric transition of both nanodiamond and nanosilicon, giving
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Fig. 18.4 Energy dependence of a imaginary dielectrics and b photoabsorption coefficient in
conventional and BOLS approaches. Spherical size K = 5 is used corresponding to DH = 0.506,
De–p = 0.182, and Dd = -0.083 (Reprinted with permission from [33])
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information about the impurity mid-gap states of the corresponding systems [22,
29, 36].
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Chapter 19
Magnetic Modulation: Atomic CN
and Thermal Coupling

• Interspin interaction and the spin momentum dictate the magnetism of nano-
ferromagnetic system, following the BOLS notation, Ising premise, and Brillouin
functions.

• The TC drops with solid size because of the increased fraction of surface atoms
and the associated depression of atomic cohesive energy.

• At extremely low temperature, the MS(K, T) increases with oscillatory features
as the solid size is reduced. Surface spins associated with the entrapment of the
3d and 4f electrons and the polarization of the non-bonding electrons contribute
and raise the surface magnetism.

• At the mid-Tregion, the M S drops with size. The spin direction will fluctuate due
to thermal agitation, and the magnetization becomes lower with solid size.

• The HC increases with the shrink of particle size because of the enhancement of
interdomain interaction.

19.1 Background

19.1.1 Observations

A ferromagnetic solid changes its magnetic properties once its size is reduced or it
is measured at different temperatures. For example, the Curie temperature TC drops
[1–3] and the coercively (HC) increases for embedded nanograins, whereas for an
isolated nanosolid, the HC drops [4–7]. Generally, the saturation magnetization
(MS) increases at low temperature with quantized features, whereas the MS drops
at ambient temperatures when the solid size is reduced [5–11]. When the size of
the ferromagnetic (Pt/Co)-antiferromagnetically (FeMn) coupled nanostructure is
reduced, the exchange biasing field and the blocking temperature decrease, while
the HC increases [12, 13]. Figure 19.1 a and b show the magnetic oscillation of
small Ni and Rh particles at temperatures closing to 0 K.
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19.1.1.1 Surface Magnetron

In the case of surfaces and thin films, the magnetic moment of an atom (li) in the
surface region is larger than the corresponding bulk value (lb) [14, 15]. For
instance, compared to the bcc Fe bulk moment of 2.2 lB, the l for a surface Fe
atom has been found theoretically to be enhanced: (1) by 15 % to 2.54 lB for one
monolayer (ML) Fe on 5 ML W(110) and (2) by 29 % to 2.84 lB for 2 ML Fe on
5 ML W(110) surface. The significant surface relaxation (-12 %) of Fe(310) [16]
and Ni(210) [17] surfaces has also been found to enhance the atomic l by up to
27 %. The lB is the Bohr magnetron.

19.1.1.2 Nanosolid at Low Temperature

The surface effects become stronger in the case of a nanosolid since a larger
fraction of atoms is located at the curved surface. However, controversy remains in
the measured trend of the MS(K) values [8–11, 18–21]. One trend in measurement

0 10 20 30 40 50
-100

-80

-60

-40

-20

0

N
i M

S
 c

ha
ng

e 
(%

)

K

(a) (b)

(c) (d)

Fig. 19.1 Size dependence of magnetic moments of a Nin [29] and b Rhn [30] particles
measured at low temperature shows the size-enhanced and quantized MS(N) with oscillating
features, c cobalt particles [11] and d Ni thin films [6] measured at room temperature show size-
tailed MS(K), instead (reprinted with permission from [31])
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shows that at temperatures below 200 K, the MS(K) increases with the inverse of
size [21–25]. For example, the MS per atom of Fe, Co, and Ni (at 78–120 K) was
measured [25] to increase up to the value of the free atom when the solid size was
reduced to a cluster that contains 30 atoms or less. As the size is increased up to
700 atoms, the magnetic moment approaches to the bulk limit. The MS of Ni
clusters also increase inversely with size at temperature between 73 and 198 K
[26]. Con particles of 1.8–4.4 nm sizes carry magnetic moments that are *20 %
higher than the bulk value [26]. The moment of a Co surface atom is enhanced by
32 % compared to the bulk value of 1.73 lB [27]. In the temperature range of
77–570 K, the MS of Fe–Ni alloy films increase gradually when the film thickness
is decreased from 75 to 35 nm [28]. In a Stern–Gerlach experiment conducted at
*20 K, Cox et al. [19] measured the magnetic properties of isolated iron-atom
clusters containing 2–17 atoms and Fe monoxides and dioxides clusters and found
that the spin per atom of iron clusters was larger than that of the bulk counterpart.
It was therefore widely accepted that size reduction could enhance the magneti-
zation of the small ferromagnetic particles.

19.1.1.3 Nanosolid at the Ambient Temperature

Since the observation of Cox in 1985 [19], numerous experiments have been
conducted on various ferromagnetic nanosolids. Repeating the same Stern–Ger-
lach deflections of Fe clusters in a molecular beam, Heer et al. [8] found instead
that the average magnetic moments for small iron clusters (50–230 atoms) drops
with the number of atoms when the molecular beam nozzle temperatures are
around 300 K. This trend is similar to those observed at room temperature of Co
[11], Pd96Fe4 [9, 10], Pd97.1Fe2.9 [10], NiFe2O4 [32], and Ni3Fe [18] alloy parti-
cles. Similarly, a remarkable reduction in magnetization for Fe–Ni invar alloy
(\40 nm) [33] and Ni thin films has been observed at room temperature [6, 34].
The MS for Fe3O4 thin films [35] drops rapidly when the film decreases from
70 nm. For c-Fe2O3 nanoparticles, MS also increases with particle size [36].
Figure 19.1c and d shows the magnetic suppression of Co clusters [11, 18] and Ni
films. Small Pd100-xFex, grains with x = 4, 6, 8, 12 and a radius of approximately
5 nm at 4.2, 100, and 295 K show typical superparamagnetic features with MS

values that are substantially smaller than those observed for the bulk [9]. However,
for MnBi films [37], the magnetic momentum changes with neither thickness nor
chemical composition. Therefore, it was surprising that some measurements give
conflicting data and show magnetic elevation, whereas some show suppression
without considering the operating temperature.

19.1.1.4 Coercive Performance

An isolated magnetic domain or highly dispersed ones often show no hysteresis at
any temperature. When the size of an isolated ferromagnetic solid is reduced to a
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certain critical size, the coercivity of the isolated nanosolid will approach to zero
[38]. Fe69Ni9CO2 powders of 10–15 nm grain sizes show almost no hysteresis,
being indicative of superparamagnetic characteristics [39]. However, when the
particles get closer together, the superparamagnetic behavior vanishes and the
coercivity is present [38, 40]. The coercivity increases with the inverse of grain
size, which follows a HC–1/K relation [5, 38, 41]. Investigation on the Fe74.5-

xCuxNb3Si13.5B9 (x = 0–1 at %) ribbons with grain sizes between 10 and 300 nm
suggests that the HC increases following a K6 dependence and then drops in a 1/
K fashion at the critical size of 50 nm. A similar trend of transition has been
observed for Fe, Ni, and Co metal films, with corresponding critical sizes of 20,
40, and 30 nm [42]. Figure 19.2a shows the size-enhanced HC of Ni thin films
consisting of 3–10 nm grains. Panel b shows the CN-imperfection-enhanced
magnetization of Ni, Fe, and Co particles and panel c the Monte Carlo simulated
MS(T, N) profiles [43].

19.1.2 Known Mechanisms

19.1.2.1 Magnetization

A number of outstanding theories have been developed to explain the unusual
behavior of ferromagnetic nanosolids, in particular the oscillatory behavior at low
T (see Fig. 19.1a, b) [21, 25] and the inconsistent trends of MS measured at
different temperature ranges. Several shell structural models have been proposed
for the size-enhanced magnetization [25, 45] which suggested that the magnetic
moment of an individual atom is determined by its atomic CN [45]. By assuming
bulk-like structures (such as fcc and bcc) and different global cluster shapes (cube,
octahedron, and cube octahedron), the average magnetic moment was found to
oscillate with the cluster size, agreeing with observations. Therefore, the magnetic
‘shell structure’ reflects the progressive formation of concentric atomic layers [46].

Without considering the effect of temperature, the magnetic properties of
transition metals are described by using a simple rectangular d-band assumption
[23] together with the second moment approximation, as the first-order approxi-
mation [47]. It was assumed that the d-band splitting between the major and the
minor spin caused by exchange interaction is invariant for the cluster to the bulk
solid, leading to the following expression [15]:

lz

lb

¼ ldim=lb; if z� zb ldim=lbð Þ2

zb=zð Þ1=2; otherwise

�
ð19:1Þ

where ldim is the magnetic moment of one atom with one neighbor. In the case of
Fe, lb = 2.22 lB [48] and ldim = 3.2 lB [44]. If zb = 12, the step function transits
at z = 5.775. The magnetic moment of an atom will take the dimer value if its CN
is six or less. Considering the geometrical arrangement of atoms in different lattice

386 19 Magnetic Modulation



structures of various shapes, the oscillation features could be reproduced using the
core–shell structure [15, 49]. Calculations using the tight-binding theory [44] also
show that the magnetic moment of Fe, Co, and Ni atoms increases toward the
atomic value when the CN is reduced, as shown in Fig. 19.2b.

The following mechanisms explain the MS suppression at mid-T regime:

1. Surface spins are weakly coupled and more disordered at the ambient tem-
peratures compared to the bulk spins. Spins in the bulk interior dominates the
magnetization. Solid size reduction lowers the number of bulk spins [50].

2. The suppression of the TC lowers the MS. In the core–shell structure, the surface
layer is magnetically molten, which contributes little to the total MS of the
system [43].

3. Fe3+ ions redistribute as the size is reduced in Fe3O2 [36].
4. As shown in Fig. 19.2c, the MS of a small cluster is never higher than the bulk

value because of the reduction in the surface exchange bonds. Based on an
assumption that the clusters undergo a superparamagnetic relaxation, Khanna
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Fig. 19.2 a Size-enhanced HC of Ni films [6] measured at room temperature. b CN dependence
of the magnetic moment in (a) Fe, (b) Co, and (c) Ni as a function of nearest neighbor
coordination (in various structures) [44]. c Monte Carlo simulated MS(T, N) profiles [43]
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and Linderoth [51] derived that the effective MS of small Fe and Co clusters
decrease with size, as a consequence of fluctuations due to thermal vibration
and rotation effects on the domain when the domain is considered as a giant
spinner.

19.1.2.2 Coercivity

The Ising model is sufficient for the first-order approximation to describe the
interspin interaction within a domain and the intergrain interaction within a solid
composed of nanograins. Considering a domain as a giant spinner with a moment
J, the exchange energy of the spinner (Eexc, i) interacting with its z nearest giant
spin neighbors follows the Ising relation. The di is then replaced with grain
diameter, D (also structural correlation length), if the uniform grain size is
assumed. The following equation formulates the HC(D) transition from D6 to
D-1[52], which represents the lattice strain that increases with the decrease in
particle size [53],

HC�
1

20
K4

2 D6

A3M0
) HC 1

1
2

HS 1 E0exc 1 zD�1

where K2 is the strength of local uniaxial anisotropy, and M0 is the magnitude of
the local magnetization vector. A is the exchange stiffness parameter. The former
corresponds to the random anisotropy mechanism of domain wall pinning at grain
boundaries; the latter relates to the intergrain and grain–substrate interaction [52].

The following presents the understanding of the size and temperature depen-
dence of MS(K, T) and the MS(K * 0, T * 0) oscillation in experimental and
theoretical observations by incorporating the BOLS mechanism to the Ising model
and Brillouin function with Monte Caro calculations and measurements support.

19.2 BOLS Formulation

19.2.1 Charge Localization

The CN-imperfection-enhanced bond energy deepens the interatomic potential
well of the under coordinated atom from one unit to Ci

-m. The deepened potential
well entraps and localizes the electrons. If the localization probability is propor-
tional to the potential well depth, then the densely localized electrons contribute to
the li of the undercoordinated atom. The corresponding change of the mean
l(K) varies monotonically with the coefficient of bond contraction:
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liðziÞ ¼ C�m
i lb atomic siteð Þ

Dl Kð Þ
lb
¼
P

i� 3
ri C�m

i � 1
� �

core-shell structureð Þ

(

ð19:2Þ

The effective magnetic momentum along the applied field of a zi coordinated
atom is liz ¼ JgJlB. The Lande g-factor (gJ = 1–2) is a function of the orbital
(L) and the spin (Sp) angular momenta: gJ ¼ 1þ J J þ 1ð Þ þ Sp Sp þ 1

� ��

�LðLþ 1Þ�= 2JðJ þ 1Þ½ �. The CN imperfection also affects gJ. However, in the
first-order approximation, one can neglect this effect. For a dimer Fe atom
zi ¼ 2; Ci� 0:7ð Þ; li ¼ 0:7�1lb ¼ 3:25lB; which is 1.43 times the bulk value,

coinciding with measured value of ldim ¼ 3:2lB:
Compared with the known model in Eqs. (19.1), (19.2) employs a smooth

function rather than a step function transiting at zi * 6, despite different physical
origins. As the effective CN of an atom at a flat or a curved surface is four or
lower, the BOLS premise predicts a 0.88-1 = 12 % or higher magnetic
enhancement of a surface atom at 0 K [17, 54]. Therefore, atomic CN imperfection
deepens the interatomic potential that traps the electrons with high probability of
localization. The entrapment of the 3d electrons for transition metals or 4f elec-
trons for rare earth metals and the polarization of the non-bonding electrons
contribute to the li of the undercoordinated surface atom at extremely low tem-
perature. By taking the effect of atomic CN imperfection and the pronounced
portion of surface atoms into consideration, the magnetic properties of the ferro-
magnetic nanosolids should differ from those of the bulk.

19.2.2 Brillouin Function

The interspin interaction dominates the order of the spin system and hence the MS

and the TC. At low temperatures, the total angular moment of an atom changes its
direction in a quantum tunneling process [55]. At higher temperatures, the spin
direction will fluctuate due to thermal agitation. The strength of interspin coupling
that varies with atomic CN determines the ease of fluctuation. Because of fluctu-
ation, the magnetic momentum will reduce and eventually vanish at the TC. In the
first-order approximation to the size and temperature dependence of the lS(T, K),
we use the concept of ‘molecular field,’ to describe the spontaneous magnetization
at T in terms of Brillouin function, BJ(y) [56]:

l Tð Þ ¼ gJJlBBJ yð Þ

BJ yð Þ ¼ 2J þ 1
2J

coth
2J þ 1

2J
y� 1

2J
coth

y

2J

y ¼ JgJlB

kBT
Hm

8
>>>><

>>>>:

ð19:3Þ
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where gJ is the Lande g-factor, J is the total angular momentum, and Eexc� Ecoh is
the molecular field. When T approaches to 0.8 TC, l(T) & lS(T). Therefore, the
lS(K, T) can be obtained by replacing the bulk J and Hm with the size-dependent
J(K) and Eexc(K) that are given as follows:

Eexc Kð Þ ¼Eexc 1ð Þ 1þ
X

i� 3

ci zibC�m
i � 1

� �
" #

J Kð Þ ¼J 1þ
X

i� 3

ci C�m
i � 1

� �
" # ð19:4Þ

Differentiating Eq. (19.3) against Eexc(K) leads to the size- and temperature-
dependent lS(K, T):

DlSðK; TÞ
lSð1; TÞ

¼ 1
2J

csc h2 2gJlB

2kBT
AEexcð1Þ

ffi �
� 2J þ 1

2J
csc h2 ð2J þ 1ÞgJlB

2kBT
AEexcð1Þ

ffi �� �

� DEexcðKÞ
Eexcð1Þ

¼ a Tð Þ
X

i� 3

ciðzibC�m
i � 1Þ

ð19:5Þ

where parameter a(T) is T and material dependent. Equation (19.5) indicates that
for a specific ferromagnetic solid and at a given temperature, the lS(K, T) changes
with the atomic cohesive energy. One needs to note that Eq. (19.5) does not apply
to an isolated atom without exchange interaction being involved though the iso-
lated atom possesses intrinsically higher magnetic momentum.

19.3 Experimental and Numerical Verification

19.3.1 Ni Films at the Ambient Temperature

Ni films with grain sizes in the range of 3–10 nm were grown on Si(100) substrates
using physical vapor deposition. The in-plane magnetic properties were measured
using vibrational sample magnetometer at room temperature [6].

Figures 19.1d and 19.2a compare the predicted with m = 1 and the measured
size dependence of the MS and the HC for the Ni films. The match of MS(K) at
300 K is realized with a(J, T) = 4.0. When the particle size is reduced to K = 5
(D = 2.5 nm), MS = 0. This result is consistent with the findings of the size-
induced TC suppression of ferromagnetic nanosolids [3]. For a Ni particle of
K = 5, the TC drops by *51 % from 631 to 309 K and the MS is not detectable
[2]. The magnetic hysteretic loops of N particles of different sizes in Fig. 19.3
show that at the room temperature, the Ms drops, while the Hc increases with
reduction in particle size, which agrees with expectations.

390 19 Magnetic Modulation



19.3.2 Monte Carlo Computation

Monte Carlo simulation based on the BOLS incorporated Ising convention mat-
ches the results of modified Brillouin function [56]. Varying the spin value S0i for
each atom represents the effect of atomic CN-imperfection-enhanced magnetic
moment. Six kinds of nanosolids with completely filled outermost shells were
employed to investigate the size, shape, and crystal structure effects on the lS at
various temperatures. The fcc spherical dots are formed in such a way that layers
of successive atoms are added to the initial central atom. Figure 19.4a shows, for
example, the fcc spherical dot containing N141 atoms with S = 9 shells and
K = 3.3. The rod and the plate systems are formed based on the fcc lattice along
the 100h i direction. The length of the rod is maintained at K = 28.3, and the
variation in this has an insignificant effect on the result. The radius of the rod
ranges from S = 1 to 11 (K = 0.5–3.66). The width and length of the plate are
maintained at K = 28.3. The thickness ranges from S = 1 to 14 (K = 0.5–5.1).
Figure 19.4b and c illustrate an fcc rod and plate with S = 3, K = 1.9 and S = 2,
K = 1.7, respectively.

Calculations also examine the ordered structures of icosahedra, decahedra, and
the close-packed fcc truncated octahedra that are favored from the energetic point
of view. Figure 19.4d–f show the close-packed structures with a total number of
N101, N147, and N201 atoms, respectively. Icosahedra and decahedra are non-
crystalline structures that cannot form in bulk crystals because of the fivefold
symmetry. Icosahedra are quasi-spherical, where atoms are arranged in the con-
centric shells. Marks-truncated decahedra have reentrant (111) facets that are
introduced via a modified Wulff construction. fcc truncated octahedra possess a
crystalline structure and have the open (100) facets.

Calculations were conducted by using cool state initialization at low temper-
ature (kBT/Jexc \ 6) and hot state initialization at relatively high temperature (kBT/
Jexc C 6) [56]. In the hot state, spins orientate randomly; and in the cool state,
spins align parallel to the applied magnetic field. For a certain spin system, the
value of the Hamiltonian Hex,k-1 was calculated. A spin Si chooses random value,
and the orientation flips from S0i to Si,trial. The Hex,k was optimized to satisfy the
Metropolis criterion [57]:
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exp �DHex=kTð Þ[ dmc

DHex ¼ Hex; k � Hex; k�1

�

The DHex is the energy change for a spin re-orientation, and the dmc is a uniform
random deviate. After MC steps of sweeping over all lattice sites of the spin system,
the spin system of a specific size at a specific temperature reaches thermal equi-
librium. In the MC simulation, each atom serves as an independent spin with li in
unit of the bulk lb. For the bulk value, S takes the values of +1 or –1 for the up and
down flip. The energy changes for the spin flip from k-1 to k step due to thermal
vibration: DHex ¼ Hex;k � Hex;k�1. At a given temperature, the system reaches to
equilibrium after sufficient steps of operation. The magnetization is then calculated

based on the relation: Mh i ¼
P

N MðsðiÞ1 ; s
ðiÞ
2 ; . . .sðiÞN Þ

h i.
N with 5,000 thermaliza-

tion steps for each spin to reach the thermal equilibrium state.
Figure 19.5 shows the MC simulated MS(K, T) curves at zero applied magnetic

field for (a) an fcc dot, (b) an fcc rod, (c) an fcc plate, and (d) an icosahedra spin
system. Generally, at very low temperature region (kBT/Jexc \ 3), the MS(K,
T) increases with oscillatory features as the solid size is reduced. At the mid-
T region (kBT/Jexc * 6), the MS drops with size. In the paramagnetic region, the
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(100)
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Fig. 19.4 Atomic configurations of a an fcc dot of 9 shells with K = 3.3, b an fcc rod of 3 shells
with K = 1.9, and c an fcc plate of K = 1.7 thick, d an icosahedron with N147 atoms, e a marks
decahedron with N101, and f an fcc truncated octahedron with N201 atoms (reprinted with
permission from [56])
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residual MS increases as the size is reduced. These features are intrinsically
common depending less on the shape and the crystal structure of the specimen.

Figure 19.6 shows the MS(K, T) counterplot for a spherical dot. The surface-to-
volume ratio gives a smooth function without oscillatory features.
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Fig. 19.5 Temperature (kBT/Jexc) and size, shape, and size dependence of the MS for a an fcc dot,
b an fcc rod, c an fcc plate, and d an icosahedral spin system (reprinted with permission from [31])

Fig. 19.6 Counterplot of the
BOLS predicted MS(T, K),
which shows that MS

increases with inverse size at
low temperature and
decreases with size at mid
temperature. The MS is
normalized by MS(T = 0,
K = ?), and T is normalized
by AEexc(?) (reprinted with
permission from [31])
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19.3.2.1 MS(K, T ~ 0 K) Enhancement

Figure 19.5a shows that for a specific size K, the MS of the fcc dot is higher than that
of the fcc plate because a spherical dot has higher ci value. The dimensionality of a
dot is three, but for a plate, it is unity. When T ? 0, y ? ?, and then BJ(y) ? 1,
Eq. (19.3) approximates. lS T ! 0ð Þ ¼ JgjlB. Using a core–shell structure in the
BOLS correlation that calculates the magnetic moment of every atom layer-by-
layer leads to the size-enhanced MS for a nanosolid at very low temperature, which
follows Eq. (19.2).

Figure 19.7 compares BOLS predictions with measured size dependence of MS

at low T. As the measured data are much scattered, it is hard to reach a conclusion
though the trends generally match; however, the close match of TC(K) suppression
and lattice contraction, as shown earlier in this report evidences sufficiently the
validity of the BOLS formulation as the origin of the unusual magnetic behavior of
the ferromagnetic nanosolids at different temperatures.
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19.3.2.2 MS(K, T ~ TC) Suppression

Figure 19.7 shows the matching between BOLS predictions with a(J, T) = 1.4 and
the MC simulated results at different temperatures. The calculated trend is con-
sistent with the measurement with a(J, T) value that is different from Ni sample.
The calculation takes the surface CN to the half number of the bulk (12), but in the
BOLS premise, the effective surface CN is four or less. In the paramagnetic phase
as shown in Fig. 19.7c, the remnant magnetism is higher for smaller particles,
which results from the slower temperature decay in the MC study and to the
increasing fluctuations with decrease in cluster size [43].

19.3.2.3 MS(K) Oscillation and Structural Stability

The oscillation behavior of MS of smaller clusters, as shown in Fig. 19.8, depends
less on the crystal structures. This relation suggests that the oscillatory originates
from the surface-to-volume number ratios because some particles have fewer
atoms in the surface shells with smaller ci value than those of the adjacent larger or
smaller sizes, as illustrated in Chap. 11 for the ‘magic number’ of fcc and bcc
structures [29]. Therefore, it is not surprising to resolve the MS oscillation in the
low temperature measurement of smaller nanostructures with quantized sur-
face-to-volume number ratios.

The physical properties of nanosolids in molecular regime typically exhibit a
very irregular dependence on their aggregate size, namely magic numbers, while
they behave in a regular way in the mesoscopic regime. The icosahedron, Marks
decahedron, and the fcc truncated octahedron have lower MS in the low-T region,
especially the small icosahedral particles of N55 and N147 atoms, compared to
other structures. An icosahedron has fewer low-CN atoms at the surface with most
compact structures. The mass spectra of nanosolids usually exhibit especially
abundant sizes that often reflect particularly stable structures, especially reactive

0 100 200 300 400 500

1.02

1.04

1.06

1.08

1.10

 Fcc-dot
 Icosahedra
 Ocosahedra
 Decosahedra

kT/J
exc

=1

|M
|

N (Number of atoms)
0 100 200 300 400 500

0.5

0.6

0.7

0.8

0.9

 Fcc-dot
 Icosahedra
 Octahedra
 Decahedra

kT/J
exc

=6

|M
|

N (Number of atoms)

(a) (b)
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nanosolids, or closed electronic shells [58]. These sizes of ‘magic number’ are of
theoretical interest since many of them correspond to compact structures that are
especially stable. The simulative results show the magic numbers of N13, N55, N147

for icosahedron magnetic nanoparticles [24]. However, when the N is larger than
300, the fcc truncated octahedron is magnetically most stable compared with the
decahedra, icosahedra, and the fcc spherical dot. The MC simulation results are
consistent with experimental findings that the icosahedral structure transits at
*3.8 nm to the fcc truncated structure when the particle size is increased [59].
The competition between the surface remnant atomic cohesive energy and the
binding energy density determines the structural stability. Therefore, icosahedra
are the most stable at small sizes due to their low surface energy and good quasi-
spherical structures, while decahedra are favorable at intermediate sizes, and
regular crystalline structures are favored for large objects.

19.4 Summary

Incorporating the BOLS notation to the Ising premise and the Brillouin function
has led to clarification and formulation of the shape, size, and temperature
dependence of the magnetism of ferromagnetic clusters. Monte Caro simulations
and measurements verify the formulations. Reproduction of all the observable
features at various temperatures, including the oscillatory ones gives clear physical
insight into the origin of the changes:

1. For a ferromagnetic nanosolid, the magnetic moment at very low temperature
increases with the inverse of size compared with the bulk value due to the
deepening of the intra-atomic potential well that entraps and polarizes the
surface spins contributing to the angular momentum of the under coordinated
atoms of a nanosolid.

2. The MS at temperature around TC reduces. The decrease in exchange energy
dominates the thermal stability and therefore the TC of a nanosolid.

3. The MS oscillates with the total number of atoms arise from nothing more than
the surface-to-volume number ratio of the solid.

4. Intergrain interaction dictates the HC.
5. Structure transition from icosahedron to fcc truncated octahedron happens at

size containing 300 atoms, which is common to observations using other means.

Consistency in the MC calculations, BOLS predictions, and experimental
observations not only clarifies the confusion on magnetic behavior of a ferro-
magnetic nanosolid at various temperatures. The joint contribution from the CN
imperfection and the associated bond energy rise lowers the exchange energy that
tailors the temperature of phase transition. Therefore, it is not surprising that some
measurements show the enhanced MS at low temperature, while some observed the
tailoring of the MS at temperature close to the TC [60–62].
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Chapter 20
Functionalities of Non-Bonding Electrons:
Size Emergence

• The coupling of the entrapment and the polarization of the nonbonding lone
electrons by the densely entrapped core and bonding electrons derives emerging
properties that the bulk counterpart does not show.

• imilar to the lone pairs and dipoles, the polarized lone electrons neither follow
the dispersion relationships nor occupy the allowed states in the valence band
and below but they generate the midgap impurity states near EF.

• Polarization happens at sites with even lower atomic CN, which gives rise to the
non-zero spin (carrier of topologic insulator), conductor-insulator transition,
surface plasmonic enhancement, and the superhydrophobicity, superfluidity,
superlubricity, and supersolidity.

• The dominance of entrapment derives the acceptor type catalysis and the dom-
inance of polarization results in donor-type catalyst of metals at the nanoscale.

• These emerging attributes become more significant when the atomic CN is even
lower. UV irradiation, hydrogenation or contamination may annihilate these
features.

20.1 Significance of Non-Bonding Electrons

Although they exist ubiquitously in the human bodies and our surroundings, the
impact of the non-bonding lone electrons and lone-electron pairs has long been
underestimated. In addition to the shorter and stronger bonds between underco-
ordinated atoms that initiate the size trends of the otherwise constant bulk prop-
erties when a substance turns into the nanoscale, the presence of the lone electrons
nearby the broken bonds generate the fascinating phenomena that bulk materials
do not show. The lone-electron pairs and the lone-pair-induced dipoles associated
with C, N, O, and F tetrahedral coordination bonding form functional groups in the
biologic, organic, and inorganic specimens. This section will focus on the devel-
opment and applications of theory regarding the energetics and dynamics of non-
bonding electrons, aiming to raise the awareness of their revolutionary impact to
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the society. Discussion will also extend to the prospective impacts of the non-
bonding unpaired electrons on mysteries such as the catalytic enhancement and
catalysts design, the dilute magnetism, conductor–insulator transition, and the
superhydrophobicity, fluidity, lubricity, and solidity at the nanoscaled contacts.
Meanwhile, it is essential and effective to understand the properties of substances
from the perspective of bond and non-bond formation, dissociation, relaxation and
vibration, and the associated energetics and dynamics of charge repopulation,
polarization, densification, and localization. Finding and grasping with factors
controlling the non-bonding states and making them of use in functional materials
design and identifying their limitations will form, in the near future, a subject area
of ‘Nonbonding Electronics and Energetics,’ which would be even more chal-
lenging, fascinating, promising, and rewarding than dealing with the core or
valence electrons alone.

20.2 Diluted Magnetism: Defect Locked Dipoles

20.2.1 Nonmagnetic Metals at the Nanoscale

It has been surprising that nanoclusters consisting non-magnetic element such as
Rh [1], Pd [2], and Pt [3] exhibit magnetism, as shown in Fig. 20.1, which is
beyond the expectation of traditional magnetism theory [4]. The size trend of Rh
magnetization suggests the dominance of the number ratio of surface atoms [5].
Magnetization measurements of Pt clusters consisting of 13 ± 2 atoms well
characterized and monodispersed in a zeolite confirmed the predicted extraordi-
nary magnetic polarization with up to eight unpaired electrons on a cluster, cor-
responding to a magnetic moment of 0.65(5)lB per atom. However, the effect is
partly quenched by hydrogen chemisorption [6]. The magnetization of Pt nano-
particles also decreases with the increase in particle diameter, as shown in
Fig. 20.1b [7]. The effects of hydrogen desorption and size change on the mag-
netization indicate that only atoms in the surface contribute.

In a bulk specimen, the ratio of such unpaired surface electrons is extremely
low and therefore its magnetism is hardly detectable. From the maximum mag-
netoresistance change, the conduction electron polarization of the Pd nanoparticle
superlattice is estimated to be similar to 4 %. The ferromagnetism of Pd nano-
particles is evolved into ferromagnetism without protective agents; therefore, the
origin of ferromagnetism in the chemically prepared Pd nanoparticles is associated
with the intrinsic characteristics of the Pd nanoparticles, but not the effect of the
existence of a protective agent [2]. Because the s-orbit of Pt(6 s0) and Pd(5 s0) are
empty, no magnetization is supposed to exhibit. However, the polarization may
extend to the f or d electrons and then situation changes.
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20.2.2 Graphite Vacancy and GNR Edges

Wang et al. [10] measured at 2 and 300 K the magnetism of graphene fabricated at
(a) 400 and (b) 600 �C and suggested that the magnetism is associated with defects
on the graphene because the higher defect density presents to the sample fabricated
at high temperature. It has also been found that weak magnetic momentum is
detectable to the graphite nanostructures at 4 K under a maximum applied field of
20 kOe [11]. From a systematic calculations using a combination of mean-field
Hubbard model and first principles on the magnetic properties of disordered
graphene and irradiated graphite, Yazyev [12] concluded that only single-atom
defects can induce ferromagnetism in graphene-based materials.

To confirm the defect magnetism of GNR, Zhang et al. [14] calculated the effect
of quantum entrapment and polarization on the magnetism of graphene vacancy
and edges of the AGNR, ZGNR, and rec-ZGNR, using the BOLS-incorporated
tight-binding mean-field Hubbard model. Results in Sect. 13.2 suggest that in
addition to the global quantum entrapment of the undercoordinated vacancy and
edges, the Dirac resonant peak presents only to the vacancy and the ZGNR edges.
The mid-gap Dirac states are associated with nonzero magnetism, the spins ori-
ented alternatively up and down. We also found from the calculations that the
zigzag edges exhibit EF resonant states with nonzero spin, and it is more significant
to the reconstructed GNR edge.

20.2.3 Oxides and Nitrides

The most surprising finding in magnetism is that non-magnetic semiconductors
such as ZnO and GaN [15], CuO, and TiO2 [16] become ferromagnetic at room
temperature and above when they are doped with just a few percent of transition
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Fig. 20.1 a Size dependence of the magnetic moments of Rhn(5 s1) particles measured at low
temperature shows the size-enhanced and quantized MS(N) with oscillating features [1, 8].
b Molar magnetization at 1.8 K of Pt13 clusters on NaY substrate before (I) and after (II)
hydrogen desorption [6], compared with that of Pt nanoparticles of 2.3 nm (420 atoms, III),
3.0 nm (940 atoms, IV), and 3.8 nm (1,900 atoms, V) [7]. c Temperature dependence of
Pd(5s04d10) nanoparticle magnetizations under zero-field cooling (ZFC) and field cooling (FC)
[2] (Reprinted with permission from [9])
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metal cations such as V, Cr, Mn, Fe, Co, or Ni [17]. Dilute magnetic oxides are
transparent and wide-bandgap materials. Defects have been identified to promote
the magnetism in ZnO [18]. This dilute magnetism presents in thin films and
nanocrystals, but not in the well-crystallized bulk material. Slight nitrogen sub-
stitution for oxygen raises the Curie temperature and lowers the coercivity. The
magnetic moment decays with a characteristic decay time of weeks or months. UV
irradiation can recover the decay of the magnetization.

Such undercoordination-associated dilute magnetism cannot be understood in
terms of the conventional superexchange or double-exchange interactions theory
of magnetism in insulators; nor can a carrier-mediated ferromagnetic exchange
mechanism account for the magnitude of the Curie temperatures, which are well in
excess of 400 K (1/30 eV).

According to Coey et al. [19], the shallow donor electrons that form bound
magnetic polarons, which overlap to create a mid-gap spin-split impurity band,
mediate the ferromagnetic exchange in dilute ferromagnetic oxides and nitrides.
High Curie temperatures arise only when empty minority-spin or majority-spin
d states lie at the Fermi level in the impurity band. The d0 ferromagnetism exists in
nitrides, hexaborides, thiol-coated noble metal nanoparticles, purely organic sys-
tems, and even for silicon, with a spin-split impurity band near the EF, being
coincidence with that generated by the lone pairs or the dipole states [13].

20.2.4 Edge States Versus Dilute Magnetism

The dilute magnetism associated with atomic undercoordination arises from the
locally locked and polarized non-bonding electrons including the lone s-electrons
in metal and the sp2 dangling-bond electron in C; the lone electron induced dipoles
in oxide and nitrides. These localized and paired electrons exhibit no spin.
However, near the broken bonds, situations change entirely. These electrons will
be locally pinned and polarized by the deeply and densely trapped bonding and
core electrons. These locked electrons contribute no longer to the conductivity but
demonstrate measurable magnetism.

In contrast to the magnetism displayed by nanoclusters of noble metals and
graphene nanoribbons, the diluted magnetism displayed by nanostructured oxides
results mainly from dipoles at surfaces instead of the locked dipoles due to polar-
ization of unpaired electrons. However, in the presence of additional O atoms, these
dipoles give away the polarized electrons to form bonds with the former, which
leads to a reduction in the magnetic character, being the same to the function of
hydrogen surface termination. The Curie temperature higher than 400 K corre-
sponds to the lone-pair interaction of *0.05 eV (600 K), UV radiation reversion
corresponds to the removal of surface contamination or dehybridization of sp orbits,
which diminish the surface dipoles. The presence of antibonding dipoles at the open
surface may correspond to and elaborate the oxygen vacancy effect as one often
refers.
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However, there are three reservations on the undercoordination-induced dipole
magnetism for practical applications [13]. Firstly, the stability of the magnetrons
with energy in the Fermi level and the binding energy is in meV level. Any
perturbation by UV irradiation or thermal excitation may demolish them. Sec-
ondly, chemisorption by exposing the sample to the environment may decrease the
magnetism. Finally, the intensity, as shown in Figs. 20.1 and 20.2, depends on the
total number of defects. The weak magnetism may not suffice to the sensitivity
requirement of practical devices.

20.3 Conductor-Insulator Transition: EG Opening
and Surface Plasmonics

By combining STM and high-resolution EELS, Jiang et al. [20] found that the
bandgap of two-dimensional Al islands grown on Si(111) substrates increases with
decreasing island size. On the other hand, these originally highly conductive
materials are no longer conducting; they become insulators instead when the solid
size is reduced to 2–3 nm [21]. Furthermore, the conduction band splits into two
branches in ultrathin films such as Ag, Au, Pd, etc. [22–24]. The separation
between the branches expands with the inverse of film thickness.

The transition from conductor to insulator of noble metal clusters corresponded
to the expansion of the Kubo gap: dk = 4EF/3N, where EF corresponds to the
Fermi energy of the bulk and N to the total number of atoms in the cluster. If the
dk is greater than the energy kT at room temperature (1/40 eV), electrons cannot
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Fig. 20.2 Magnetization curves of a the graphite nanostructures prepared by pyrolysis of PVC
1,273 K and measured at 4 K by a SQUID magnetometer under a maximum applied field of
20 kOe [11] and b graphene samples fabricated at a 400 and b 600 �C measured at 2 K [10].
High-temperature preparation generates more defects (Reprinted with permission from [13])
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transit from the lower sublevel to the next higher one, conductor–insulator tran-
sition takes place [21]. The bandgap opening was also attributed purely to the size
effect arising from the lateral confinement of free electrons in a 2D potential well
formed by the islands [20].

As intrinsic contribution, the polarization of the valence electrons near the
upper valance edge by the densely trapped bonding and core charges could not be
ignored. The mechanism of band splitting by the quantum entrapment and
polarization may complement the aforementioned mechanisms. The conductor–
insulator transition evidences the strong localization, quantum entrapment and
polarization of the conductive electrons. Therefore, both the conductor–insulator
transition and the magnetism presence of metal clusters arise from the same origin.

The observed conduction band splitting provides possible mechanism for the
surface plasma generation of nanoclusters of noble metals such as Ag and Au with
oscillation frequency that is dependent upon the dielectric constant, eL, charge
density, n, and effective mass of electron, m*, in the surface skin. The plasmonic

frequency can be derived as xp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ne2=eL m�

p
/ eEG

ffiffiffiffiffiffiffiffiffiffiffi
n=m�

p
as the real part of the

dielectric constant eL is inversely proportional to the square of the bandgap roughly
[25, 26]. Therefore, the observed edge and surface states due to band splitting may
be responsible for the tunable plasmonic frequency or the surface-enhanced
Raman shift intensity of selected metal surfaces and nanostructures. In addition to
the classical model of surface plasma oscillation, the model of valence band
splitting may provide a band structure perspective, as optical properties of a
material are related to the band structure.

20.4 Catalytic Conversion and Enhancement

Automobiles emit pollution mostly in the first 5 min after start-up because Pt- or
Pd-based catalysts currently used in automobile exhaust cleanup are inactive
below a temperature of 200 �C. The low-temperature gold catalysts are very
inactive unless the gold is in the form of particles smaller than 8 nm in diameter.
However, self-ignition of Pt nanoparticles happens at room temperature by
exposing the particles to methanol/air or ethanol/air gas mixtures. Designing
efficient catalysts working at low temperature for both oxidation and reduction is
greatly desired for environment protection.

Atomic undercoordination or hetero-coordination forms an optimal way though
mechanism remains yet to be clear. With the every third row of Au atoms adding
to a fully Au-covered TiO2 surface could improve the efficiency of CO oxidation at
room temperature by a factor of 50 compared with the otherwise fully Au-covered
surface [27]. In the case of N2 dissociation on Ru(0001) surface, the activation
energy is 1.5 eV lower at step edges than that on the flat surface, yielding at 500 K
an desorption rate that is at least nine orders of magnitude higher on the terraces,
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as the dissociation is largely influenced by the presence of steps [28]. Similar
results have been found for NO decomposition on Ru(0001) [29, 30], H2 disso-
ciation on Si(001) [31], and low-temperature nitridation of nanopatterned Fe
surface [32]. An adatom concentration of a few percent is sufficient to dominate
the overall reaction rate in a catalytic process because of the higher reaction rate or
the lower activation energies of the undercoordinated atoms. For instance, the first
methane dehydrogenation process is highly favored at the Rh-adatom site on
Rh(111) surface with respect to step or terrace sites [33, 34]; adatoms deposited on
oxides can activate the C–H bond scission [35], the acetylene ciclomerization [36],
and the CO oxidation [37]. Preferential ON uptake occurs at Rh(311) and (533)
edges [38].

The presence of defects opens new pathways which significantly decrease the
thermal stability of the reconstructed Rh(110) surfaces [39]. Although the activity
of electrochemical oxidation of carbon monoxide and methanol electro-oxidation
can be increased by increasing surface steps on Pt nanoparticles, the oxygen
reduction reaction activity of the 2-nm-sized Pt nanoparticle has been found
insensitive to the step area, as shown in Fig. 20.3 [40], in contrast to the methanol
oxidation reaction activity.

Another relevant contribution determining the chemical reactivity is the surface
strain. Jakob et al. [41] and Gsell et al. [42]. found preferential oxygen and carbon
monoxide adsorption on the stretched regions obtained through subsurface argon
implantation on Ru(0001). Wintterlin et al. [43] measured an enhanced NO dis-
sociation probability at the local expanded areas of the Ru(0001) dislocations. In
the case of a supported nanoparticle catalyst, adsorption on small clusters can
induce a considerable stress in the surface region [44]. In any case, the existence of
strain, originated by surface defects or by the interaction with the support, seems to
be a general feature of surface catalysts. Using an indirect nanoplasmonic sensing
method, Langhammer et al. [45] observed strong size effect in studying the hyd-
riding and dehydriding kinetics of Pd nanoparticles in the size range 1.8–5.4 nm.
The size trend agrees well with the simulated diffusion-controlled hydriding

Fig. 20.3 Step-density
dependence of the oxygen
reduction reaction (ORR,
right axis) and methanol
oxidation reaction (MOR, left
axis) of 2-nm Pt particles
(Reprinted with permission
from [40])
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kinetics. They attributed this trend to surface tension on hydrogen desorption from
the surface layer.

A possible mechanism for the undercoordinated Au catalyst enhancement was
proposed as follows [27]. The catalytic activity of gold corresponded entirely to
the presence of neutral gold adatoms. These adatoms differ from atoms on bulk
gold in three ways that might enhance their catalytic activity: (1) They have fewer
nearest-neighbor atoms and possibly a special bonding geometry to other gold
atoms that creates a more reactive orbital. (2) They exhibit quantum size effects
that may alter the electronic band structure of gold nanoparticles. (3) They may
undergo electronic modification by interactions with the underlying oxide that
cause partial electron donation to the gold cluster. It is noted that the underco-
ordination-enhanced CO oxidation catalytic reactivity of Au/TiO2 monatomic
chains and Au/oxide [27] nanosolid agrees with the BOLS prediction of the size
dependence of diffusivity with activation energy being proportional to atomic
cohesive energy or the critical temperature of melting. The similarity in the trends
of atomic diffusivity and chemical reactivity indicates that these two identities are
correlated in terms of activation energy, though the former is related to atomic
dislocation while the latter to charge capturing.

Obviously, the ability of accepting or donating charge of a catalyst plays a key
role in the process of catalytic reaction [4]. The directions of electronic transfer
between gold atom and the underlying oxide, and between the gold and the CO gas
need to be clear, which may form the key to the catalytic activity of these
undercoordinated catalysts. An atomic-level understanding of the local energetic
behavior of electrons of low-dimensional systems and their mechanical properties
become especially important in systems with a large number of highly underco-
ordinated atoms.

The objective of catalytic enhancement and catalyst design is to modulate the
electronic structure in the upper edge of the valence band. One can create
vacancies on the valance band edge or can raise the occupied valence states toward
the EF. Therefore, the catalyst can serve as acceptor and donor, respectively, to
catching or offering electrons. According to the BOLS-NEP notation, the und-
ercoordination-induced quantum entrapment and non-bonding charge polarization
provide a possible means. Strain or stress is a consequence of the surface bond
contraction and quantum trapping, and therefore, valence DOS and strain are
correlated. Therefore, the involvement of the broken bonds and the non-bonding
paired and unpaired electrons play significance roles in the complex process such
as CO$ Au$ Oxide reaction:. Suitable size range may exist for Pt and Pd
catalysts to be reactive at room temperature without ignition. The electroaffinity is
tunable by the cluster size through valence charge polarization or quantum trap-
ping [46]. The stress is related to the quantum entrapment through interatomic
binding energy variation. Hence, the ability of accepting or donating charge of a
catalyst is controllable by varying atomic coordination.
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The purified energy states of the valence DOS of Ag/Pd and Cu/Pd alloys [47],
and the core band of Pt and Rh adatoms [48], shown in Fig. 20.4, clarify why these
catalysts perform differently. The undercoordinated Pt adatoms and hetero-coor-
dinated CuPd alloy tend to catch electrons from the gaseous specimen other than to
donate, which may explain the active oxidation and the inactive reduction and the
charge flow direction between the Pt nanocatalyst and the gaseous specimen in the
processes of reduction and oxidation (Fig. 20.3). Likewise, CuPd performs the
same in the process of reaction. In contrast, Rh adatoms and Ag/Pd alloy donate
their valence charge to the gaseous specimen in reaction, a way opposing to Pt and
Cu/Pd alloy. This finding provides guidelines and efficient means for the catalyst
design and new catalyst identification. As shown in Chap. 13, graphite surface and
cobalt clusters may serve as acceptor-type catalysts, while graphite point defects
and W terrace edges may serve as donor-type catalysts.

DFT calculation results in Fig. 20.5 show the polarization of the valence
electrons of gold solid clusters and hollow cages and the activation energies for
CO oxidation [49]. The lower the effective atomic CN is, the stronger the polar-
ization and the lower the activation energy will be for CO oxidation of the gold
catalyst, which is in accordance with observations for Pt catalysts shown in
Fig. 20.3. Bond contraction, core electron entrapment, and valence charge polar-
ization happen only to the outermost two atomic layers [49–51].

Therefore, a high degree of atomic undercoordination by size reduction or
proper hetero-coordination by alloy or compound formation could be effective
approaches for the efficient catalyst design because the broken-bond- and inter-
face-bond-induced quantum trapping and polarization that determines the direction
and extent of valence charge flow between the gaseous specimen and the catalyst.
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Fig. 20.4 ZPS-purified a valence DOS showing the charge flow directions upon Ag/Pd and Cu/
Pd alloy formation [47] and b core-level DOS of Pt and Rh adatoms [48]. Results suggest that
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20.5 Superhydrophobicity, Superfluidity, Superlubricity,
and Supersolidity

The phenomena of superhydrophobicity, superfluidity, superlubricity, and super-
solidity (4S) at the nanometer-sized contacts of liquid–solid or solid–solid share the
common characteristics of chemically nonstick, mechanically elastic, and kineti-
cally frictionless in motion. Although the 4S occurrences have been extensively
investigated, mechanism behind the common characteristics remains a problem.
The BOLS-NEP notation provides an energetic and electronic mechanism indi-
cating that Coulomb repulsion between the ‘electric dipoles pinned in the elastic
skins or the solid-like covering sheets of liquid droplets’ dictates the 4S. The
localized energy densification makes the skin stiffer, and the densely and tightly
trapped bonding charges polarize the non-bonding electrons, if exist, to form
locked dipoles. In addition, the sp orbit hybridization of F, O, N, or C upon reacting
with solid atoms generates non-bonding lone pairs or unpaired edge electrons that
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Fig. 20.5 a Shell-resolved LDOS of Au13 and Au55 clusters; b size-resolved DOS of Au13,55,147

solid clusters and Ag12,42,134 hollow cages; and c activation energies for CO oxidation pertained
to different geometric structures of gold [49]
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induce dipoles directing into the open end of a surface. The dipoles can be, how-
ever, demolished by UV radiation, thermal excitation, or excessively applied
compression due to ionization or sp orbit dehybridization. Such a Coulomb
repulsion between the negatively charged skins of the contacting objects not only
lowers the effective contacting force and the friction but also prevents charge from
being exchanged between the counterparts of the contact. Being similar to mag-
netic levitation, such Coulomb repulsion provides the force driving the 4S.

20.5.1 Observations

20.5.1.1 Superhydrophobicity–Hydrophilicity Transition

Superhydrophobic materials have surfaces that are extremely difficult to wet, with
water contact angles in excess of 150� or even greater, see Fig. 20.6 shows that
surfaces with ultrahydrophobicity have aroused much interest with their potential
applications in self-cleaning coatings, microfluidics, and biocompatible materials
and so on. Many physical–chemical processes, such as adsorption, lubrication,
adhesion, dispersion, friction, etc., are closely related to the wettability of mate-
rials surfaces [52, 53]. Examples of hydrophobic molecules include alkanes, oils,
fats, wax, and greasy and organic substances with C, N, O, or F as the key
constituent element.

Many of these superhydrophobic materials found in nature display character-
istics fulfilling Cassie-Baxters’ law [54] stating that the surface contact angle can
be increased by simply roughing up the surface, i.e., the surface roughness and the
contact area are suggested to be the factors of dominance. For instance, fluids can
slip frictionlessly past pockets of air between textured surfaces with micrometer-
scale grooves or posts of tiny distances [55]. The slip length for water is almost ten
times longer than previously achieved, indicating that engineered surfaces can
significantly reduce drag in fluid systems. On the base of Cassie-Baxters’ law and

Fig. 20.6 Substrate patterns and the superhydrophobicity of water droplets [59] and the
derivative of the Young equation. On the left, there is much wetting and the contact angle is
small. On the right, little wetting and the contact angle is large. The drawing derives Young force
equations, cSG � cSL ¼ cLG cos h [60]
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thermodynamics considerations, Fang et al. [56] and Li et al. [57] designed tunable
superhydrophobic surfaces to control the directional motion of water droplets by
varying the pillar width and spacing simultaneously. Varying the gradient of the
stiffness of a microbeam could also drive directional movement of liquid droplets
on a microbeam [58].

A water strider statically standing on water can bear a load up to ten times its
body weight with its middle and hind legs, which tread deep puddles without
piercing the water surface [61]. This fact illustrates the superhydrophobicity of the
water strider legs due to ‘biowax’ coatings. Another comparative experiment [62]
using the real water strider legs and artificial legs made of wax-coated steel wires
revealed that the adaptive deformation capacity of the real leg through its three
joints makes a more important contribution to the superior load-bearing ability
than the superhydrophobicity.

What is even more amazing is that the hydrophobic surface can switch
reversibly between superhydrophobicity and superhydrophilicity when the solid
surface is subject to UV radiation [63], which results in electron–hole pair creation
[64]. After being stored in the dark over an extended period, the hydrophilicity is
once again lost.

20.5.1.2 Superfluidity in Nanochannels

The transport of fluid in and around nanometer-sized objects with at least one
characteristic dimension below 100 nm enables the superfluidic occurrence that is
impossible on bigger length scales [65]. Nanofluids have significantly greater
thermal and mass conductivity in nanochannels compared with their base fluids
[66]. The difference between the nanofluid and the base fluid is the high value of
surface-to-volume ratio that increases with the miniaturization of the dimensions of
both the fluid and the channel cavity in which the fluid is flowing. This high ratio in
nanochannels results in surface-charge-governed transport, which allows ion sep-
aration and is described by an electrokinetic theory of electrical double layer (EDL)

Fig. 20.7 Electrical double-layer (EDL) mechanism, shaded in gray, at high ionic strength, it is
thin, allowing co-ions and counterions to pass through the nanochannel. At low ionic strength, the
EDL thickness increases, resulting in a counterion-selective nanochannels [65]
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scheme, as illustrated in Fig. 20.7 [67]. The EDL channel can be operated as field-
effect transistors to detect chemical and biological species label free, and transport
through nanochannels leads to analyte separation and new phenomena when the
EDL thickness becomes comparable to the smallest channel opening.

On the other hand, the rate of the pressure-driven water flow through carbon
nanotubes (CNTs) is orders higher than predictions by conventional fluid flow
theory, see Fig. 20.8 [68]. The thinner the channel cavity is, the faster the fluid flow
rate will be under the same pressure [70]. This high fluid velocity results from an
almost frictionless interface between the CNT wall and the fluid droplets [71, 72].
A MD calculation [73] suggested that water flow in CNT could generate a constant
voltage difference of several mV between the two ends of a CNT, due to inter-
actions between the water dipole chains and charge carriers in the CNT, which
might also contribute to the abnormal frictionless fluid flow in the CNT.

20.5.1.3 Superlubricity in Dry Sliding: Atomistic Friction

More observations that are fascinating include the ultralow-friction linear bearing
of CNTs and the superlubricity at dry nanocontacts sliding in high vacuum [74, 75].
TEM revealed that the inner walls of a multi-walled CNT can slide back and forth
with respect to the outer walls of the CNT, being free from wear for all cycles of
motion (see Fig. 20.8b) [69]. Surface energy calculations suggested that the force
retracting the core nanotubes back into the outer tubes was 9 nN, being much lower
than the van der Waals forces pulling the core nanotubes back into their sheath.
The removal of the outer walls of the MWCNT corresponded to the highly localized
dissipation at defect scattering sites, located primarily at the ends of the tube.

Fig. 20.8 a Superfluidity of water droplet in CNTs of different diameters [68] and b ultralow-
friction nanoscale linear bearing made of multi-walled CNT [69]
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The demonstration of ultralow friction between multi-walled CNT layers is a
valuable confirmation that they will be useful mechanical components in molecular
nanotechnology such as molecular bearing.

The occurrence of quantum friction is a kinetic process of energy dissipation
(E = fr�s with fr being the friction force and s the sliding distance) due to the
phonon (heat) and electron excitation (electron–hole pair production) during
sliding [76]. A state of ultralow friction is reached when a sharp tip slides over a
flat surface and the applied pressure is below a certain threshold, whose value is
dependent on the surface potential sensed by the tip and the stiffness of the
contacting materials [73, 77, 78].

A comparative study of hydrogen- and deuterium-terminated single-crystal
diamond and silicon surfaces revealed that the hydrogenated surface (terminated
with H+) exhibited higher friction than the surface passivated with 2H+. The
additional neutron in the 2H+ should play a certain yet unclear role of significance
because of the possible adsorbate size difference [76]. A remarkable dependence
of the friction force on carrier type and concentration has been discovered by Park
et al. [79] on doped silicon substrates. An experiment of a biased conductive TiN-
coated tip of an atomic force microscope sliding on a Si substrate with patterned
p and n stripes revealed that charge depletion or accumulation results in substantial
differences in the friction force. A positive bias applied to the p region causes a
substantial increase in the friction force compared to the n region because of the
accumulation of holes (+charged) in the p region. No variation of friction force
was resolvable between n and p regions under negative bias. Both observations
[76, 79] indicate clearly that the positively charged (H+) tip or substrate (electronic
holes +) would induce high friction force.

The superlubricity phenomenon was explained using the classical Prandtl–
Tomlinson (PT) model [80, 81] and its extensions, including thermal activation,
temporal and spatial variations of the surface corrugation, and multiple contact
effects [77]. Progress suggests that the friction force depends linearly on the
number of atoms that interact chemically across the contact [82]. According to
the one-dimensional PT model, the slider atoms feel the periodic potential of the
substrate surface atoms as they slide over them, experiencing a net force that is
the sum of individual instantaneous friction force on each atom resulting from the
gradient of the periodic potential.

20.5.1.4 Supersolidity of 4He: Superelasticity and Superfluidity

At temperature below 200 mK [83], Helium 4 (4He) crystal is readily decoupled into
fragments in a torsional oscillator to exhibit superfluidic nature—frictionless motion
without viscosity [84, 85]; meanwhile, the 4He crystal fragments are stiffer than
expected and hence react elastically to a shear stress [86]. The individual segment of
the 4He crystal would be thus both superelastic and superfluidic in motion.

The superfluidity of 4He solid is usually described in terms of Bose–Einstein
condensation or quantum statistics in energy space. All particles occupy the lowest
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energy states simultaneously. A scenario in real space is lacking though the crystal
defect has been recognized as the key to the supersolidity [87]. The quantum defects
such as atomic vacancies are of the order of one nm size or thereabouts [88], and the
supersolidity is related to structural disorders [89] such as dislocations, vacancies,
grain boundaries, or ill-crystallized regions where the undercoordinated atoms
dominate. According to Anderson [87], the observations are conjectured to be
describable in terms of a rarified Gross-Pitaevskii superfluid of vacancies, with a
transition temperature of about 50 mK, whose density is locally enhanced by
crystal imperfections. The observations can be affected by this density enhance-
ment. Therefore, disorder and defects that could enhance the local density appear to
play an important yet uncertain role in the supersolidity of 4He crystals [90].

The superfluidity of 4He solid is related to the quantum defects such as atomic
vacancies of 1 nm size or around [91], and the supersolidity is related to structural
disorder [89] such as dislocations, grain boundaries, or ill-crystallized regions.
According to Pollet et al. [91], inside a dislocation or a grain boundary, the local
stress is anisotropic, which is sufficient to bring the vacancy energy to zero, so that
the defect is invaded by vacancies that are mobile and superfluidic. Solid 4He could
contain a network of defects, and if these defects are connected to each other, mass
could flow from one side of the crystal to the other without friction. On the other
hand, the disorder-induced stiffening could be the result of dislocations becoming
pinned by isotopic impurities (i.e., 3He atoms even at very small concentrations).

20.5.2 Known Mechanisms

The following theories describe the underlying mechanism for the 4S:

1. Young’s theory in terms of surface tension and interface energies [92].
2. Wenzel-Cassie-Baxters’ law [93, 94] of surface roughness for

superhydrophobicity.
3. EDL scheme for the superfluidity [67].
4. PT theory [81, 95] of the superposition of the slope of atomic potential and

multiple contact effects [77] for atomic scale quantum friction.
5. Anderson’s theory [87] of local vacancy density enhancement of crystal

imperfections and the Bose–Einstein condensation theory for the superelasticity
and superfluidity of the individual segment of the 4He crystal supersolidity.

For instance, Young equation formulates the surface wetting from the per-
spective of force equilibrium, as illustrated in Fig. 20.6:

cos h ¼ cSG � cSL

cLG

where S, L, and G represents the solid, liquid, and gaseous phases, respectively,
and c is the surface tension resulting from energy densification in the surface skin.
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These models are working well for certain occurrences such as a water droplet
resting on the repellent lotus leaf [96] and a water strider standing on the water
surface [61, 62]. However, some amazing observations are beyond the expectation
of these theories.

The 4S occurrences result from the reduction in the friction force (fr = lN with
l being the friction coefficient and N the contacting force). The lowering of the fr
will reduce the process of friction or the extent of phonon and electron excitation.
One surprising fact is that these 4S effects share a general identity of nonstick and
frictionless motion with lowered effective contacting pressure and reduced friction
coefficient. The 4S phenomena must share a common elastic and repulsive origin
in addition to the energetic and geometric descriptions of the existing models.
Considerations from the perspectives of surface roughness, air pocket, and surface
energy seem insufficient because the chemistry and the charge identities do alter at
the surface skin up to two interatomic spacings [97]. In particular, the hydro-
phobicity–hydrophilicity recycling effect caused by UV irradiation and the sub-
sequent dark aging is beyond the scope of Cassie’s law and the PT mechanism of
air pocket dominance. Furthermore, the superhydrophobicity of alkanes, oils, fats,
wax, and the greasy and organic substances is independent of the surface rough-
ness. Although the crystal defects have been recognized as the key to the super-
solidity of 4He solid, correlation between the defects and the superelasticity and
superfluidity is yet to be established. Therefore, a deeper insight into the chemical
nature of the surfaces is necessary for one to gain a consistent understanding of the
origin for the 4S.

20.5.3 BOLS-NEP Formulation

The currently described knowledge about localized charge entrapment and
polarization associated with the skin of both the liquid and the solid specimen
provides an electronic mechanism for the 4S. According to the BOLS-NEP
notation, the small fluidic drop can be viewed as a liquid core covered with a solid-
like, densely charged, and elastic sheet with pinned dipoles. The energy density,
charge density, polarizability, and the trap depth are bond order dependence.

At the surface of skin depth, the curvature (K-1) dependence of the effective
atomic CN (zi), bond length (di), charge density (ni), elastic modulus (Bi) or energy
density, and the potential trap depth (Ei) follow the relations:

z1 ¼ 4ð1� 0:75 K�1Þ; z2 ¼ z1 þ 2 Effective-coordinationð Þ
di ¼ Cid ¼ 2d 1þ exp 12� zið Þ= 8zið Þð Þ½ ��1 Bond-contraction- coefficientð Þ
ni ¼ nC�3

i Charge-densityð Þ
Bi ¼ BC� mþ3ð Þ

i Bulk-modulusð Þ
Ei ¼ EbC�m

i Potential-trap-depthð Þ

8
>>>><

>>>>:
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Repellant force exists between the densely trapped, the consequently polarized
surface, and the wall of the channel or the patterned nanostructures. In the out-
ermost two atomic layers of a smaller droplet, the energy density is higher and the
energy level is deeper, the effect of core electron entrapment and dipole pining is
even more significant. Therefore, a solid-like shell with densely trapped and
polarized electrons interacts with the environment in a different manner from that
of bigger drops. Accordingly, the inner surface of the microchannel also got a
high-density charge because of the broken-bond-induced entrapment. Progress
[98] suggested that the surface charge density increases with the inverse of the
droplet size. This mechanism also applies to the inner wall of the pipe.

20.5.4 Electrolevitation

20.5.4.1 Dipole Formation and Elastic Enhancement

The spontaneous lattice strain and bond energy gain will enhance the surface
elasticity by DBi/Bb = Ci

-(m+3) -1 [ 0, charge density by Dni/nb = Ci
-3-1 [ 0,

and the potential well depth by DEi/Eb = Ci
-m-1 [ 0. If taking z1 = 4 and m = 4

for a flat compound surface, C1 = 0.88, the B1 in the first atomic spacing is B1/
Bb = 0.88-7 *2.5 times that of the bulk. Similarly, the charge density is ni/
nb = Ci

-3 = 0.88-3 = 1.47 times that of the bulk. The potential well trap depth is
Ei/Eb = Ci

-m = 1.14 for m = 1 and 1.67 for m = 4 times the original depth. MD
calculations [99] suggested that the dynamic wetting and electrowetting proceed
through the formation of a nonslip and solid-like monolayer precursor water film
on gold substrate, which coincides with the BOLS-NEP expectation on the 4S:
solid-like elastic skin with electric force dominance. Bond contraction, core
electron entrapment, and valence charge polarization happen only to the outermost
two atomic layers [49–51].

Figure 20.9a shows the theoretically predicted curvature (K-1) dependence of
the skin charge density, elasticity (energy density), and potential trap depth of the
outermost shell of a spherical dot. The volume average corresponds to the size
dependence of the elastic modulus such as ZnO [100] and the core-level shift of
nanostructures [101]. As illustrated in Fig. 20.9b, the likely charged (green dots)
drop and the wall surface are repell each other. The droplet will lose its viscosity
and becomes frictionless unless the surface dipoles are removed. Such a system
runs in a way more like a ‘magnetic levitation train.’ Water confined between
silica plates maintains the lubricity under the normal pressure of 1.7 MPa for the
untreated silica at pull, but the lubricity increases at 0.4 MPa for the treated silica
plate [102]. This finding indicates that hydrophilic interface produces no surface
effect and the interface between the untreated silica and water is indeed hydro-
phobic. Using specular X-ray reflectivity analysis, Uysal et al. [103] confirmed that
gap exists between the water the hydrophobic substrate. Therefore, the repelling of

20.5 Superhydrophobicity, Superfluidity, Superlubricity, and Supersolidity 417



the like charges at both the channel and the solid-like drop surfaces governs the
observed superfluidity.

The superhydrophobicity phenomenon can be explained from the viewpoints of
surface chemistry, energy, and charge density enhancement. If the air pockets
beneath a droplet on a sinusoidal substrate are open to the atmosphere, the su-
perhydrophobic state can exist only when the substrate is hydrophobic, and the
geometric parameters of the microstructure have a great influence on the wetting
behavior. Being similar to the superfluidity, polarization of the surface or the
presence of lone-pair electrons happens to both the fluidic drop and the material.
The charged surface repels the ambient charged particles, such as water molecules,
to result in superhydrophobicity. The UV radiation removes the polarized charges,
and the dark storage recovers the surface dipoles, being the same as the surface
magnetism of noble metal clusters and the dilute magnetism of oxide nanostruc-
tures [4, 17].

The mechanism of interface electric repulsion also applies to the frictionless
CNT linear bearing and the superlubricity of nanocontacts. In fact, the bond con-
traction happens to the CNT of limited number of walls. Bonds near the open ends
contract even further. Densification of both the r- and p-electrons takes place to all
the walls; the repulsion between the densely packed and localized like charges will
reduce the friction force substantially, while the electrostatic forces of the addi-
tionally densely charged CNT ends may provide force of retraction motion and
oscillation. In the nanocontacts, the saturated potential barrier due to the skin charge
trapping of the nanocontacts also provide a repulsion force between the contacts.

The Coulomb repulsion between the ‘locked dipoles in the stiffened skins’ of
the small grains could help in understanding the puzzle of 4He crystal supersolidity
in real space. The densification of energy corresponds to the enhancement of
elasticity, which stiffens the solid skin allowing the 4He segment to react elasti-
cally to a shear stress; the repulsion between the charged surfaces makes the
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Fig. 20.9 ‘Electric levitation’ mechanism for the 4S. a Curvature (K-1) dependence of the skin
charge density, elasticity (energy density), and potential trap depth of the outermost shell of a
spherical dot. b Repulsion between like charges (dots) of dipoles pinned in the surfaces.
c ‘Electric levitation’ mechanism suggests that surface dipoles induced by the local strain and
quantum entrapment or by the lone pairs of O, N, and F play important roles in the skin
supersolidity and the 4S
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frictionless motion. The extremely weak interatomic interaction between the He
atoms makes the 4He atoms or grains nonstick—more like hard spheres with close-
filled electronic shells. The nonstick interaction between grains will lower the
friction coefficient. Lattice contraction of the supersolid 4He segments is expected
to happen, though this contraction may be too tiny [84] and needs to be verified
experimentally.

20.5.4.2 Surface Dipole Depletion

The UV radiation with excitation energy around 3.0 eV could break chemical
bonds and ionize surface atoms, which could turn the hydrophobic surface to be
hydrophilic, as it has widely been observed. Ar+ sputtering the surface is expected
to have the same function of removing dipole or monopole temporarily. If the
polarized electrons were removed by UV irradiation, sputtering, or thermal exci-
tation, the 4S characteristics would be lost. Aging of the specimen will recover the
surface charges. The effect of UV radiation reversing effect is the same as that
observed in the surface magnetism of noble metal clusters and the dilute mag-
netism of oxide nanostructures [4, 6, 17]. Thermal annealing at temperatures of
600 K or above, oxygen orbital dehybridization takes place and the lone pair
induced Cu surface dipoles vanish [104]. However, aging the samples in the
ambient will recover the sp hybridization and the dipoles as well. Surface bias to a
certain extent may also cause the depletion of the locked charges though this
expectation is subject to verification. Overloaded pressure in the dry sliding will
overcome the Coulomb repulsion, as the energy dissipation by phonon and elec-
tron excitation could occur under the applied pressure. On the other hand, a
sufficiently large difference in the electroaffinity between the contact media,
chemical bond may form under a certain conditions such as heating, pressure, or
electric field, the interface will be adherent.

20.5.4.3 Superfluidity and Supersolidity of 4He Crystal

Encouragingly, the understanding of superfluidity, superhydrophobicity, and su-
perlubricity at nanometer-scale contacts discussed here could provide a supple-
mentary mechanism for the superfluidity and supersolidity of 4He crystal.
Repulsion between the ‘electric monopoles locked in the stiffened skins’ of the
small grains could help in solving this puzzle. Broken-bond-induced local strain
and quantum entrapment lead to a densification of charge and energy in the skin of
a few atomic layer thick. The densification of energy corresponds to the
enhancement of the elasticity, which stiffens the solid skin allowing the 4He
segment to react elastically to a shear stress. The repulsion between the densely
entrapped electrons makes the motion frictionless. 4He crystals lack the non-
bonding electrons because of the close atomic shells. Therefore, the broken bonds
serve as not only centers that initiate structure failure but also provide sites for
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pinning dislocations by charge and energy entrapment, which could be responsible
for the superfluidity and supersolidity as observed.

The interatomic ‘bond’ breaks easily for 4He crystals, which requires energy at
the critical point of 4.2 K for liquid–vapor transition in the order of 1/3,000 eV,
much smaller than a typical van der Waals bond of 0.1 eV or around. The
extremely weak interatomic interaction through charge sharing makes the 4He
atoms or grains nonstick.

20.6 Electric Energy Harvesting

ZnO nanocrystals demonstrate strong polarization, see Fig. 16.11 [105], which
ensures nano-ZnO a material with dilute magnetism and catalytic active. Mean-
while, nano-ZnO exhibits piezoelectricity, which has been used for energy har-
vesting devices. Fig. 20.10 illustrates the fiber nanogenerator of electricity by

Fig. 20.10 Illustration of the electricity harvesting device based on a tooth-like friction of two
wires with b and c brushes made of nanofibres (printed with permission from [106]). A low-
frequency, external vibration/friction/pulling force drives the textile-fiber based piezoelectric
nanogenerator. b An optical image of a pair of entangled fibers, one of which is coated with Au
(in darker contrast). C SEM image at the ‘‘teeth-to-teeth’’ interface of two fibers covered by NWs,
with the top one coated with Au. d The NWs and top fiber are completely covered by a layer of
Au. e-f Dislocation of the brushes creates piezoelectric potential across the NW I and II.

420 20 Functionalities of Non-Bonding Electrons

http://dx.doi.org/10.1007/978-981-4585-21-7_16


making use of the low frequency mechanical movements [106]. Two entangled
fibers form a pair of ‘‘teeth-to-teeth’’ brushes, with one fiber covered with Au
coated nanowires and the other is made of bare ZnO nanowires. A relative
brushing of the NWs seeded at the two fibers produces electricity owing to a
coupled piezoelectric-semiconductor, which is effective only at the nanoscale.
Using a bundle of NW yarns can improve fiber’s conductivity and the output
current. Stretching the ZnO nanowire could enhance the piezoelectric effect and
generates up to 209 V with inclusion of vertically aligned PZT nanofibers [107],
which is large enough to directly lighten up a commercial light-emitting diode
without energy storage process [108].

20.7 Summary

The undercoordination- and hetero-coordination-induced quantum entrapment and
polarization of the non-bonding lone-electron pairs by the entrapped core electrons
are indeed significant. The impact of these often overlooked interactions and the
associated energy states in the mid-gap region is enormous in particular at the
nanoscale. These weak interactions and non-bonding charge can never be
neglected when we attend to substances at the nanoscale. The following summa-
rizes the understandings of the emerging properties of substance at the nanoscale:

1. Undercoordination induces global entrapment by subjective polarization
depending on the electronic configuration of the outermost electron shell of the
substance.

2. The localization and polarization of the non-bonding electrons with nonzero
spin are responsible for the dilute magnetism and conductor–insulator transition
at the nanoscale.

3. The dominance of entrapment or polarization creates the catalytic attributes of
the otherwise inert noble metals at the nanoscale.

4. The coupling of energy densification (solid like and high elasticity), quantum
entrapment, and polarization dictates the interface 4S.

5. Curvature enhancement, or lowers the atomic CN could strengthen these
emerging properties; however, Hydrogenation and UV irradiation could anni-
hilate the lone electrons and hence eliminates the emerging properties of dilute
magnetism, catalytic ability, and the 4S—electric levitation.

6. These weak interactions and non-bonding electrons also form basic function
groups in the biologic, organic, and inorganic species.

7. Localized polarization of nonbonding electrons by both the lone pairs in
compounds and by the skin and edge entrapped bonding electrons should
contribute to the edge and surface states that form the key to the topological
insulator, high-TC superconductors, and thermoelectric devices.
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Utilizing the concepts of these unconventional types of weak interactions and
their energetics, we can look forward to designing and synthesizing new functional
materials. The approach of studying the formation, dissociation, relaxation, and
vibration of bonds and non-bonds, and associated energetics and dynamics of
electron transportation, polarization, localization, and densification effects on a
microscopic level is essential to facilitating a deeper understanding of the mac-
roscopic behavior of functional materials. Finding and grasping with factors
controlling the non-bonding states and making them of use in functional materials
design will form, in the near future, a subject area of ‘Nonbonding Electronics and
Energetics,’ which would be even more challenging, fascinating, promising, and
rewarding than dealing with the core or valence electrons alone.
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Chapter 21
Concluding Remarks

21.1 Attainment

Bond relaxation in length and energy and the associated local quantum and polari-
zation dictate the property change of a substance. The BOLS correlation notation is
able to reconcile the performance of undercoordinated systems such as defects,
surfaces, and nanostructures, in particular, the size dependency and emergency of
nanostructures. The atomic CN or skin-resolved bond relaxation in length and energy
and the associated bonding electron entrapment and non-bonding electron polari-
zation are the key. The core–shell configuration and the LBA approach provides the
universal ingredients to formulate the coordination-resolved property change:

Ci ¼ 2 1þ exp 12� zið Þ= 8zið Þ½ �f g�1 Bond lengthð Þ
C�m

i ¼ Ei=Eb Bond energyð Þ
z1 ¼ 4 1� 0:75K�1ð Þ; z2 ¼ z1 þ 2; z3 ¼ z3 þ 4 Effective CNð Þ
ci ¼ sCiK�1 Skin volume ratioð Þ
DQ Kð Þ
Q 1ð Þ ¼

P

i� 3
ci

Dqi zi;m;di;Eið Þ
q0 12;m;di;Eið Þ Size dependencyð Þ

For defect, surface, atomic chains, or atomic sheets, the summation turns to
only one term that describes the local properties at the atomic scale. Dqi is the
origin and the surface-to-volume ratio (sK-1Ci) determines the extent of change.
As tabulated below, the qi zi;m; di;Eið Þ connects the macroscopically detectable
quantities to the bond parameters. The bond nature indicator m discriminates one
(group) of material(s) from others in description such as ZnO, graphene, TiO2,
group III–V, II–VI, and group IV semiconductors and metals [1–15]:

Q q Dq=q0 Quantity
Tm zEz zibC�m

z � 1 Melting point (m is the bond nature
index, zib is the relative atomic CN)

Yz d�s
z Ez C� mþsð Þ

z � 1 Elastic modulus
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(continued)
Dx z

d
Ez

l

� �1=2 zibC� m=2ð Þþ1
z � 1 Raman shift

DEm

EG

Ez C�m
z � 1 Core-level shift;

bandgap
W d-2 B C�2

i � 1
� �

Stokes shift (e-p coupling, B is a
constant)

EPA

EPL

EG �W C�m
z � 1

� �
� B C�2

z � 1
� �

Photon absorption (PA) and
luminescence (PL)

erð0Þ � 1 ¼ v d
EG�W � DH � Bde�p

� �
þ
P

i� 3
ci Ciz � 1ð Þ Dielectric susceptibility (de�p is

electron–phonon interaction)
er
0ðxÞ �hx�EPL

q0A2x2
– Imaginary dielectric constant (�hx is

incident photon energy, A constant,
q0 the wave vector)

As demonstrated, the impact of the often overlooked event of atomic CN
imperfection and the associated local quantum entrapment and polarization is
indeed profoundly tremendous. The BOLS and NEP notations enable one to view
the performance of a defect, surface, a nanosolid, and a solid in amorphous state
consistently in a way from the perspective of bond and non-bond formation,
dissociation, relaxation, and vibration and the energetic and dynamic process of
electron densification, localization, polarization, and redistribution. The following
features the progress made in this part:

1. The relaxation of bonds between atoms with fewer neighbors than the ideal in
bulk play the same significant role in science pertaining to defect, surface, and
nanostructures of various shapes.

2. The BOLS-NEP clarifies the nature difference between nanostructures and
bulk of the same substance.

3. Bonds between undercoordinated atoms become shorter and stronger; bond
shortening increases the local density of bonding electrons and binding energy
while bond strengthening deepens the interatomic potential wells and results
in quantum entrapment globally for undercoordinated systems.

4. The densely and locally entrapped bonding electrons polarize in turn the
weakly bound non-bonding electrons to form Dirac–Fermi polarons with
creation of emerging properties that the bulk materials never demonstrate.

5. Interaction between undercoordinated atoms in the skin and the fraction of
such undercoordinated atoms determine the unusual behavior of nanostruc-
tures. The BOLS correlation clarifies the common origin for the unusual
performance of defects, surfaces, grain boundaries, and nanostructures of
various shapes in chemistry, dielectrics, electronics, magnetism, mechanics,
thermodynamics, phononics, and photonics.

6. The LBA approach, core–shell configuration, BOLS-NEP premise reconcile
the size and shape dependence of known bulk properties and the emerging
anomalies of materials at the nanoscale.
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7. A well-ordered, solid-like, and elastic sheet covers the liquid surface; the
elastic repulsion between the densely charged surfaces could dominate the
superfluidity in nanochannels, the superhydrophobicity of nanostructures, and
the frictionless linear bearing of CNT.

8. The size degree of freedom results in determination of the energy levels of an
isolated atom, the specific heat per bond, etc., by matching predictions to the
observed size and shape dependence of the XPS data. This attempt enhances
in turn the capability of the XPS, providing an effective way of discriminating
the contribution from intraatomic trapping from the contribution of crystal
binding to the specific electrons. Attainment is beyond the scope of a com-
bination of XPS and laser cooling that measures the energy level separation of
the slowly moving atoms/clusters in gaseous phase.

9. Quantitative information about dimer vibration and e–p interaction can be
elucidated by matching predictions to the measured shape and size depen-
dence of Raman and photoemission/absorption spectra of Si and other III–V
and II–VI compounds. The CN imperfection of different orders unifies the
phase stability of ferromagnetic, ferroelectric, and superconductive nanoso-
lids. In conjunction with the previous bond-band-barrier correlation mecha-
nism, the present approach allows us to distinguish the extent of oxidation and
contribution of surface passivation to the dielectric susceptibility of porous
silicon [16].

10. Polarization of the non-bonding electrons is responsible for the size emer-
gence of defect and nanostructures with properties that the bulk material does
not demonstrate. This kind properties include dilute magnetism, catalysis,
Dirac–Fermi polaron, magnetoresistance, etc.

Consistency between the BOLS prediction and the measurements evidences not
only the essentiality and validity of the BOLS-NEP notation but also the signifi-
cance of atomic CN imperfection to the low-dimensional and disordered systems
that are dominated by atomic CN deficiencies. Understanding gained insofar
should be able to help us in predicting nanosolid performance and hence provide
guideline in designing process and fabricating materials with desired functions.

21.2 Limitations

The significance of the approach is that it covers the whole range of sizes from a
dimer bond to the bulk solid and covers the states of surface, amorphous, and
nanosolid of various shapes to bulk solid with defects inside, with almost no
assumptions or freely adjustable parameters. Almost all of the imaginable and
detectable quantities are consistently related to the BOLS correlation and the
population of the undercoordinated atoms as well. For instance, the surface energy,
interfacial energy, surface stress, the local mass density of liquid and solid are all
functions of atomic separation and bond energy that are subject to the effect of
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atomic CN imperfection. The difficulties encountered by other theories in
describing the photoluminescence blueshift at the lower end of the size limit and
the melting point oscillation over the whole range of sizes have been completely
resolved. The parameters involved are just the bond nature represented by the
parameter m and the corresponding bulk values of quantities of concern, which is
independent of the particularity of element, crystal structures, or the form of
interatomic potentials.

One may wonder that there is often competition between various origins for a
specific phenomenon. As demonstrated in the context, the atomic CN imperfection
affects almost all the aspects of concern, and therefore, the atomic CN imper-
fection should dominate the performance of a nanosolid through the competition
factors. For instance, the atomic cohesive energy dictates the phase transition or
melting while the binding energy density dominates angular momentum and
mechanical strength. These two competition factors determine the unusual
behavior of a nanosolid in magnetism and mechanical strength under various
conditions.

One may also wonder about the effect of impurities such as surface oxidation on
the measurement. Although XRD and XPS revealed no impurities in the Ni
samples, for instance, one cannot exclude the existence of trace impurities.
However, if all the samples were prepared and measured under the same condi-
tions and we use the relative change of the quantities, artifacts caused by impu-
rities should be minimized, and the results are purely size dependent.

The BOLS-NEP premise applies to the so-called dangling bond, as a dangling
bond is not a real bond that forms between two neighboring atoms. It is true that
the concept of localized bond is not applicable to metallic systems due to the
demoralized valence electrons whose wave function often extends to the entire
solid. However, the demoralized valence electrons are often treated as a Fermi sea
and the metal ions are arranged regularly in the Fermi-sea background. As a
standard practice, the metallic bond length corresponds to the equilibrium atomic
separation and the bond energy is defined as the division of the atomic cohesive
energy EB by the atomic CN in a real system. For the tetrahedral bond of diamond
and Si, the full CN is not four as the tetrahedron is an interlock of fcc structures.
Therefore, the BOLS premise is valid for any solid disregarding the nature of the
chemical bond. The pair interatomic potential for metallic interatomic interaction
also holds, as the pair potential represents the resultant effect of various orders of
coordination and the charge-density distribution. DFT calculations on the dimer
bond contraction and bond strength gain of Ni, Cu, Ag, Au, Pt, and Pd evidence
sufficiently the validity of the current BOLS correlation for metallic systems.

Stimuli in measurement may affect the data acquired. For example, in
mechanical strength detection, the stress-strain profiles of a nanosolid may not be
symmetric under tension and compression, and the flow stress is strain rate,
loading mode, and materials compactness as well as size distribution dependent.
However, one could not expect to cover the fluctuations of mechanical (strain rate,
stress direction, loading mode, etc), thermal (self-heating during process and
electron bombardment in TEM), crystal structure orientation, or grain-size
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distributions in a theoretical model, as these fluctuations add random artifacts that
are hardly controllable. These effects can be minimized in the present approach
using relative changes that are intrinsic in physics.

As the current approach is the first (but main)-order approximation, there is still
plenty of room for improvement by involving other high-order effects that con-
tribute to the physical properties. If counting atom-by-atom in a specific crystal
structure, the theoretical curves at the lower end of the size limit should show
oscillation features with ‘magic number’ of atoms due to the surface-to-volume
ratio. For illustration purpose, it would be adequate to employ the smooth function
for the surface-to-volume ratio in the present approach, as one should focus, in the
first place, on the nature, trend, and origins for the size-induced changes and to
grasp with factors controlling the property change.

It should be emphasized that all the models mentioned in the context are
successful from different physical perspectives, and with the BOLS correlation as
complementary origin, they would be complete and in good accordance.

21.3 Prospects

Although the imaginable and detectable quantities of a nanosolid have been for-
mulated and verified experimentally and computationally, there are still exciting
challenges ahead of us:

1. Further attention is needed to address the joint effect of physical size and
chemical reaction. At an interface, no significant CN imperfection is expected
but chemical bonds may evolve when an alloy or a compound is formed. The
chemical effect alters the nature of the bond while the physical size causes the
bond contraction. Both will modify the atomic trapping, crystal binding,
electron–phonon coupling, which should be origin for the detectable physical
properties of a solid including transport properties. Switching between super-
hydrophilicity and superhydrophobicity of chemically treated nanostructure
could be successful samples for the joint effect of the BOLS and 3B proposals.

2. Traditional practice in theoretical calculations may be subject to modification at
the lower end of the size limit to involve the effect of CN imperfection.
Consideration of the real boundary conditions with atomic CN imperfection
instead of the ideal periodic boundary conditions would be necessary. As
demonstrated, the atomic CN imperfection and the large portion of surface/
interface atoms play the key roles in determining the performance of small
structures.

3. Formulation is needed for the interdependence of various physical properties
pertain to nanocrystals. For instance, the TC and the valence DOS measurement
of atomic-layered growth of superconductive Pb on stepped Si substrate [16]
shows oscillation of both TC and the valence DOS peak near the EF when the
film thickness was increased by one atomic layer at a time. The TC increases
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gradually to the bulk value at about 30 layers in a saw-tooth-like oscillatory
fashion. The oscillation is in about 0.5 K in magnitude and in a period of every
other layer. The two DOS peaks at 0 and 0.3 eV below EF dominate alterna-
tively with the layer-by-layer growth.

4. Transport in thermal conductivity and electric conductivity play an important
role in the performance of nanostructured devices, which would be more
challenging. Employing the BOLS local potential for a nanosolid and for an
assembly of nanosolids could improve the understanding on the kinetic and
dynamic performance of a nanosolid under external stimuli.

5. Determination of the multiple fields coupling effect on certain physical prop-
erties is expected. Application of the BOLS and its derivative to process and
materials design is important in practical applications. If we know what is
intrinsic and what the limit is, we may save our spirit and resources in fabri-
cating devices and materials. For example, those working in microelectronics
often expect to expand the limit of dielectrics to the lower end for intercon-
nection and to the higher end for Gate devices by changing the grain size. The
BOLS derivative is able to tell us that it is unlikely to raise the dielectrics by
reducing the particle size and one has to seek other chemical routes for the
objectives. One cannot expect proper functioning of a ferromagnetic, ferro-
electric, and a superconductive nanosolid when the solid size is smaller than
2.5 nm, as derived in the present work.

6. The strongly correlated systems, such as high-Tc super conductors, topologic
insulators, thermoelectric emitters, etc., show strong edge effects with polarized
states near the EF, which could result from the combination of undercoordi-
nation-induced entrapment and polarization and the chemically-induced
localization and polarization.

These topics would form challenging branches of study toward profound
knowledge and practical applications and this part just scratches the skin of this
vast field while further investigation is in progress. Consideration from the per-
spective of bond and non-bond formation, dissociation, relaxation, and vibration
and the energetic and dynamic process of electron densification, localization,
polarization, and redistribution would be more fascinating, promising, revealing,
and rewarding.
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Part II
Size Matter

A.1 Highlights

• Bonds between undercoordinated atoms and the performance of local electrons
differentiate in nature the less-coordinated atoms from those isolated or fully
coordinated ones

• A broken bond shortens and strengthens its neighbors globally and spontane-
ously, which follows the BOLS notation, irrespective of structural phase of a
substance.

• Local densification and entrapment of bonding electrons, energy, and mass
happens accordingly.

• Densely entrapped bonding and core electrons polarize the nonbonding elec-
trons (NEP) of chain ends, defects, defect edges, and nanocrystals, which yield
properties that a bulk substance never demonstrates, such as Dirac–Fermi
polaron creation, dilute magnetism, catalytic ability, conductor–insulator tran-
sition, hydrophobicity of liquid and solid surfaces.

• Entrapment of valence charge enlarges the electroaffinity and the polarization
lowers the work function of a substance.

• The core–shell configuration, BOLS-NEP premise, and the local bond average
(LBA) approach reconcile the size dependency of nanostructures in chemical
and thermal stability, mechanical strength, phonon relaxation dynamics, phonon
emissibility and absorbance, dielectric relaxation, magnetic modulation, etc.

• The theory-driven numerical approaches empower XPS and Raman to gain
coordination-resolved information such as local bond length, bond energy, bond
stiffness, binding energy density, atomic cohesive energy, and their
interdependence.



Part III
Atomistic Solid Mechanics

Abstract Atomic hetero- and under-coordination, mechano- and thermo-activa-
tion relax the bonds, energy density, and cohesive energy, which discriminate
defects, liquid and solid skins, nanostructures from the bulk in the elasticity,
plasticity, and mechanical strength.

Part III deals with the hydro-, nano-, and thermo- effects on bond length and
energy and the mechanical properties of substances in the form of monatomic
chains, hollow tubes, liquid and solid skins, nanocavities, nanowires, and
nanograins, as well as interfaces on the base of the LBA approach and the BOLS
premise. Differentiating from the classical continuum and contemporary quantum
methods, the LBA approach correlates the measurable quantities of a specimen to
the energetic responses of identities (bond nature, order, length and strength) of its
representative bond to external stimuli, such as changes in temperature, pressure,
and coordination environments. The shorter and stronger bonds between under-
coordinated atoms and the consequent local strain and quantum entrapment
dictate, intrinsically, the mechanical behavior of systems with a high proportion of
such atoms. The hydrostatic compression-induced shortening and strengthening of
the bond stiffens the substance. The thermally driven bond expansion and
weakening soften the specimen. The competition between the energy density gain
and the residual atomic cohesive energy in the relaxed skin region determines,
intrinsically, the mechanical performance of a mesoscopic specimen under
compression; the competition between the activation and inhibition of atomic
dislocations motion dominates, extrinsically, the yield strength of the specimen
during plastic deformation. The coupling of the thermo-, mechanical-, and meso-
effects takes place only in the skin region. Therefore, the mechanical behavior of a
specimen depends on its shape, size, the nature of the bonds involved, surface and
interface conditions, and the temperature at which the physical properties of the
specimen is measured. This bond relaxation premise has thus reconciled the hydro-
meso-thermal mechanical properties of low-dimensional systems, including



elasticity and extensibility, inverse Hall-Petch relationship. Furthermore, quanti-
fication of these properties has led to quantitative information regarding the bond
identities in monatomic chains and carbon nanotubes, as well as the factors
dominating the sizes at which a nanograin is strongest.
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Chapter 22
Introduction

• Monatomic chains (MCs), nanotubes (NTs), nanowires (NWs), solid and liquid
surface skins, nanocavities, and nanograins share considerable similarities in
the thermo-mechanical behavior.

• Emerging problems due to the change of solid size and operating pressure and
temperature challenge existing continuum and quantum approaches.

• Atomistic comprehension of the elastic and plastic deformation of substance in
the full size scales is of great importance.

• A new approach combining theory and experiment from the perspective of bond
formation, dissociation, relaxation, and vibration is highly desirable.

22.1 Scope

Part III starts with a brief overview on the unusual mechanical behavior of the
mesoscopic systems including Cs, nanotubes (NTs), nanowires (NWs), solid and
liquid skins, nanocavities, and solids in nanometer and micrometer regimes.
A brief summary outlines opening questions and emerging problems that pose a
challenge for a consistent understanding. Chapter 23 presents theoretical consid-
erations of the local bond average (LBA) and the effect of broken bonds on the
behavior of the remaining ones of the undercoordinated atoms. To deal with
the size, pressure, and temperature dependence of the mechanical properties of the
mesoscopic systems, the BOLS is extended to the relaxation of bond length and
energy due to thermal and mechanical activation. The effects of the coupling of
size, strain, pressure, temperature are formulated, which happens only in the skin
region. Chapters 24–30 extend the analytical solutions to the functional depen-
dence of mechanical properties in various situations on the bond-relaxation
dynamics. Solutions are applied to typical situations in which the size and tem-
perature determine the intrinsic properties, such as the elasticity, the extensibility,
and the plasticity in which extrinsic factors come into play. Wherever possible,
existing modeling considerations and understandings from various perspectives are

C. Q. Sun, Relaxation of the Chemical Bond, Springer Series
in Chemical Physics 108, DOI: 10.1007/978-981-4585-21-7_22,
� Springer Science+Business Media Singapore 2014
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discussed comparatively. The LBA analysis showed consistently that the shortened
and stiffened bonds of the undercoordinated atoms or bond relaxation by com-
pression dictate the mechanical behavior of a mesoscopic substance, which is quite
different from that of its isolated constituent atoms or its bulky counterpart.
Agreement between predictions and experimental observations on the mechanical
properties of MCs, solid and liquid skins, NTs, NWs, nanocavities, and the inverse
Hall–Petch relationship (IHPR) is realized with consistent understanding of the
commonly intrinsic origin behind the observations. Chemisorption-induced sur-
face stress and its effect on the surface tension of liquids are also discussed from
the perspective of charge repopulation and polarization upon adsorbate-bond
making. The LBA treatment in terms of bonding energetics has led to quantitative
information about bonding identities and an improved understanding of the factors
governing the intrinsically mechanical performance of mesoscopic systems.
Artifacts are very important in the indentation test of plastic deformation, and
hence the observed IHPR arises from two competitions within the intrinsic and the
extrinsic contributions. Atomic vacancies of nanocavities play dual roles in
determining the mechanical properties. The broken-bond-induced strain and
quantum entrapment surrounding the defects not only serve as centers inhibiting
the motion of atomic dislocations but also provide sites initializing structure
failure in plastic deformation. The interface bond strain, the associated energy
pinning, and the bond nature alteration upon alloy or compound formation are
responsible for the mechanical strengthening of the twin grains and interface
mixing. Chapter 31 presents a discussion on the attainments and limitations of the
development. Prospects of further extension of the developed approaches to atomic
defects, impurities, adsorbed surfaces, liquid surfaces, junction interfaces, and
systems under other stimuli such as electronic, and magnetic fields are briefly
addressed. Some open problems and continuing challenges, pertaining plastic
deformation in particular are also highlighted in Chap. 31.

22.2 Overview

22.2.1 Basic concepts

As there is a bridge between the atomistic and macroscopic scales, the nanoscopic
systems have attracted tremendous interest because of their intriguing properties
from a basic scientific viewpoint, as well as from their great potential in upcoming
technological applications such as nanomechano-electronic devices [1]. The sig-
nificance of a nanoscopic specimen is the tunability in physical properties com-
pared with the corresponding more bulky samples of which the proportion of the
undercoordinated surface atoms is negligible. The coordination deficiency differs
the nanoscopic systems substantially from the isolated atoms of their constituent
elements or the corresponding bulk counterparts in performance. Because of the
reduction in the mean atomic CN nanoscopic systems display novel mechanical,
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thermal, acoustic, optical, electronic, dielectric, and magnetic properties [2–5].
However, the unusual behavior of a nanostructure goes beyond the expectation and
description of the classical theories in terms of the continuum medium mechanics
and the statistic thermodynamics. Quantities such as the Young’s modulus and the
extensibility of a solid remain no longer constant but change with the solid size. In
general, the mechanical properties of a solid vary with the temperature and the
pressure of operation. Thermal softening and pressure hardening are very com-
mon. It is fascinating that the new degree of the freedom of size and its combi-
nation with temperature or pressure not only offer one with opportunities to tune
the physical properties of a nanosolid but also allow one to gain information that is
beyond the scope of conventional approaches.

In dealing with the mechanical behavior of the mesoscopic systems, the fol-
lowing concepts could be of importance:

1. Surface energetics can be categorized as follows: (1) excessive energy stored
per unit area of the skin of a certain thickness, (2) residual cohesive energy per
discrete atom at the surface and, (3) the conventional definition of surface
energy that refers to energy consumed (loss) for making a unit area of surface.

2. Surface stress (r) is the change of surface energy with respect to surface strain,
corresponding to the first-order differential of the binding energy with respect to
volume. Surface stress, being the same in dimension (in unit of J/m3 or N/m2) to
surface energy and hardness (H), reflects intrinsically the internal energy
response to volume change at a given temperature. Hardness is the ability of one
material to resist being scratched or dented by another in plastic deformation. The
stress often applies to elastic regime, while the hardness or flow or yield stress
applies to plastic deformation where creeps, grain glide, dislocation movements,
and strain-gradient work hardening are competitively involved [6, 7].

3. Elastic bulk modulus (B) is the second-order differential of the binding energy
with respect to volume strain and is proportional to the sum of binding energy
per unit volume from the perspectives of both dimensionality and rigorous
solutions. Differing from the definition of bulk modulus, Young’s modulus
(Y) gives the elastic response of a material to an applied uniaxial stress and is
therefore directionally dependent on the orientation of the defect structure and/
or crystal. The product of the Young’s modulus and the sample dimension
represents the stiffness of the material, which correlates with the atomic
structure. The Y value also relates to other quantities such as Debye tempera-
ture, sound velocity, specific heat at constant volume, and the thermal con-
ductivity of a substance.

4. Compressibility (b, also called extensibility) is theoretically proportional to the
inverse of the elastic modulus. The stiffness of a specimen refers to its elastic
strength that is the product of Young’s modulus and the thickness of the
specimen; the toughness of a specimen refers to its yield strength in plastic
deformation that involves activation and inhibition of atomic dislocations
motion, bond unfolding, grain gliding, and work hardening during deformation.
A specimen that is stiffer may not be tougher, and vice versa, although both the
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elastic and the plastic strength are in principle proportional to the binding
energy density.

5. Surface tension (s) referring to the surface energy of a liquid phase is one of the
important physical quantities that control the growth of a material on a substrate
as well as different phenomena at a liquid surface, such as coalescence, melting,
evaporation, phase transition, crystal growth, chemical reaction, and so on.
Temperature dependence of the surface tension gives profound information in
particular for the surfaces with adsorbed molecules or with multi-components
for alloying or compound forming.

6. Critical temperatures (TC) that are related to atomic cohesive energy represent
the thermal stability of a specimen such as solid–liquid, liquid–vapor, or fer-
romagnetic, ferroelectric, and superconductive phase transitions, or glass
transition in amorphous states.

From an experimental point of view, the values of the bulk modulus B and
stress r can be measured by equaling the external mechanical stimulus to the
responses of the interatomic bonding of the solid,
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where the parameters F, V, and A correspond, respectively, to force, volume, and
the area on which the F is acting. The function u(r) is a pairing interatomic
potential, and r is the atomic distance. At equilibrium, r = d, r is zero.

The r, B, and Y are proportional to the binding energy per unit volume under
given status,

r½ � / B½ � / Y½ � / E

d3
; ðPaÞ ð22:2Þ

The aim of using the proportional relation is to focus on the relative change of r
and B with respect to their given bulk values. According to the LBA approach [8],
the elasticity and the stress of a specimen can be related to the bond length
(volume) and the bond energy of the representative bonds, as the nature and the
total number of bonds in the given specimen do not change during measurement
unless phase transition occurs.

From an atomistic and dimensional point of view, the terms of B, Y, and r as well
as the surface tension and surface energy are the same in dimension (Pa, or Jm-3)
because they are all intrinsically proportional to the sum of bond energy per unit
volume. The numerical expressions in Eq. (22.2) apply in principle to any substance
in any phase and any deformation processes including elastic, plastic, recoverable,
or non-recoverable without contribution from extrinsic artifacts. The fact that the
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hardness for various carbon materials, silicon, and SiC [9] varies linearly with
elastic modulus evidences for this relation. Nanoindentation revealed that the
hardness and modulus of Ni films are linearly dependent [10]. Counter examples
exist such as polycrystalline metals whose Young’s modulus is independent of grain
size, but whose hardness varies following the inverse Hall–Petch relationship
(IHPR) [11] because the involvement of artifacts as extrinsic factors becomes
dominant in the contact measurement for the latter. Artifacts such as purity, strain
rate, creep rate, load scale, and direction will come into play as an addition. Artifacts
are unavoidable in detecting methods such as nanoindentation or the Vickers mi-
crohardness measurements. Chapter 28 will show that contributions of such artifacts
are more significant to nanograins than to the surfaces of thin films. Therefore, the
measured results are a collection of intrinsic and extrinsic changes of the mechanical
performance, which make it difficult to discriminate intrinsic information from
extrinsic contributions to the mechanical behavior of the mesoscopic systems.

Many techniques have been developed to measure the Young’s modulus and the
stress of the mesoscopic systems [12, 13]. Besides the traditional Vickers mi-
crohardness test, techniques mostly used for nanostructures are tensile test using an
atomic force microscope (AFM) cantilever, a nanotensile tester, a transmission
electron microscopy (TEM)-based tensile tester, an AFM nanoindenter, an AFM
three-point bending tester, an AFM wire free-end displacement tester, an AFM
elastic–plastic indentation tester, and a nanoindentation tester. Surface acoustic
waves (SAWs), ultrasonic waves, atomic force acoustic microscopy (AFAM), and
electric field-induced oscillations in AFM and in TEM are also used. Compara-
tively, the methods of SAWs, ultrasonic waves, field-induced oscillations, and an
AFAM could minimize the artifacts because of their nondestructive nature though
these techniques collect statistic information from responses of all the chemical
bonds involved [14].

22.2.2 Challenges

As the nanoscopic mechanics is an emerging field of study, fundamental progress
is lagging far behind the experimental exploitations. Many questions and chal-
lenges are still open for discussion. The following features a few samples
regarding the mechanical puzzles of the mesoscopic systems.

1. Size dependence of elasticity and yield strength

Measurements have revealed that the elasticity and the strength of a nanosolid
changes with solid size exhibiting three seemingly conflicting trends, as summa-
rized in Table 22.1. Sophisticated theoretical models from various perspectives
explained the intriguing mechanical performance of the mesoscopic systems. For
instances, the followings provide possible mechanisms for the elastic response and
mechanical strength of nanostructures. These models include the nonlinear effects
[15], surface reconstruction [16] and relaxation [17, 18], surface stress or surface
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tension [19–23], excessive surface and edge stress [24]. The skin mechanics also
ascribed as surface shell high compressibility [25], dislocation starvation [26, 27],
the stochastic of dislocation source lengths [28], mismatch stress [29], grain
volume relaxation [30], competition between bond loss and bond saturation [31],
and stronger bonds between undercoordinated atoms [32–34].

Large-scale atomistic simulations [35, 36] of the plastic deformation of nano-
crystalline materials suggest that both the inter- and intra-granular deformation
processes under uniaxial tensile and compressive stress in nanoindentation are
leading conditions. In the scoping studies [37, 38], various parametric effects on
the stress state and kinematics have been quantified. The considered parameters

Table 22.1 A summary of the experimentally observed changes in elastic modulus or
mechanical strength at a surface or for a nanosolid upon size reduction with respect to the bulk
values [40]

Observed trends Specimens and references Methods used

Hardening TiCrN [41], AlGaN [42], a-C and a-C:N surface
[43, 44]

Nanoindentation

Ni [45, 46], Ag, Ni, Cu, Al a2-TiAl and c-TiAl
surfaces [47]

Au and Ag films [48]
TiC, ZrC, and HfC surfaces [49]
Nanograined steel [50] AFM
ZnO nanobelts [51–53] wires [54], and surface

[55, 56]
Ag wires [57] SAW
Poly(L-lactic acid) fibers [58] DFT

AFM
SiTiN fibers [59]
Au–Au bond [60]
SWCNT, MWCNT, and SiC wire [61] Nanoindentation
CNT-spun fibers [62]
Ag and Pd wires [63]
GaN wires [64]

Softening Ni surface [62] and nanocrystals [25] AFAM
Polymer surface [65] AFM
Polystyrene surface [66]
ZnO nanobelts/wires [67–70] AFM three-point

bending
Cr [71] and Si [72] nanocantilivers AFM
ZnS nanofilaments [73] Force deflection

spectroscopy
Retention or

irregularity
ZnS nanobelts hardness increase yet elasticity

decreases [74]
AFM

Au wires [75]
SiO2 wires [76]
Silver nanowires [77] Nanoindenter
20–80 nm Ge wires [78]
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include crystal orientation (single slip, double slip, quadruple slip, and octal slip),
temperature, applied strain rate, specimen size, specimen aspect ratio size,
deformation path (compression, tension, shear, and torsion), and material (Ni, Al,
and Cu). Although the thermodynamic force (stress) varies at different size scales,
the kinematics of deformation is similar based on atomistic simulations, finite
element simulations, and physical experiments. Atomistic simulations, that
inherently include extreme strain rates and size scales, give results that agree with
the phenomenological attributes of plasticity observed in macroscale experiments.
These include strain rate dependence of the flow stress into a rate independent
regime, approximate Schmidt-type behavior; size-scale dependence on the flow
stress, and kinematic behavior of large deformation plasticity. However, an
atomistic understanding and analytical expressions in terms of the intrinsically key
factors for the size and temperature dependence of the strength and extensibility of
nanostructures are yet lacking though molecular dynamics (MD) simulations [39]
suggest that surface atoms play an important, yet unclear, role in nanomechanics.

2. Surface energy, strength, and thermal stability

Normally, the skin of an inorganic solid is harder at temperatures far below the
melting point (Tm) but the hard skin melts more easily in a shell-resolved manner
[79, 80]. For Si(111) surface (Tm = 1,687 K), surface pre-melting is initiated in
the temperature range 1,473–1,493 K at surface step bunches and boundaries of
step-free regions [81]. However, surface hardening does not occur so often for
specimens with lower Tm values. In comparison, the surface of a liquid solidifies
first associated with lattice contraction and crystallization in the outermost atomic
layers [82]. Although a critical-depth mechanism [83, 84] has been developed to
ascribe the surface hardening as a surface effect, strain-gradient work hardening,
and non-dislocation mechanisms of deformation [85], these phenomena appear
beyond the scope of classical theory considerations in terms of entropy, enthalpy,
or free energy. An atomic scale understanding of the origin of surface tension and
its temperature and adsorbate dependence is highly desirable [86, 87]. Further-
more, conventional definition of surface energetics with involvement of classical
statistic thermodynamics and continuum medium considerations for larger scales
may need revision because the discrete quantized nature in nanoscopic scales
becomes dominant.

3. Thermally induced softening

Thermally induced softening of a substance has been widely seen for substances
disregarding its shape and size. Generally, when the testing temperature is raised,
the compressibility/extensibility of the solid increases rendering the mechanical
strength as observed in the cases of nanograined Al [88] and diamond films [89].
At higher temperatures, the bending stiffness and the apparent Young’s modulus of
diamond beams (wires) drastically reduced to one-third of the initial value before
fracture. The flexural strength and the modulus of the hydrosilylated and con-
densated curable silicone resins also decrease when the testing temperature is
raised [90]. The yield strength of Mg nanosolid [91] of a given size drops when the
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temperature is increased. An atomic scale simulation [92] suggests that the
material becomes softer in both the elastic and the plastic regimes as the operating
temperature is raised. When measured at 200 �C, the strength of the 300 nm-sized
Cu nanograins is lowered by 15 % and the ductility increases substantially [93].
The biaxial Young’s modulus of Si(111) and Si(100) drops linearly when the
temperature (T) is increased [94, 95]. The Young’s modulus of the TiN/MoxC
multilayer films drops when the temperature is raised from 100 to 400 �C though
the modulus increases with the decrease in the modulation period of the multi-
layers [96]. An MD investigation suggested that the longitudinal Young’s modulus
and the shear modulus for both the armchair and the zigzag NTs change in dif-
ferent trends over the temperature range of 300–1,200 K. The Y value drops while
the shear modulus increases as the temperature is increased [97].

The Y values often drop nonlinearly at very low temperatures and then linearly
at higher temperatures [8, 98]. When the operation temperature is increased from
room temperature to 400 �C, the ductility of the ultrafine-grained FeCo2V samples
of 100–290 nm size increases from 3 to 13 % or even to 22 % associated with
strength reduction [99]. Superplasticity of individual single-walled CNTs [100]
has been observed at elevated temperatures of *2,000 K [101]. The ductility of a
nanosolid increases exponentially with temperature up to almost infinity at Tm. An
analytical expression for the thermally driven softening and the thermally
enhanced ductility is also yet lacking.

4. Monatomic chain forming and breaking

A MC is an ideal prototype for mechanical testing as no processes of bond
unfolding or atomic glide dislocating are involved in the deformation. It is
intriguing that at 4.2 K and under UHV conditions, the maximal length at breaking
of an Au–Au bond in the Au–MC is about 0.23 nm, being 20 % shorter than the
equilibrium Au–Au distance of 0.29 nm in the bulk [102]. At room temperature,
the breaking limits vary from 0.29 to 0.48 nm [103]. However, the controllable
formation of an MC of other metals is rare. Theoretical reproduction of the
scattered data of measurement, in particular, the extreme values of 0.23 and
0.48 nm have been hardly possible although the mechanisms of fuzzy imaging
[104], atomistic impurity mediation [1], and charge mediation [105] in the state-
of-the-art computational approaches have made some progress in understanding.

5. Stiffness and thermal stability at the nanoscale

For bulk materials, the elastic modulus is proportional to the melting point. At
the nanoscale, this rule breaks. For example, carbon nanotubes and nanocom-
pounds such as ZnO and SiC nanowires exhibit extremely high strength yet rel-
atively lower thermal stability compared with their bulk counterparts. The elastic
modulus of the single-walled CNT (SWCNT) varies from 0.5 to 5.5 TPa
depending on the presumption of the wall thickness of the CNT. The Young’s
modulus of the multi-walled CNTs (MWCNTs) drops with the inverse number of
walls (or wall thickness), and it is less sensitive to the outermost radius of the
MWCNTs if the wall thickness remains unchanged [106]. Atoms in the open edge
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of as SWCNT coalesce at 1,593 K and a *280 % extensibility of the CNT occurs
at *2,000 K. Under the flash of an ordinary camera, the SWCNT burns under the
ambient conditions.

6. Inverse Hall–Petch relationship

Under a tensile or compressive stress, the hardness or the plastic flow stress of
crystals in the size range of 100 nm or higher is subject to the classical temper-
ature-independent Hall–Petch relationship (HPR) [11]. The hardness increases
linearly with the inverse square root of solid size. With further size reduction, the
mechanical strength of the solid continues increasing but deviates from the ini-
tially linear HPR until a critical size of the strongest hardness, of the order of
10 nm, is reached. At the critical grain size, the slope of the inverse IHPR curve
will change from positive to negative and then the nanosolid turns to be softer.
Although there is a growing body of experimental evidence pointing to the unusual
IHPR deformation in the nanometer regime, the underlying atomistic mechanisms
behind are yet unclear [11, 38, 63]. The factors dominating the critical size at
which the HPR transits are far from clear. The HPR–IHPR transition seems to be a
topic of endless discussions because of the competition between the intrinsic
contributions and the extrinsic artifacts that involve the activation and inhabitation
of grain-boundary sliding due to the difficulty of partial dislocation movement.

7. Vacancy defect and nanocavity induced hardening and thermal instability

It is expected that atomic vacancies reduce the number of chemical bonds and
therefore the strength of a porous material becomes lower. However, the hardness
of a specimen does not follow this simple intuitive picture of coordination
counting. Vacancies not only act as pinning centers inhibiting dislocation motion
and thus enhancing the mechanical strength within a certain concentration but also
provide sites initiating structure failure. An introduction of a limited amount of
atomic vacancies or nanocavities could indeed enhance the mechanical strength of
the porous specimen. Atomic vacancies or discretely distributed nanometer-sized
cavities could not only enhance the mechanical strength of the specimen, but also
cause a substantial depression of the temperature of melting. Metallic foams of
40 * 60 % mass density are several times harder yet lighter compared with the
standard materials, providing new kinds of materials that are lighter and stronger
for energy management. However, excessive amount of cavities or large pores are
detrimental to the mechanical strength of the specimen. For instance, the Young’s
modulus of a defected nanotube is reduced gradually with each atomic defect, and
the plastic strength of the NTs is catastrophically influenced by the existence of
just a few atomic defects [107]. Understanding the discrepancy between expec-
tations and observations of cavity-induced hardening and melting is also a
challenge.

8. Adsorbate-induced surface stress

The surface tension of a liquid drops linearly when the measuring temperature
is raised. However, contamination, or adsorption, may change the slope of the
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temperature coefficient. Adsorbate-bond making at a solid surface could alter the
surface stress in various ways. For instance, hydrogen addition could embrittle the
metals and C addition usually induces compressive stress at the surface. Even on
the same surface, different adsorbents such as C, N, O, S, and CO, result in
different kinds of stress. The adsorbate-induced stress may change its sign with the
coverage of the specific adsorbate. A specific adsorbate may induce different kinds
of stress at different faces of the same material. An understanding of the adsorbate-
induced surface stress and its correlation to the adsorbate-induced slope inflection
of the T-dependent surface tension from the perspective of charge polarization and
repopulation upon bond making is necessary.

9. Interface and nanocomposite

Mechanical strengthening of a material can occur using multilayer formation of
different kinds of compounds or by composite formation with nanostructured
fillers such as carbon nanotubes, fibers, or clays inserted into the polymer matrix.
The roles of the interface mixing, the dissociated interface skins, or the hard in
fillers are yet unclear in the process of nanocomposite reinforcement.

10. Limitations of the classical and quantum approximations

Classical approaches in terms of the Gibbs free energy or the continuum
medium mechanics can account for the physical properties of a macroscopic
system. For instances, the detectable quantities are related directly to the external
stimulus such as temperature (T) and entropy (S), pressure (P) and volume (V),
surface area A and surface energy c, chemical potential li and composition ni,
charge quantity q and electric field, magnetic momentum lB and magnetic field,
etc., without needing consideration of atomistic origin:

G T;P;A; ni;E;B; . . .ð Þ ¼ X ST ;VP; cA; lini; qE; lBB; . . .ð Þ

At the atomic scale, quantum effect becomes dominant, which can reproduce
the physical properties of a small object by solving the Schrödinger equations for
the behavior of electrons or the Newtonian’s motion equations for the atoms with a
sum of averaged interatomic potentials as key factors to the single-body systems:

Hi ¼ Ti þ vi rð Þ þ Vcrystal r þ Rij

� �
Quantum mechanicsð Þ

F ¼ �r Vcrystal r þ Rij

� �� ffi
¼ Mr00 Molecular dynamicsð Þ

�

where H is the Hamiltonian and F the force. Ti is the kinetic energy, vi the intra-
atomic potential, and Vcrystal is the periodic crystal potential. Rij is the atomic
distance. M is the mass of the atom.

However, for a small system at the manometer regime, both the classical and
the quantum approaches encountered severe difficulties. For instances, the statistic
mechanics is conducted over a large number of atoms, N, with a standard deviation
that is proportional to N-1/2. Quantities such as the entropy, the volume, the
surface energy, and the chemical potential of a particular element remain no longer
constant but change with the solid size [108–111]. Quantum approaches are facing
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the boundary-condition problems that are the core of nanoscience. The broken-
bond-induced local strain and skin quantum entrapment and the consequent
charge, energy, and mass densification in the surface skin play a role of signifi-
cance. In fact, the real system is atomic site anisotropic, kinetic, with strongly
localized nature. Describing the effect of skin trapping using an average of
interatomic potentials and under the periodic or free boundary conditions in
quantum mechanical approaches may be too ideal. Therefore, to complement the
classical and quantum theories, a set of analytical expressions from the perspective
of LBA for the size, temperature, pressure, and bond nature dependence of the
intrinsic mechanical properties of a specimen is necessary.

22.3 Objectives

Authoratitative overviews [100, 112–116] and monographs [117–119] have pro-
vided the understanding of the origin of solid mechanics with models based on
analyses and simulations at different levels from continuum to atomistic scales.
Complementing these contributions, this part aims to address the following:

1. To reconcile experimental and theoretical observations on the size and tem-
perature dependences of the elastic and plastic deformation of nanoscopic
systems including atomic chains, NTs, liquid and solid skins, thin films, mul-
tilayers, nanocavities, nanograins, and nanocomposites to provide with con-
sistent understanding.

2. To present analytical solutions for predicative observation of the size, tem-
perature, pressure, and bond nature dependence of the intrinsic mechanical
behavior of systems from atomic chain to macrospecimen as mentioned above
from the perspective of bond formation, dissociation, relaxation, and vibration
by extending the BOLS correlation theory to the temperature and pressure
domain. It could be possible to employ the LBA approach to connect the
macroscopic properties of a specimen to the atomistic factors (e.g., bond nature,
bond order, bond length, and bond strength) of the representative local bonds.
Establishment of the functional dependence of the detectable quantities on the
bonding identities and the response of the bonding identities to external stim-
ulus such as coordination environment (BOLS effect), temperature (thermal
expansion and vibration), and stress field (deformation and deformation
energy). A combination of the LBA approach and the BOLS correlation theory
could complement the classical continuum and quantum approaches.

3. To gain atomistic insight into the origin of the size, pressure, and temperature
dependence of the nanoscopic mechanics. Deeper insight into the consequences
of bond making and breaking and a grasp of the factors controlling bond
making and bond breaking are necessary to improve works in other fields such
as nano- and microelectronics, catalytic electronics, and nanobiotechnology.
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4. To find factors dominating the mechanical performance of the mesoscopic
systems and the interdependence of various quantities from the perspective of
bond making and bond breaking to provide guideline for nanomechanical
device design. Discriminating the intrinsic contributions from the extrinsic
artifacts involved in the indentation test may allow one to understand the
correlation between the elastic and the plastic deformations. Importantly,
besides the performance and its origin, one needs to know the trends and the
limitations of the changes and interdependence of various properties.

5. To elucidate information such as single-bond energy, maximum strain, in
particular, the length, strength, extensibility, breaking limit, specific heat, and
melting point of the single bond in MCs and CNTs, by matching the theoretical
predictions to experimental observations. The new degree of freedom of size
not only allows one to tune the physical properties of a specimen but also
provides one with opportunities to gain information such as the energy levels of
an isolated atom [120, 121] and the vibration frequency of an isolated dimer
[122, 123]. A combination of the degrees of freedom of size, pressure, and
temperature may allow one to gain more information such the cohesive energy
per bond in various systems under various conditions. All these quantities are of
elemental importance to surface and materials sciences.
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Chapter 23
Theory: Multiple-Field Coupling

• Variation of atomic CN, pressure, and temperature relax the bond length and
bond energy with an association of densification of charge, energy, and mass.
Multiple fields coupling takes place in the skin region.

• Localized densification of energy by size reduction and compression contributes
to the mechanical strength; bond order loss and heating and softening modifies
the atomic cohesive energy, both of which dominate the detectable quantities of
a substance.

• The performance of the entire specimen can be viewed as the attribute of one
bond averaged over all the bonds involved.

• A detectable quantity can be connected to the averaged bond and its geometric
and energetic response to the externally applied stimulus such as coordination
environment, temperature, pressure, etc.

23.1 Pressure-, Strain-, and Temperature-Resolved BOLS

23.1.1 BOLS Formulation

If the effects of atomic CN deficiency, strain, stress, and temperature come into
play simultaneously, the length, d(z, e, T, P), and the energy, Ei(z, e, T, P), of the
representative bond will change accordingly. Therefore, based on the LBA
approach, we can extend the BOLS correlation to temperature and pressure
domains, leading to the BOLS modification,

d z; e;P; Tð Þ ¼ d0PJ 1þ eJð Þ ¼ db 1þ Cz � 1ð Þð Þ 1þ
R e

0 de
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C. Q. Sun, Relaxation of the Chemical Bond, Springer Series
in Chemical Physics 108, DOI: 10.1007/978-981-4585-21-7_23,
� Springer Science+Business Media Singapore 2014
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T0 and P0 are the references at the ambient conditions. DJ is the energy per-
turbation and eJ the strain caused by the applied stimuli. The summation and the
production are preceded over all the J stimuli of z; e;P; Tð Þ. The a(t) is the tem-
perature-dependent thermal expansion coefficient (TEC). b ¼ �ov= vopð Þ is the
compressibility (p \ 0 compressive stress) or extensibility (p [ 0 tensile stress)
that is proportional to the inverse of elastic bulk modulus. The k(e) is the effective
force constant. g(t) is the T-dependent specific heat of the representative bond,
which approximates Debye approximation, Cv(T/hD), for a z-coordinated atom.
Generally, the thermal measurement is conducted under constant pressure and the
g(t) is related to the Cp. However, there is only a few percent difference between
the Cp and Cv [1].

These expressions indicate that the mechanical work hardening by compression
or by the compressive strain will shorten and strengthen but the thermal vibration
or the tensile strain will elongate and weaken the bond. Atomic CN reduction
shortens and strengthens the bond, according to the BOLS correlation. The gen-
eralized form indicates that one can consider all the stimuli either individually or
collectively, depending on the experimental conditions.

Figure 23.1a illustrates the temperature and Debye temperature dependence of
the inner bond energy. In the V–P profile, as illustrated in Fig. 23.1b, only the

gridded part �
R V

V0
pdV ffi �

R p
p0

p dV
dp

dp contributes to the energy density of the

entire body [2]. For the single bond, the atomic volume, v(z, t, p), is replaced by
the bond length, d(z, t, p), and the p is replaced by the force, f. The b(p) remains
constant at constant temperature within the regime of elastic deformation and then

the integration
R P

0 b pð Þdp ¼ bP can be simplified, unless phase transition occurs
[3–5]. If the compressibility varies with pressure, the third-order Birch-Murnaghan
isothermal equation of state is applied [6],
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Fig. 23.1 a Temperature dependence of bond energy Eb(T)/Eb(0) = 1-U(T/hD)/Eb(0) with U(T/
hD) being the thermal or internal vibration energy per coordinate in the bulk of Debye
approximation. Eb(T)/Eb(0) depends linearly on temperature at T [ hD/3, and the slope changes
with the Eb(0) values. b Typical V–P profile and the pressure-induced energy density gain of the
entire body, represented by the gridded area in the V–P profile (Reprinted with permission from
[7])
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where B0 is the static bulk modulus and B0
0

the first-order pressure derivative of the
B0; the n ¼ v=v0 is the ratio of volume of unit cell addressed after and before being
compressed.

23.1.2 Thermal Expansion

The a(t) depends nonlinearly on temperature in the low-temperature range, and the
a(t) decreases with the feature sizes of nanostructures [8, 9]. EXAFS investigations
[10] revealed that in small gold particles, the temperature dependence of the first
neighbor distance is different from that of the macrocrystalline counterpart. In the
largest size samples, a reduction in the thermal expansion happens, whereas in the
smallest ones, a crossover from an initial thermal expansion to a thermal con-
traction presents.

According to Cardona [11], the lattice thermal expansion of a cubic crystal
could be expressed in terms of the Grüneisen mode parameter, cq, and lattice
vibration in the frequency of xq
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where B is the bulk modulus and V the volume. VC is the volume of the primary
unit cell and \ cq [ the average of cq over all branches of the Brillouin zone. The
nB(xq) is the Bose–Einstein population function.

From the phonon nonlinerities, Grüneisen [12] derived the expression for the
volume TEC that is proportional to the product of the specific heat and Grüneisen
parameter,

a ¼ cCv

VBT

From the perspective of LBA, the a(t) for the representative bond can be
derived from the differential of the thermal expansion relation [13],
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where oL=ouð Þ ¼ �F�1 is the inverse of interatomic force in dimension at a non-
equilibrium atomic distance. The value A(r) = (-L0F(r))-1 can be obtained by
matching theory to measurement. The smaller expansion coefficient for small
particles [8–10, 14, 15] indicates an increased value of the gradient of the inter-
atomic potential, which is consistent with the narrowed shape of the BOLS-related
interatomic potential (see Chap. 11). The derived TEC follows approximately the
trend of Debye specific heat, being consistent with experimental observations.

In fact, Eqs. (23.2) and (23.3) are substantially the same following the Debye or
Einstein population. Normally, the a(t [ hD) is in the order of 10-(6*7) K-1.
Figure 23.2 and Table 23.1 show the reproduction of the measured thermal
expansion of Si and some nitrides according to Eq. (23.3).

The present form is much simpler and straightforward without the parameters
of B, V, or cq being involved. The current approach covers the general trend for T-

0 400 800 1200 1600 2000

0.0

1.5

3.0

4.5

6.0

7.5

GaN-c

GaN-a

Si
3
N

4

(1
0-6

K
-1

)

T(K)

AlN

0 400 800 1200 1600

0.0

1.5

3.0

4.5

6.0

7.5

9.0

T (K)

Diamond

Si

Ge

0 200 400 600 800 1000
0

5

10

15

20

25

30

T (K)

Al

Cu

Au

0 200 400 600 800 1000
0

5

10

15

20

T (K)

Ni

Fe

(1
0-6

K
-1

)

(1
0-6

K
-1

)
(1

0-6
K

-1
)

(a) (b)

(c) (d)

α
α α

α

Fig. 23.2 LBA reproduction (solid lines [13]) of the temperature dependence of (a) TECs of
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dependent a(T) showing exceedingly good agreement with the measured data for
AlN, Si3N4, and GaN. However, the observed negative TECs in group-IV elements
at extremely low temperatures could not be reproducible. Generally, most mate-
rials expand upon being heated, although some expand upon cooling like graphite
[16], graphene oxide paper [17], ZrWO3 [18, 19], and other compounds composed
of N, F, and O [20]. The unusual behavior of materials having negative TECs is
often attributed to the negative Grüneisen parameters of the transverse acoustic
phonons near the Brillouin zone boundary. In metals, in addition to the phonon
contribution to the thermal expansion, free electrons also play a role in T-
dependent change in lattice constant. The current model gives better prediction for
the lattice behavior at low temperatures than at high temperatures for some pure
metals, such as Au, Cu, and Al. The TECs of these pure metals still keep
increasing with temperature even at very high temperature (T � hD). This devi-
ation may arise from the thermal contribution from electrons. For the ferromag-
netic Ni and Fe, the measured TECs exhibit an abrupt feature at the Curie
temperature Tc, which corresponds to a phase transition from ferromagnetic to
paramagnetic, and this abrupt feature may arise from spin contribution to the
specific heat. It is not surprising that these unexpected features are beyond the
scope of the current model because we used an ideal case of the phonon density of
states derived from long wavelength at the Brillion zone center and only the
phonon contribution is considered. The contribution from electrons, or spins, or
phase transition is not included. The Debye approximation of the specific heat
assumes that the phonon density of states in an elastic medium is ideally pro-
portional to x2. In reality, one has to consider the exact form of the phonon density
of states that is a quantity of measurement using neutron diffraction and it is
beyond the scope of theory. Nevertheless, the phonon contribution to the thermal
properties is dominant, and a precise prediction of the T-dependent TECs can be

Table 23.1 Parameters derived from fitting to the TECs and lattice parameters [13]

[31, 32] a(t) l(t) Mean

hD (K) hD (K) A(r) hD (K) A(r) l0 (Å) hD (K) A(r)

Si 647 1,000 0.579 1,100 0.579 5.429 1,050 0.579
Ge 360 600 0.966 500 1.035 5.650 550 1.001
C 1,860 2,500 0.811 2,150 0.792 3.566 2,325 0.802
AlN 1,150 1,500 0.888 1,500 0.946(a)

0.881(c)
3.110
4.977

1,500 0.882

Si3N4 1,150 1,600 0.502 1,400 0.888 7.734 1,500 0.695
GaN 600 850 0.637 800 0.637(a)

0.618(c)
3.189
5.183

825 0.631

Au 170 400 2.241 400 2.105 4.070 400 2.173
Cu 315 500 2.588 500 2.588 3.600 500 2.588
Al 420 450 3.322 500 3.554 4.036 475 3.438
Ni 375 600 2.009 600 2.144 3.513 600 2.076
Fe 460 600 1.777 600 20.09 2.820 600 10.93

a and c represents a-axis and c-axis of the crystal, respectively
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made if the exact density of states g(x) is given. The reproduction of the general
trend of T-dependent TECs may evidence the validity of the current LBA approach
in describing the thermally induced bond expansion.

The g1(t) and the integration of g1(t) with respect to T, or the conventionally
termed internal or vibration energy, U(T/hD), follow the relation

g1 t=hDð Þ ¼ Cv T=hDð Þ
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with x = �hx/kBT and j the dynamic dimensionality considered in transport dynamics
(for a spherical dot, j ¼ 0; for atomic chains and thin wires, j ¼ 1; for thin surface
slabs, j ¼ 2; and for large bulk, j ¼ 3). The U T=hDð Þ corresponds to the internal
bond energy including all acoustic and optical modes of harmonic and inharmonic
vibrations. The U T=hDð Þ is the amount of energy for the bond weakening.

23.1.3 High-Temperature and Low-Stress Approximation

At temperature higher than the Debye temperature, the g1 T [ hDð Þ equals unity. In
addition, at sufficiently lower stress, the compressibility approaches constant.
Therefore, the absolute value of Ei(z, T, P) can be simplified as

Ei zi; T ;Pð Þ ¼ Ei z; 0; 0ð Þ � g1T þ di z; T ; 0ð Þ 1þ bP=2½ �P

ffi
T\hD

g2 þ g1 Tmi � Tð Þ þ di z; T ; 0ð Þ 1þ bP=2½ �P
ð23:5Þ

g2 is the latent heat per coordinate of atomization for an atom in the molten state.
At T [ hD, the integral will degenerate into the linear relation as given by Nanda
[33], Eb(0) = g2 ? g1Tm.

Therefore, the magnitude of the net binding energy in Eq. (23.5) contains three
parts: (1) the binding energy per bond at 0 K, Ei(z, 0, 0); (2) the internal or thermal
energy, U T=hDð Þ ¼ g1T , and (3) the deformation energy due to the field of stress,
di z; T ; 0ð Þ 1þ bP=2½ �P. For an atom, the last two terms have to be revised to zg1T
and d3

i z; T; 0ð Þ 1þ 3bP=2½ �P because of the three-dimensional nature. The defor-
mation energy is estimated rather small (at 10-1 to 10-2 eV levels), and it is
negligible in comparison with the bond energy in the order of 100 eV.

Figure 23.1a illustrates the temperature dependence of the reduced bond energy
for an atom in the bulk. Considering the single bond, one has to divide the values
by the atomic CN. The Eb(0) and the hD are so important that they determine the
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slope of the Eb(T)/Eb-T curve and the transition point (about hD/3) at which the
Eb(T)/Eb approaches to a linear temperature dependence.

For the bond of an undercoordinated atom, Ei = g2i ? g1iTmi. Because Tm �
zbEb, Tmi � ziEi, and Ei = Ci

-mEb, one has the relations of g2i ? g1iTmi = -
Ci

-m(g2 ? g1Tm) and

Tmi

Tm
¼ zibC�m

i ¼ 1þ Di;

g2i

g2
¼ C�m

i ;

g1i

g1
¼ zb

zi
¼ zbi:

ð23:6Þ

for the quantities between the localized and the bulk standard. The Di is the
perturbation to atomic cohesion energy.

23.2 Multi-Field Coupling

The joint effect of multiple fields on the cohesive energy of nanocrystals can be
integrated based on the rule of energy superposition [20]. Variation in these
external stimuli provides perturbations in the crystal cohesive energy, based on the
core–shell configuration,
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X

i� 3
Ni

� �
þ
X

i� 3
NiziEi

where

Ei ¼ Ei0 þ
X

x
DEx

i

Eb ¼ Eb0 þ
X

x
DEx

b

(

: ð23:7Þ

Ei0 and Eb0 are the cohesive energy per bond in the ith atomic site and in the
bulk without other stimuli. DEx

i corresponds to the term of
P

J DJ in Eq. (23.1).
The multiple field coupling yields the following relations based on the relation of
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The first part represents purely the effect of size and the second part the joint
effect of other stimuli. The effect of multi-filed coupling proceeds only in the skin,
as seen from the sum in the second part.

23.3 Factors Dominating Mechanical Strength

As indicated in Eq. (22.2), the stress and modulus have the same dimension being
proportional to the sum of binding energy per unit volume. According to the
expression, mechanical elasticity strengthening only takes place once the bond
energy increases and/or the bond length contracts. No other factors contribute
intrinsically. Therefore, a superhard covalent crystal should be reached with the
factors of higher bond density or electronic density, shorter bond length, and
greater degree of bond covalency [34–37].

According to Born’s criterion [38], the shear modulus disappears when a solid
is in molten state. If Born’s criterion holds, the latent heat of atomization, g2,
contributes little to the elasticity and the yield strength. However, an elastic
modulus should be present in the liquid and even in the gaseous phases because of
the nonzero sound velocity in these phases. The sound velocity depends func-
tionally on the elastic constant and the mass density of the specimen in the form of
(Y/q)1/2. However, the g2 contributes indeed to the extensibility of atomic wires
[39]. In fact, the tensile strength of alloys drops from the bulk values to approx-
imately zero when the temperature is approaching Tm [40, 41]. Therefore, Born’s
criterion is more suitable to situations where the extensibility and plastic defor-
mation happen.

Instead of the classical Gibbs free energy [G(T, P, ni, A) = U -

TS ? PV ?
P

lini ? rA], Helmholtz free energies [F(T, V, ni, A) = U -

TS ? PV ?
P

lini ? rA], internal energy U(S, V), or enthalpy [H(S, P) =

U ? PV], or the continuum solid mechanics, the LBA approach in terms of bond
length and bond energy and their response to atomic CN, temperature, and stress are
appropriate for substances at all scales. Instead of the classical statistic thermo-
dynamic quantities such as entropy S that is suitable for a body with infinitely large
number of atoms, here considers only the reduced specific heat per bond, g(T/hD).
Neither the chemical potential li for the component ni nor the tension r of a given
surface are needed in the current approach. Here one needs considering only the
specific heat per coordinate.

Reproduction of the measured temperature dependence of (1) the redshift of the
Raman optical modes [42–44], (2) surface tension of liquid [45], (3) elastic
modulus [42], and (4) lattice expansion [13] of solid materials evidence the
validity of the LBA approach for the thermally induced mechanical behavior of
materials.
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23.4 Summary

The BOLS correlation applies to the temperature and pressure domains based on
the LBA approximation. The often overlooked event of bond broken and its effect
on the behavior of the remaining bonds of the undercoordinated atoms dictate the
behavior of low-dimensional systems. All the detectable quantities can be con-
nected to the representative bonds and their response to the external stimulus. The
coordination environment affects bonds only in the outermost two atomic layers
yet temperature and pressure will affect all the bonds in the specimen. The multiple
field coupling happens in the skin region only. Given the known functional
dependence of the detectable quantities on the bond length and bond energy and
the shape and size, one would be able to predict the trends of the performance of
nanostructures and to gain physical insight into the unusual behavior of small
objects without needing hypothetic parameters.
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Chapter 24
Liquid and Solid Skins

• The concepts of (1) energy density gain per unit volume, (2) residual cohesive
energy per discrete surface atom replace essentially the conventional concept of
surface energy or the energy loss per unit area or per atom in breaking one body
into two halves.

• The excessive surface energy, stress, and tension results from the broken-bond-
induced bond contraction and the associated bond strength gain; the residual
atomic cohesive energy results from the product of bond order remain and bond
energy gain.

• A liquid surface solidifies easier than the liquid core; a solid skin is generally
harder than the core interior.

• A strained, solid-like, and well-ordered liquid skin serves as an elastic covering
sheet for a liquid drop or a gas bubble formation; the skin is covered with
locked dipoles due to charge polarization by the densely trapped core electrons.

• Temperature dependence of surface tension reveals the atomic cohesive energy
at the surface; the temperature dependence of elastic modulus gives the mean
atomic cohesive energy of the specimen.

• Pressure dependence of elastic modulus reveals the binding energy density of
the specimen.

• Charge repopulation and polarization dominates the adsorbate-induced stress
change.

• The non-bonding states of nitrogen and oxygen play an important role in
determining the stress of a chemisorbed surface.

C. Q. Sun, Relaxation of the Chemical Bond, Springer Series
in Chemical Physics 108, DOI: 10.1007/978-981-4585-21-7_24,
� Springer Science+Business Media Singapore 2014
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24.1 Observations

24.1.1 Surface Energetics: Classical Concepts

24.1.1.1 Surface Free Energy

Surface energetics, including the terms of surface energy, surface free energy,
surface tension, surface stress, and their correlations, plays the central role in
surface and nanosolid sciences. Despite confusions about these terms, the surface
energetics is of great importance to a qualitative and sometimes even quantitative
understanding of the microscopic and mesoscopic processes at a surface of liquid
or solid. The surface energetics links the atomistic bonding configuration at the
interfacial region with its macroscopic properties, such as strength, elasticity,
wettability, reactivity, diffusivity, and adhesion [1, 2]. Without the surface or
surface energetics, neither a liquid drop nor a gas bubble could form.

During the last few decades, tremendous attention has been paid to the ener-
getically induced surface processes such as reconstruction, relaxation, interfacial
mixing, segregation, self-organization, adsorption, and melting at the solid sur-
faces. Increased knowledge about the surface stress or surface energy of clean and
adsorbate-covered metals has been established by the development of experi-
mental and theoretical methods such as Raman shift, X-ray glancing diffractions,
and the microcantilever sensors that allows the detection of extremely small
amounts of substances in gases or liquids [3].

However, detailed knowledge about the dynamics of surface energetic identities is
yet lacking [1, 2, 4], in particular, the atomistic and electronic origin, temperature and
adsorbate dependence, and the analytical description of the interdependence between
surface energetic identities and the energetically driven phenomena and processes.

Traditionally, the surface energy (cs), or the surface free energy for a solid, is
defined as the energy needed to cut a given crystal into two halves, or energy
consumed (loss) in making a unit area of surface [5]. The surface energy or stress
is involved in the Helmholtz or Gibbs free energy in the classical statistic ther-
modynamics [6]

dF ¼ �SdT � PdV þ
P

lidni þ rdA Helmhotzð Þ
dG ¼ �SdT þ VdPþ

P
lidni þ rdA Gibbsð Þ

with parameters of entropy (S), chemical potential (li) of the ith component (ni),
surface tension (r), and the surface area A being involved.

Usually, unrelaxed structures at zero temperature are considered in the dis-
cussion of surface energies. The values obtained are then corrected for relaxations
of the surface atoms, without mentioning reconstructions of the surface. In some
cases, these corrections are thought very small, so a simplified model can be made
without including relaxations. The temperature dependence involves the phonons
and their modification on the surface; the vibrational effects sometimes have to be
taken into account when the temperature dependence is studied.
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The following explains conventionally the atomistic origin of the surface energy.
A surface atom has fewer neighboring atoms and experiences fewer attractive
interaction forces from its surroundings than a fully coordinated atom in the bulk
interior. Consequently, the atoms at the surface experience a net force pointing into
the bulk, or in other words, the potential energy of a surface atom is higher than that
of a bulk atom because of the lowered atomic coordination. If one wants to create
two new surfaces with a total area of A by cutting a solid at constant elastic strain
(eij) and constant temperature, one requires the surface energy

cs ¼ FS � F0ð Þeij;T

.
A

where FS and F0 are, respectively, the system free energy after and before the cut.
The simplest approach to get a rough estimation of the surface energy is to

determine the number of bonds that have to be broken in order to create a unit area
of surface. One can cut a crystal along a certain crystallographic plane and mul-
tiply this number of broken bonds with the energy per bond without considering
the bond energy change caused by the reduction in atomic coordination. The
following summarize typical approaches for the defined surface energy [2, 7–9]:

cs ¼

WS�WB

20 nd nd � 10ð Þ Galanakisð Þ
1� zs=zbð ÞEB Haissð Þ
1�

ffiffiffiffiffiffiffiffiffiffi
zs=zb

p� �
EB Desjonqueresð Þ

2�zs=zb� zs=zbð Þ1=2½ �þk 2�z0s

�
z0

b
� z0s=z0

bð Þ1=2
ffi �

2þ2k EB Jiangð Þ

8
>>><

>>>:

ð24:1Þ

• Galanakis et al. [9] correlated the surface energy of some d-metals to the broken
bond in the tight-binding approximation. The nd is the number of d-electrons.
WS and WB are the bandwidths for the surface and the bulk density of states,
which took in rectangular forms.

• Haiss et al. [2] related the surface energy directly to the multiplication of the
number of broken bonds and the cohesive energy per bond Eb = EB/zb at 0 K.
The cs values are estimated by determining the broken bond number
zhkl = zb - zs for creating a unit surface area by cutting a crystal along a certain
crystallographic plane with a Miller index (hkl), where zs is the CN of a surface
atom and zb the corresponding bulk atomic CN.

• A second-moment tight-binding approximation conducted by Desjonquères
et al. [9] suggested that the surface energy gain is proportional to

ffiffiffiffi
zs
p

, instead of
zs, because of the lowering of the occupied surface energy states or the surface-
induced positive core-level shift as observed using XPS [10]. According to this
approximation, the rearrangement of the electronic charge does not practically
change the nature of the remaining bonds if one bond breaks. Thus, the energy
needed to break a bond is independent of the surface orientation, so that the cs

value is proportional to the square root of the number of the nearest-neighboring
bonds.
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• In order to obtain a more general expression, Jiang et al. [8] suggested that an
average of the approximations of Haiss and Desjonquères and an extension to
counting the contribution from the next-nearest neighbors could be more
inclusive. The prime in the expression denotes the next-nearest neighbors of the
surface atoms, and k is the total bond strength ratio between the next-nearest
neighbor and the nearest one.

• In addition, Xie et al. [11] derived an expression for the size dependence of
surface energy of nanostructures: cs ¼ EB=pd2 with d being the mean atomic
radius and EB the atomic vacancy formation energy [12].

Besides the thermodynamic considerations, the kinetic processes of lattice
vibration play significant roles in the anisotropy of surface properties [13]. The
amplitudes and frequencies of atomic vibrations [14], as well as the bond lengths
and strengths at a surface are different from their corresponding bulk values
because of the effect of bond broken [15]. During the growth of a thin film,
adatoms and atomic vacancies also contribute to the surface energy. With these
contributing factors, the surface energetics becomes even more complicated.

24.1.1.2 Surface Stress

In contrast to the surface energy, relating to energy change during the plastic
deformation of a unit area of surface, the surface stress (rij) is related to energy
changes during the elastic stretching of a preexisting surface. Since the surface
stress in general may be dependent on the direction of the stretching, the term rij is
a second-rank tensor and the stretching has to be expressed by the elastic strain
tensor eij,

rij ¼
ocs

oeij

where the cs is the free energy at any strain. If cs is lowered for negative strain
values, the surface tends to shrink and the surface stress has a positive sign. In this
situation, the stress is ‘tensile.’ If the surface tends to expand, the corresponding
stress is ‘compressive’ with a negative sign.

According to Haiss [2], the surface stress originates physically from the atomic
CN reduction in surface atoms and the corresponding charge redistribution. The
charge redistribution alters the nature of the chemical bonds and the equilibrium
interatomic distances. Hence, the surface atoms attempt to assume their equilib-
rium interatomic distances and exert forces on the bulk, as long as the potential
corrugation of the underlying atomic layer holds the topmost atoms in registry with
the bulk lattice. The surface stress can be quantified as the sum of such forces.

It has been found [16] that the stress in CrN films varies with film thickness, see
Fig. 24.1, which corresponds to the sum of the tensile stress generated at the grain
boundaries, compressive stress due to ion peening in deposition, and thermal stress
due to the difference in thermal expansion between the coating and the substrate.
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The tensile part due to grain boundaries is thickness dependent. The other two
contributions are thickness independent. Summation of the three components leads
to a stress gradient in the coating.

24.1.1.3 Surface Tension

Surface tension is expressed either as the force per unit length or as the energy per
unit area of the interface between air and liquid, which results from the force of
cohesion between liquid molecules or from the attraction of molecules to one
another on a liquid surface. Thus, a potential barrier emerges between the air and
the liquid. The elastic-like force between surface molecules tends to minimize or
constrict the area of the surface. In physics, surface tension is an effect within the
surface layer of a liquid that causes the layer to behave as an elastic sheet with
higher strength and higher elasticity of the liquid. However, it is unclear yet why
the liquid skin is more elastic and stronger than the liquid core interior although
the surface tension of an organic specimen was suggested [17] to be proportional
to the product of molecular weight and the topological Wiener index to a power of
3/2, MW3/2. The topological Wiener index is the sum of all the shortest distance in
the molecular crystallography, and the MW3/2 is treated as characterizing the
moment of inertia of the rotational motion of the molecules.

24.1.2 Solid Skin Rectification

The elasticity and hardiness of a skin depend on several factors [18]: (1) the
surface curvature, (2) the nature of the bond involved, and (3) the ratio between the
operating temperature and the skin melting point. Normally, the surface of a solid
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is harder than the bulk interior at temperature far below the skin melting point. For
instance, as shown in Fig. 24.2a, the hardness measurements of Si skins, with
penetration depths as small as 1 nm yield H * 25 GPa, showing a drastic increase
to 75 GPa with penetration depths to 5 nm compared with the bulk value of
12 GPa [19]. Figure 24.2b shows the relation between the hardness and elastic
modulus of the silica-based low-dielectric films [20].

Similarly, the maximum hardness for nano- and microcrystalline pure nickel
films is also peaked at a penetration depth of *5 nm [21, 22]. The hardness of Ni
films varies in a range from 6 to 20 GPa depending not only on the geometrical
shapes (conical, Berkovich, and cube-corner) of the indenter tips but also on the
strain rate in measurement. The peak position (5 nm in depth) changes with neither
the shape of the indenter tips nor the strain rates nor the particular specimen, which
indicates the intrinsic nature of surface hardening. The values of both the Y and the
r for nitrogen-doped amorphous carbon (a-C) films [23] at the ambient temper-
ature also show maximum hardness near the surface. The maximum hardness is
3–4 times higher than the bulk values, whereas the peak positions in the hardness-
depth profiles remain unchanged when the nitrogen content or film thickness

Fig. 24.2 Skin hardening of a the Si(001), Si(111), and SiO2 skins [19], b the silica-based low-
dielectric films [20], and c the modulus-depth profile of a CNT turf showing one order higher in
magnitude at the skins. Indentations are taken at different distances from the edge of the turf. The
more compliant cases correspond to indentations closer to the edge [31]. Skin softening of
d polymer [33], measured using AFM indentation. Outlined and filled symbols correspond to the
values estimated using the pyramidal diamond and spherical indenters, respectively, for thick
(squares) and thin (triangles) polymer films (reprinted with permission from [111])
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changes. The hardness of TiCrN films at 5–10-nm depth [24] reaches a maximum
of 50 GPa, being twice the bulk value. The same trend holds for a-C [25] and
AlGaN [26] films with peaks positioned at several nanometers in depth that cor-
responds to the surface roughness.

Surfaces of Ag, Ni, Cu, and Al thin films are 4 ± 0.5 times harder than the bulk
interior, and the hardness of a2-TiAl and c-TiAl surfaces is *2 times the corre-
sponding bulk values [27]. The hardness of Ti, Zr, and Hf carbide films on silicon
substrate increases from the bulk value of 18–45 GPa when the film thickness is
decreased from 9,000 to 300 nm [28]. The Young’s modulus of nanograined steel
was determined to increase from 218 to 270 GPa associated with a mean lattice
contraction from 0.2872 to 0.2864 nm when the grain size is reduced from 700 to
100 nm [29]. These observations evidence the skin hardening effect arising from
the shortened and strengthened bonds between the undercoordinated atoms. Fur-
thermore, surface passivation with electronegative elements could alter the bond
nature in the surface skins and hence change the surface stress. A combination of
the DFT and MD calculations [30] suggested that a surface could be softer or
stiffer depending on the competition between electron redistribution and the
atomic coordination on surfaces. Results show that the Young’s modulus along the
110h i direction on (100) surface is higher than its bulk counterpart; meanwhile, it

is smaller along the 100h i direction on (100) surface.
As shown in Fig. 24.2c, the tangent modulus of a CNT turf (a complex structure

of intertwined nanotubes cross-linked by adhesive contact) was measured to be
one order higher near the surface and the modulus drops with the penetration depth
[31]. The modulus near the terrace edge is even higher than the flat surface.

In contrast, skin softening occurs to some polymers or materials of lower melting
points. An AFM room temperature indentation measurement [32] revealed that the
local Young’s modulus of the organic thin films that can evaporate at *150 �C
decreases with particle size. The elastic modulus of polystyrene films increases with
the penetration depth [33]. When the penetration depth is less than 5 nm, the elastic
modulus of the films is smaller than that of the bulk. The elastic modulus
approaches the bulk value when the depth is more than 10 nm, as shown in
Fig. 24.2d. These observations suggest the significance of the difference between
the temperature of melting and the temperature of testing to the measured values.

Ideally, an enhancement of the elasticity and hardness are readily observed
from the skins of compounds, alloys, or specimens with high melting points,
whereas the enhancement is not seen so often using indentation method for
specimens with lower melting points such as Sn, Zn, Al, and organic specimens
unless they are chemically passivated [34].

The measured skin hardening or softening also varies with methods of detec-
tion. For instance, the modulus of nanocrystalline of 50–800-nm-thick Ni films,
measured using acoustic AFM [35], is lower than that of the bulk, as no artifacts
such as accumulation of dislocations are involved in the non-contact acoustic AFM
method. SiTiN films are measured approximately 10–20 % harder using nanoin-
dentation than the values obtained using SAWs methods [36]. The additional
pressure due to compression will cause deviation of the intrinsic values. Therefore,
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the hard materials may be measured even harder and the soft one may be even
softer using the indentation methods. During the contact measurements, heat
released during bond unfolding could raise the specimen by 40–50 �C [37, 38],
which softens the sample.

Normally, deformation resistance from the effect of the pile up of dislocations,
strain gradient work hardening, and the artifacts due to indentation tip shapes,
strain rates, loading scales and directions, etc., involved in the contact mode of
indentation would play a role of significance [39]. The surface smoothness has less
influence on the measurement [40].

Figure 24.3 shows the measured hardness dependence of Cr [41], 6H–SiC [39],
and Ni [42] films on the load scales in the indentation methods. The hardness of
the single-crystal moissanite (6H–SiC) obtained by 10-second loading parallel to
the crystallographic c axis varies with the loading magnitude. If the load is 0.5 N,
the derived hardness is 26 GPa, whereas, loading at 29 and 50 N, the corre-
sponding hardness values are 22.5 and 22 GPa, respectively [39]. Therefore, it is
difficult to be certain of the hardness of a material because of the joint contribution
from the intrinsic and extrinsic processes. However, a careful calibration of the
area function over the contact depth range prior to nanoindentation tests may
improve the accuracy of the derived information [43].

Hence, one should tell that a specimen is harder or softer compared with the
bulk standards with indicating the conditions of surface passivation, temperature of
operation, and the testing methods used. Artifacts always presents in practice.
What one is concerned about is the intrinsic change in the mechanical properties
with temperature, solid size, and the nature of the bond involved. Therefore, one
has to minimize contributions from artifacts in modeling considerations.

Several models exist on the mechanism for the skin hardening or softening. For
instance, Zhang and co-workers [44, 45] proposed a critical-depth mechanism
stating that the apparent surface stress plays an important role in the depth-
dependent hardness for various types of materials, such as metals, ceramics, and
polymers and there exists a critical indentation depth. The bulk deformation
predominates when the indentation depth is deeper than the critical depth; other-
wise, surface deformation predominates. However, the origin of this critical depth
is unknown. The trend of hardness versus indentation depth after the peak is
described using the mechanism of strain gradient [46] or attributed to the contri-
butions from surface energy and the increase in dislocation density with the depth
[47]. The surface hardening has also been attributed to the surface effect, strain
gradient work hardening, and non-dislocation mechanisms of deformation [41],
besides the currently proposed T-BOLS correlation [48] that attributes the surface
hardening to the broken-bond-induced shortening and strengthening of the
remaining bonds, or the binding energy density pertained to the undercoordinated
atoms. The surface softening to the small difference of Tm - T. Operation tem-
perature closing to the Tm of the specimen will trigger the situation described by
Born’s criterion.
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24.1.3 Liquid Skin Elasticity: Adsorption and Thermal
Excitation

The surface tension for a liquid takes on an important part in the formation of
liquid drop, bubble, or gas bubble in a liquid. Compared with the solid skin pre-
melting, a liquid surface tends to solidify at temperatures below the bulk melting
point. Normally, the temperature dependence of the surface tension of a molten
substance follows a linear relation to the temperature of testing [49–54]:

cs Tð Þ ¼ c s Tmð Þ þ at Tm � Tð Þ ¼ cs 0ð Þ � atT

cs 0ð Þ ¼ cs Tmð Þ þ atTm

J=m2
� �

ð24:2Þ

where cs(Tm) is the cs value at melting. at is the thermal coefficient or the slope of
variation. For pure metals or alloys, the surface tension drops linearly with the
increase in temperature. However, the surface tension is very sensitive to the
chemical environment or contamination [55, 56]. The surface tension of an alloy
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also varies with composition. Typical samples in Fig. 24.4 show the linear tem-
perature dependence of surface tension of a CoSi alloy [57] and the inflected
temperature dependence of the surface tension of a Sn surface under different
ambient of oxygen [58]. With the given composition, the surface tension drops
linearly with the increase in temperature. However, the temperature coefficient
inflects from negative to positive at a certain temperature and then drops following
that of the ideal situations.

The turning point changes with oxygen dosage. As discussed later, the slope
inflection can be envisioned as the contribution from the additionally compressive
or tensile stress induced by surface adsorption to compensate or enhance the
original surface tension of the liquid. For a specimen with a melting point much
higher than the temperature of desorption of the specific adsorbate, such slope
inflection may not be readily seen because of the thermal desorption of the elec-
tronegative additives, which occurs at temperature below 1,200 K for oxygen, for
instance [59]. The inflection of the temperature coefficient of Sn surface tension
induced by O addition [60], as shown in Fig. 24.4, results from adsorbate-induced
compressive stress that compensates for the surface tension.

A huge database has been established regarding the temperature coefficient of
surface tension for metals, alloys, and polymers. Tables 24.1a and 24.1b tabulate
the data for some typical samples and includes information derived and discussed
later in Sect. 24.4.2. The temperature dependence of surface tension provided an
opportunity for one to derive information regarding atomic cohesive energy in the
bulk and with possible mechanism for the adsorbate-induced surface stress. The
latter could be a challenging topic of research on adsorption of various adsorbates
to liquid surfaces of relatively low-Tm metals.
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Table 24.1a Information of the mean atomic cohesive energy EB(0) (in bold case) derived from
fitting the measured T-dependent surface tension, as shown in detail later in Sect. 24.4.2 with the
measured surface tension and its temperature coefficient as listed in the first two columns

cs(Tm)
(mJ/m2)

at (mJ/
(m2K)

ai
a

(10-6 K-1)
hD(K) Tm (K) DT (K) EB(0)

(eV)
EB(0)
[112]

Hg [52] 493 0.2 60.4 100 234.32 273–523 1.47 0.67
Si [113] 783.5 0.65 2.6 647 1,687 1,350–1,900 5.33 4.63
Si [114] 735 0.074 1,457–1,890 2.04
Si [54] 763 0.219 1,690–1,750 1.15
Ga-added

Si
[115]

777 0.243 1,680–1,760 2.12

B-added
Si [54]

721 0.098 1,690–1,750 3.92

Al2O3

[54]
640 0.082 1,045 2,327 2,190–2,500 4.39

Al2O3

[57]
550 –

700
0.082 – 0.48

Co25Si75

[115]
1,604 0.4 1,607 1,384–2,339 2.43

Ni [51] 1,823 0.46 1.6 375 1,728 3.645 4.44
Ni [116] 1,868 0.22 1,300–1,625 6.03
Ni [117] 1,854 0.364 4.02
Ni [118] 1,846 0.25 5.38
Co [119] 1,875 0.348 13 385 1,768 4.22 4.39
Co [120] 1,881 0.34 4.31
Co [121] 1,887 0.33 4.42
Co [67] 1,930 0.33 1,500–2,000 4.49
Ag [122] 925.4 0.228 18.9 215 1,234.78 1,250–1,500 3.12 2.95
Ta [123] 2,150 0.21 6.3 225 3,269 2,970–3,400 7.98 8.1
W [124] 2,478 0.31 4.5 310 3,695 3,360–3,700 6.90 8.9
Ga [70] 718.2 0.062 18 240 302.77 823–993 7.01 2.81
In [122] 573.5 0.099 32.1 129 429.6 500–1,400 3.67 2.52
In [70] 546.8 0.082 673–993 4.32
Sn [70] 545.66 0.066 22 170 504.93 723–993 5.18 3.14
Sn [122,

125]
547.17 0.065 500–1,300 5.26

Bi [70] 378.9 0.070 13.4 120 544.5 773–873 3.51 2.18
Pb [70] 445.54 0.089 28.9 88 600.46 757–907 2.95 2.03
H2O [68] 75.4 0.162 – 192 273 273–373 0.38

The bond energy Eb(0) is available by dividing the atomic cohesive energy EB(0) with bulk
coordination zb (=12) for elemental specimen. hD and Tm are the Debye temperature and melting
point as input in calculations. DT(K) is the temperature range of testing. Scattered data for a
specific substance and the deviation from the reference values show the sensitivity of the LBA-
derived EB(0) to the extrinsic factors such as surface contamination in comparison with the
reference data
a Coefficient of linear thermal expansion at 25 �C in K-1 (Handbook of chemistry and physics)
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24.2 Atomistics of Surface Energetics

24.2.1 Motivation

By definition, the dimensions of surface energy, surface stress, and surface tension
are expressed in terms of energy per unit area, eV/nm2; however, according to the
coordinate-counting premise, the unit of the surface energy is in eV/atom. The
former represents the energy density per unit area of surface without considering
thickness, whereas the latter reflects the energy remain per discrete atom upon a
surface being made. Observations show that the surface energy in terms of eV/nm2

is often higher, while the surface energy in terms of eV/atom is lower in magnitude
compared with the bulk values because of the difference in definition. Such
inconsistency has caused confusion about the definition of surface energetics. On
the other hand, the atomistic origin, temperature dependence, and the responsi-
bility of the surface energy in terms of either eV/atom or eV/nm2 are yet unclear.
Most importantly, the effect of a broken bond on the length and strength of the
remaining bonds between the undercoordinated atoms in the surface skin has been
overlooked conventionally.

The shortened and strengthened bonds are indeed crucial to surface energetics.
For example, a considerable percentage contraction occurs to the first and the
second layer of the diamond surface, which leads to a substantial reduction in the
surface energy according to MD calculations [61]. The contraction varies from
11.2 to 56.2 % depending on the surface plane and the potential function used in
computation. Furthermore, the classical theories of continuum medium mechanics
and the statistic thermodynamics deal with only the consequence but the atomistic
origin of the mesoscopic mechanics.

Table 24.1b Thermal expansion coefficients are not available and therefore not used in the
practices on polymers. Experimental data are sourced from Ref. [69] EB(0) in bold are derivatives
from the fitting

cs(Tm) (mJ/
m2)

at (mJ)/
(m2K)

DT (�C) Tm (K) EB(0)
(eV)

Hexadecane (C16) 29 0.094 298–373 291 0.30
PE (C2000) 35.6 0.065 403–493 407 0.41
PEO 46.7 0.08 343–463 333 0.40
PCAP 44.4 0.068 373–398 333 0.43
PEKK 63.8 0.08 571–618 578 0.60
PBT, poly (butylene

terephthalate)
59.3 0.08 493–523 496 0.54

Poly (trimethylene terephthalate) 53.8 0.067 538–562 496 0.56
PET 54.2 0.0646 513–593 528 0.59
Poly (amide ester) copolymer 60.4 0.08 433–463 433 0.52
Nylon 66 64 0.115 543–563 533 0.47
Polyamide MPMD-12 54.55 0.081 463–623 463 0.49
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In fact, the performance of a surface is dictated by the energy gain per unit
volume in the skin or by the cohesive energy remnant per bond of the underco-
ordinated surface atoms instead of the energy cost for surface formation. The
surface energy density gain arising from surface relaxation or bond contraction
causes the reconstruction according to the BOLS notation. Meanwhile, the surface
bond strain causes the surface stress other than the stress induces the strain, as one
may percept intuitively. Therefore, a formulation taking the bond nature, strain,
and temperature dependence of surface energetics is necessary.

24.2.2 Atomistic Definition

In reality, the remaining energies in the surface skin or by the residual bond energy
of the discrete surface atoms instead of the energy loss upon surface formation
govern the performance of a surface. The following concepts describe the surface
energetics effectively:

1. The surface is envisioned as a sheet or a skin of a certain thickness (two-to-
three atomic layers) rather than an ideal two-dimensional sheet without
thickness.

2. The energy density gain (cds) refers to the energy stored per unit volume (in the
units of eV/nm3) in the skin upon making the surface.

3. The residual atomic cohesive energy (cfs) represents the cohesive energy per
discrete surface atom (in the units of eV/atom) upon the surface bond being
broken, which equals the multiplication of the remaining number of bonds with
a bond energy that varies with the number of the bonds broken.

4. The conventional definition of surface energy refers to the energy cost (loss) for
formation of unit surface area, which has little to do with surface phenomena or
surface processes.

From the analytical expression of binding energy per unit area, Ebd-2, and the
current T-BOLS notation, the shortened and strengthened bonds of the underco-
ordinated surface atoms dictate the surface tension, surface stress, and surface
energy. Correspondingly, one may also clarify the difference between surface
stress and surface tension as the energy gradient in the surface normal and in the
surface plane directions, respectively, as summarized in Table 24.2. The di(zi, T)
and Ei(zi, T) follow the temperature and size zi(K, T) dependence, as discussed in
Chap. 23. From the atomistic perspective, the surface tension is a vector with x and
y components because oFx=oy ¼ oFy=ox ¼ 0 instead of a second-rank tensor.
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24.3 Analytical Expressions

24.3.1 Surface Energetics

According to Eq. (23.4), the curvature and temperature dependence of surface
energy density, cdi, and the surface atomic cohesive energy, cfi, follow the
relations:

cdi zi; Tð Þ / Ei zi; Tð Þ
d3

i zi; Tð Þ
¼

Ei 0ð Þ �
R T

0 g1i tð Þdt

d3
i 1þ aiTð Þ3

cfi zi; Tð Þ / ziEi zi; Tð Þ ¼ zi Ei 0ð Þ �
ZT

0

g1i tð Þdt

2

4

3

5
ð24:3Þ

The internal energy
R T

0 g1i tð Þdt ffi x2x2=2þ u000 rð Þx3=3þ 0 xn [ 3ð Þ corresponds
to the thermal vibration of various modes, harmonic and anharmonic, which
weakens the bond strength. The x and x represent the frequency and amplitude of
vibration, respectively. The relative values of the surface energetics in the ith
atomic layer to the bulk values of cdb and cfb, measured at T0 = 0 K, follows:

cdi zi;m;Tð Þ
cd zb;m;0ð Þ ¼ d3

d3
i 1þaiTð Þ3 �

Ei 0ð Þ�
R T

0
g1i tð Þdt

Eb 0ð Þ

¼ C�ð3þmÞ
i

1þaiTð Þ3 1�
R T

0
g1 tð Þdt

zibC�m
i Eb 0ð Þ

� 	

cfi zi;m;Tð Þ
cf zb;m;0ð Þ ffi zibC3

i 1þ aiTð Þ3cdi zi;m;Tð Þ
cd zb;m;0ð Þ

ð24:4Þ

At T = 0 K, the surface energy density is always higher and the surface atomic
cohesive energy is always lower than the corresponding bulk values.

24.3.2 Elasticity and Yield Strength

The surface stress, or surface tension, and bulk modulus at a specific atomic site
share the same dimension of the surface energy density [Eq. (22.1)]:

ri T ;Pð Þ ¼ � ouðrÞ
oV
/ Yi T ;Pð Þ / Bi T;Pð Þ

Bi T;Pð Þ ¼ �V
o2uðrÞ
oV2






r¼di

/ Ei T ;Pð Þ
d3

i

/ cdi T ;Pð Þ
ð24:5Þ

This expression formulates the correspondence between surface energy density
and the mechanical properties. Precisely, the B and r are the derivatives of
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interatomic potential. However, there exists uncertainty in choosing the exact form
of u(r). What one is concerned with is the relative change of the B and P to the
bulk values. No particular form of the u(r) is involved in the present exercise, as
one needs only the values of (Ei, di) at the equilibrium. The Yi is referred only to
the equilibrium but the r to any states. It would be sufficient to consider the
equilibrium positions (bond length and energy) and the temperature-induced
energy change. An exact solution may be obtainable in the first-principle calcu-
lations, but the outcome will also be subject to the form of the u(r) chosen.

Equation (24.5) indicates that the Yi and ri enhancement depends uniquely on
the shortened and the strengthened bonds. The relative values for the local Yi, ri

and cdi to those of the bulk measured at T0 = 0 K follow the same relation

Yi m;zi;T ;Pð Þ
Y m;z;0;0ð Þ

ri m;zi;T ;Pð Þ
r m;z;0;0ð Þ

cdi m;zi;T ;Pð Þ
cd m;z;0;Pð Þ

9
>>=

>>;
¼ C�ð3þmÞ

i

1þ aiT þ biPð Þ3
� 1�

R T=hD

0 g1 tð Þdt

zibC�m
i Eb 0ð Þ �

R V=V0

1 P xð Þdx

Eb 0ð Þ=V0

" #

ð24:6Þ

Numerical reproduction of these quantities derives the quantities of atomic
cohesive energy zibEi(0), binding energy density Eb(0)/V0, Debye temperature hD,
compressibility b, thermal expansion coefficient a, etc.

24.4 Strain-Induced Skin Elasticity and Stress

24.4.1 Bond Nature and Surface Curvature

24.4.1.1 Flat Surface

For a flat surface, z1 = 4, z2 = 6, and the effective ziC3 = 12. The corresponding
bond contraction coefficient Ci(z) = 2/(1 ? exp((12 - z)/(8z))) leads to
C1 = 0.88, C2 = 0.94, and CiC3 = 1. For the diamond cubic materials, the
effective zb is 12 though they have a first neighbor coordination of four because an
interlock of two fcc structures forms the complex unit cell in diamond. Averaging
the sum over the top two atomic layers, one can obtain the mean energy density
gain per unit area of (d1 ? d2) thick and the remaining cohesive energy per dis-
crete atom in the top two atomic layers of a flat surface at low temperatures:

cdsh i ¼
P

i� 2
cdidi

 !,
P

i¼2
di

� 	
; eV/nm3
� �

cfsh i ¼
P

i� 2
cfi

" #,

2; eV/atomð Þ

moreover, the relative changes of these quantities for a flat surface
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Dcds

cdb

D E
¼
P

i� 2
C� mþ2ð Þ

i � 1
� �.

C1 þ C2ð Þ

Dcfs

cfb

D E
¼
P

i� 2
zibC�m

i � 1
� ��

2
ð24:7Þ

Table 24.3 compares the estimated ratios of the defined surface energy density,
surface atomic cohesive energy, and the traditionally defined surface energy.
Results show that the cdsh i is always higher and the cfsh i is always lower than the
bulk values. Therefore, it is not surprising that measurements show inconsistent
values of surface energy because of the definitions.

24.4.1.2 Nanosolid: Curvature and Bond Nature Dependences

Considering the outermost two atomic layers of a spherical dot, it is possible to
derive the T-independent cds=cdbh i and cfs=cfbh i as a function of the bond nature
and the curvature by using, z1 = 4 9 (1 - 0.75/K) and z2 = z1 ? 2. According to
the core–shell structure, the size-dependent relative change in a measurable
quantity Q follows the scaling relation with the following quantities:

qi ¼
cdi ¼ Ei

�
d3

i / Yi

cfi ¼ ziEi / TCi


ð24:8Þ

On the basis of Eq. (24.8), one can predict the trend of bond nature and cur-
vature dependence of the surface energetics, as shown in Fig. 24.5a and b. These
quantities are not simply a linear dependence of the curvature or solid size because
of the nonlinear dependence of the bond contraction coefficient on atomic CN. The
surface energetics changes slightly with the curvature. The volume average of the
energy density gain agrees with the observed size dependence of the Young’s
modulus of ZnO2 nanowires [62]. The size dependence of residual cohesive energy
is consistent with the measured trends of critical temperature for evaporation TC

(Tonset) of Ag, Au, and PbS nanostructures [63], as shown in Fig. 24.5c and d.
Ideally, the TC for Au and Ag nanosolid should follow the m = 1 curve and that

of PbS follow the curve of m = 4. However, contamination during heating should
alter the surface bond nature and energy. Therefore, it is no surprising why the
measured data for Au and Ag not follow the m = 1 curve exactly. Measurements

Table 24.3 Bond nature (m) dependence of the ratios of surface energy density, cdsh i, per unit
area and surface cohesion (free energy), cfh i ,per atom with respect to the bulk values

m cd1/
cdb

cd2/
cdb

cds=cdbh i cf1/
cfb

cf2/
cfb

cfs=cfbh i

1 1.668 1.281 1.39 0.379 0.532 0.46
3 2.153 1.45 1.73 0.489 0.602 0.56
5 2.981 1.68 2.16 0.632 0.681 0.67

Subscripts 1 and 2 refer to the top first and the second atomic layers in a flat surface. css=csbh i is
approximately equal to 1 - cfs=cfbh i

24.4 Strain-Induced Skin Elasticity and Stress 485



under ultrahigh vacuum may rectify the deviation. The predicted size dependence
of the remaining cohesive energy also agrees with the measured size effect on the
binding energy per atom of Ag particles [64] and the structural phase transition
temperature for Pb nanoislands on Si substrate [65].

24.4.2 T-Dependent Liquid Skin Tension

The zi, m, and T dependence of the mean surface energy density, cdsh i and mean
atomic cohesive energy, cfsh i can be expressed as [66]
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Fig. 24.5 Prediction of curvature-induced a energy density gain per unit volume and b the
remnant cohesive energy per discrete atom averaged over the surface skins (surface) of two
atomic layer thickness and averaged over the entire spherical solid (volume average or size
dependence). The former increases, whereas the latter drops with the decrease in solid size. The
volume average of a determines the size dependence of strength and elasticity, and the volume
average of b dictates the thermal stability of nanostructures. Panels c and d compare the
predictions with the measured size-dependent relative change of Young’s modulus (energy
density) of ZnO nanowires [62] and the cohesive energy (evaporation temperature) for PbS, Ag,
and Au nanosolids [63]. Insert in c is the same set of data expressed in Y–K wise [66] (reprinted
with permission from [111])

486 24 Liquid and Solid Skins



cdsh i ¼
P

i� 2 Ei zi; Tð Þ
�

d3
i zi; Tð Þ � di zi; Tð Þ

P
i� 2 di zi; Tð Þ eV

�
nm3

� �

cfsh i ¼
P

i� 2 ziEi zi; Tð Þ
2

ev=atomð Þ;

Under the given conditions of aTm � 1 and T ffi hD, the cdsh i can be reduced
as

cds Tð Þ
cdb 0ð Þ

D E
ffi

TffihD C� mþ2ð Þ
1 þC� mþ2ð Þ

2
C1þC2

� zb1C�2
1 þzb2C�2

2
C1þC2

g1T
Eb 0ð Þ

� �
1

1þaiTð Þ3

ffi
aTm�1 C� mþ2ð Þ

1 þC� mþ2ð Þ
2

C1þC2
� zb1C�2

1 þzb2C�2
2

C1þC2

g1T
Eb 0ð Þ

ð24:9Þ

To be in line with the current definition of surface energy density, one needs to
assume a thickness D(= d1 ? d2) to apply to the classical expression for surface
tension or stress, cs Tð Þ=D. The introduction of D does not vary the reduced form of
surface tension and thus one has

cs Tð Þ
cb 0ð Þ ¼

cs Tmð Þ
cb 0ð Þ þ

atTm

cb 0ð Þ 1� T

Tm

� 	
¼ cs 0ð Þ

cb 0ð Þ �
atT

cb 0ð Þ ð24:10Þ

Equating Eqs. (24.9)–(24.10) leads to an estimation of the single bond energy
Eb(0) and the bulk energy density, cb 0ð Þ=D, with the measured temperature
dependence of surface tension:

cb 0ð Þ ¼aiT�1 C1þC2ð Þ� cs Tmð ÞþatTmð Þ
C� mþ2ð Þ

1 þC� mþ2ð Þ
2

¼ A1 mð Þ cs Tmð Þ þ atTm½ � ¼ A1 mð Þcs 0ð Þ

Eb 0ð Þ ¼aiT�1 zb1C�2
1 þzb2C�2

2
C1þC2

� g1cb 0ð Þ
at

8
<

:

ð24:11Þ

where A1(m) is bond nature dependent. The calculated A1 (m = 1) = 0.6694 and
A2 = 3.4174. A careful fitting to the measured surface tension with the given
Debye temperature and the known coefficient of thermal expansion can derive the
precise value of Eb(0) for a specimen. Based on this relation, one can reproduce
the measured temperature dependence of surface energy, surface tension, and
Young’s modulus with derivatives of the Eb(0) that represents the mean bond
energy of the entire solid. Involvement of artifacts and impurities will cause
deviation of the Eb(0) from the true values.

Figure 24.6 shows the reproduction of the measured temperature dependence of
surface tension of (a) liquid Hg [52] and Ni [51], (b) Co [67] and H2O [68], and (c)
hexadecane and polyethylene [69]. With the Debye temperature and the thermal
expansion coefficient for the corresponding specimens as input parameters, the
Eb(0) is derived. No other parameters are involved. Tables 24.1a and 24.1b
summarize information of the estimated results for several specimens.
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Therefore, reproduction of the temperature and atomic CN dependence of surface
tension results in information regarding the mean atomic cohesive energy in the bulk.
The accuracy of the derivatives can be improved by increasing the droplet size or
minimizing the curvature and by improving the sample purity [70, 71] because
artifacts such as surface contamination and sample purity may lead to error to the
derived Eb(0) value. The high sensitivity of the derived EB(0) to the chemical con-
dition of the liquid and solid surfaces could be an advantage of this approach, which
offers a promising way to detect chemical reactions of a specimen by attaching other
guest atoms such as biomolecules and cells to the surface of low-Tm specimens.

Adatoms or atomic vacancies during crystal growth will affect the surface
energy in a dynamic way by introducing additional traps nearby because of the
bond order deficiency, which is within the BOLS expectation [72, 73]. However,
the dynamic behavior of adatoms and vacancies is not immediate concern in the
present case. The present approach derives information of bond energy limiting
only to elemental specimens. For compounds or alloys, one can obtain the mean
value of atomic cohesive energy. The accuracy of estimation is strictly subject to
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Fig. 24.6 Estimation of Eb(0) by reproducing the measured temperature dependence of surface
tension for a Hg [52] and Ni [51] liquid, b Co [67] and H2O [68], and c hexadecane and
polyethylene [69]. Tables 24.1a and 24.1b list the input and output parameters (reprinted with
permission from [111])
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the measurement. Other factors such as materials purity, defect concentration, and
testing techniques may lead to the accuracy of the derived Eb(0) values. Dis-
criminating the contribution of defect concentration, surface chemical contami-
nation, or artifacts due to experimental techniques from the intrinsically true
contribution to the derived Eb(0) would be even more interesting. Nevertheless,
results given here and progress made insofar may demonstrate that the current
T-BOLS approach could represent the true situation of observations.

24.4.3 Strain-Induced Skin Elasticity and Strength

Incorporating the nanoindentation measurement of the hardness (stress) for TiCrN
[24] and Si [19] surfaces yield the relationships

rs � rð Þ=r ¼ C� mþ3ð Þ
i � 1 ¼

50�25ð Þ
25 ¼ 1 TiCrN; Ci ¼ 0:9; m ¼ 4ð Þ

70�12ð Þ
12 ¼ 4:7 Si; Ci ¼ 0:84; m ¼ 4:88ð Þ

(

This relation derives the m values and the extent of bond contraction using
Eq. (24.6). For the TiCrN surface, the Ci value is estimated to be *0.9 and the
associated m = 4. The Ci for Si is estimated at 0.84 with the given m = 4.88.
Similarly, for amorphous carbon films [23], the Ci is around 0.8 ± 0.2 with the
given m = 2.56. Predictions also agree with the theoretically calculated thickness
dependence of Young’s modulus for Ni, Cu, and Ag thin films at T � Tm [74, 75].

Incorporating the maximum Y values and the lattice contraction [29] to the
BOLS expression (Yi/Yb = Ci

-(m ? 3) with m = 1) leads to a Ci value of 0.95 for
steel. Unfortunately, the high ri/r[ 4 values for Ag, Ni, Cu, and Al (m = 1) thin
films [27] are beyond the BOLS expectation. The exceedingly high surface hard-
ness may result from artifacts such as surface passivation that alters the nature of the
initially metallic surface bonds to a compound with m value greater than four.

The Y-suppression of an organic specimen indicates the importance of the
(Tm - T) contribution to the mechanical strength. The Y value drops for polymers
with size, according to the empirical relation Y = 0.014 9 ln(x) ? 0.903 ± 0.045
[32], with x being the particle size in nm. The Y-suppression of polymers results
from the low Tm(*450 K) of the specimen. The ambient testing temperature is
only 2/3 of the Tm.

24.5 Adsorbate-Induced Skin Stress: Bonding Effect

24.5.1 Observations

Atoms at the pure metal surfaces relax inwardly and reconstruct in the surface
planes because of the spontaneous bond contraction and the derived tensile stress.
The stress-induced inward relaxation is quite common despite the discrepancy in
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the number of layers being involved. Occasionally, surface tension breaks bonds
between surface atoms, and then, atoms may move away from the surface without
being disturbed by external stimulus. For instance, missing rows could often form
at the Au, Pt, Ag, Pd, and Rh surfaces, in particular, in the (110) plane [76–80]
with least mass density in the plane compared with the (100) and the (111) planes.
The surface relaxation and reconstruction are consequences of bond order defi-
ciency according to the BOLS notation.

However, adsorbate could induce various kinds of stresses accompanied with
versatile patterns of relaxation and reconstruction [59, 81, 82]. The spacing
between the first and the second atomic layers expands if an adsorbate such as C,
N, and O buckles into space between the atomic layers even if there is contraction
of bonds between the adsorbates and the host atoms [81]. For example, H, C, N, O,
S, and CO adsorbates on a metal surface could change the surface stress and cause
surface reconstruction because of bond making and breaking. Surface adsorption
of sodium ions also increases the stiffness of a microcantilever [83].

The adsorbate-induced stress is versatile and capricious. One kind of adsorbate
can induce different kinds of stresses at different planes of the same specimen, and
different kinds of adsorbates can induce different stresses at a specific surface. The
adsorbate-induced stress may change its sign when the adsorbate coverage chan-
ges. For example, one monolayer (ML) of oxygen on a Si(111) surface could
induce -7.2 N/m compressive stress while, on the O–Si(001) surface, the adsor-
bate produces a tensile stress of 0.26 N/m [84]. One ML S, O, and C addition to
the Ni(100) surface could induce a c(2 9 2) reconstruction with compressive
stress of -6.6, -7.5, and -8.5 N/m, respectively [85]. The C, O, and S adsorbate-
induced stresses provide driving forces for the Ni(111) surface reconstruction upon
adsorption [86]. An STM bending bar measurement [87] suggested that the
(2 9 1)–O phase induces compressive stress on the Cu(110) surface and the stress
varies significantly with oxygen coverage. Using the cantilever vibration method,
Hwang et al. [88] studied the correlation between bimolecular interactions and the
dynamical response of nanocantilevers in terms of the resonant frequency shift.
They found that the surface stress increases linearly with the concentration of
antigen, driven by the specific protein–protein interactions.

Room temperature adsorption of CO molecules could induce exclusively a
compressive stress on the Ni(111) surface. The stress is tensile on the Ni(100)
surface at a CO coverage below 0.2 ML [89]. The tensile stress passes through a
maximum of 0.96 N/m at a coverage of h = 0.09 and then becomes compressive
for h[ 0.25 with a value of -0.54 N/m at h = 0.5, as compared in Fig. 24.7. The
latter value is small compared with the stress produced by other more strongly
chemisorbed adsorbates on the same surface. The sign reversal of the CO–Ni(100)
surface stress corresponded to a coverage-dependent variation in the net charge
transfer between the metal surface atoms and the adsorbates, involving an
enhanced splitting of the bonding and the CO–2p* antibonding orbitals of
neighboring molecules at higher adsorbate coverage [89]. Nitrogen addition is
often more beneficial to the mechanical and corrosion properties of a metallic
surface because N could induce different kinds of stress [90, 91].
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A full understanding of the adsorbate-induced stress may help to explain the
adsorbate-induced slope change in the temperature dependence of the surface
tension such as Sn liquid, as shown in Fig. 24.4. Charge repopulation and polar-
ization upon chemisorption should provide forces driving the observed recon-
struction and the measured stress.

Figure 24.8 shows that hydrogen plasma sputtering embrittles Ti surface and
causes a detrimental effect on the toughness of a Ti specimen that would otherwise
behave as a ductile material when breaking [92]. Nanovoids about two nm in
diameter are formed on the epitaxial GaN layers upon high-dose hydrogen
implantation and subsequent annealing, while large microcracks of 150–200 nm
long occurred after 1 h annealing at 700 �C, leading to surface blistering [93]. The
nanovoids also serve as precursors to the microcrack formation and the blistering
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Fig. 24.7 Coverage dependence of CO-induced a Ni(111) and b Ni(100) surface stress [89]. CO
turns the Ni(111) surface to be compressive, and CO changes the Ni(100) stress from tensile to
compressive with the increase in CO coverage (reprinted with permission from [111])

Fig. 24.8 Fracture cross-sectional SEM morphologies of a pure Ti and b hydrogen plasma-
sputtered Ti showed the hydrogen-induced transformation from ductile to fragile modes of failure
(reprinted with permission from [92])
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process at Si [94] and AlN [95] surfaces as well. These observations manifest the
special function of hydrogen atoms can only bonds to one atom each in termi-
nating the metallic bonding networks because of the presence of H+ valence. A
better understanding of H+ termination of bonding may explain the results of Na+-
and Ca2+-induced embrittlement of Al grain boundaries [96].

XRD and Raman measurement of the residual stresses of the Ti/TiC/diamond
interfaces at different stages in diamond growth revealed that carbon addition
could change the tensile stress of the Ti specimen into compressive [97]. As shown
in Table 24.4, the tensile stress dominates in the pure Ti surface and the carbon
turns the tensile surface stress of the Ti into compression upon TiC interlayer
formation. The compressive stress in the TiC interlayer and the tensile stress of the
Ti are reduced gradually with the thickness increases in the grown diamond films.

Broken-bond-induced bond contraction and bond strength gain create surface
tensile stress of pure metals. However, the mechanism for the adsorbate-induced
stress, being a long historical issue, is yet unclear. Particularly, how the surface
stress changes its sign upon increasing the dosage of adsorbate and why different
adsorbates cause different kinds of stress at a given surface. Apparently, the
processes of adsorbate-induced stress cannot be explained in terms of the potential
wells of adsorption [59] but atomic valance variation during reaction [81].

24.5.2 Electronic Origin: Charge Entrapment
and Polarization

Adsorbate-induced charge redistribution and polarization is responsible for the
adsorbate-induced surface stress and the corresponding reconstruction [59, 81].
Atomic valence variation is responsible for the stress evolution including the sigh
change. The bond making dynamics described in Part I may illustrate the evolution
of bond stress during adsorbate bond making.

24.5.2.1 O12-Induced Stress at the Cu(001) and the Rh(001) Surfaces

STM imaging and the corresponding c(2 9 2)–2O1- bond configurations at the
Cu(001) and the Rh(001) surfaces (Part I) indicate that in both cases, O1-

adsorbate occupies the fourfold hollow site. Because of the difference in lattice

Table 24.4 Residual stresses (GPa) of Ti, TiC, and diamond coatings deposited with CH4/
H2 = 196: 4 at a plasma power of 1 kW [97]

Diamond film thickness (lm) 3.8 6.4 8.1 9.2

Diamond XRD (311) -3.42 -3.19 -2.85 -2.41
Raman (1,332 m-1) -3.5 -3.1 -3.2 -2.1

TiC interlayer XRD (420) -0.505 -0.280 -0.344 -0.303
Ti substrate XRD (420) 0.267 0.120 0.118 0.105
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size (dCu = 0.255 nm; dRh = 0.268 nm) and the electronegativity (nCu = 2.5;
nRh = 2.2), O1- prefers one bond forming with a Cu atom on the surface and
polarizes the remaining three Cu atoms nearby in the surface plane. A group of
four O1- ions and a pair of O1- ions form two domains (depressed patches in dark)
with walls consisting of the interlocked dipoles (bright protrusions). Therefore, the
Cu(001)–c(2 9 2)–2O1- surface is fully occupied by the interlocked dipoles and
the atoms attract one another. The surface stress tends to be tensile.

However, the O1- forms a bond with an Rh atom immediately underneath and
polarizes the remaining four atoms in the surface. The dipoles point to the open
end of the surface. The surface dipoles repel one another, and therefore, com-
pressive stress dominates in the Rh(001)–c(2 9 2)–2O1- surface with a ‘radial
outgoing’ pattern of reconstruction. The Rh(001)–c(2 9 2)–2O1- scenario holds
for the Ni(001)–c(2 9 2)–2C1- surface as well with compressive stress domi-
nance. Therefore, the same O1- adsorbate induces an opposite stress on the
fcc(001) surface of Cu and Rh because of the difference in the electronegativity
and the lattice size of the host elements.

24.5.2.2 Cu(001)–(2 3 2H2)R45�–2O22 Compressive Stress

On further relaxation of the O-adsorbed Cu(001) surface, the O adsorbate varies its
valence value from -1 to -2 accompanied with a Cu(001)–(2 3 2H2)R45�–2O2-

‘missing-row’-type reconstruction. The sp-orbit hybridization of oxygen leads to a
tetrahedron with involvement of two bonding and two non-bonding orbitals. The
non-bonding lone pairs polarize the neighboring Cu atoms to be Cup dipole. The
Cu3O2 pairing tetrahedron is formed with antibonding dipoles that are coupled
oppositely, crossing over the missing row atoms. Because of the dipole–dipole
repulsion, compressive stress becomes dominant at the Cu(001)–(2 3 2H2)R45�–
2O2- surface. Therefore, the evolution of the O1- to the O2- turns the Cu(001)
surface stress from tensile to compressive because of charge redistribution and
polarization upon adsorbate bond making.

24.5.2.3 C42-, N32-, and O22-Induced fcc(001) Surface Stress

Likewise, N-3 results in tensile, while C-4 leads to compressive stress on the
Ni(001) surface. The sp-orbit hybridization of N gives one, and the sp-orbit
hybridization gives one non-bonding lone pair to the N- but none to the C-centered
tetrahedron, because of their different valences. The N–Ni(001) surface produces
the Ni+–Ni+–Ni+/p–Ni+/p chain, and the C–Ni(001) produces the Ni+–Ni+–Ni2+–
Ni2+ chain along the 11h i surface direction. The repulsion between the like charges
and the attraction between the unlike ones causes a tensile response of the
N–Ni(001) surface bonds. The repulsion throughout the rhombus chain leads to the
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compressive response of the bonds at the C–Ni(001) surface [98]. The bond stress
response gives rise to the tensile or the compressive stress for the O2--, N3--, and
C4--induced reconstruction systems.

Therefore, adsorbate may induce positive or negative surface stress, depending
on the substrate geometry and importantly the atomic valence and polarization.
These electronic scenarios improve understanding of the adsorbate-induced sur-
face stress and the adsorbate-induced slope change in the temperature dependence
of the surface tension of liquid metals.

24.6 Nitrogen-Enhanced Elasticity and Hardness

24.6.1 Observations

Nitrogenation of metals has been a fully developed technology for hardness and
elasticity enhancement of a surface [99–105]. Even though the hardness and
elasticity of nitrides has been intensively investigated and widely utilized, neither
the local bonding structure nor the microstructure corresponding to the observed
mechanical properties, are well established [90, 106].

The joint effect of surface bond contraction, bond nature alteration, and the
involvement of non-bonding lone pair is crucial to the hardness and elasticity of
the nitride surfaces [24]. Nanoindentation measurements revealed that the elastic
recovery of TiCrN and GaAlN surfaces could reach as high as 100 % and the
nitride films are harder under a relatively lower indentation load (\1.0 mN) than
the amorphous carbon (a-C) films that are slightly softer and less elastic at the
same load scale of indentation [107]. At a nanoindentation load of 1 mN and
below, the hydrogenated CN:H film is harder and more elastic (75 % elastic
recovery) compared with that of a-C:H (60 % elastic recovery). However, at
higher indentation load, nitride films are softer than the a-C films or polycrystalline
diamond. For C and Ti nitride films, the elastic recovery ranges from 65 to 85 % at
higher indentation load (5 mN) [106]. The friction coefficient of the nitride films
increases suddenly at critical loads for TiN and CN (5 N), indicating the breaking
of the surface bonds. Similarly, sapphire (a-Al2O3) with lone-pair presence [108]
exhibits a pop-in (a sudden shape change of the stress-depth profile shape) critical
load at 1.0 mN below which the elastic recovery of the specimen is 100 % under
nanoindentation [43]. The higher pop-in critical load of sapphire may indicate the
breaking the high-density lone pairs in the oxide.

24.6.2 Atomistic Mechanism

The typical case in which the N reacts with metal atoms in a surface of C3v

symmetry, such as the fcc(111) and hcp(0001) planes [90, 109]. The N3- ion is
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located in between the top two atomic layers with the lone pair directing into the
substrate. The smaller M+ and the saturate bonded N3- ionic cores with densely
packed electrons surface form the skin ionic bonding network. Charge transpor-
tation upon bond formation empty the outermost shells of the M+ ions. Therefore,
the top surface layer should be chemically inert as it is hard for one additional
acceptor to catch electrons from the deeper energy levels of the M+ ions. Electrons
in the saturated bond should be more stable compared with the otherwise unb-
onded ones in the neutral host atoms.

The high intra-surface strength due to the ionic networking could be responsible
for the hardness of the top atomic layer. On the other hand, the N3-–M+ network at
the surface is connected to the substrate mainly through the non-bonding lone
pairs. The non-bonding interaction is rather weak (*0.05 eV per bond) compared
with the initially metallic bonds (*1.0 eV per bond) or the intra-surface ionic
bond (2–3 eV per bond). The weak interlayer interaction due to lone-pair for-
mation should be highly elastic within a certain range of loads, which makes the
two adjacent surface layers more elastic at an indent load lower than a critical
value at which the lone pairs will break. Therefore, the enhanced intra-layer
strength makes a nitride usually harder, and the weakened interlayer bonding
makes the nitride highly elastic and self-lubricating. Results of indentation at
various loads and the sliding friction measurements agree with the anticipated high
elasticity and high hardness at lower indent load and the existence of the critical
scratching load [24].

The surface ionic layer determines the hardness of a nitride coating and the
surface bond contraction further enhances the hardness at the surface. The lone
pairs are responsible for the high elasticity and self-lubrication of the nitride.
Therefore, the strength of the previously predicted hardest C3N4 phase is lower
than diamond or cubic boron nitride by a surprisingly large amount, while the
C3N4 phase is highly elastic because of the excessive electrons on the N atoms,
consistent with the current understanding [110]. The excessive electrons exist in
the states of non-bonding lone pairs, which play a key role in determining the high
elasticity and low hardness, and hence, no nitride should be harder than a diamond.
Nitride multilayers could be a different case because of the interface mixing where
bond contraction, energy densification, and pinning effect will take place.

Briefly, nitrogen could enhance the hardness of a metal surface because of the
bond nature alteration and surface bond contraction. An N–M bond is shorter than
a C–M bond because of the ionic radius of C4- and N3-. The involvement of lone
pairs makes the nitride more elastic but readily broken under a critical load. Such
an interpretation may provide a possible mechanism for the atomistic friction and
self-lubrication of a nitride specimen.
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24.7 Summary

An application of the T-BOLS correlation with the liquid and solid skins has led to
a consistent insight into the atomistic mechanism for the surface energetics and its
derivatives on the elasticity and strength. Major conclusions drawn from this
Chapter are the following:

1. The broken bond may not contribute directly to the surface energetics, but the
broken bond causes the remaining ones to contract spontaneously associated
with bond strength gain. The shortened and strengthened bonds between the
undercoordinated surface atoms dictate the surface energetics and the
mechanical behavior of liquid and solid skins. The bond strain induces surface
stress rather than the inverse: Surface stress compresses the surface bond to
contract. The strain-induced stress is always tensile, giving rise to the observed
pinning and trapping effect in the surface skins.

2. The energy density gain and the cohesive energy remnant per discrete atom are
suggested essential to classify the origin and temperature dependence of surface
energetics and their responsibilities for surface processes and phenomena.
These new concepts may provide a complementary to the classical theories of
continuum medium mechanics and statistic thermodynamics.

3. A solid surface melts first and a liquid surface solidifies easier than the liquid
core. A strained, solid-like, and well-ordered liquid skin serves as an elastic
covering sheet for a liquid drop or a gas bubble formation; a solid skin is
generally harder than the core interior.

4. Functional dependence of the surface energetics on the bonding identities
represents the true situation that the variation of surface energetics from the
bulk values arises from the shortened and strengthened bonds between the
undercoordinated atoms.

5. The predicted volume average of the energy density gain and the residual
atomic cohesive energy agrees with the measured size dependence of Young’s
modulus and the critical temperatures for evaporation, melting, and phase
transition.

6. The thermal expansion and vibration weaken surface energetics through the
internal energy, which follows the integration of the specific heat. This
approach allows us to estimate the bond energy by reproducing the measured
temperature dependence of surface tension and Young’s modulus. The accu-
racy of estimation is strictly subject to the experimental data.

7. Adsorbate-induced inflection of the temperature coefficient of the surface ten-
sion and the adsorbate-induced surface stress evolution of a solid surface can be
consistently understood in terms of adsorbate bond making that causes charge
redistribution and polarization and the corresponding patterns of reconstruc-
tions. The adsorbate-induced stress may change from situation to situation
depending on the configuration of surface bonding networks. The involvement
of non-bonding lone pairs and the bond nature alteration in nitrogenation makes
a nitride surface highly elastic and robust at relatively lower indentation or
scratching load.
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Chapter 25
Monatomic Chains: Strength
and Extensibility

• With involvement of neither atomic gliding nor bond unfolding, monatomic
chain forms an ideal prototype for knowledge of bond stretching.

• A bond in a monatomic chain contracts by 30 % at equilibrium, and the metallic
bond energy increases by 43 % compared with the bond in the bulk counterpart.

• A monatomic chain melts at 0.42 Tm; metallic chains could form at 0.4 Tm with
caution in operation.

• The breaking limit of the bond varies exponentially with the inverse separation
(Tmi-T) between the melting point of the chain and the temperature of operation.

25.1 Observations

25.1.1 Temperature-Dependent Strain Limit

A metallic monatomic chain (MC) is an ideal prototype of a nanowire for studying
the extensibility and mechanical strength as the extension of an MC involves only
the process of bond stretching. Processes such as bond unfolding or atomic gliding
take place in coarse-grained metallic chunks under mechanical stretching [1]. The
intriguing phenomena appearing in MCs include the quantum conductance, higher
chemical reactivity, lower thermal stability, and the unusually high mechanical
strength at low temperatures and high ductility at slightly higher temperatures.
Temperature of operation is an important factor to the performance of atomic
chains. The quantum conductance of MCs has been understood as arising from the
enlarged sublevel separation, known as the Kubo gap, dk = 4EF/3N, where EF is
the Fermi energy of the bulk and N is the total number of atoms of the cluster [2,
3]. Atomic chains of Au and Ag exhibit semiconductor features with a bandgap of
1.3 eV for Au and 0.8 eV for Ag with reasons yet to be clear [4]. This transition of
conductor–insulator happens to metal clusters at *2 nm scale. Knowledge about
the equilibrium bond length, strength, extensibility, maximum strain, specific heat,
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and the thermal and chemical stability of the MC bond is essential to under-
standing the process of superplasticity of atomic wires at the nanoscale.

The breaking limit of the Au–Au distance in the MC varies from range of 0.29 nm
[5], 0.36 nm (±30 %) [6], 0.35–0.40 nm [2], and even on a single occasion as
0.48 nm [7], measured using TEM at room temperature. The atomic distance in the
stress-free Au atomic wires also varies from 0.24 to 0.34 nm with an estimated
average of 0.26 ± 0.02 nm at room temperature [8]. However, at 4.2 K, the
breaking limit of the Au–Au bond is reduced to 0.23 ± 0.04 nm as measured using
STM and to 0.26 ± 0.04 nm as measured using mechanically controllable break
junctions [9]. The standard bulk value of the Au–Au distance is 0.288 nm.

Likewise, STM measurement [10] revealed at 4.2 K that the Ir-MC and the Pt-
MC breaks at 0.22 ± 0.02 and 0.23 ± 0.02 nm, respectively, being substantially
shorter than the corresponding bulk values of 0.271 and 0.277 nm. Low-temper-
ature measurements of the MCs show a commonly large extent of bond contraction
with respect to the bulk values despite the applied tensile stress.

Numerical calculations for the impurity-free Au-MC have yielded a maximum
Au–Au distance of 0.31 nm under tension [11–14], which hardly match the values
measured at the ambient or at the extremely low temperatures in ultrahigh vacuum.

An EXRAFS study [15] revealed that the covalent bond in the Tellurium MC
(0.2792 nm) is shorter and stronger than the bond (0.2835 nm) in the triagonal Te
(t-Te) bulk structure. The Debye–Waller factor (square of the mean amplitude of
lattice vibration) of the Te chain is larger than that of the bulk, but the thermal
evolution of the Debye–Waller factor is slower than that of the bulk, which sug-
gests the Te–Te bond in the chain is stronger than it is in the bulk, see Fig. 25.1a.

Figure 25.1b shows the temperature dependence of the interplanar spacing d of
the (220) plane for the annealed Ni nanowire arrays (45 nm) and the annealed bulk
Ni [16]. The results indicate that the bonds between atoms for Ni nanowires are
stronger than bonds in the bulk. These findings demonstrate evidently the shorter
and stronger bonds with greater amplitude of vibration and slower thermal
expansion of the bonds between the undercoordinated atoms. The slope of the
T dependence is inversely proportional to the atomic cohesive energy [17].

Figure 25.2a and b show the elastic modulus and the yield stress of Au nano-
structures measured at room temperature [18, 19]. At the size corresponding to
atomic chain, the elastic modulus is enhanced by 4–6 times with respect to the
bulk value of 79 GPa. The yield stress rises sharply in the limit of a single-atom
bridge to the value of *150 GPa and over 4 orders than the yield stress of single
crystal. The atomic-scale necks of gold tip in an atomic force microscopy were
pushed into a flat gold surface. An examination of these tiny, gold bridges revealed
that they were stiffest when they comprised just a single atom under compression.

Similarly, the yield stress of Ag atomic bridge reaches *14–25 GPa compared
to that of single crystal Ag, *0.5 MPa. The strength difference between Au and
Ag atomic image arises from the melting point that is estimated to be 294 K for Ag
and 318 K for Au atomic chains. These findings are consistent with the measured
enhancement of Young’s modulus, yield strength, and ultimate tensile strength as
the silver nanowire diameter is decreased [20].
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25.1.2 Known Mechanisms

The following explains the Au-MC elongation in terms of structural, chemical, or
electronic effects:

• The fuzzy image mechanism [11] suggested that the MC elongation results from
an artifact linked to a rotatable zigzag structure of the atomic chain. For an MC
with an odd number of atoms, every other one is at fixed position along the chain

Fig. 25.1 a Size and temperature dependence of the Debye–Waller factor r2 (amplitude of
lattice vibration) of the nearest neighbor within chains for Te systems. Solid lines are the
respective correlated Einstein model fit to t-Te in the 0.5-nm-thick films (solid circles). The
triangles denote r2 for bulk t-Te; the squares denote r2 for the 300-nm-thick films (reprinted with
permission from [15]), and b the temperature dependences of the interplanar spacing d of the
(220) plane for the annealed Ni nanowire arrays (curve a) and the annealed bulk Ni (curve b)
show the same trend of size and temperature dependence (reprinted with permission from [16])
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Fig. 25.2 Size dependence of a Young’s modulus and b yield stress of Au nanostructures down
to the lower end of the size limit as being the monatomic chain (K = 1.5, indicated by the broken
lines [41]) (reprint with permission from [18, 19, 42])
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axis, while the atoms between the fixed ones rotate rapidly around the axis,
offering a fuzzy image that TEM imaging could hardly catch. This mechanism
works merely for the MCs consisting odd number of atoms [21, 22].

• The impurity mediation mechanism [23] proposed that artificial mediation with
impurities of light atoms such as X (¼ H, He, B, C, N, O, S, CH, CH2, and CO)
being inserted into the Au–Au chain in calculations is responsible for all the
observed elongations because the light atoms cannot be seen in the TEM. The
light atom insertion has indeed led to gold separation in the Au–X–Au chain that
could match the observed Au–Au distances. For instance, the insertion of a
carbon atom leads to the stretched Au–C–Au distance of 0.39 nm just before
breaking; wires containing B, N, and O displayed even larger distances under
tension. The Au–H–Au distance, 0.36 nm, matches one of the experimentally
measured values, and the anomalously large distance of 0.48 nm matches the
separation between gold atoms in an Au–S–Au chain [24].

• The charge mediation mechanism [25] assumed that the enlarged electronega-
tivity and electroaffinity of the undercoordinated Au-MC atom enables the Au
atom to catch selected number of electrons from the TEM radiation. Then, this
charging effect modifies the shape of the interatomic pairing potential with the
presence of a potential maximum or force zero (transition point at the second-
order differential of the potential curve), at a distance being attributed to the
breaking limit. It was derived that the states of Au2

1-, Au3
2-, Au4

2-, and Au4
3-

could lead to the maximum Au–Au distances of 0.49, 0.41, 0.49, and 0.35 nm,
respectively. Unfortunately, this argument could not explain the Au–Au dis-
tances shorter than 0.35 nm. In fact, charging effect exists only for thick insu-
lating samples in the TEM measurement because of the non-conductive
character of the specimen, according to Egerton et al. [26]. The energetic
electrons (E [ 105 eV) in the TEM readily transmit through insulating speci-
mens thinner than 100 nm, and the charging effect for conductors or thinner
insulators becomes negligible though an increase in the electroaffinity does
occur to the undercoordinated Au atoms by 1.34 eV (25 %) [27].

The Au–Au, Pt–Pt, and Ir–Ir distances at low temperatures are 15–20 % shorter
than the bulk values, which are beyond the scope of these mechanisms. Therefore,
mechanism for the MC elongation is still open for debate. Encouragingly,
sophisticated DFT calculations [28] suggest that the pairing potential is valid and
the Au–Au equilibrium distance (without the presence of an external stimulus) is
between 0.232 and 0.262 nm and the cohesive energy per bond increases by
200 % from -0.51 to -1.59 eV. MCs of Pt, Cu, and Ag follow the same trend in
theory though experimental observation of such MC formation at room tempera-
ture has been infrequent.

According to the ab initio calculations and STM measurements [29], the
mechanical strength of the Au–Au bond is about twice that of the bulk value.
Results from a combination of high-resolution TEM and MD simulation [30]
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suggested that different initial crystallographic orientations lead to differentiated
linear Au atomic chain formations, which suggested that the kinetic aspects such
as temperatures and elongation rates strongly affect the morphology and chance of
MC formation. In addition to the DFT approaches, Jiang et al. [31] correlated the
formation tendency of a MC under tensile stress to the ratio between the Peierls
stress of a bulk crystal having dislocations and the theoretical shear breaking stress
of the MC. They suggested that the metallic elements having the largest Poisson’s
ratio hold the largest MC-forming ability since such metals have the smallest
elastic energy storage within the crystals and can thus endure the largest plastic
deformation. Experiment using electron cohesive diffraction [32], MD [33] and
DFT [34] computations revealed consistently the skin-resolved Au–Au bond
contraction in Au nanocrystals because of the bond order loss.

25.2 T-BOLS Formulation

25.2.1 Chain Melting Energetics

The temperature of melting an atom with zi coordinates, Tm,i, is proportional to the
atomic cohesive energy, Tm,i � ziEi [35, 36]. If one wants to melt or thermally
rupture the bond, one has to provide thermal energy that is a certain proportion of
the entire binding energy. In contrast, breaking a bond mechanically at a tem-
perature T needs energy that equals to the net bond energy at T:

Eb Tð Þ ¼ Eb 0ð Þ �
RT

0
g1 tð Þdt T � hDð Þ

� g2 þ g1 Tm � Tð Þ T [ hDð Þ

8
><

>:

Ei Tð Þ ¼ Ei 0ð Þ �
ZT

0

g1 tð Þdt ¼ g2i þ
ZTm

T

g1i tð Þdt

¼ C�m
i Eb 0ð Þ � zbi

RT

0
g1 tð Þdt T � hDð Þ

� C�m
i g2 þ zbig1 Tm � Tð Þ T [ hDð Þ

8
><

>:

ð25:1Þ

The constant g2i is the 1/zi-fold energy that is required for evaporating a molten
atom in the MC with zi = 2. g1i and g2i can be determined with the known C�m

i

and the known bulk values of g1 and g2 that vary with crystal structures [37],

g1i ¼ zbig1

g2i ¼ C�m
i g2

�
:

25.1 Observations 507



25.2.2 Elasticity and Extensibility

The effect of heating on the strength and compressibility (under compressive
stress) or extensibility (under tensile stress) at a given temperature follows [38, 39]

Pi zi; Tð Þ ¼ � ou r; Tð Þ
oV

�Bi zi; Tð Þ ¼ �V
o2u r; Tð Þ

oV2

����
di

/ NiEi Tð Þ
d3

i Tð Þ

bi zi; Tð Þ ¼� oV

VoP

����
T

/ Bi zi; Tð Þ½ ��1

ð25:2Þ

Theoretically, b is in an inverse of the bulk modulus in dimension. However, g2i

does not contribute to the extensibility for the molten state as it approaches infinity
at Tm. The Ni is the total number of bonds in the di

3 volume. Calibrated with the
bulk value at T0, the reduced temperature dependence of the linear extensibility for
the MC at T � hD will be

bi zi; Tð Þ
b0 z; T0ð Þ ¼

di 1þ aiTð Þ
d 1þ aT0ð Þ ffi

g1 Tm � T0ð Þ
g1i Tmi � Tð Þ : ð25:3Þ

Note that the bond number density in the relaxed region does not change upon
relaxation (Ni % Nbulk). For instance, bond relaxation never changes the bond
number between the neighboring atoms in an MC (s = 1) whether it is suspended
or embedded in the bulk, nor does it change the number density between the
circumferential atomic layers of a solid.

25.2.3 Strain Limit

Introducing the following effects: (1) atomic CN-imperfection-induced bond
contraction, (2) thermal expansion (with linear coefficient ai), and (3) the tem-
perature dependence of extensibility (with coefficient bi), leads to an analytical
expression for the distance between two nearest atoms in the interior of a MC, as a
function of atomic CN, mechanical (P), and thermal (T) stimuli:

di zi; T ;Pð Þ ¼ d ffi C zið Þ 1þ aiTð Þ 1þ bi zi; Tð ÞP½ �

or the maximal strain at constant T,

DdiM zi; T ;Pð Þ
di zi; T; 0ð Þ ¼ bi zi; Tð ÞP ð25:4Þ

where di zi; T; 0ð Þ ¼ d ffi C zið Þ 1þ aiTð Þ is the bond length at T without mechanical
stretching. At the bulk Tm, the linear thermal expansion (ai 9 Tm) is around 3 %
for most metals, which is negligibly small compared with Ci. Equaling the energy
for mechanical rupture to that for thermal rupture, as given in Eq. (25.1), yields
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Ei Tð Þ ¼
ZdiM zi;T ;Pð Þ

di zi;T ;0ð Þ

Pdx ¼ P dMi zi; T;Pð Þ � di zi; T ; 0ð Þ½ � ¼ PDdiM zi; T ;Pð Þ

¼ g2i þ g1i Tmi � Tð Þ

ð25:5Þ

The mechanical rupture energy equals the thermal energy required for evapo-
rating the same atom by warming it up from the initial T. One can approximate the
P to the mean P; if the diM(zi, T, P) represents the breaking limit, as the integral is a
constant. Combining Eqs. (25.4) and (25.5) yields

P ¼ 	 Ei Tð Þ
b zi; Tð Þ ffi di zi; T; 0ð Þ

� �1=2

ð25:6Þ

For tensile stress, P takes a positive value; for compressive stress, P is negative.
The combination of Eqs. (25.3) and (25.6) yields the maximal strain of a bond in
the MC:

DdiM zi; T;Pð Þ
di zi; T; 0ð Þ ¼bi zi; Tð ÞP ¼ b zi;Tð Þ ffi Ei Tð Þ

di zi;T ; 0ð Þ

� �1=2

¼ g1di zi; T; 0ð Þ ffi b0 z;T0ð Þ
g1id ffi di zi;T ; 0ð Þ ffi Tm � T0

Tm;i � T

� ffi
ffi g1i Tm;i � T

� �
þ g2i

	 

� �1=2

¼ b0g1 Tm � T0ð Þ
d

1þ g2i

g1i Tm;i � T
� �

 !" #1=2

ffi b0g1 Tm � T0ð Þ
d

� ffi1=2

exp
g2=g1

2 Tm � T= 1þ Dið Þ½ �

� �
¼ Bffi exp

A

Tm � T= 1þ Dið Þ

� �

ð25:7Þ

where 1 ? Di = zibCi
-m. For a metallic MC with zi = 2 and m = 1, the melting

point is Tm;i / zibC�1
i Tm ¼ Tm=4:185 ¼ 0:239Tm: If the g2i is taken into consid-

eration in the extensibility of Eq. (25.3), the strain will remain constant without
features of temperature dependence:

DdiM zi; T;Pð Þ
di zi; T ; 0ð Þ ¼

zibb0 z; T0ð Þ
d

ffi Eb T0ð Þ
Ei Tð Þ ffi Ei Tð Þ

� �1=2

¼ const:

This derivative validates Born’s criterion of shear modulus disappearance at
melting. The g2i contributes to the plasticity but not to the elasticity.

The analytical expression of the maximal strain varies not apparently with the
extrinsic parameter P or the strain rate, but depends intrinsically on the inverse of
the Tm,i-T in an exponential way. When the temperature approaches Tm,i, the
strain will approach infinity. The constant A ¼ g2=2g1 is crystal structure
dependent. The factor B depends on the nature of the material and varies with the
bulk extensibility (at T0), bond length, and Tm as well as the specific heat per bond
in the bulk.
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25.3 Bonding Identities

25.3.1 MC Bonding Identities

The MC is an equivalent of the crystal at the lower end of size limit, that is, the
unit cell of an fcc structure with the effective size of K = 1.5 and z = 2
(R = Kd = 0.43 nm for an Au spherical dot or an equivalent of an fcc unit cell).
At z = 2, the Au–Au distance contracts by C2-1 = 30 % from 0.288 to
*0.201 nm, the XPS 4f binding energy shift by C�1

2 � 1 ¼ 43 % from the bulk
value of 2.86–4.09 eV and the melting point drops by z2;12C�1

2 � 1 ¼ �76 % from
1,337.33 to 320 K (0.239 Tm, see Part II).

Therefore, the value of 0.23 ± 0.04 nm of Au–Au breaking limit measured at
4.2 K under tension [9] is simply a *15 % strain response to the tensile stress of
the original equilibrium bond length, 0.201 nm. Similarly, the values of
0.22 ± 0.02 nm for Ir and 0.23 ± 0.02 nm for Pt [10] MC measured at 4.2 K are
also 16 and 19 % strain response to the tensile stress of the equilibrium MC bond
length (0.190 and 0.194 nm, respectively) that are 30 % shorter than the respective
bulk values of 0.271 and 0.277 nm.

25.3.2 Specific Heat and Breaking Limit

With the known values of thermal expansion coefficient a = 14.7 9 10-6 K-1,
Tm = 1,337.33 K, and d = 0.2878 nm, one can find the maximal strain of the Au-
MC using Eq. (25.7). Calibrated using the breaking limits of
diM(4.2 K) = 0.23 nm [9], and the mean diM(300 K) = 0.35 nm [2, 5, 6], Eq.
(25.7) results in the b0 = 5.0 TPa-1 and g2i/g1i = 64 K.

Using the relation Ei = Ci
-1Eb, or, g1iTm;i þ g2i ¼ C�1

i g1Tm þ g2ð Þ and the
given g1 = 0.0005542 eV/K and g2 = -0.24 eV for the fcc structures [37] turns
out g1i = 0.0033325 eV/K and g2i = 0.2128 eV. The bulk value of
g2 = Cig2i = 0.14897 eV, being compatible to that of diamond structures of
g2 = 0.24 eV. The g2 \ 0 in [37] means that the actual latent of atomization
energy of the molten atom is included in the term of g1Tm, and therefore, the g1

may not represent the true value of the specific heat per coordinate. Accuracy of
solutions gained herewith is subject strictly to the given g1 and g2 values and the
precision of the measured diM(T = 0) values used for calibration, as no freely
adjustable parameters are involved in calculations.

Figure 25.3a compares the calculated maximum strain versus T/Tm with the
measured values for the Au-MC at various temperatures. The theoretical curve
covers all the divergent values measured at 4.2 K (0.23 ± 0.04 nm) and at the
ambient temperatures (298 ± 6 K, 0.29–0.48 nm). The divergent data are actually
centered at some 22 K below the melting point, 320 K, of the Au-MC with a 6-K
fluctuation. The fluctuation may arise from differences in the temperature of
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testing, or the strain rate applied during measurement. Therefore, all reported
values of Au–Au bond breaking are true, but the measurements might have been
conducted in different seasons or different locations.

According to Egerton et al. [26], the temperature rise of a TEM specimen in
micrometer size caused by electron beam radiation in the TEM is less than 2 K.
The heat energy released from bond stretching may contribute to the actual tem-
perature of the specimen, but it is expected to be insignificant for the small
samples and is common to all measurements.

Likewise, the 16–19 % elongation limits of Ir-MC and Pt-MC measured using
an STM at 4.2 K are also within the framework. The divergent values of the
breaking limits measured at the ambient temperature are dominated by the
extensibility factor that increases exponentially with temperature and reaches
infinity at Tm,i. The thermal and mechanical fluctuations in the measurement
become significant.

Figure 25.3a also suggests that the dominant factor Tm has slight influences on the
breaking mode of a MC. The bond of a low-Tm specimen breaks more readily at low
temperature than the bond of a high-Tm specimen; the bond of the low-Tm specimen
is more easily extended as T approaches Tm,i than the ones with higher Tm values.

The above scenario for metallic MC elongation also applies to the elongation of
organic molecular chains. A curve shown in Fig. 25.3b for the monomer persis-
tence length versus temperature of a single polymer chain adsorbed on an Au(111)
substrate showed a similar trend of temperature-dependent extensibility to that for
the Au-MC despite the complexity of polymer extension because of the involve-
ment of worm-like extension and bond unfolding [40]. The rupture occurs at
315 K, and the monomer increases its length from 0.18 to 0.38 nm in an expo-
nential way when the temperature is increased from 300 to 315 K though the
rupture is a stochastic process and depends on many factors such as pulling speed,
bond strength, and the temperature of operation.

25.3.3 Criteria for MC Formation

Equation (25.7) indicates that a metallic MC melts at a temperature of 1/4.185
(0.239) of the bulk Tm. Observations suggest that a metallic MC could be readily
made at a temperature that is *20 ± 6 K lower than its melting point, Tm,i.
Therefore, if one wants to make a MC of a certain specimen extendable at the
ambient temperature (300 K), one has to work with the material whose Tm satisfies
(300 ? 20) 9 4.185 = 1,343 K or a value close to this point. However, an
extendable MC can hardly form at room temperature or above if the bulk Tm of a
specific metal is below 300 9 4.185 = 1,260 K, such as Sn (505.1 K),
Pb (600.6 K), and Zn (692.7 K). An extendable Ti-MC (with Tm = 1,941 K) may
form at *440 K, slightly lower than its Tm,i = Tm/4.185 = 462 K. Therefore, it is
possible to make a specific MC by operating the MC at a carefully controlled range
of temperatures.

25.3 Bonding Identities 511



Au is favorable for such MC formation at the ambient temperature, whereas the
well-known ductile metals of Ag (Tm = 1,235 K), Al (Tm = 933.5 K), and Cu
(Tm = 1,356 K) are unlikely to form extendable MCs though they could form
superplastic NWs at the ambient temperatures. Although the electronic structure
may need to be considered in making an MC [10], the operating temperature
would be most critical. The high extensibility is apparent in the temperature range
that corresponds to the quasi-molten state that is much softer and highly extend-
able than the bulk.

25.4 Summary

The T-BOLS correlation has enabled calibration of the length, strength, extensi-
bility, and thermal stability of the Au-MC bond under the conditions with and
without thermal and mechanical stimuli. Major findings are summarized as
follows:

1. Without external stimuli, the metallic bond in an MC contracts by *30 %,
associated with *43 % magnitude rise of the bond energy and 1/4.2 times of
the melting point compared with the bulk standard. The electroaffinity (sepa-
ration between the vacuum level and the band edge of the 4f conduction band)
of the Au-MC is 1.34 eV greater than the bulk, which is responsible for the high
chemical reactivity of the undercoordinated MC.
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Fig. 25.3 a Temperature dependence of an MC breaking limit in comparison with values for an
Au-MC measured at 4.2 K (0.23 ± 0.04 nm) and at ambient (298 ± 6 K, 0.29–0.48 nm)
indicates that the scattered data arise from temperature-dependent extensibility and the thermal
and mechanical fluctuations near the melting point of the Au-MC. Varying the Tm changes
slightly the ease of MC bond breaking at different temperatures. The 16–19 % elongation of Ir
and Pt measured using STM at 4.2 K [10] is also within the prediction. b Temperature
dependence of polymer extension also shows the exponential dependence of elongation before
breaking [40] (reprinted with permission from [43])
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2. The analytical solution shows that the strain limit of a metallic bond in a MC
under tension does not apparently vary with the mechanical stress or the strain
rate but apparently with temperature in the form exp [A/(Tm/4.2-T)]. This
relation governs the tendency for a metallic MC to form or break, and therefore,
an MC of other elements could be made by operating it at properly controlled
range of temperatures. However, as extrinsic factors, the stress field and the
strain rate could be important in the experiments relating to MC elongation.

3. Matching the calculated Au–Au distance to all the insofar measured values
indicates that the divergency in measurements originates from thermal and
mechanical fluctuations and the extremely high extensibility near the melting
point.

Therefore, the coordination-imperfection-enhanced binding intensity, mechan-
ical strength, the suppressed thermal stability, and the compressibility/extensibility
of a MC are correlated, which could be extended to the thermal and mechanical
behavior of other metallic nanowires. The developed approach provides an
effective way of determining the bulk 0 K extensibility, b0, the effective specific
heat g1i per coordinate, and the energy (g2i) required for evaporating an atom from
the molten MC. Practical data would be helpful to give information on the MC
bonding identities and the single-electron energy level of an isolated atom, one of
the challenging tasks for nanometrology.
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Chapter 26
Atomic Sheets, Nanotubes, and Nanowires

• The elastic modulus is proportional to the binding energy density (Ez/dz
3), while

the melting point to the atomic cohesive energy (zEz) , which causes the paradox
in observations at the nanoscale.

• With the known stiffness of 0.368 TPa�nm and the tip-end melting point of
1,593 K, the C–C bond in the SWCNT is determined to be *0.142 nm thick and
*0.125 nm long with a 68 % magnitude rise in binding energy, the edge C–C
bond is 0.108 nm long and 152 % times stronger, in comparison with the bulk
diamond values.

• The Young’s modulus of SWNT and graphene is 2.60 TPa, 2.5 times the bulk
value of 1.02 TPa.

• The Young’s modulus of a hollow tube increases with the inverse of wall
thickness, rather than its radius; a hollow tube is more elastic than a solid rod of
the same radius because of the relatively high proportion of surface atoms.

26.1 Observations

26.1.1 Stiffness and Elasticity

The strong bonds between adjacent carbon atoms make individual nanotube one of
the toughest materials ever known. A rather stiff CNT gel can be made by
physically grinding up SWCNTs with ionic liquids. The gels showed good thermal
and dimensional stability and could be shaped into conductive sheets to enhance
the mechanical properties. Using a coagulation-based CNT spinning technique,
Dalton et al. [1] spun surfactant-dispersed SWCNTs from a rotating bath of
aqueous polyvinyl alcohol to produce CNT gel fibers that they then converted to
solid nanotube composite fibers. The resulting 100-m-long fibers were 50 lm thick
and contained around 60 % nanotubes by weight. The composite has a tensile
strength of 1.8 GPa and an energy-to-break value of 570 J/g. The static fatigue
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strength of SWCNT ropes is at least twice that of graphite fiber within 104 s and is
similar to that of graphite fiber at longer times, while the dynamic fatigue strength
is twice that of the graphite fiber to up to 107 cycles [2]. The fibers, which are
suitable for weaving into electronic cloth, are four times tougher than spider silk
and 17 times tougher than the Kevlar fibers used in bulletproof vests. The fibers
also have twice the stiffness and strength and 20 times the toughness of the same
weight of a steel wire.

However, precision determination of the Young’s modulus of the CNTs is a
long challenge [3]. For instance, a TEM nanorobotic manipulator measurement
suggested that the Y value varies over a range of 0.5–5.5 TPa being subject to the
presumption of the wall thickness [4–11]. If one assumes the equilibrium inter-
layer spacing of graphite sheet as t1 = 0.34 nm, to represent the single-wall (bond)
thickness, the derived Y1 value is *1.1 TPa [12, 13]. If t1 = 0.066 nm, which is
close to the radius of a free carbon atom (0.0771–0.0914 nm), the Y1 is derived as
5.5 TPa [14–17]. The apparent thickness may change slightly due to the thermal
vibration [18], which should be limited to 5 % or lower of the bond length at the
temperature of melting [19]. The Y value for the bulk graphite or diamond is
1.02 TPa. However, the measured Y1 varies insignificantly with the tube diameter
or the tube helicity of the SWCNT though the curvature-induced strain may
contribute [20].

In practice, one can only measure the product of the Young’s modulus and the
wall thickness, or called stiffness, (Yt)1, of the SWCNT, rather than the individual
component, Y1 or t1. Although the measured values of t1 and Y1 are widely scat-
tered, the product of (Yt)1 surprisingly approaches a constant value of
0.368 ± 0.005 TPa�nm [21]. Therefore, discriminating the Y1 value from the
product of (Yt)1 is essential.

In contrast, the multi-walled (MW) CNTs demonstrate two typical trends of the
change in Y values:

• The Y value remains almost constant for a given number of walls without
change in the tube diameter [12] and

• The Y value increases as the number of walls (k) or wall thickness is reduced
[22].

26.1.2 Thermal and Chemical Stability

On the other hand, the CNTs are less chemically and thermally stable compared
with the bulk graphite or diamond crystal. Atoms at the open edge of a SWCNT
could even melt or coalesce prior to that for atoms in the tube body at temperature
much lower than the melting point of the bulk graphite (Tm = 3,800 K). The
coalescent temperature of the MWCNT increases as the number of walls increases,
being opposite in trend to the elastic modulus. Coalescence of the SWCNT hap-
pens at 1,073 K under energetic (1.25 MeV) electron beam irradiation, and the
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coalescence starts at sites surrounding atomic vacancies via a zipper-like mecha-
nism [23], indicating that the undercoordinated atoms melt more easily and the
vacancy provides site for thermally induced structure failure.

The STM tip-end that is made of SWCNT starts to melt at 1,593 K in ultrahigh
vacuum [24]. The tip-end of the SWCNTs melts first and then is followed by the
wall of the SWCNT. The electron beam irradiation lowers at least the melting
point by some 500 K due mainly to the impulse of the energetic electrons,
according to Egerton [25]. Annealing at 1,670–1,770 K under medium–high
vacuum, or in flowing Ar and N2 atmospheres, 60 % SWCNTs coalesce with their
neighbors [26]. Heating under an Ar flow in the temperature range of
1,873–2,273 K results in a progressive destruction of the SWCNT bundle, and this
is followed by the coalescence of the entire CNT bundle [27]. Coalescence starts at
the edge of CNT bundles [28]. SWCNTs transform at 2,473 K or higher to
MWCNTs with external diameter of several nanometers. Fe–C impurity bonds can
be completely removed from the CNTs at 2,523 K [29]. MWCNTs are more
thermally stable than the SWCNTs, and the stability of the MWCNTs increases
with the number of walls (k) [9, 30, 31], opposing to the change trend of modulus.
On the other hand, an ordinary camera flash [32] could burn the SWCNT at the
ambient conditions, showing the higher chemical reactivity for oxidation of the
SWCNT.

Lee et al. [33] measured the elastic properties and intrinsic breaking strength of
a freestanding monolayer graphene ribbon (GNR) by nanoindentation in an AFM.
They found that the force–displacement behavior is nonlinearly elastic and yields
second- and third-order elastic stiffness of 340 Nm-1 (Nm-1 = TPa�nm) and
-690 Nm-1, respectively. The breaking strength is 42 Nm-1 and represents the
intrinsic strength of a defect-free GNR sheet. These quantities correspond to a
Y = 1.0 TPa, a third-order elastic stiffness of D = -2.0 TPa, compared with the
intrinsic strength of rint = 130 GPa for bulk graphite. These experiments estab-
lished graphene as the strongest material ever measured and showed that atomi-
cally perfect nanoscale materials can be mechanically tested to deformations well
beyond the linear regime [34].

With an aberration-corrected TEM being capable of simultaneously atomic
spatial resolution and one-second temporal resolution, Girit et al. [35] observed
in situ the dynamics of carbon atoms at the edge of a hole in a suspended, single
atomic layer of graphene. The rearrangement of bonds and beam-induced ejection
of carbon atoms is recorded as the hole grows. They demonstrated the edge
reconstruction and the stability of the ‘zigzag’ edge configuration, revealing the
complex behavior of atoms preferentially occurring at the edge boundary. Most
strikingly, they discovered that breaking a C–C bond of 3-coordinated carbon atom
in the graphene requires a minimal energy of 5.67 eV per bond and breaking a C–
C bond of a 2-coordinated carbon atom near atomic vacancy needs 7.50 eV per
bond. The ratio E2/E3 = 7.50/5.67 = 1.32 approaches the BOLS prediction, E2/
E3 = (C2/C3)-2.56 = 1.49.
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These observations evidence consistently the lowered chemical and thermal
stability albeit the higher mechanical strength of the CNTs and the graphene at the
ambient temperature.

26.2 BOLS Formulation

The striking difference between the bulk diamond and a SWCNT/graphene is that
the effective atomic CN of a C atom reduces from a bulk value of 12 to 3 and the
sp orbit hybridization transits from the sp3 to the sp2 type upon SWCNT formation.
For an atom near to the defect vacancy or at the open edge of a CNT or a GNR, the
CN is 2. One of the sp2 r-bonds becomes dangling with the generation of an
unpaired electron in addition to the unpaired p-bond electrons. The difference
between CNT and GNR is the number of the 2-coordinated edge atoms.

With the specified atomic CN for diamond, graphite, and the CNT and graphene
edges, one can readily determine the bond length (dz), the bond energy (Ez), and the
cohesive energy (Ecoh = zEz) of a single atom as well as the binding energy density
(Ed = nzEz) in a specific atomic site. The value ni is the bond number per unit
volume. Since the cohesive energy defines the thermal stability [36], and the energy
density determines the mechanical strength [37], the functional dependence of
Y(z) and Tm(z) on the atomic CN and the bond energy at the equilibrium is given as

Y zð Þ / nzEz ¼ d�2
z Ez

Tm zð Þ / Ecoh zð Þ ¼ zEz

�
: ð26:1Þ

For a SWCNT or a monolayer GNR, nz � dz
-2 is the bond number per unit area,

which is independent of the wall thickness. Obviously, no other argument could
change the Y value except the bond length and bond energy. Heating to the melting
point will lengthen and weaken the bonds between the undercoordinated atoms;
the undercoordinated atoms will coalesce with their neighbors.

26.3 Verification

26.3.1 CN-Resolved C–C Bond Length

Table 26.1 compares the BOLS-predicted bond strain in comparison with the
evaluated values for C allotropes [21]. On the other hand, the C–C bond was
suggested to contract varying from 11.2 to 39.8 % in the first interlayer spacing of
diamond, according to MD computations [38]. The mechanical transverse defor-
mation of single-layer and bilayer graphene under central loading using a mixed
atomistic continuum—finite element technique—suggested that the C–C bond
length is within the range of 0.111–0.116 nm for the bilayer [39] and 0.10 nm
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for the single-layer graphene [40], agreeing with the BOLS expectation. The
DFT-optimized C–C bond lengths [41] follow the BOLS-predicted trend, but the
extent deviates at smaller CN values. The effect of the deviation is enormous as all
the quantities discussed herewith depend on the extent of bond contraction.

26.3.2 C–C Bond Energy and Elasticity

Correlation between the measured stiffness (Yt)z=3 (0.368 TPa�nm) and the melting
point Tm(z = 2) (1,593 K) for a SWCNT with the corresponding values for bulk
diamond (Tm(12) = 3,800 K, Y(12) = 1.02 TPa) satisfies the relations [21]:

Tm 2ð Þ
Tm 12ð Þ ¼

1; 593
3; 800

¼ 2
12

c 2ð Þ�m¼ 0:6973�m

6
ðtip� bulkÞ

Tm 2ð Þ
Tm 3ð Þ ¼

1; 593
Tm 3ð Þ ¼

2
3

c 2ð Þ
c 3ð Þ

� ��m

¼ 2� 0:8559�m

3
ðwall� tipÞ

Y � tð Þz¼3

Y 12ð Þtz¼3
¼ 0:368

1:02tz¼3
¼ c 3ð Þ�ð2þmÞ¼ 0:8147� 2þmð Þ CNT� wallð Þ

8
>>>>>><

>>>>>>:

: ð26:2Þ

This set of equations resolves the quantities of m = 2.5585 % 2.56,
tz=3 = 0.142 nm, and the tube wall melting point, Tm(3) = 1,605 K, as listed in
Table 26.2. It is seen that the bond energy enhancement for the 2- and 3-coordi-
nated carbons is 2.52 and 1.69 times (2.52/1.69 = 1.49) the bulk values, respec-
tively, being comparable to the experimental value [35] of 7.5/5.67 = 1.32 with a
10 % tolerance.

Furthermore, the activation energy for chemical reaction is also proportional to the
atomic cohesive energy. Therefore, the chemical stability of the undercoordinated
atoms is lower than that of the atoms in the bulk, which may explain why the CNT
could burn using an ordinary camera flash under the ambient conditions. Conclusion on
the CN dependence of C–C bonding identities applies to GNR as well as the curvature
effect is weak. Comparing the derivative from the SWCNT to the measured modulus of
1.0 TPa under the assumption of 0.335 nm thick of the monolayer graphene [33], the
elastic modulus of the graphene is 1.0 9 0.335/0.142 = 2.36 TPa, which is sub-
stantially the same to that of the SWCNT (2.56 TPa) [45].

Table 26.1 Comparison of BOLS predicted with the measured and the DFT-calculated CN
dependence of C–C bond train

Atomic CN 2 3 4 5.335
BOLS [42] -0.3027 [21] -0.1853 [21] -0.1243 -0.0779 [43]
Experimental -(0.091 - 0.058) [44] -(0.112 - 0.398) [38]
DFT [41] -0.1649 -0.1104 -0.0926 -0.0758

z = 2, 3, 4, and 5.335 correspond to the atomic CN of graphene/CNT edge, graphene interior,
diamond surface, and bulk graphite, respectively. The BOLS prediction has been confirmed by
decoding the thermal stability and elasticity of SWCNT [21] and the C 1 s core-level shift of
carbon allotropes [42]
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The accuracy of the numerical solutions is subject to the initial input of the
measured Tm(2) and (Yt)z=3 values. Errors in measurement or due to structural
defects of the CNT may affect the accuracy of the solutions, but they never alter
the nature of the observations. However, in the current iteration, any variation in
the input parameters leads to solutions that are physically forbidden [21]. There-
fore, the solution is unique.

26.3.3 Elasticity: Wall Thickness Dependence

For the hollow or solid nanobeams (nanorods and MWCNTs), the relative change
in a measurable quantity (denoted as Q), which is dependent on shape and size, of
a nanosystem with dimension K can be quantized with the core–shell configuration
as [21]:

DQðKÞ
Qð1Þ ¼

X

i� 3

ci
Dqi di; zi;Eið Þ
q d; zb;Ebð Þ

ci ¼
R K

K�i xdxþ
R K�kþi

K�k xdx
R K

K�k xdx
¼ i 2K � ið Þ þ 2 K � kð Þ þ i½ �f g

k 2K � kð Þ ¼ 2 2K � kð Þi
k 2K � kð Þ /

1
k

8
>>>><

>>>>:

ð26:3Þ

where qi being the density of quantity Q on an atomic scale is functionally
dependent on the bond length di, the effective zi, and the bond energy Ei. The
difference in Dqi between the surface region and the bulk originates the change in
the value Q; the surface-to-volume ratio, ci, of a nanosolid dominates the trends of
Q change. The index value i counts from the vacuum sides inward up to a value of
3. Therefore, it is not surprising that, for a solid rod or a MWCNT with K and k,
the overall DQ(K)/Q(?) varies with the inverse radius (1/K) and the DQ(K)/Q(?)

Table 26.2 With the measured (Yt)z=3 = 0.368 TPa�nm and Tm(2) = 1,593 K data as input, Eq.
(26.2) yields the unique solutions to the C–C bond length, thickness, energy, m value, elastic
modulus, and the wall interior melting point, which in turn verifies that the input data represent
true values

(Yt)z=3 0.368 TPa�nm
Tip-end Tm(2) 1,593 K
m 2.5585
Tube wall Tm(3) 1,605 K
Elastic modulus Y 2.595 TPa
CNT effective thickness t(3) 0.142 nm
Bond length d(2) (c(2) = 0.6973) 0.107 nm
Bond length d(3) (c(3) = 0.8147) 0.126 nm
Bond energy enhancement, E(2)/E(12) 2.52
Bond energy enhancement, E(3)/E(12) 1.69
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value differs from the corresponding bulk value (DQ(K)/Q(?) = 0). For a hollow
MWCNT of k thickness, the DQ(K)/Q(?) varies with the wall thickness instead of
the diameter of the MWCNT.

These predictions agree with the observed trends in the Y enhancement (see
Fig. 26.1) and the Tm suppression of the nanobeams. The direct evidence for the k
dependence is that the Y value was calculated to vary over a range of 4.7–1.04 TPa
when the wall number k increases from unity to infinity. AFM measurements [12]
of the K dependence of the Young’s modulus of SiC nanorods and MWCNTs
revealed that the MWCNTs are about twice as stiff as the SiC nanorods and that
the strengths of the SiC nanorods are substantially greater than those found for
large SiC structures (600 GPa). The Young’s modulus is 610 and 660 GPa for SiC
rods of 23.0 and 21.5 nm, respectively. For MWCNTs, the modulus is
1.28 ± 0.59 TPa without apparent dependence on the diameter of the nanotubes.
The broad range of measured values should be more attributable to the scattered
number of walls of the nanotubes than to the error in measurement.

26.3.4 Superplasticity of CNT

The theoretical maximum tensile strain, or elongation, of a SWCNT is almost
20 % [48, 49], but in practice, only 6 % [50] has been achieved at room tem-
peratures. However, at high temperatures (estimated at 2,000 K might be too high
with respect to Ref. [24]), individual SWCNTs can undergo a superplastic
deformation, becoming nearly 280 % longer and 15 times thinner, from 12 to
0.8 nm, before tensile failure [51].

The temperature in the middle of the SWCNT is more than 2,270 K as esti-
mated during deformation at a bias of 2.3 V with a current flow. Despite the

Fig. 26.1 Diameter (wall
thickness) dependence of the
elastic modulus of MWCNT.
Data in solid circles are
sourced from [46]; diamonds
from [47]; and open circles
from [12, 17]. The drop at
8 nm in bending modulus
corresponds to the wrinkling
effect of the wall of the
nanotube during bending
[46]. Inset shows no
remarkable change in the
Lorentzian line shape of the
resonance for tubes in
measurement
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apparent discrepancy of this estimation compared with the STM measurements
showing that the tube body melts at 1,605 K, the nanotube appears to be com-
pletely ductile near the melting point, according to the findings for Au-MC [140 %
elongation near the Tm(2)]. Compared to the Au-MC, kinks and point defects in the
CNT are involved and fully activated, resulting in the possible superplastic
deformation of CNT at the elevated temperatures. The kink motion evidences the
kink-mediated plasticity at high temperatures. The processes of kink nucleation
and motion and atom diffusion are important during superplastic deformation,
which help to heal defects such as vacancies and to prevent the formation of large
dislocation loops that might initiate cracks and lead to failure of the strained
nanotubes.

Such large plastic strains in nanotubes demonstrate their ductile nature at high
temperatures [52–54], which concurs with BOLS predictions that the strain limit is
exponentially proportional to the inverse of separation between the melting point
and the temperature of operation. In contrast, tensile-pulling experiments at room
temperature without any bias showed that almost all nanotubes failed at a tensile
strain of less than 15 %. Superplasticity of MWCNT could be possible in vacuum
at elevated temperatures as the Tm for the MWCNT is higher than that for the
SWCNT.

26.4 Nanowires

26.4.1 Elasticity and Strength

Figure 26.2 shows the Young’s modulus enhancement of TiO2 nanorods [55], Ag,
Pd, [56], and ZnO nanobelts [57] and nanowires [58]. The Young’s modulus of Ag
nanowires [59] of 20–100 nm diameter increases when the diameter is decreased,
which corresponded to the effects of surface stress, oxidation surface layers, and
surface roughness. ZnS nanobelts are 79 % harder but 52 % lower in elastic
modulus compared to the bulk ZnS [60]. The ZnS nanobelts also exhibit signifi-
cant creep under a constant indentation load at room temperature.

However, an opposite trend has been measured using AFM bending methods in
the (0001)-oriented ZnO nanobelts/wires and showed a lower modulus than that of
bulk ZnO (measured at 140 GPa) varying from 29 ± 8 [61] to 100 GPa, [62] [63].
The modulus of Cr [64] and Si [65] nanocantilevers also decreases sharply with
decreasing diameter. In contrast, amorphous Si nanowires [66] and Au [67] and Ag
[68] nanowires show no apparent change with size. Therefore, it appears quite
confusing that, even for the same materials such as Ni, Ag, ZnO, and Si, the
Y value changes in different ways, depending on the experimental techniques and
operation conditions.

This is similar to the variation in the skin hardening and softening as discussed
in Sect. 24.3. For instance, the Y value of ZnO nanobelts of 50–140 nm thick and
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270–700 nm wide was measured using an AFM three-point bending method to be
38.2 ± 1.8 GPa, which is about 20 % higher than the Young’s modulus of
31.1 ± 1.3 GPa obtained using nanoindentation [69]. A modeling study of the size
effect on the elastic behavior of solid and hollow polymer nanofibers under uni-
axial tension [70] shows that fiber radius has appreciable effect on the elastic
response of polymer nanofibers. At nanometer scale, solid nanofibers show less the
effect of surface tension coupling. However, hollow nanofibers show greater axial
stiffening effect with increasing axial stretch because of the coupling of surface
tension depending on the combination of the fiber exterior and interior radii and
the material properties.

The elastic modulus of single polymer nanofibers increases exponentially as the
diameter of the polymer nanofibers decreases to a few tens of nanometers
(Fig. 26.2b) [71] being opposite to the measured trend of polymers using the
indentation method. The unusual behavior of nanobeams corresponded to the
microstructure and confinement [68].

The defect-free nanotubes are ideal cases of cylindrical nanocavities with
defect-free shells that are much stronger than the bulk materials unless excessive
defects are presented in the unreconstructed walls [12]. Defects in the walls of
nanotubes serve as centers initiating the failure in particular for the plastic
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Fig. 26.2 Size (scattered data) dependence of the elastic modulus of a TiO2 nanowires [55],
b poly (2-acrylamido-2-2methyl-1-1propanesulfonic acid) polymer nanowires [71], and c Ag [75]
and d Pb [76] nanowires
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deformation. For instances, the Young’s modulus of a defected nanotube is
reduced gradually with each atomic defect and the strength of the nanotubes is
catastrophically influenced by the existence of just a few atomic defects [72].
A theoretical calculation [73] of the tensile strength of nanotube mats and fibers
predicted that the stiffness and strength of the mats could be increased at least by
an order of magnitude through small dose irradiation with energetic particles to
break some bonds and generate some new kinds of bonds between the interfaces of
the nanotubes [74].

26.4.2 Nanowire Superplasticity: Bond Unfolding

One may extend the extensibility of MC and CNT to the case of nanowires by
replacing the Tm,i and the g2i/g1i for an MC in Eqs. (25.3) and (25.7) with the
size-dependent Tm(K) and g2(K)/g2(K), which turns out [77]:

Dbi zi;K; Tð Þ
b0 zb; 0ð Þ ¼

g1bC Kð ÞTm

g1 Kð Þ Tm Kð Þ � T½ � � 1

DdM K;T ;Pð Þ
d K; T ; 0ð Þ ffi B exp

g2 Kð Þ
2g1 Kð Þ Tm Kð Þ � T½ �

� �
:

ð26:4Þ

The counterplots in Fig. 26.3 illustrate the size- and T/Tm-dependent extensi-
bility and the maximum strain of impurity-free Au-NWs with the parameters
determined for the Au-MC. The ratio g1(K)/g1 = 1 ? 10/(1 ? exp((K - 1.5)/20))
is assumed to change from g1i/g1 = zbi = 6 to 1 (at K = ?) gradually. The mean
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Fig. 26.3 Illustrative counterplots for the K- and x (= T/Tm)-dependent a extensibility, and
b maximum strain of defect-free Au-NWs. The extensibility and the maximum strain increase
rapidly when T approaches to Tm(K) which, in turn, drops with K (reprinted with permission from
[90])
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bond contraction coefficient C(K) drops from 1 to 0.7 and the Tm(K)/Tm(?) drops
from 1 to 0.239 when a NW of infinite size shrinks into an MC. Equation (26.4)
indicates that the extensibility enhancement happens (Dbi [ 0) when [Tm(K) - T]
\ g1C(K)Tm/g1(K); otherwise, the extensibility is lower than the bulk value. When
T approaches Tm(K), the extensibility increases exponentially up to infinity.

Measurements have shown that the detectable maximum strain of a suspended
impurity-free Au-MC bond is less than 140 % ((0.48 - 0.20)/0.20) compared with
the equilibrium Au–Au bond length in the MC, which is much lower than the
detected strain (103) of nanograined Cu and Al NWs forming at room temperature
or at the subambient temperatures [78–80]. Therefore, bond stretching discussed
herewith is not the factor dominating the high extensibility of a NW. The factors
dominating the NWs extensibility could be the bond unfolding, atomic gliding
dislocations, and creep and grain boundary movement [78–81]. However, the
present understanding further confirms that the barrier or the activation energy for
atomic dislocation and diffusion of the undercoordinated atoms at the grain
boundaries is lower than that of the fully coordinated ones in the ideal bulk, as
these activities are subject to the atomic cohesion, which, in turn, drops with
atomic CN.

Han et al. [82] observed in situ by a high-resolution TEM the unusually large
strain plasticity (125 % strain with 450 % diameter reduction) of Si (15–70 nm in
diameter) and SiC (*80 nm in diameter) [83] nanowires (NWs) at room tem-
perature. They found that the dislocation activation energy drops with the diameter
of the NWs. The continuous plasticity of the SiC-NWs is accompanied by a
process of increasing dislocation density at an early stage, followed by an obvious
lattice distortion, and finally reaches an entire structure amorphization at the most
strained region of the NW. An AFM measurement [84] of the length of gold
nanowire structures during extension and compression cycles revealed that
nanowires elongate under force in quantized steps of up to three integer multiples
of 1.76 Å and that they shorten spontaneously in steps of 1.52 Å under slight
compression.

MD calculations [85] revealed that the mechanical strengths of the Au nano-
wires decrease with the increasing temperature. However, defects improved the
mechanical strength under a wide range of temperature. Comparing to the single-
crystal nanowire, the existence of the atomic defects extends the elastic defor-
mation showing a larger yield strain. The breaking behavior of the nanowire is
sensitive to the atomic defects when the defect ratio is 5 % at 100 K, whereas the
ratio is 1 % when temperatures are 300 and 500 K. Measurements using the
bending, buckling, and stretching methods confirmed that the presence of fewer
mechanical defects per unit length offers high strength to Au-NWs [86].

These findings indicate that the sliding of crystal planes within the gold
nanowires creates stacking faults that change the local structure from face-centered
cubic to hexagonal close packed. These experiments provide direct evidence for
the unfolding mechanism underlying the plastic deformation of a nanowire. In the
process of bond unfolding, phase transition, the specimen also releases energy that
raises the effective temperature of operation [87–89].
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26.4.3 Breaking Modes of Nanowires

Figure 26.4 showing the atomic CN and temperature dependence of maximum
bond strain indicates that the melting of a nanosolid starts from the first atomic
shell (z1 = 4) and then the second (z2 = 6) when the temperature is elevated, as
observed in many cases. For instances, it has been confirmed that a flat or a curved
surface melts at temperatures of 50 K [91] to 100 K [92] lower than the bulk
interior. A quasi-molten skin grows radially inward from the surface into the core
center for both clusters and wires. The surface melting is followed by a breakdown
of order in the remaining solid core. The melting of an impurity-free vanadium
nanosolid proceeds in a stepwise way, i.e., the surface layer of 2–3 lattice-constant
thick region melts first and then the abrupt overall melting of the entire cluster
follows [92].

An MD computation [93] of the shell-resolved fluctuation of the root mean
square bond length of a 147-atom Leonard-Jones cluster revealed that the process
of surface melting starts from the migrating of the vertex atoms on the surface.
Although the melting process of LJ147 cluster could be divided into stages of
surface melting and general melting, the melting still exhibits a continuous process
from the surface shell to the core interior. Therefore, a tiny cluster could not
manifest the layer-by-layer feature of surface melting. This surface pre-melting
was in the ‘liquid skin nucleation and growth’ mode [94–96] and follows the
‘liquid drop’ [97] and the ‘surface phonon instability’[98] and the current BOLS
models [36], as well as other outstanding models [99].

At temperatures close to the Tm,1 of the surface, the maximum strain and the
extensibility of the surface layer approach infinity, whereas the strain limit of the
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Fig. 26.4 Temperature and CN (z) dependence of the Au–Au bond maximum strain show the
order of melting at a curved surface of a nanowire and infers the breaking mode of a nanowire at
different temperature ranges. At higher T, core bond breaks first because of with ductile manner
because of the lower extensibility; at lower T, skin bond break first with fragile manner because
of the shorter skin bond (reprinted with permission from [103])
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core interior remains at the limited bulk values because of the higher bulk melting
point. At temperatures near surface melting or above, bond breaking under tension
should start from the NW interior, because the inner bonds firstly reach their strain
limits that are lower than that of the surface skin bonds at the same temperature.
However, at temperatures far below Tm,1, bond breaking may start from the out-
ermost atomic shell and the nanosolid manifests brittle character, as the shortened
surface bonds break first. At very low temperatures, the theoretically allowed
maximum strains for the entire NW should be constant.

If one deforms the entire nanowire by an amount t of xd, the strain of the bonds
in the respective shells will be ei = x/Ci. Because C1 \ C2 \ C3, the actual
applied strains are in this order, e3 \ e2 \ e1, which indicates that the skin bond
breaks first at low T. Therefore, the breaking mode of a nanowire at low T is
expected to be opposite to that at higher T. At very low T, the surface bond breaks
before the bulk ones, while at T * Tm1 or higher, the skin bond breaks after the
ones in the core interior.

It has been measured using a ‘nanostretching stage’ located within a STM at
room temperature that the MWCNTs break in the outermost shell [100]. This
‘sword-in-sheath’ failure mode, or inner bonds break first, agrees with the
expectation of the current BOLS approach as the operating temperature is far
below the tube melting temperature at 1,600 K [21]. The helical multi-shell gold
nanowires [101] become thinner and thinner without breaking the outer shell
atomic bond under tension at room temperature, as the Au-NW breaking starts
from the inner shell according to the current understanding. Tight-binding cal-
culations [102] suggest that 90 % atoms composing the linear atomic chains come
from outermost atomic layers of gold specimen in the stretching at *350 K,
indicating the relatively high mobility of the undercoordinated atoms.

26.5 Summary

With the known (Yt)z=3 value and the known temperature of tip-end melting for a
SWCNT, the T-BOLS function enables the quantification of the bonding identities,
the dimension, and energy of a single C–C bond in SWCNT. The C–C bond of the
SWCNT contracts by *18.5 % with an energy rise by *68 %. The effectively
static thickness of the C–C bond is *0.142 nm, which is the diameter of a C atom,
rather than the graphite sheet separation (0.34 nm) or the diameter of a free carbon
atom (0.132 nm). The melting point of the tube wall is slightly (*12 K) higher
than that of the tube end. The unique solution clarifies that the quoted Tm(2) and
the Yt values are truly correct for a SWCNT in which the Young’s modulus is 2.5
times and the melting point is 0.42 times that of bulk graphite.

Predictions of the wall thickness dependence of the Tm suppression and
Y enhancement of the nanobeams agree well with the insofar-observed trends
documented. Bond unfolding, atomic gliding dislocations, and creep and kink
formation dominate the superplasticity of nanograined crystals or the SWCNTS in
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quasi-molten states because the detectable maximal strains of an ideal bond are
limited to 140 % at melting. Understandings extend to atomic sheets and nano-
wires with consideration of the core–shell configurations.
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Chapter 27
Nanograins: I. Elasticity
and Compressibility

• Skin-resolved energy density determines the elasticity of nanograins. Skin-
resolved cohesive energy loss depresses the thermal stability.

• Elasticity of a specimen may rise or drop with size reduction, depending on the
separation between the melting point and the temperature of operation, Tm-T.

• Heating lengthens and softens the representative bond and hence lowers the
energy density and elasticity. Compression shortens and stiffens the represen-
tative bond and raises the elasticity.

• Raman shift is proportional to the square root of stiffness, x / Ydð Þ1=2:
• Theory reproduction of heating effect turns out thermal expansion coefficient,

Debye temperature, and atomic cohesive energy.
• Theory reproduction of compressing effect derives compressibility and binding

energy density.

27.1 Known Mechanisms

27.1.1 Size Dependence

The size dependence of the elastic modulus was also attributed to the total strain
energy of a nanocrystalline [1, 2] that can be decomposed into the strain energy of
the bulk Ubð Þ and the surface, Usð Þ, i.e., U ¼ Ub þ Us. Minimizing the total strain
energy of nanocrystals will deform from the bulk crystal lattice into the self-equi-
librium state of crystals. The strain in a self-equilibrium state in nanocrystals can be
calculated by oU=V0oeij ¼ 0, in which V0 and eij i; j ¼ 1; 2; 3ð Þ are the volume and
the elastic strain, respectively. The size-dependent Y modulus of spherical nano-
crystals based on the size-dependent surface free energy was derived as [1],

YðKÞ
Yð1Þ ¼ 1� Kð Þ5þ 5Ys

3Yð1Þ 3K � 6K2 þ 4K3
� �

;

C. Q. Sun, Relaxation of the Chemical Bond, Springer Series
in Chemical Physics 108, DOI: 10.1007/978-981-4585-21-7_27,
� Springer Science+Business Media Singapore 2014
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where Ys denotes the surface Y modulus and K is the dimensionless form of the
nanocrystal’s size. Theoretical analysis suggested that the elastic modulus are
anisotropic depending on the crystal orientation [3].

27.1.2 Temperature Dependence

The thermal effect on the Young’s modulus was modeled based on the third law of
thermodynamics as anharmonic effects of the lattice vibrations [4]. Wachtman
et al. and Champion et al. suggested an empirical equation for the temperature
effect on the Young’s modulus [5],

YðTÞ ¼ Y0 � b1T expð�T0=TÞ ð27:1Þ

where Y(T) and Y0 are the Young’s modulus at T and 0 K, respectively. T0 and b1

and are freely adjustable parameters. This model worked well at high temperatures
where the Y(T) shows linear dependent on temperature. However, below the
Debye temperature, hD, the measured data manifest nonlinear nature [6–8].
Andersen derived an alternative by introducing the Mie–Grüneisen equation [9],

Y ¼ Y0 � 3RcdT
V0

H T
hD

� �

H T
hD

� �
¼ 3 T

hD

� �3RhD

0

x3

ex�1dx

8
><

>:
ð27:2Þ

with R being the ideal gas constant, c is the Grüneisen parameter, and d is the
Anderson constant that is temperature independent. V0 is the specific volume per
mole of atoms at 0 K. According to Anderson, the term b1T exp(-T0/T) in
Eq. (27.1) is virtually the inner energy of the Debye approximation,

DB Tð Þ
B0

ffi DY Tð Þ
Y0

¼ � cdRhD

B0V0

ZT

0

CvdT ¼ � cdRhD

B0V0
H T=hDð Þ ð27:3Þ

This expression correlates the mechanical property B to the specific heat CV or
the internal vibration energy, HðT=hDÞ. Equation (27.3) satisfies the Nernst’s
theorem, where the temperature derivatives of the elastic constants must vanish at
0 K. The B correlates to Y by Y=B ¼ 3� ð1� 2mÞ, where m denoting the Poisson
ratio is negligibly small, and therefore Y & 3B. This relation could reproduce the
measured Y(T) reasonably well at low temperatures by taking the cdRhD= B0V0ð Þ
as an adjusting parameter.

From the perspective of classical thermodynamics, Garai and Laugier [10]
derived a solution for fitting the temperature dependence of the bulk modulus,

B0
T ¼ B0

0 exp

ZT

T¼0

aaVP dt

2

4

3

5
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where superscript 0 denotes the quantities gained at 1 bar pressure. B0
0 is the

modulus at 0 K. a is a constant depending on the material; aVp is the volume
thermal expansion coefficient.

The Young’s modulus determines both the Eigen frequency x(Y) and the force
constant k1 of a homogeneous nanocantilever with uniform cross section A = xt
(width and thickness) in the following relations [11, 12]:

x ¼ 1:0149
t

L2

ffiffiffiffi
Y
q

s

k1 ¼
Yw

4
t

L

� �3

8
>>><

>>>:

where q is the density, L the length, w the width, and t the thickness of the
cantilever. Neglecting the thermally induced geometrical change of the cantilever,
one can measure the vibration frequency and the Y–T relationship. Using this
approach, Gysin et al. [4] determined the vibration frequency of a silicon canti-
lever and derived Y0 = 167.5 GPa and hD = 634 K. The derived values corre-
spond to the documented Y value for the h110i direction and the documented
hD = 645 K of Si.

27.1.3 Pressure Dependence

The pressure dependence of the bulk modulus, and Raman shift as well, under
compression are usually described using the quadratic functions [13],

QðPÞ ¼ Qð0Þ þ aPþ bP2

where a and b are freely adjustable parameters; Q(0) represents the Raman fre-
quency or the elastic modulus under 0 Pa pressure.

27.2 TP-BOLS Formulation

27.2.1 Size, Pressure, and Temperature Dependence

When the solid size, operating temperature, or pressure changes, the length, d(zi, T,
P), and the energy, Ei(zi, T, P), of the representative bond will change simulta-
neously. Based on the LBA approach, we can extend the BOLS correlation to
temperature and pressure domains, leading to the temperature- and pressure-
dependent bond length and bond energy,
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d zi; T ;Pð Þ ¼
Y

1þ Ddið Þ ¼ Cidb 1þ
Z T

0
ai tð Þdt

� �
1þ

Z P

0
bidp

� �

E zi; T ;Pð Þ ¼ E0 1þ
X

i
DEi

� �
¼ E0 1þ C�m

i � 1
� �

þ DET þ DEP

E0

	 


8
>>><

>>>:

ð27:4Þ

where a(t) is the thermal expansion coefficient, bi is the compressibility. E0 is the
bond energy in the bulk at the ambient. DET and DEP are the energy perturbation
over all the surface layers caused by the applied temperature and pressure.

The DEp is the pressure perturbation of energy, which can be expressed as [14],

DEP ¼ �
Z V

V0

p vð Þdv ¼
R P

0 vdp� VP
R P

0
dv
dp pdp

(

ðeither way works: note : d vpð Þ ¼ vdpþ pdvÞ
ð27:5Þ

where the V and P are correlated with the Birch–Mürnaghan (BM) equation of
states [15]

p xð Þ ¼ 3B0

2
x�7=3 � x�5=3
� �

1þ 3
4

B00 � 4
� �

x�2=3 � 1
� �� �

ð27:6Þ

V0 is the volume of unit cell under the standard reference conditions. x = V/V0 is
the volume ratio of the unit cell upon the cell being compressed. B0 is the static
bulk modulus and B00 is the first-order pressure derivative of the B0 [16]. Fig-
ure 27.1 presents the d/d0-P and V/V0 -P curve with the BM equation and the
match of the experimental results of ZnO [16–18] with an optimal polynomial
form of V=V0 ¼ 1þ bpþ b0p2 ¼ 1� 6:55� 10�3pþ 1:25� 10�4p2. Using the
relationship of x ¼ V=V0 ¼ 1� bpþ b0p2, one can find (see Fig. 23.1b)

DEP ¼ �
ZV

V0

p vð Þdv ¼ �V0

Zx

1

p xð Þdx ¼ V0P2 1
2
b� 2

3
b0P

� �

xðPÞ ¼ V0 ¼ 1� bPþ b0P2;
dx

dp
¼ �bþ 2b0P

8
>>>>><

>>>>>:

According to Debye approximation, temperature elevation weakens the bond
energy DET in the form of,

DET T=hDð Þ ¼
Z T

0
g1 Tð Þdt ¼

Z T

0

CV T=hDð Þ
z

dt

¼
Z T

0

Z hD=T

0

9R

z

T

hD

� �
x4 exp xð Þ
ex � 1ð Þ2

dxdt

¼ 9RT

z

T

hD

� �3Z hD=T

0

x3

ex � 1
dx

ð27:7Þ
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where g1(T) = CV/z(T) is the specific heat per bond that is assumed to follow
Debye approximation CV(T/hD), of constant volume and approaches a constant
value of 3R (R is the ideal gas constant) at high temperature. At T [ hD, the
integration of the specific heat or the specific internal energy depends linearly on
T. At low temperatures, on the other hand, the integration shows nonlinearity with
respect to the temperature in a T4 manner.

Using the core–shell configuration, the bond nature (m), solid shape (s), solid
size (K), pressure (P), and temperature (T) dependence of the relative change of
the energy density can be obtained by summing contributions toward the outer-
most three atomic layers. The relative change of the Y that is proportional to the
energy density (EDen) of a solid to the values at measured T0 = 0 K can be
expressed as,

EDen K;xið Þ
EDen 1;0;0ð Þ ¼ 1þ

P
i� 3 ci kC�m

i � 1
� � �

þ
P

x
DEx

b

Eb0
1þ

P
i� 3 ci k

P
x
DEx

iP
x
DEx

b

� 1

� �	 


k ¼ Ci � ð1þ
R T

0 aidtþ
R P

0 bidpÞ=ð1þ
R T

0 adtþ
R P

0 bdpÞ
h i�s

8
><

>:

ð27:8Þ

The first part represents purely the effect of size, and the second part the joint
effect of other stimuli. The effect of multi-filed coupling proceeds only in the
surface up to skin depth, as seen from the second term in the second part.
The undercoordinated atoms in the surface skin dictate the relative change of the
elasticity and extensibility of the entire nanosolid whereas atoms in the core
interior retain their bulk features.

For the bulk materials (Ci = 1 and Di = 0), the skin effect can be omitted. The
Y then turns to be P and T dependent only. The thermally driven softening and
mechanically stiffening exhibit the bulk feature, and no summation over the sur-
face layers is necessary. Apart from the effect of thermal expansion, the present
form agrees with Anderson’s model of T-dependent Y with further identification of
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Fig. 27. 1 Fitting to the experimental P dependent a bond length using polynomial form [16, 17]
and b volume [16–18] of ZnO with derivatives of the linear and volume compressibility with
nonlinear contributions [19]
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cdRhD= B0V0ð Þ ¼ 1=Eb 0ð Þ and the internal vibration energy,
3RT � FðT=hDÞ ¼ HðT=hDÞ. The Y value drops nonlinearly with T at T � hD

because of the involvement of the nonlinear specific heat in Debye approximation.
At T [ hD, Y drops linearly with T in spite of the contribution from thermal
expansion.

27.2.2 Debye Temperature and Specific Heat

The Debye temperature, defined as hD ¼ �hxD=kB, is a key parameter that deter-
mines the specific heat capacity and thermal transport dynamics. The hD is actually
not a constant but changes with the object size [20–24] and the temperature of
testing [25–27] as the hD depends functionally on Y. Earlier contributions [20]
suggested that the size-dependent hD result from the finite cutoff of frequency and
the surface stress, especially, if the size is smaller than 20 nm. Ballerina and
Mobile [21] confirmed the predicted size dependence of hD. Calculations of the
temperature-dependent hD of some fcc and bcc metals [25] revealed that hD drops
when the measuring temperature is increased because of the temperature depen-
dence of elastic constants and the sound velocity of the solid. Discrepancy remains
regarding the Tm dependence of the hD. One opinion is that hD varies linearly with
Tm [25], and the other suggests a square root dependence of hD on Tm according to
Lindermann’s [28] criterion of melting.

Since hD ¼ �hxD=kB / xD /
ffiffiffiffiffiffi
Yd
p

/
ffiffiffiffi
E
p

=d. The multiple field effect on the hD

is generalized as,

hDðzi;m; T;PÞ
hDðzb;m; 0; 0Þ

¼ xDðzi;m; T ;PÞ
xDðzb;m; 0; 0Þ

¼ vsdð Þðzi;m; T ;PÞ
vsdið Þðzb;m; 0; 0Þ

¼ C�1
i

1þ aiT þ biP

Eiðzi;m; T;PÞ
Ebðzb;m; 0; 0Þ

� �1=2

ð27:9Þ

Replacing the Eb(T) with EbðTÞ � g2 þ g1ðTm � TÞ yields the form,

hD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2 þ g1 Tm � Tð Þ

p
=d: ð27:10Þ

which agrees with the square root dependence of the T independent hD on Tm:

hD / T1=2
m =d [28]. For nanostructures, the hD drops with size because of Tm

depression.
Generally, the specific heat is regarded as a macroscopic quantity integrated

over all bonds of the specimen and is the amount of energy required to raise the
temperature of the substance by 1 K. However, in dealing with the representative
bond of the entire specimen, one has to consider the specific heat per bond that is
obtained by dividing the bulk-specific heat by the total number of bonds involved.
Depending critically on the hD and the Y, the specific heat varies with both object
size and the temperature of measurement. The effect of body size on the specific
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heat capacity has received considerable attention [29–32]. For instance, Novotny
et al. [29] measured the low-temperature heat capacity of 2.2 and 3.7-nm-sized
lead particles and observed the enhancement of heat capacity below 5 K. Lu [33]
demonstrated that the specific heat of metallic or alloying nanosolids increases
with the inverse of solid size. However, an ac microcalorimeter measurement [30]
showed the opposite trend for Al films where the specific heat drops with the
thickness of the Al film from 370 to 13.5 nm.

The rise of the absorption and the loss of thermal waves with specific wave
vectors explain the decrease of specific heat in the small volumes. Lu et al. [31]
calculated the size effects on the specific heat of Al thin films by employing the
Prasher’s approach [34] and derived that the reduction of phonon states was not the
main reason causing the size effect on specific heat; but a thin layer of Al oxide
was responsible for it.

The heat capacity per unit volume is defined as the ratio of an infinitely small
amount of heat dE added to the body to the corresponding small increase in its
temperature dT when the volume remains unchanged. The specific heat approxi-
mates the extended Debye model:

Cv ¼
oE

oT

� �

V

¼ j2Rð T

hD
Þj
Z hD=T

0

xjþ1 expðxÞ
ðexpðxÞ � 1Þ2

dx ð27:11Þ

where x = �hx/kBT. When j = 3, Eq. (27.11) is reduced to the three-dimensional
standard form of Debye model. For T ffi hD, the integration in gives (1/j)(hD/T)j.
The heat capacity Cv is simplified as jR, in agreement with the Dulong–Petit law
in the case of j = 3. At higher temperatures, the Cv approaches a constant.

At T � hD, the upper limit of the integral of Eq. (27.11) approaches infinity

and the integration gives
R1

0 xjþ1ex=ðex � 1Þ2dx � 3:290, 7.212 and 25.976, for
j = 1, 2, and 3, respectively. Therefore, the heat capacity in the low-temperature
limit becomes:

Cv ¼ Aj2 T
hD

� �j

hD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2 þ g1 Tm � Tð Þ

p
=d

(

ð27:12Þ

where A is a fixed value. Equations (27.11) and (27.12) indicate that hD has a
strong effect on the heat capacity. Using the same core–shell structure for a
nanosolid, one can simplify the expression for the specific heat dependence on the
size, shape, and bond nature at very low temperatures (T * 0) [35]:

DCv m; T;Kð Þ
Cv m:T0;1ð Þ ¼

X

i� 3

sCi

K
Cð1þm=2Þj

i

1� T=Tmð1þ DiÞ
1� T0=Tm

� ��j=2

�1

" #

ffi
X

i� 3

sCi

K
Cð1þm=2Þj

i ð1� T0=TmÞj=2 � 1
h i

\ 0 T 	 0ð Þ
ð27:13Þ
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Since the coefficient of bond contraction Ci is always smaller than unity, the
heat capacity is always lower than the bulk value at lower temperatures. The heat
capacity decreases with the inverse size (K). At temperatures close to hD, the heat
capacity should be evaluated using Eq. (27.11), where the hD is size, temperature,
and bond nature dependent.

27.2.3 Raman Shift Versus Young’s Modulus

As discussed in Chap. 15, the solution to the Hamiltonian of a vibration system is a
Fourier series with multiple terms of frequencies being fold of that of the primary
mode [36]. Any perturbation to the Hamiltonian causes the Raman frequencies to
shift from the initially ideal values. Therefore, applied strain, pressure, tempera-
ture, or the atomic CN variation can modulate the length and energy of the
involved bonds, or their representative, and hence the phonon frequencies in terms
of bond relaxation and vibration.

From the dimensional analysis, the vibration frequency is proportional to the
square root of the bond stiffness. Equaling the vibration energy of an ideal har-
monic oscillator to the corresponding term in the Taylor series of the interatomic
potential around its equilibrium, one can find,

1
2 lðDxÞ2x2 ffi 1

2
olðrÞ
or2

���
r¼d

x21 1
2

Ez

d2 x2

ðDxÞ2 ¼ Ez

d2 ¼ Yd

(

The elastic modulus correlates thus with the Raman shift of the specimen.
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Fig. 27.2 Prediction of size K dependence of Young’s modulus with a T0 = 0 and b T0 = T of
different bond natures and xm(T/Tm) values. Young’s modulus enhancement occurs at the
combinations of (xm, m) = (\0.25, [3) for T0 = 0 and (xm, m) = (\0.5, [3) for T0 = T. The
Y retention may happen at critical (T/Tm, m) combinations (reprinted with permission from [37])
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27.3 TP-BOLS Expectations

27.3.1 Elasticity and Extensibility

Using Eq. (24.10), one is able to predict the bond nature, the shape and size, and
the T/Tm dependence of the Young’s modulus and extensibility of a solid. For
illustration purpose, we selected m = 1 (for metals), 3 (carbon, 2.56), and 5 (Si, 4.
88), xm (T/Tm) = 0.25, 0.5, and 0.75 and the dimensionality s = 3 (for a sphere) in
calculations. The T0 was set at 0 K and T, respectively. For temperature depen-
dence, we used K = 10 and 50 sizes by fixing other parameters. g21 was taken as
zero for illustration purpose, otherwise a small offset would be achieved that could
hardly be identified in the predicted trends of the relative changes.

Figure 27.2a shows that either elevation or depression of the Young’s modulus
with decreasing sizes may occur depending on the combination of the (xm, m)
values. For example, Y elevation occurs in the situations of (xm, m) = (\0.25, [3).
Y retention may happen at critical (xm, m) combinations such as (xm, m)
= (* 0.25, * 3). The critical combination of (xm, m) can be obtained by
allowing Eq. (24.10) to approach zero. If we select T = T0, Y elevation also occurs
in the situations of (xm, m) = (\0.5, [5). Y value may also remain constant at
(T/Tm, m) = (0.25, * 2) and (0.5, * 4).

It is therefore not surprising that the modulus may rise, drop, or remain constant
when the solid size is reduced, depending on the bond nature indicator m, the
temperature ratio xm, and the testing techniques as well. The predicted low-tem-
perature stiffening agrees with the findings that the impact toughness of nano-
structured Ti is enhanced at low temperatures of 200 and 77 K, a unique
phenomenon that contradicts the observations in coarse-grained materials. The
size-induced compressibility modulation of Au and Ag nanostructures is also
understandable based on the theory consideration.

According to the prediction, the Y values for pure metallic (m = 1) nanopar-
ticle always drop with size at T [ 0.25 Tm. However, the surface chemical pas-
sivation, defects, and the artifacts in measurement could promote the measured
values. For instance, surface adsorption alters the surface metallic bonds (m = 1)
to new kinds of bonds with m [ 1. Surface compound formation or surface
alloying alters the m value from one to a value around 4.

Figure 27.3 shows the predicted temperature-induced relative change of
(a) Y values and (b) the extensibility for K = 10 and m = 1, 3, and 5 samples. If
T0 = T, Y drops nonlinearly with T until Tm is reached. The insertion shows the case
of T0 = 0 in which the Y drops linearly with T. Detailed calculation with consid-
eration of the thermal coefficient of expansion and the nonlinear T dependence of
the specific heat will give the nonlinear form at very low temperatures, as detailed
in next section. The extensibility approaches infinity at T*Tm(K). The inset in
(b) shows singularities because of the shell-by-shell configuration. If we treat
the outermost two atomic layers as the skin with a mean zi = (4 ? 6)/2, the sin-
gularity occurs at the melting point that drops in value with the characteristic size.
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On the other hand, a smaller nanosolid with lower m value is more easily extensible
at elevated temperatures.

The predicted m, K, and T/Tm dependence of modulus and extensibility covers
all the possible trends as observed. For example, the predicted Y-depression agrees
well with the measured trends of Al (m = 1, T/Tm = 300/650 * 0.5) [38] and
polymers (Tg = 300/450 * 2/3) [39]. Predictions agree well with the measured
size dependence of the compressibility, or the inverse of Young’s modulus, for
nanostructures. Nanocrystalline a-Al2O3 with particle sizes of 67, 37, 20 and 6 nm
under pressure up to 60 GPa shows a systematic decrease in the compressibility
and transition pressure with an increase in particle size. In addition, a high-pres-
sure phase appeared at pressure values of 51 and 56 GPa for 67 and 37-nm-sized
a-Al2O3, respectively [40]. The compressibility of both Ni and Mo also decreases
with particle sizes [41]. Predictions also agree with the observed trends of tem-
perature dependence of Young’s modulus of CVD nanodiamond films [42], the
silicone resins [39], and the yield stress (linearly proportional to modulus) of Mg
nanosolid [43] of a given size. A compensation of the pressure-induced TC ele-
vation to the size-induced TC depression has been verified to be the physical origin
for the observed size and pressure effect on the solid–solid phase transition at room
temperature of a number of nanostructured specimens [14].

The ductility increases exponentially with temperature until infinity at the Tm

value that drops with solid size. The extensibility of nanometer-scaled Al–Cu
alloys in the quasi-molten state [44], nanometer-scaled Al2O3 [40], and PbS [45] at
room temperature increases generally with grain refinement. The m values for
compounds or alloys are around 4 or higher, and their T/Tm ratios are relatively
lower. The increase in compressibility/extensibility of Al2O3 and PbS nanosolids
is associated with a decrease in Young’s modulus as temperature rises. The
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superplasticity of materials such as Cu wires (m = 1, T/Tm * 1/2) [46] with grain
size less than tens of nanometers in the temperature range 0.5–0.6 Tm [47] also
agrees with the predictions. The Y elevation of Si nanosphere (m = 4.88,
T/Tm * 1/6) [48] is also within the prediction because of their high m values and
low T/Tm ratios.

However, the discrepancy for ZnO wires [49] and Si spheres [48] and Si belts
[50] in the size dependence of elastic modulus may arise from different T/Tm of
operation or different experimental conditions or methods. It is anticipated that
modulus enhancement, as observed from TiCrN and GaAlN surfaces [51], may not
be observable at room temperature for the low-Tm metals such as Sn, Pb, Al, Zn,
Mg, and In.

27.3.2 Debye Temperature and Specific Heat

Using Eq. (27.10), one is able to predict the bond nature, size, and temperature
dependence of hD(m, K, and T). Figure 27.4 shows the relative change in hD for
nanowires (s = 2, j = 1) with m = 1, 3, 5, and x(T/Tm) = 0, 0.25, and 0.50.
When the measuring temperature is much lower than the melting point
(T/Tm � 1), hD is increased when the K is decreased; while hD increases faster at
larger m values. On the other hand, hD is decreased when the operating temper-
ature is raised and the relative change in hD is greater for smaller m values. A close
examination of (a) and Eq. (27.10) could lead to a conclusion that, for a certain
(T/Tm, m) combination, hD may vary insignificantly with particle size, as for the
insignificant change in Young’s modulus.

Figure 27.4b shows the temperature-induced relative change in hD for nano-
wires (s = 2, j = 1) of size K = 10 and 50. If we set T0 = T, hD decreases
nonlinearly with T until the T approaches Tmi (local melting temperature of the ith
atomic site). The two transition points for each of (m, K) combinations arise from
the loss of bonds, which happens only to the outermost two discrete atomic layers.
Moreover, the variation in hD with the temperature and size is more pronounced
for larger m and smaller K values.

Figure 27.5 compares the predictions with various theoretical or experimental
data (a) for Au particles and (b) hD from Debye–Waller parameter measurement
for Se nanoclusters. Couchman and Karasz’s approach [20] shows that the change
in hD involves the particle size K and cutoff acoustic wavevectors K0: DhD/
h0 & - 3p/(8KK0), without temperature being involved. By applying Eq. (27.10),
with T0 = 0.245Tm and T = 0.16Tm, agreement between the T-BOLS prediction
and Couchman and Karasz’s estimation has been reached. If we set T0 = 0.224Tm

and T = 0.204Tm, The T-BOLS premise agrees well with the measured data of
Balerna and Mobilio, as shown in Figure 27.5a.

Figure 27.5b predicts the general trend of hD with respect to size though the
precise agreement is not satisfied. However, since the measurement was conducted
at T = 293 K that is higher than the local melting temperature of the outermost
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two atomic layers, about 0.6Tm (for Se Tm = 494 K), the features measured are
dominated by the core interior with an insignificant contribution from the tem-
perature dependence.

As indicated in Eq. (27.13), the specific heat capacity depends unambiguously
on hD and hence on the size, temperature, and the bond nature involved.
Figure 27.6a shows the reduced Cv (in units of the gas constant R) versus tem-
perature (T/hD0) for Si nanowires (m = 4.88) and Al nanowires (m = 1) of different
diameters (K = 5, 10, and 20). The shape of the Cv curve is similar to that of the
bulk but the size induces a depression over the whole temperature range. For the
same K at a given T/hD0, the reduction in heat capacity increases with the m value.
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(b) plots Cv/Cv0 (where Cv0 is the bulk heat capacity at a given temperature) versus
K at T = 100 K and 300 K for Al and Si nanowires.

The heat capacity decreases with the size at fixed temperature (except for Al
nanowires measured at room temperature, where the heat capacity is very close to
the bulk Cv value obtained when K [ 15 and increases slightly with decreasing
size). For a given size, the reduction in the heat capacity is more significant at
lower temperatures or larger m values. In this analysis, we set T0 = T. If T0 is
assumed 0 K, the general trend of heat capacity is preserved, but the reduction in
heat capacity is more pronounced.

27.4 K, P, and T Dependence of Elasticity and Vibration
Frequency

27.4.1 Au and Ag Metals

Figure 27.7 shows the T-BOLS reproduction of the size and temperature depen-
dence of the elastic modulus and the pressure dependence of the compressibility of
Au and Ag of different sizes. Reproduction of the measurements derives the Debye
temperature of 170 K and 160 K and the Atomic cohesive energy of 1.64 and
1.24 eV for Au and Ag crystals. An XRD with synchrotron radiation at pressures
up to 30 GP revealed that silver (10 nm) and gold (30 nm) nanoparticles are stiffer
than the corresponding bulk materials. The bulk modulus of n-Au increases by
60 % [52]. The unexpected high modulus corresponded to the polysynthetic
domain twinning and lamellar defects as the main origin for the strong decrease in
compressibility.
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27.4.2 Group IV Elements

• Si, Ge, and Carbon Allotropes

Figure 27.8 shows the reproduction of the temperature dependence of the
Raman shift and Young’s modulus of bulk solid for group IV elements with
derived information of EB(0) given in Table 24.6. Deviation between derivatives
of the atomic cohesive energy exists but the Ec for Ge is consistently derived from
both the temperature-dependent Raman shift and elastic modulus (Table 27.1).

• Carbon allotropes

Bond-order variation and the pattern change in sp-orbit hybridization make
carbon allotropes a group of versatile materials varying from diamond, graphite,
C60, nanotube (CNT), nanobud (CNB), graphene, and graphene nanoribbons
(GNRs) with properties that are amazing. For instances, graphite is an opaque
conductor but diamond is an insulator transparent to light almost all wavelengths;
the former shares non-bonding unpaired (or p-bond) electrons due to sp2-
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hybridization compared with the latter of ideally sp3 hybridized. CNT and
graphene demonstrate anomalous properties including high tensile strength,
electrical conductivity, ductility, and thermal conductivity. GNR performs, how-
ever, quite differently from CNT or the infinitely large graphene because of the
involvement of the two-coordinated edge atoms and the associated Dirac Fermions
[71–75]. Raman phonons relax with the applied stimuli such as the temperature
and pressure as well as the allotropic coordination environment [76, 77].

0.0 0.2 0.4 0.6
0.95

0.96

0.97

0.98

0.99

1.00

0.0 0.1 0.2 0.3
0.95

0.96

0.97

0.98

0.99

1.00

Y
(T

)/
Y 0

T/T
m

 Theory
 Diamond

(f)

0.0 0.1 0.2 0.3
0.985

0.990

0.995

1.000

ω
(T

)/
ω

0

T/T
m

 Theory
 Diamond-1
 Diamond-2
 Diamond-3
 Diamond-4

(e)

0.00 0.05 0.10 0.15 0.20
0.990

0.992

0.994

0.996

0.998

1.000

Y
(T

)/
Y 0

T/T
m

 Theory
 Si 

(d)

0.0 0.2 0.4 0.6 0.8
0.94

0.95

0.96

0.97

0.98

0.99

1.00

ω
(T

)/
ω

0

T/T
m

 Theory
 Si-1 
 Si-2 
 Si-3

(c)

0.0 0.1 0.2 0.3 0.4

0.95

0.96

0.97

0.98

0.99

1.00

Y
(T

)/
Y

0

T/T
m

 Theory
 Ge

(b)
ω

(T
)/

ω
0

T/T
m

Theory
 Ge

(a)
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permission from [69])
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Taking zg = 5.335 for the bulk graphite as a reference and with the aid of z = 3
for graphene, the xx(1) is derived [77],

Cx z; zg

� �
¼ xx zð Þ � xx 1ð Þ

xx zg

� �
� xx 1ð Þ

¼ Cz

Czg

� ��ðm=2þ1Þ z
zg

D; 2Dð Þ
1 Gð Þ

(

¼ 0:8147
0:9220

� ��2:28

�
3:0

5:335 ¼ 0:7456 D; 2D; z ¼ 3ð Þ
1 ¼ 1:3260 G; z ¼ 3ð Þ

� ð27:14Þ

Based on the known 2D mode shifting from 2,720 to 2,680 cm-1 and D mode from
1,367 to 1,344 cm-1, and the G mode shifting from 1,582 to 1,587 cm-1, when the
graphite (zg = 5.335) turns into the monolayer (z = 3) graphene [78–82], we can
obtain the reference xx(1) for the D, 2D, and G modes from Eq. (23.5),

xx 1ð Þ ¼
xx zð Þ � xx zg

� �
Cx z; zg

� �

1� Cx z; zg

� � ¼
xx 3ð Þ � xx zg

� �
Cxð3; zg

1� Cx 3; zg

� �

¼
1276:8 ðDÞ
1566:7 G
2562:6 2D

8
<

:
cm�1
� �

Based on these derivatives, one can reproduce the T- and P-dependent Raman shift
with the quantified Debye temperature, mode cohesive energy, compressibility,
and binding energy density as given in Table 27.2.

Figure 27.9a shows the reproduction of the z-dependent Raman frequencies of
(a) the D/2D modes [78, 83, 84] and the G mode. When the n is greater than 6, the
z reaches and then maintains almost the bulk graphite value of 5.335. The con-
sistency between predictions and measurements of the z-dependent Raman shifts
for the three modes evidences the essentiality and appropriateness of the proposed
mechanisms for the lattice vibration in graphene. Size-reduction-induced phonon
shift of the G mode contribute by only one neighbor (z = 1) [36].

Figure 27.9b and c show the reproduction (solid line) of the measured
T-dependent D and G modes for diamond, graphite, graphene, SWCNT, C60, and
CNB. Results show that at T \ hD/3, the slow drop of the Raman shift arises from

the small
R T

0 gdt values as the specific heat g(t) is proportional to Ts. From the

Table 27.1 List of the input data, such as melting temperature, Tm, the Debye temperature, hD,
T-dependent thermal expansion coefficient, a(T), and the derived atomistic cohesive energy EB(0)
from fitting to the temperature dependence of Y and x for Si, Ge, and Diamond

Tm hD EB(0) (eV)

(K) (K) Raman Y Mean [141]

Si 1,647 647 2.83 4.33 3.58 4.03
Ge 1,210 360 2.52 2.65 2.58 3.85
Diamond 3,820 1,860 6.64 5.71 6.18 7.37

Accuracy is subject to the measurement where artifacts contribute. Therefore, extra caution is
needed in the measurement
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matching, we can obtain the Debye temperature hD that determines the width of
the shoulder. At T 
 hD=3, the relative Raman shift turns from nonlinear to linear.
The high temperature x-T slope, A, for each phase was obtained by fitting the
experimental data. Here, the mode cohesive energy Em-coh(0) is defined as the
different Raman modes corresponding to bond energy, Eb(0). Therefore, we can
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Fig. 27.9 a CN dependence of the G modes (inset) [78, 79] and D/2D mode (inset) [78, 81] of
graphene [36]. T-dependent Raman shifts of b diamond [65], CNB [86], and C60 [87] (inset),
c graphene [88], graphite [89, 90], and SWCNT [91, 92], at the ambient pressure. P-dependent
Raman shifts of d diamond [93] and SWCNT [94], e graphene [95] and graphite [96], and
f graphene [95] at room temperature with derived information summarized in Table 27.2 [36, 97]
(reprinted with permission from [36, 97])
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also obtain the Em-coh(0) that determines the slope of the x(T) curve at high
temperature (T 
 hD=3). By the known relation Em-coh(z) = Cz

-mEm-coh (b) and the
known bulk mode cohesive energy as well as the fixed m value, we also can
estimate the effective CN of the C60 and CNB phase, as given in Table 27.2.

Results above show that the mode cohesive energy is generally lower than the
atomic cohesive energy and varies from phase to phase for the same phonon mode.
For instance, the G mode cohesive energy is 0.594 eV while the atomic cohesive
energy is 7.37 eV for diamond. The former corresponds to energy activating the
specific mode vibration while the latter to the energy of atomic evaporation of the
specific crystal. From the derivatives, the C60 has lower CN than graphene. The bond
energy, atomic cohesive energy, and mode cohesive energy of C60 are the highest
among all the phases. Therefore, the C60 is the strongest. The Debye temperatures of
other phases are substantially lower than that of diamond, 2,230 K.

Figure 27.9d–f shows the consistency between BOLS predictions and the
experimental results of the P-dependent Raman shifts for carbon allotropes. By
matching the measured P-dependent Raman shift, we can obtain the binding
energy density (Eden) and the compressibility (b), as tabulated in Table 27.2.
Results show that the energy densities of graphene and SWCNT’s are higher than
that of diamond, which is consistent with that discovered using XPS [85]. Since
the elastic modulus is proportional to the binding energy density, the elastic
modulus of graphene and SWCNT are higher and hardly compressed in compar-
ison to diamond. The elastic modulus for C60 and CNB will be available provided
with the P-dependent Raman shift data.

27.4.3 II–VI Semiconductors

• ZnO

Figure 27.10 shows the theoretical match to the measured size dependence of
the relative change in Y(K) for ZnO nanowires, nanorods [103, 104], nanotubes
[105], and nanofilms [49, 104]. Only the outermost three atomic layers contribute
to the strength change for ZnO nanowires, nanorods, and nanofilms but for ZnO
nanotubes, contribution of both the outer and the inner shells should be included.

Figure 27.11 shows the theoretical match to the measured temperature depen-
dence of the (a) Y(T), (b) x(T), EG(T) (inset), and pressure dependence of the (c)
elastic modulus and (d) Raman shift of various modes of ZnO. Compared with the
thermally softened ZnO Young’s modulus, the pressure-induced elastic stiffening
results from bond compression and bond strengthening owing to mechanical work
hardening.

Figure 27.11d presents theoretical match with the measured pressure-dependent
Raman shift of E1(LO, 595 cm-1), E2(high, 441.5 cm-1), E1(TO, 410 cm-1),
A1(TO, 379 cm-1), and B1(LO, 302 cm-1) phonon modes for ZnO at room
temperature [109, 110]. Agreement between predictions and experimental

27.4 K, P, and T Dependence of Elasticity and Vibration Frequency 553



observations allows us to determine the x(1) of E1(LO, 510 cm-1), E2(high,
380 cm-1), E1(TO, 355 cm-1), A1(TO, 330 cm-1), and B1(LO, 271 cm-1) modes.
The change of the bond energy is dependent on the ambient temperature and
pressure. Therefore, the competition between the thermal expansion and the
pressure-induced compression determines the blue shift of Raman peaks.

• CdSe, CdS, BiSe, and BeTe

Figure 27.12 presents the T-BOLS reproduction of the size and temperature-
dependent Raman shift of II–VI semiconductors. Table 27.3 features information
of the atomic cohesive energy (ECoh), Debye temperature (hD), and reference
frequencies x(1) derived from the reproduction, with comparison of the docu-
mented hD.

27.4.4 III–V Semiconductors

Figure 27.13 presents the TP-BOLS reproduction of the pressure and temperature-
dependent Raman shift of III–V semiconductors. Table 27.4 features information
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of the reference frequencies x(1) and mode cohesive energy (Emod-coh) derived
from the reproduction. Debye temperature hD, melting point, and thermal expan-
sion coefficient are input parameters.

27.4.5 Other Compounds

• TiO2

The anatase TiO2 has six Raman active modes of 3Eg (144, 196, and 639 cm),
2B1g(397 and 519 cm-1), and 1A1g(513 cm-1). The rutile TiO2 has only four
Raman active modes of A1g(612 cm-1), B1g(143 cm-1), Eg(447 cm-1), and
B2g(826 cm-1). Generally, the frequency of the transverse optical (TO) phonon
undergoes a red shift upon the radius R of nanosolid being decreased and almost
all the modes are stiffened under high pressure and softened at elevated
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Fig. 27.11 Temperature dependence of a the Young’s modulus [7] and b the Raman shifts at the
atmospheric pressure for ZnO with confirmation of hD = 310 K and derivative of Eb = 0.75 eV
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temperatures [141–143]. However, for the TiO2, the A1g(612 cm-1) mode of rutile
phase undergoes a red shift while the Eg(144 cm-1) mode of anatase phase
undergoes a blue shift when the solid size is reduced [143–146].

TP-BOLS matching of the measured and calculated size [144, 147], tempera-
ture [141, 148], and pressure [148] dependence of the B and Dx [149] for TiO2 at
room temperature, as shown in Fig. 27.14 allows us to verify the developed
solutions and extract information as given in Table 27.5. Reproduction of TiO2

phonons turns out m = 5.34 [150]. Reproduction of the Eg mode of TiO2, shown in
Fig. 27.14, revealed that the respective phonon frequency is contributed by only
one neighbor (z = 1).
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Fig. 27.12 a Size and b temperature dependence of Raman shift for CdS and CdSe [116] and
c Bi2Se3 [117–120] and d Sb2Te3 [121] with derived information as given in Table 27.3

Table 27.3 Atomic cohesive energy (ECoh), Debye temperature (hD), and reference frequencies
x(1) derived from the reproduction of the T-dependent Raman shift of Bi2Se3, Sb2Te3, and CdS
bulk [122]

Mode ECoh (eV) x(1) (cm-1) hD (K)

Output references

CdS (bulk) LO 2.13 106.57 450 460 [123]
CdS (nano) LO 1.72 106.57 300 300 [123]
Sb2Te3 A2

1g 1.09 30.65 165 162 [124]

Bi2Se3 A2
1g 1.24 40.57 185 182 [125]
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Theoretical reproduction of the measured size dependence of (a) Y(K) [147],
(b) Dx(K) [146] of the Eg(144 cm-1) mode of anatase phase, and (c) Dx(K) [144]
of the A1g(612 cm-1) mode of rutile phase for TiO2 at the room temperature and
the atmospheric pressure with the optimized m value of 5.34 [150]. The
A1g(612 cm-1) mode of rutile phase undergoes a red shift and Eg(144 cm-1) of
anatase phase goes a blue shift with size reduction [143–145].

The size-induced blue shift of Raman frequency is governed by a different
mechanism that involves the coordination number z : 1. Therefore, the Raman
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mode cohesive energies Eb(0) for various modes are tabulated in Table 27.4 (reprinted with
permission from [136])
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mode red shift arises from atomic cohesive energy weakening of the lower
coordinated atoms in the surface region of nanograin, whereas the LFR blue shift
is predominated by intergrain interactions. The dimer bond interaction without
involvement of the neighboring numbers governs the blue shift of the
Eg(144 cm-1) mode of anatase. Decoding the measured size dependence of the
Raman optical shift turned out the vibrational information on TiO2 dimers
x(1) = 610.25 cm-1 and their bulk shifts of 1.75 cm-1 for the A1g mode of rutile
phase, and x(1) = 118.35 cm-1 and their bulk shifts of 25.65 cm-1 for the Eg

mode of anatase phase, which is beyond the scope of direct measurement.
In the T-dependent curves, the shoulder is related to the hD and the slope at

higher temperature depends on the atomic cohesive energy, Ec = zEz. Matching
the two sets of B(T) and the Dx(T) data will improve the reliability of the
derivatives. The theoretical match of the measured T-dependent B(T) [148] and the
Dx(T) [141] of the Eg(639 cm-1) mode for anatase phase TiO2 in Fig. 27.14 leads
to the x(1) = 600 cm-1 and the hD of 768 K, which is in good agreement with the
reported value of 778 K [152]. The cohesive energy Ec is derived as 1.56 eV. At
T B hD/3, the relative B and Dx turns from nonlinear to linear when the tem-
perature is increased.

Theoretical reproduction of the P dependence leads to quantitative information of
the compressibility and the binding energy density. Reproduction of the experi-
mental x-P curve [149, 154, 155] derived the values of b ¼ 6:84� 10�3 GPa�1,
b0 ¼ �1:21� 0:05� 10�4 GPa�2, B0 = 143 GPa, and b00 ¼ 8:86 [151].

Matching the prediction to the measurement derives the binding energy density
0.182 eV/Å3. The theoretical Dx(P) curve based on the relation

Dx½ �2= Yd½ �  1showed consistency between theory and prediction of the P-depen-
dent B(P) [148] and Dx(P) [143] for the Eg(639 cm-1) mode for anatase phase TiO2.

Table 27.4 Melting temperature (Tm), Debye temperature (hD), and the temperature-dependent
thermal expansion coefficient (a(T)).

Tm/K hD/K a (Ref) Raman mode x(1) (cm-1) Emod-coh(0) (eV)

AlN 3,273 1,150 [138] E2(high) 658.6 1.13
A1(LO) 892.6 1.21
A1(TO) 613 0.71
E1(LO) 914.7 1.31
E1(TO) 671.6 1.19

GaN 2,773 600 [139] E2(high) 570.2 1.44
A1(LO) 738 0.97
A1(TO) 534 1.26
E1(LO) 745 0.95
E1(TO) 561.2 1.59

InN 1,373 600 [140] E2(high) 495.1 0.76
A1(LO) 595.8 0.50

The intrinsic Raman frequency at x(1) is extrapolated from experimental data to 0 K. The fitting
results, that is the mode cohesive energy at 0 K, Emod-coh(0) of various Raman active modes [136,
137]
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Theoretical matching gives rise to the mode cohesive energy and Debye temperature as listed in
Table 27.5 (Reprinted with permission from [151])

Table 27.5 Parameters derived from theoretical reproduction of the size, pressure, and tem-
perature dependence of the bulk modulus and the Raman shift for TiO2 [151]

Stimulus Quantity Value References

K Bond nature indicator, m 5.34 5.34 [150]
Dimer vibration frequency, x(0)(cm-1) 610.25(A1g 612) –

600(Eg 639)
118.35(Eg 144)

T Cohesive energy
Ec = zbE0(eV/atom)

1.56 –

Debye temperature, hD (K) 768 778 [152]
P Bulk modulus, B0/B00(GPa/–) 143/8.86 167/– [153]

Compressibility, b/b0 (Gpa-1/Gpa-2) 6.84 9 10-3

(1.21 ± 0.05) 9 10-4
–

Energy density, Eden (eV/Å3) 0.182 –
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• KCl, Al2O3, MgO, Mg2SO4, and BaXO4

Figure 27.15 shows the match between predictions and the measured T-
dependent Young’s modulus for Al2O3, MgSO4, MgO, and KCl with Tm and hD as
input and atomic cohesive energy EB as derivative. The accuracy of the derive
EB(0) is subject to many factors such as surface finishing and measurement
techniques.

Table 27.6 Parameters derived from fitting to the T dependent of the Young’s modulus for given
materials

Sample Tm (K) hD (K) EB(0) (eV)

KCl [10] 1,044 214 0.57
MgSO4 [10] 1,397 711 2.80
Al2O3 [5] 2,303 986 3.90
MgO [10] 3,100 885 1.29
BaTiO3 [156] 1,862 580 2.50
BaZrO3 [156] 2,873 680 0.74
BaNbO3 [156] 740 1.10

The Tm and hD for bulk are input and the atomic cohesive energy Eb(0) are derived from the
fitting [69, 56]
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Fig. 27.15 Theoretical reproduction (solid lines) of the measured (scattered data) a–c T
dependent and d P dependent of Young’s modulus for various specimens [156], with derived
information of mean atomic cohesive energy as listed in Table 27.6 [157]
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27.5 Summary

A set of analytical expressions enables theoretical unification of the size, pressure,
temperature, and bond nature dependence of elastic modulus and Raman shift to be
reproduced with derivatives of the atomic cohesive energy, binding energy den-
sity, Debye temperature, specific heat, and the reference frequency of Raman shift
for bulk and nanostructures. The bond relaxation in length and energy determines
the correlation between these quantities and their interdependence. The followings
conclude:

1. The BOLS correlation and LBA approach correlate the Young’s modulus to the
Raman shift.

2. The Young’s modulus of a nanosolid may drop, rise, or remain unchanged with
size reduction, depending on the temperature of operation, the nature of the
bond involved, and experimental techniques and conditions. It is therefore not
surprising to observe the elastic modulus change in different trends for different
materials measured under different conditions.

3. The thermal softening arises from thermal expansion and vibration that
weakens the bond through the increase in internal energy that follows Debye
approximation.

4. One could not consider a single parameter on its own without addressing the
rest when discussing the mechanical and thermal properties of a material,
especially for a small object. One should not separate the mechanical perfor-
mance from the thermal response in dealing with small objects, as they are
interdependent.

5. The Debye temperature hD has a square root dependence on (Tm-T)1/2/d, rather
than a linear or square root dependence on Tm.

6. The specific heat capacity generally decreases when the solid size is reduced.
The reduction in the specific heat capacity is more pronounced for larger m
values at lower temperatures.

7. The elastic modulus correlates to the Raman frequency whose shift is pro-
portional to the square root of the bond stiffness.

8. Reproduction of the T- and P-dependence of the Raman shift and elastic
modulus derives the bond length, bond energy, energy density, atomic cohesive
energy and the Debye temperature.

Therefore, the macroscopically measurable B and Dx connect directly to the
bond length and energy of the specimen and their response to the intrinsic coor-
dination imperfection and the applied stimuli through the BOLS correlation and
the LBA approach. Exercises lead to derived information of the cohesive energy
and Debye temperature, energy density, compressibility, the bulk modulus and
their first-order derivatives, and the analytical correlation between the B and Dx.
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The LBA and BOLS would provide a useful yet simple way to unify the
mechanical and vibration properties of a specimen under the change of atomic
coordination, thermal, and mechanical activation. With the developed premise,
one can predict the changing trends of all the concerned properties and can derive
quantitative information as such from any single measurement alone.
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Chapter 28
Nanograins: II. Plasticity and Yield Stress

• The competition between the energy density gain and the cohesive energy loss in
the skin dictates intrinsically the IHPR.

• The competition between the activation and the inhibition of dislocation motion
activates the IHPR.

• The critical size in the IHPR is determined by: (1) the nature of the bonds
involved and (2) the temperature of operation.

• Superplasticity takes place in the quasi-molten phase.
• The skin governs the multi-field coupling effect on the physical anomalies of

nanostructures.

28.1 Hall–Petch Relationship

In plastic deformation tests, the measured flow stress, or hardness, of nanograins
changes with its grain size in a trend quite different from the predicted monotonic
features of the elastic response because of the involvement of extrinsic factors
including artifacts in the contact mode of measurement. The flow stress of the solid
grains increases under the mechanical stimulus when the grain size is reduced. For
brittle materials, such as intermetallic compounds and ceramics, the ductility
increases with grain refinement because of the increased grain boundary (GB)
volume fraction, GB sliding, and GB dislocation accumulation [1]. The plastic
deformation results from the couple of mechanical deformation controlled by the
stress field applied, chemical reaction determined by the external loading envi-
ronment, and mechanical–chemical interaction governed by both loading type and
environment [2]. Temperature rise accelerates the penetration of oxygen into the
grain interior and reduces the critical stress for plastic yielding. When the chemical
effect is avoided, the initiation of plasticity is enabled by octahedral shear stress
but the further development of plastic deformation is influenced by hydrostatic
stress. Plasticity of silicon in the form of phase transitions, e.g., from the diamond
to amorphous or from the amorphous to bcc structures, is determined by loading
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history. The elastic deformation of the two-phase alloy obeys the rule of mixtures
for a composite; the plastic deformation is governed by the softer matrix but
enhanced, in part, by the deflection of shear bands by the globular harder phase [3].

The size-induced mechanical hardening of nanograins is divided into three size
regions, as illustrated in Fig. 28.1a. Region I corresponds to the classical Hall–
Petch relationship (HPR) [4–6]. Regions II and III are known as the inverse Hall–
Petch relationship (IHPR) [7–12]. Postulated explanations for the HPR-IHPR
behavior include dislocation-based models, diffusion-based models, grain bound-
ary-shearing models, two-phase-based models, and dislocation absorption-based
models [13]. The observations are also explained by considering two alternative
and complementary rate mechanisms of plasticity, grain boundary shear, and
dislocation plasticity, each contributing to the overall strain rate in proportion to
the volume fraction of the material in which they operate [14].

The mechanical strengthening with grain refinement in the size range of
100 nm or larger (region I) has traditionally been rationalized with the so-called T-
independent HPR that can be simplified in a dimensionless form being normalized
by the bulk strength, r(?), measured at the same temperature and under the same
conditions:

r Kð Þ=r 1ð Þ ¼ 1þ AK�0:5 ¼ 1þ A0l b=Kð Þ0:5 ð28:1Þ

The slope A or A0 is an adjustable parameter for fitting to measurements, which
represents both the intrinsic properties and the extrinsic artifacts such as defects,
the pileup of dislocations, shapes of indentation tips, strain rates, load scales, and
directions in the test. The l and b correspond, respectively, to the shear modulus
and the Burger’s vector modulus reduced by atomic size, d. The bulk modulus B is
related to the shear modulus l and the Poisson ratio m by: l = B/[2(1 ? m)]. Using
the dimensionless form of the normalized, yield strength aims to minimizing the
contribution from artifacts due to processing conditions, crystal orientations, and
the purity of the specimens if the measurement is conducted under the identical
conditions throughout the course of the experiment. For convenience, we use both
x = K-0.5 and K as indicators of the dimensionless form of sizes.

As the crystal is refined from the micrometer regime into the nanometer regime
(Region II), the classical HPR process invariably breaks down and the yield
strength versus grain size relationship departs markedly from that seen at larger
grain sizes (Region I). With further grain refinement, the yield stress peaks in
many cases at a mean grain size in the order of 10 nm or so. A further decrease in
grain size (Region III) can cause softening of the solid, instead, and then the HPR
slope turns from positive to negative at a critical size, or called the strongest grain
size [17].

There has been a concerted global effort underway using a combination of
novel processing routes, the state-of-the-art experimental measurements, and
large-scale computations to develop deeper insight into the IHPR phenomena. For
example, by squeezing Si nanospheres of different sizes between a diamond-tipped
probe and the sapphire surface, Gerberich et al. [18] determined at room
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temperature that a defect-free silicon nanoparticle with a diameter of 40 nm
is *3 times (50 GPa) harder than bulk silicon (12 GPa), while it was around
20 GPa with a diameter of 100 nm. The smaller the sphere, the harder it was.
Tensile tests of the electrodeposited nanocrystalline Ni–W alloys with grain sizes
of 20, 12, 8, and 5 nm revealed that the strongest grain size is at 8–10 nm that is an
essential characteristics of the nanocrystalline Ni–W alloys [19–21]. The softening
of nanograins is also attributed to the increase in intercrystalline volume fraction,
especially the fraction associated with the triple junction [22]. The IHPR effect has
also been experimentally observed in SiC [23], Ni–P [24], melt-spun AlMnCe, and
AlCrCeCo alloys [25], see more examples in Table 28.1. Progress in fabrication,
characterization, and the understanding of the HPR-IHPR relations of nanocrys-
talline materials have been reviewed by many specialists [26–36].

28.2 Mesoscopic Models

Numerous models elaborate the HPR and IHPR effects. The possible mechanisms
for the plastic deformation of nanograins include the pileup breakdown, GB
sliding, core and mantle structures, GB rotation, grain coalescence, shear-band
formation, and gradient and twinning effects. The IHPR appears because of the
increased porosity at small grain sizes, suppression of dislocation pileups, and
dislocation motion through multiple grains, enhanced grain boundary diffusion, or
absence of dislocations in the small grains without the mirror forces in the next
grain being involved. It appears that the mechanism for the HPR and the IHPR is a
topic of endless debate because of the complicated factors. The following dis-
cusses typical mechanisms for the HPR, IHPR, and the transition from HPR to
IHPR and the critical grain size.
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Fig. 28.1 a Illustration of the three regions of hardness transition from the classical HPR to the
IHPR [15]. b The typical best fit of the IHPR for Cu nanograins by Zhao et al. [16]
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28.2.1 HPR-I: Linear Hardening

• GB barriers-limited dislocations [37–40]. For large grain sizes, most of the
models using a mechanism based on dislocation pileup account for the grain size
dependence of the macroscopic plastic flow stress. In deriving the HPR, the role
of GBs as a barrier to dislocation motion is considered in various models. One
type of models [39] regards the GBs as barriers to the pileup of dislocations. The
GB stress of one grain concentrates the dislocations, which activates the dis-
location sources in the neighboring grains, thus initiating slip from grain to
grain. The other type of models [40] regards the GBs as dislocations barriers
limiting the mean free path of the dislocations, thereby increasing strain hard-
ening, resulting in the HPR [41]. The conventional dislocation theory for the
HPR gives a linear dependence of r on K-1/2 only when there are a large

Table 28.1 Comparison of the measured and predicted strongest critical grain sizes for IHPR
transition with f = 0.5, 0.668 and m = 1 otherwise as indicated

Element d/nm Tm/K PM Measured DC/nm Predicted DC/nm (f = 0.5; 0.663)

Mg 0.32 923 – 18.2; 17.3
Ca 0.394 1,115 – 22.41; 22.41
Ba 0.443 1,000 – 25.2; 23.9
Ti 0.293 1,941 – 23.6; 23.6
Zr 0.319 2,182 – 29.3; 29.3
V 0.2,676 2,183 – 24.6; 24.6
Ta 0.2914 2,190 – 26.8; 26.8
Fe 0.252 1,811 9,765 18.2 19.1
Co 0.2552 1,728 – 19.3
Ni 0.2488 1,728 7,042 17.5;13 [59] 18.8
Cu 0.2555 1,358 890 14 [76]; 14.9; 25–30 [77] 16.1
Zn 0.2758 693 1,034 17.2; 10; [78] 11 [9] 18.5; 16.5
Pd 0.2746 1,825 3,750 19.9 20.8
Ag 0.2884 1,235 – 17.3
Pt 0.277 1,828 – 21.0
Au 0.288 1,337 – 17.3
Al 0.286 993 – 18 [76] 16.3; 15.4
C 0.154 3,800 – 20.5 (m = 2.56)
Si 0.2632 1,683 4 9.1 10.6 (m = 4.88, f = 0.1)
Ge 0.2732 1,211 – 11.5 (m = 4.88, f = 0.1)
Sn 0.384 505.1 – 47.2; 40.6
Pb 0.3492 600.6 – 28.0; 24.9
Bi 0.34 544.4 – 36.0; 29.2
Ni80P20 0.2429 1,184 7,063 7.9 (m = 4) 8.9
NiZr2 0.4681 1,393 7,093 17.0 (m = 4) 19.8
TiO2 0.3860 2,098 7,432 22.5 (m = 5.34) 23.1(f = 0.01)

The predicted critical sizes agree with measurement as derived from Fig. 28.3 unless with given
references. Changing the f value only affects the DC (= 2KCd) of a material with Tm below
1,000 K [75]
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number of dislocations in a pileup, which is equivalent to assuming that the
grain sizes in the polycrystalline material under consideration is large. Defor-
mation mechanism at larger scales is believed to occur through the production
and motion of dislocations within the individual grains [42].

28.2.2 IHPR-II: HPR Deviation

• Intra-granular transition of GB-sourced dislocations [43]. The first theoret-
ical attempt proposed that dislocations in nanograins are nucleated at the GBs,
travel across the grain, and annihilate on the opposite GBs, and therefore, intra-
granular transition dominates the HPR deviation.

• Intergranular GB stacking fault drained dislocations [42, 44]. As the grain size
is decreased, dislocations are expected to pileup at the GBs and become less
mobile because of the role of the stacking fault energy, essentially a misfit
energy caused by atomic planes stacked out of sequence, thus leading to
increased strength. Therefore, the IHPR corresponds to the GBs that serve as a
dislocation drains rather than sources. In the nanometer regime, GBs are
occupying a significant fraction of the material’s volume, deformation proceeds
by a mechanism that is intergranular rather than intra-granular, as argued above.

28.2.3 IHPR-III: Softening

• GB migration and diffusion mechanism suggests that the GB migration and
diffusion dominate the size-induced softening. When the grain size is below the
critical values of 10–20 nm, more than 50 % of atoms are associated with GBs
or interfacial boundaries. Therefore, GB atoms play the dominating roles in the
softening of nanocrystalline materials. Nanocrystalline materials exhibit creep
and superplasticity at lower temperatures than do micrograined counterparts.
Similarly, plastic deformation of nanocrystalline coatings is considered to be
associated with GB sliding assisted by GB diffusion or rotation. MD calculation
using the embedded atom method [45] and the effective medium theory [46]
suggested that GB migration and sliding are predominant instead of the
mechanism of diffusion switching [47]. An intricate interplay between GB
sliding and GB diffusion may occur, and therefore, the IHPR effect arises from
sliding accommodated GB diffusion creep [28, 48].

• Soft GBs-embedded hard cores. This composite core–shell structure model
suggests that the IHPR-deformed bulk metallic glass can be treated as a com-
posite of hard amorphous grains surrounded by a shell of soft GBs [49, 50]. The
grain interior deforms elastically under external stresses, while the plastic
deformation of the GB layer is governed by a Maxwell’s equation. In such a
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microstructure, the deformation of the GB shell contributes significantly to the
overall deformation. Nieh and Wang [51] indicated that the apparent IHPR in
the BeN alloy is actually an artifact as it is caused by the presence of relatively
soft amorphous Be–B phases when the grain size of Be is significantly refined
by B alloying. When the grain size was less than 10 nm, the GBs were thicker
than those of coarser-grained materials. The interface region of the nanocrys-
tallites having a structure of non-periodic atomic array expanded into the center
region. Factors such as residual porosity, impurities, residual stresses, minor
surface flaws, and/or narrow shear bands are suggested to lower and scatter the
tensile strength values [52]. Similarly, a phase mixture model [22, 53] treats a
polycrystalline material as a mixture of two phases: the grain interior material
whose plastic deformation is governed by dislocation and diffusion mechanisms
and the GB ‘phase’ whose plastic flow is controlled by a GB diffusion mech-
anism [54, 55]. The reduction in dislocation mean free path through GBs dif-
fusion rather than dislocation nucleation governs the size effect in this range
[56]. The softening in plastic deformation was also ascribed as a large number of
small ‘sliding’ events of atomic planes at the GBs, with only a minor part being
caused by dislocation activity in the grains; the softening at small grain sizes is
therefore due to the larger fraction of atoms at the GBs [16]. An acoustic
emission spectroscopic study [57] suggested that a peculiar deformation
behavior, due to the competition between different deformation mechanisms
such as dislocation pileups in nanocrystalline grains and grain sliding-grain
rotation within amorphous boundaries, plays a vital role in the deformation of
superhard nanostructures.

28.2.4 HPR-IHPR Transition

• Grain size triggers collective motion of dislocations. This mechanism [58]
suggests that the classical HPR arises from the collective motion of interacting
dislocations yet the breakdown for nanometric grains stems from the loss of such a
collective behavior as the grains start deforming by successive motion of indi-
vidual dislocations. Mohamed [59] interpreted the nanometer-scaled softening in
terms of dislocation-accommodated boundary sliding. The HPR breakdown may
lead to three possible behaviors according to the patterns of dislocations:

– If dislocations are nucleated at vertices, the IHPR will bend down showing
softening characteristics;

– If dislocations are at the GB triple junctions, the IHPR curve will turn to be
flat without softening or hardening taking place.

– If dislocations occur at the GBs, the IHPR will remain the classical HPR trend
and there will be no IHPR.

• Dislocation absorption. Carlton and Ferreira [13] revised the HPR with a
statistical probability of dislocation absorption by grain boundaries, showing
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that the yield strength is dependent on strain rate and temperature and deviates
from the HPR below a critical grain size.

The HPR becomes IHPR in the way of,

r Kð Þ=r 1ð Þ ¼ 1þ A 1� rdisð Þ=Kð Þ0:5;

where rdis is the probability of a dislocation being absorbed by the GB.

• Core–shell role exchange. The IHPR slope transition is also suggested to arise
from the role exchange of the grain interior and the GBs [60]. The thermally
activated GB shear [9] and the excessive volume of the undercoordinated GB
atoms [61] are suggested to be responsible for the IHPR softening [62, 63]. A
switch in the microscopic deformation mechanism from dislocation-mediated
plasticity in the coarse-grain interior to the GB sliding in the nanocrystalline
regime is suggested to be responsible for the maximum strength [64]. In the
HPR regime, crystallographic slips in the grain interiors govern the plastic
behavior of the polycrystallite; while in the IHPR regime, GBs dominate the
plastic behavior. During the transition, both the grain interiors and the GBs
contribute competitively. The slope in the HPR is suggested to be proportional
to the work required to eject dislocations from GBs, and the GB strain energy
has to be taken into consideration [65]. The transition with decreasing grain size
from a GB dislocation to a GB-based deformation mechanism in the nano-
crystalline fcc metals provides also a possible mechanism [66].

28.2.5 Strongest Grain Size

The following approaches estimate the strongest grain size. One approach is to
assume that the plastic deformation of a nanocrystal switches abruptly from the
pileup of dislocations to the GB-relaxation mechanism at a grain size, d = dc [53],

rðKcÞ=rð1Þ ¼ 1þ AK�0:5
c ¼ 1þ g

dc

w
� 1

� �

where g is an adjustable parameter depending on grain morphology and w the GB
width that is approximately three times the Burgers vector, b, i.e., w & 3b.
According to this model, the strength of the IHPR material decreases linearly with its
grain size below a certain threshold. The dc was estimated to be 25 nm for Cu, in
comparison with the reported values of 14 nm [67], 18 nm [68], and 50 nm [69].

Another approach for the flow stress of an A–B alloy suggests that the strongest
grain size represents the emergence of GB diffusion that causes the HPR break-
down. For the A–B alloy, the critical grain size is given by [21]:

di
AB ¼

DB

DA

1� cð Þ þ c

� �2=7

di
A
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the critical grain size for pure A is di
A, DB and DA are the diffusivity of atom B in A

and the self-diffusivity of A, respectively. The c is the atomic ratio of B to A.
A prediction of the strongest grain size for the W/Ni alloys (with 13–19.6 at % W
and a presumption of di

Ni ¼ 12 nm) shows acceptable agreement with the mea-
sured critical size of around 8–10 nm [19].

28.2.6 Tm(K) Dependent IHPR

Zhao et al. [16] proposed an atomistic analytical expression for reproducing the
yield strength over the whole HPR and IHPR size range. They modified the
T-independent HPR by introducing the activation energy for atomic dislocation to
the HPR slope. The activation energy was related directly to the melting point
suppression, Tm (K) � EA(K) [70]. The IHPR turns to be,

rðKÞ ¼ r0 þ A1 þ A2K�1=2
ffi �

exp
Tm Kð Þ

2T0

� �

where r, A1, and A2 are adjustable parameters. T0 is the reference temperature of
measurement, and Tm(K) is the K-dependent melting point. The Tm(K) drops with
the inverse size of the nanoparticle, K. This approach with inclusion of the
essential fact of the size-induced Tm depression could reproduce the IHPR
observations quite reasonably for a number of specimens, as shown for a sample of
such cases in Fig. 28.1b.

28.3 T-BOLS Formulation: Dual Competition

The measured size and temperature dependence of the yield strength and com-
pressibility of a nanosolid can be obtained by substituting the size and bond nature-
dependent g1(K), d(K), and Tm(K, m) for the atomic g1i, di, and Tm,i. The solution is:

r K;Tð Þ
r 1; T0ð Þ ¼

g1 Kð Þ
g1 1ð Þ

� d
d K;Tð Þ

ffi �3
� Tm K;mð Þ�T

Tm�T0
¼ r Kð Þ

r 1ð Þ/ K;m; Tð Þ Born-criterionð Þ
d

d K;Tð Þ

ffi �3
� g2 Kð Þþg1 Kð Þ Tm K;mð Þ�T½ �

g2 1ð Þþg1 1ð Þ Tm�T0ð Þ Full-energyð Þ

8
><

>:

ð28:2Þ

In Born’s criterion, the additional term u(K, m, T) includes contributions from
bond nature, bond length, and the separation of [Tm(m, K)- T] to the yield strength
of a solid in the T-independent HPR treatment. The term [Tm(m, K)- T] in the
Born’s criterion is replaced by the net energy difference in the full-energy
approximation. Numerically, these approximations are substantially the same
because the addition of g2 leads to only an insignificant offset of the relative
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r values. However, according to the fact that the mechanical strength approaches
zero at melting, the term of g2 can be ruled out and the Born’s criterion applies.
Therefore, the full-energy consideration can be ignored in the case of plastic
deformation for the first-order approximation.

By comparing the currently derived form of Eq. (28.2) with the traditional HPR
of Eq. (28.1), one can readily find that the ratio of the size-dependent specific heat
per bond follows the traditional T-independent HPR, g1 Kð Þ=g1 1ð Þ ¼
r Kð Þ=r 1ð Þ ¼ 1þ AK�0:5. Incorporating the activation energy, EA(K) � Tm(K)
[16, 70, 71], for atomic dislocation into the pre-factor A, leads to an analytical
expression for the size- and T-dependent HPR in terms of energy density ratio:

r K; Tð Þ
r 1; Tð Þ ¼

g1 Kð Þ
g1 1ð Þ

d 1ð Þ
d Kð Þ

� �3

� Tm K;mð Þ � T

Tm � T0

( )

¼ 1þ AK�0:5
� 	

� 1þ Dd Kð Þ½ ��3� Tm K;mð Þ � T

Tm � T0


 �

¼ u A T ; Tm K;mð Þð Þ;Kð Þ � / K; T ; Tm K;mð Þð Þ

ð28:3aÞ

where

A ¼ A T; Tm K;mð Þð Þ ¼ f 0 � exp C
Tm K;mð Þ

T
� 1

� �
¼ f � exp

Tm K;mð Þ
T

� �

Dd Kð Þ ¼
X

i� 3
ci Ci � 1ð Þ

ð28:3bÞ

The activation energy for dislocation motion is proportional to the size and
bond nature dependence of the atomic cohesive energy, or the temperature dif-
ference between melting and operation,

EA K;m; Tð Þ / Tm K;mð Þ � T ¼ Tm 1;mð Þ 1þ DC Kð Þ½ � � T
DC K;mð Þ ¼

P

i� 3
ci zibC�m

i � 1
� 

(

ð28:3cÞ

The pre-factor f is an adjustable parameter, which should cover both intrinsic
and extrinsic contributions. The Dd Kð Þ is the contraction of the mean bond length,
and DC K;mð Þ the perturbation to the mean cohesive energy of a nanograin.

The difference in the Tm(K, m) - T or the ratio of the Tm(K, m)/T is critical as it
appears in both parts of / and u. Equation (28.3a) represents two types of com-
petition in the IHPR:

1. The intrinsic competition between the remaining atomic cohesive energy and
the energy density gain in the GBs and their temperature dependence, in terms
of the separation of Tm(m, K) - T. If T remains unchanged during the mea-
surement, a size reduction will decrease the Tm(m, K) and hence the value of
Tm(m, K) - T. Thus, the strength of the solid will drop with solid size. The
term of g1 Kð Þ=g1 1ð Þ ¼ z=z Kð Þ represents the energy density gain, which is
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inversely proportional to the average coordination, as discussed in the section
dealing with MC elongation. In nanograins, the deviations from both the energy
density and atomic cohesive energy arise from GB atoms as atoms in the grain
interior retain their bulk nature.

2. The competition between the activation and inhibition of dislocations motion
dictate extrinsically. The exponential form of Tm(m, K)/T represents the easi-
ness of activating dislocations. Because the Tm(m, K) drops with solid size, the
dislocation motion becomes easier to form at smaller sizes because of the
undercoordinated GB atoms, agreeing with observations of Han et al. [72]. The
counterpart of competition comes from dislocation accumulation and strain
gradient work hardening that inhibit further sliding dislocations, which com-
plies with the traditional establishment in the T-independent HPR of AK-0.5.
The factors such as impurities or defects, shapes of indenter tips, strain rates
and directions, and loading directions and scales also contribute to the yield
strength measured [73].

Therefore, the intrinsic competition between the remaining atomic cohesive
energy and the binding energy density gain in the GBs and the extrinsic compe-
tition between the activation and the resistance of dislocations determine the entire
process of HPR and IHPR, which depends on temperature of operation because of
the thermally driven bond expansion and bond weakening. The analytical form
also represents that the undercoordinated atoms in the surface skin dictate the
IHPR, whereas atoms in the core interior retain their bulk features and that both the
bond length and bond strength are temperature dependent.

According to this solution, the grain boundary is harder at temperatures far
below the surface Tm,1 because of the dominance of bond strength gain, whereas at
temperatures close to the Tm,1, the GB is softer than the grain interior because of the
dominance of bond order loss that lowers the barrier for atomic dislocation motion,
concurring with the mechanism of core–shell role exchange. When operating at a
given temperature, solid-size reduction lowers the Tm(K, m). When K is sufficiently
large, the analytical form degenerates into the traditional HPR, of which the slope is
now clearly seen to be dominated by the term f 9 exp(Tm(m, ?)/T) that relates to
the specific heat or activation energy for atomic dislocation.

The derived form is in accordance and further formulates the known mechanism
of core–shell role exchange [49–65] and the composite or the mixed phase-structure
model [49, 56] for the IHPR. The T-BOLS approximation clarifies that the com-
petition between the atomic cohesive energy (Tm) remnant, and energy density
(stress) gain in the GB region dictates intrinsically the mechanical behavior at GBs,
which is sensitive to the temperature of operation. As the solid size is decreased,
transition from the dominance of energy density gain to the dominance of remaining
atomic cohesive energy occurs at the critical size at which both mechanisms con-
tribute competitively. It is emphasized that all the afore-mentioned models give
reasonable explanations of the HPR/IHPR transition but, with the currently pro-
posed temperature dependence of the T-BOLS consideration as the atomistic and
intrinsic origin, all the approaches would be correct and complete.
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28.4 Verification

28.4.1 Strongest Sizes in the IHPR

By equaling the differential of the natural logarithm of Eq. (28.3a) to zero
d Ln r=r0ð Þð Þ=dx ¼ 0; one can determine the critical size KC(f, Tm(x) T, m) with the
slope of HPR transiting from positive to negative, which distinguishes factors
dominating the KC value. For calculation convenience, one can simplify
x = K-0.5, h(x) = T/Tm(x), and hð0Þ ¼ T=Tmð1Þ. r and r0 represent r(x, T) and
r(0, T0), respectively. The numerical processing leads to the following relation:

d Ln(r=r0Þð Þ
dLnðxÞ ¼ Aðx; h xð Þ;mÞ � h 0ð Þþ2DC x;mð Þ

h 0ð Þ 1þAðx;h xð Þ;mÞð Þ

� 6Dd xð Þ
1þDd xð Þ þ

2DC x;mð Þ
1þDC x;mð Þ�h 0ð Þ ¼ 0

ð28:4Þ

This solution indicates that the critical size depends on the bond nature indi-
cator m, T/Tm(x), and the pre-factor f in A. Solving this equation numerically gives
rise to the critical sizes xC of different materials, agreeing with measurements, as
listed in Table 28.1.

28.4.2 TC for Phase Transition

It is necessary to define the critical temperatures, TC, and the corresponding critical
size, KC, for the transition from solid-to-quasi-molten phase and Tm for transition
from quasi-molten-to-liquid using the relations:

r K; TCð Þ
r 1; TCð Þ ¼

1þ A K; h Kð Þ;mð Þ
1þ Dd Kð Þ½ �3

� Tm K;mð Þ � TC

Tm � TC

� 1 Quasi-moltenð Þ
¼ 0 Liquidð Þ




ð28:5Þ

The quasi-molten state is defined thus that at a temperature higher than TC(K, f,
m), the solid of critical size KC is softer and easily compressible compared with the
bulk counterpart at T = TC(K, f, m). At the melting point, Tm(x, m), the quasi-
molten state becomes a liquid associated with zero hardness and infinite com-
pressibility. TC is lower than the Tm for the same size. This definition complies
Born’s criterion indicating the absence of shear modulus at melting, and that
defined by Marks [74], as illustrated in Fig. 28.2.

28.4.3 Strongest Grain Size

By incorporating the value of g1ðxÞ=g1ð0Þ = 0.00187/0.0005542 = 3.3742 for an
impurity-free gold MC into Eq. (28.3a), on can estimate the value of f for the gold
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MC with the parameters of zi = 2, K = 1.5, x = 1/HK = 1.223, m = 1,
T = 298 K, and Tm(x) = 1337.33/4.1837 = 318 K:

f ¼ g1 xð Þ
g1 0ð Þ � 1

� ��
x� exp

Tm xð Þ
T

� �� �
¼ 2:3742

�
1:223� exp

318
298

� �
 �
¼ 0:668

ð28:6Þ

The f value is intrinsic for the elongation test of the impurity-free Au–MC.
However, in the test of nanograins plastic deformation, artifacts such as the
external stress or strain rate or structural defects will contribute to the yield
strength and hence the pre-factor f value. The f term is an adjustable parameter that
may change when the nature of the bond is altered, such as in the cases of Si and
TiO2 that will be shown shortly.

Table 28.1 lists the strongest sizes xC of selected nanosolids with the known
bond length d and bulk melting point Tm as the input. All the nanograins were
taken as being in spherical shape. The pre-factor f is adjusted under the constraint
that the HPR slope should match the observations and intercept at the positive side
of the vertical axis. Only positive intercept in measurement is physically accept-
able. The theoretical curves were normalized with the calculated peak values at the
transition point, xC, and the experimental data measured at room temperature were
normalized with the measured maximum PM.

Figure 28.3 compares the theoretically produced IHPR with the measured data
of typical nanocrystals. Insets in panel (e) show the size dependence of the elastic
modulus and melting point of TiO2 [79]. The straight lines are the traditional HPR
and their slopes are obtained by adjusting the f values in Eq. (28.3a). The dashed
lines only consider the extrinsic competition between activating and blocking
dislocation motions represented by the activation energy without involving the
contribution from the intrinsic competition, with u(d, m, T) = 1. The solid lines
are the current T-BOLS predictions covering both intrinsic and extrinsic compe-
titions without using any other adjustable parameters. The scattered data are
experimental results documented in the literature. All the panels were fitted at
T = 300 K with f = 0.5 unless otherwise as indicated. Agreement indicates that
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the IHPR is dominated by the extrinsic competition of activating and inhibiting
dislocation motion whereas the intrinsic competition between the energy density
gain and the atomic cohesive energy remnant in the skin plays a less significant
role in plastic deformation.

The T-BOLS predictions match reasonably well to all measurements. The
perfect match of the IHPR for NiP alloy and TiO2 compound may adequately
evidence that the current T-BOLS and LBA approaches are close to the true
situations of IHPR involving both intrinsic and extrinsic contributions. As can be
seen from Table 28.1, changing the f values from 0.5 to 0.668 has no effect on the
critical size for materials with Tm(0) [ 1,000 K, or T/Tm(0) \ 1/3, and therefore,
for the examined samples, using f = 0.5 or 0.663 makes no difference. The small
f values for TiO2(0.01) and Si(0.1) may be dominated by the bond nature alteration
that lowers the Tm(x, m) insignificantly.

Strikingly, one datum point of measurement is sufficient to calibrate the IHPR
of a specimen. For example, applying the measured relative hardness of the defect-
free 40-nm silicon nanosphere to the IHPR equation results in the maximum
hardness of Si nanosolid at room temperature being 5 times the bulk value and the
IHPR critical size being at 9–10 nm. The calibration using one datum point and the
known bulk value should be one of the advantages of the current approach in
predicting and calibrating the IHPR of a solid. Applying m = 4.88 for Si to
Eq. (28.3a) gives immediately the bond contraction coefficient of C1 = (85 ± 1)%
and the corresponding z1 & 3.60 ± 0.25. The z1 for the spherical Si is slightly
lower than z1 = 4 for the flat surface, and the C1 is slightly lower than a flat
surface (88 %) because of the positive curvature of the sphere.

Insets in Fig. 28.3f show the cluster-size reduction-enhanced energy density
(elastic modulus) and the depressed atomic cohesive energy (melting point) of
TiO2, evidencing the competition of both entities at the small scale. However,
under compression, the elastic modulus of TiO2 increase till 15 nm and then drops
because of the contacting measurements [89], see Fig. 28.4.
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28.4.4 The Strongest Size

Figure 28.5 shows that, as the inverse of yield strength, the normalized com-
pressibility drops first and then bends up at the IHPR critical point until it reaches
the bulk value at TC(x). The compressibility then goes up to infinity at Tm(x). This
trend agrees with the breaking limits of metallic MC and polymer chains
approaching Tm.

Results show that the Pb nanosolid of x = 0.34 (D = 6 nm) size becomes
quasi-molten and of x = 0.52 (2.6 nm) becomes liquid at 300 K because of the
lower bulk melting point (600 K). In contrast, the Au nanosolid of x = 0.68
(D = 1.25 nm) becomes quasi-molten and x = 0.95 (D = 0.64 nm being smaller
than one fcc unit cell) becomes liquid at 300 K. Therefore, the gold MC (or an fcc
unit cell) is in the quasi-molten state at 300 K, which clarifies further why the
Au–MC is highly extendable at the ambient temperature.

Figure 28.6 demonstrates the f, m, and T/Tm(0) dependence of the strongest size
xC. The critical size varies significantly with the temperature of operation (T/Tm(0))
and the bond nature m. In the range of f = 0.1 and 1.0, xC depends less on the
f values if the T/Tm(0) ratio is smaller than 0.15. There exist two temperatures for
one xC value in both panels (a) and (b). For the xC = 0.15 example, the temperature
reads as T = 0.17Tm and 0.65Tm for the f = 1 curve in panel (a); and the T reads
0.1 and 0.7 Tm for m = 5 in panel (b). This result means that the same critical size
can be obtained by measuring the specimen at different temperatures but the
corresponding values of hardness are completely different; the specimen at low T is
much harder than it is at higher T, as demonstrated in Fig. 28.7a.
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Fig. 28.5 Comparison of the IHPR-2 (solid line) transition and critical sizes for solid-to-quasi-
molten and quasi-molten-to-liquid transition at 300 K for a Pb (m = 1, Tm = 600.6 K, and
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28.4.5 Size Effect on TC(x) and Tm(x)

The T/Tm and the size dependence of the strength and ductility in Fig. 28.7a reveal
the following trends in general:

1. For a given material of a given size, the normalized mechanical strength drops
from infinity to zero when T increases from zero to Tm(x, m), associated with an
increase in ductility until a singularity is reached at Tm(x). Meanwhile, the
Tm(x) drops with size by 5 and 15 %, respectively, for the xC = 0.15 and 0.21
examples.
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2. Both r and b reach their bulk values (or transits into quasi-molten state) at
TC = 0.75 Tm and 0.65 Tm for xC = 0.15 and 0.21, respectively. When T [ TC,
r drops, and b rises in an exponential way.

A comparison of the size dependence to the normalized atomic distance d(x)/
d(0), melting point, Tm(x, m = 1)/Tm(0), and the ratio of TC(x, f, m = 1)/Tm(0) for
solid-quasi-molten transitions shown in Fig. 28.7b indicates that the TC(x, f) drops
more rapidly with size than the Tm(x, m). The bulk TC value is about 20 % lower
than that of the bulk Tm. This trend agrees with the findings of Marks as shown in
Fig. 28.2, which clarifies the distinguishable separation between the Tm and TC in
the whole range of solid size.

The currently defined Tm(x)/Tm(0)-BOLS curve overlaps the curve derived
from Born’s criterion, Tm(x)/Tm(0)-Born, which indicates the consistency in the
respective physical mechanisms of melting. BOLS notation suggests that the
melting is governed by the skin-resolved depression of the atomic cohesive energy
(Tm � zEz) but the Born’s criterion Eq. (28.5) requires that the shear modulus or
mechanical strength disappears at Tm [90]. The trend of the Tm(x)/Tm(0) curves
also agree with the models derived from Lindermann’s criterion of atomic
vibration [91–93], surface lattice/phonon instability [94, 95], liquid drop [96], and
surface area difference [97]. Therefore, all the models are correct despite different
perspectives.

28.4.6 Quasi-Molten State and Superplasticity

The presence of the quasi-molten state improves the understanding of the super-
plasticity of the nanograined solid. Superplasticity, an excessive strain of 103

without any substantial necking region when loaded in tension, is generally
observed in materials with grain size less than 10 mm in the temperature range of
0.5–0.6 Tm [98]. Si and SiC nanowires of several 10 nm in diameter exhibit
plasticity with about 150 % elongation [72, 99]. Because of the large GB volume
fraction and the high self-diffusivity, superplasticity is achievable at lower tem-
peratures and/or higher strain rates for some nanocrystalline materials. For a Cu
nanosolid example with K = 10 (5 nm in diameter) size, the bond length contracts
by a mean value of 5 %, associated with a 25 % drop of Tm and a 50 % drop of TC

with respect to the bulk Tm(0) value of 1,358 K. The 5-nm-sized Cu solid is in a
quasi-molten state at 680 K according to Fig. 28.7b. The self-heating in operation
due to energy released from the process of bond breaking and unfolding raise the
actual temperature of the specimen by some 40–50 K [100]. Hence, the size-
induced TC suppression and the bond breaking/unfolding-induced self-heating
provide additional mechanism for the high ductility of Cu nanowires [101] at the
ambient temperatures, which is dominated by bond unfolding and atomic gliding
dislocations through creep and kink formation, instead of bond stretching, as
discussed previously.
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The predicted m, f, and T/Tm(0) dependence of xC, TC(x), and the trends of
mechanical strength and compressibility/extensibility coincide exceedingly well
with the cases as reported by Eskin et al. [102] on the grain size dependence of the
tensile elongation (extensibility) of Al–Cu alloys in the quasi-molten state [103].
The ductility increases exponentially to infinity with temperature up to Tm that
drops with solid size. On the other hand, the ductility increases generally with
grain refinement. This is also frequently observed in cases such as alumina [104]
and PbS [105] in the nanometer range at room temperature [106, 107]. The
compressibility of Al3O2 and PbS solid increases but the Young’s modulus
decreases as the solid size is decreased. The predicted trends also agree with
experimental observations [108] of the temperature dependence of the yield stress
of Mg nanosolids of a given size showing that the yield strength drops as the
operating temperature is elevated [108]. Temperature dependence of the tensile
properties of ultrafine-grained ordered FeCo2V samples with grain sizes of 100,
150, and 290 nm revealed extremely high yield strengths (up to 2.1 GPa) present
at room temperature with appreciable ductility of 3–13 %. The measured strengths
declined gradually as the testing temperature was increased to 400 �C, while
ductility was generally enhanced, up to 22 % [109]. At T [ 0.7 Tm, the mechanical
strength decreases rapidly with increasing temperature and with decreasing strain
rate [110].

28.5 Elasticity Versus Hardness

Theoretically, the dimensionality for elasticity, stress and hardness is identical in
Pascal unit (energy density) but at different states. The ideal form represents the
intrinsic property change without experimental artifacts being involved. However,
the softening and the slope transition in the IHPR plastic deformation arises from
the extrinsic competition between activation of and resistance to glide dislocations,
which is absent in the elastic deformation in particular using the non-contact
measurement such as SWA techniques and Raman measurements.

A measurement of the size dependence of the hardness, shear stress, and elastic
modulus of copper nanoparticles, as shown in Fig. 28.8a, confirmed this expec-
tation. The shear stress and elastic modulus of Cu reduce monotonically with the
solid size but the hardness shows the strong IHPR. Therefore, the extrinsic factors
become dominant in the plastic deformation of nanocrystals, which triggers the
HPR and IHPR being actually a response to the contacting detection. However, as
compared in Fig. 28.8b and c, the hardness and Young’s modulus of Ni films are
linearly interdependent. This observation indicates that extrinsic factors domi-
nating the IHPR of nanograins contribute little to the nanoindentation test of film
materials.

By definition, the Young’s modulus is for the regime of elastic deformation,
while its inverse, or the extensibility/compressibility, covers both elastic and
plastic types of deformation. However, either the elastic or the plastic process is

588 28 Nanograins: II. Plasticity and Yield Stress



related to the process of bond distortion, including bond unfolding, stretching, or
breaking, that consumes energy (obtained by integrating the stress with respect to
strain) each process being a certain portion of the entire binding energy. No matter
how complicated the actual process of bond deformation (with linear or nonlinear
response) or recovery (reversible or irreversible) is, a specific process consumes a
fixed portion of bond energy, and the exact portion for the specific process does
not come into play in the numerical expressions for the relative change. Therefore,
the analytical expression of the elastic modulus is valid for describing the intrinsic
properties for any substance of any scale of size and in any phase.

However, for plastic deformation, the competition between dislocation acti-
vation and dislocation resistance becomes dominant, which presents a difference in
the plastic deformation from the elastic response in terms of the IHPR features. In
the nanoindentation test, errors may arise because of the shapes and sizes of the
tips. The stress–strain profiles of a nanosolid are not symmetrical when comparing
the situation under tension to that under compression [112]. The flow stress is
dependent of strain rate, loading mode and duration, and material compactness, as
well as size distribution. These factors may influence measured data that are seen
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to be quite scattered and vary from source to source. As the Young’s modulus and
mechanical strength are quantities of intensity, they are volume less. Therefore, it
is not appropriate to think about the stress or elasticity of a certain atom, instead, at
a specific atomic site.

28.6 Size and Pressure Compensation on TC

28.6.1 Known Identities

Phase stability of nanostructures has been one of the central issues in nanoscience
and technology. For a given specimen of a fixed size, phase transition takes place
when the temperature is raised to a certain degree. The value of the critical
temperature (TC) varies with the actual process of phase transition. The TC values
are different for the magnetic–paramagnetic, ferroelectric–non-ferroelectric, solid–
solid, solid–liquid, and liquid–vapor phase transitions of the same specimen.
Generally, solid-size reduction depresses the TC of a nanosolid because atomic
undercoordination lowers cohesive energy of atomics in the skin.

However, compression elevates the TC because the mechanical work stores
energy to the individual bond to raise the energy density of the entire body of the
specimen of usual materials. Overheating does occur when the measurement is
conducted under applied pressure that shortens and strengthens the bonds. When
the pressure is increased to a critical value of PC, solids transform from the less
densely packed geometry to denser solid phases disregarding the solid size.
Conventionally, studies of phase transitions in condensed phases have generally
assumed that the stimuli of pressure, temperature, and the composition of the
specimen are the variables of dominance in determining the stable states of a
substance.

Studies of clusters in the condensed phases have led to numerous instances in
which one bond-geometry appears to be favored over others in finite size, as
compared with the bulk, because of the altered atomic cohesive energy upon solid-
size change. A huge database showing consistently that the critical pressure (PC)
for the transition from the less coordinated structural phase to the denser structures
increases with the reduction in crystal size [113–123]. For the bulk CdSe instance,
the transition pressure is 2.5 GPa but when the size is reduced to 1 to 3 nm across,
the transition pressure increases to a value of 5 GPa. The size trend for the
pressure-induced c-Fe2O3 (maghemite) to a-Fe2O3 (hematite) transition showed
that 7-nm nanocrystals transforms at 27 GPa, 5 nm ones at 34 GPa, and 3 nm ones
at 37 GPa [114].
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28.6.2 Known Mechanisms

Numerous mechanisms explain the solid–solid phase transition from various
perspectives [126–132]. Classical statistic thermodynamics in terms of Gibbs free
energy could describe the phase transition without needing consideration of
atomistic origin. However, the introduction of the new degree of the freedom of
solid size has proven to tune the physical extent of a material, adding another
important variable in determining the transition behavior [113, 114]. At the
nanometer regime, both the thermodynamics and kinetics may come into play in
the transformation, which goes beyond the scope of classical theory as the entropy,
for instance, is based on statistics of large sample size. Furthermore, all the
detectable properties such as the Debye temperature, the specific heat, and the
thermal expansion coefficient remain no longer constant but become tunable with
the particle size. Despite the importance of the solid–solid transition of materials,
the microscopic mechanisms of the solid–solid phase transition of solid in the
nanometer regime are much more complicated due to the inhomogeneous kinetic
effect taking place in the skin and in the bulk regions.

28.6.3 BOLS Formulation

This phenomenon is a typical example for the multi-field-coupling effect in
nanostructures. Equation (23.8) in Sect. 23.2,

DTc ¼
DTc K; p; Tð Þ
TC 1; 0; 0ð Þ ¼

Ecoh K; p; Tð Þ
Ecoh 1; 0; 0ð Þ � 1

yields
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Eb0 is the equilibrium bond energy. s is the dimensionality. b and b0 are the
compressibility and its first derivative. Subscript i and b denotes the ith atomic

layer and the bulk. If DTC - 0, DTc = 0; bb ffi 0:5b
0

bP.
This relation indicates that the coupling effect dominates only in the skins, and

the size and pressure do compensate the following:

1. The skin dictates the multi-field-coupling effect on the TC. If zib = 1, the sum
equals zero. Neither size dependency nor multi-field effect takes place.

2. The KC is inversely proportional to the additional energy Eb0DTc due to size
reduction and the mechanical work �DEp

b. Mechanical compression compen-
sates size reduction in the thermal stability.

3. If the critical temperature remain unchanged DTc = 0, the KC can be simplified
at KCPC : A(K, PC). The A(K, PC) approximates a constant that is modulated
by the size and the critical pressure.

28.6.4 Verification

The BOLS formulation enables reproduction of the measured PC–KC. Figure 28.9a
shows the typical V–P profiles [89] measured at the ambient temperature for SnO2

bulk and powders of 14, 8, and 3 nm across, which demonstrates clearly the size
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Fig. 28.9 a The V–P profile for SnO2 nanocrystals showing the size and pressure dependence of
the phase transition from rutile to cubic structures taking place at room temperature [89]. The
square, diamond, circle, and up-triangle symbols represent the bulk, 14, 8, and 3-nm SnO2

samples, respectively. Corresponding critical transition pressures are denoted as pCb, pC1, and pC2

while the pc3 for the 3 nm crystal is beyond the measured pressure range. b Comparison of the
P-BOLS predicted (solid curves) with the measured (scattered symbols) pressure-elevated TC for
solid–solid transition of SnO2 nanocrystals derived from (a) and the size-induced TC depression
for solid–liquid transition of CdS nanocrystals [124], showing compensation of the relative
changes. The empty square is an extrapolation of the 3-nm SnO2 solid. The transition pressure for
the 3-nm SnO2 is predicted to be 43 GPa [125]
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dependence of the critical pressure for phase transition [89]. The critical pressures
for phase transition change with both K and P. The PC is higher for the
smaller solid. The V–P profile could be well represented by the relation of
V/V0 = 1 ? bP ? b0P2 (b00 	 b) at V/V0 [ 0.8, being substantially the same in
value to the description of the third-order Birch–Murnaghan equation of state. The
slope of the V–P profile, b ¼ dV= V0dpð Þ, corresponds to bulk compressibility. The
b values derived from the V–P profile at different regions change slightly, as listed
in Table 28.2. As the b is the inverse of bulk modulus, the slightly lowered b value
in the size range of 8 and 14 nm corresponds to turning point of the IHPR for the
size dependence of the mechanical strength of nanostructures. By nature, the
mechanical strength and the elastic modulus of a specimen are both intrinsically
proportional to the sum of bond energy per unit volume though artifacts may be
involved in the plastic deformation. Therefore, the lowered b in the size region of
8–14 nm is consistent with the strongest size in the IHPR.

Figure 28.9b shows the consistence between predictions (solid curve) and the
measured (scattered symbols) size and pressure dependence of TC. The TC for
the solid-solid transition of SnO2 nanocrystals increases under the compressive
stress when the solid size is reduced. The TC for the solid-liquid transition of
CdS nanocrystals drops with solid size at the ambient pressure. The exceedingly
good agreement between predictions and observations in the two situations
evidences the validity of the considerations from the perspective of atomic
cohesive energy. The critical pressure for the 3 nm SnO2 transition is predicted
to be 43 GPa that is beyond the range of the referred measurement. It is apparent
that the pressure-induced TC elevation compensates for the size-induced TC

depression, which determines the observed size trend of the pressure induced
phase transition. If the solid size induces a TC elevation, the critical pressure will
drop to compensate for the size-induced overheating. Therefore, the critical
pressure for phase transition at a given temperature may increase or decrease
subjecting to the size effect.

Figure 28.10 reproduces the measured Pc-K data for CdSe transforming from
the 4-nearest coordinated Wurtizite to the 6-nearest coordinated cubic rock-salt
structure, and the transition of Fe2O3 from c to a phase. The exceedingly good

Table 28.2 Information derived from Fig. 28.9 for SnO2 nanocrystals

Bulk 14 nm 8 nm 3 nm

b(10-3 GPa-1) -3.53 -2.35 -2.35 -3.3
DEP 22.26 5.39 6.54 10.38
Pc (GPa) 23.0 29.0 31.0 43.0
A 23.0 23.46 23.47 23.49
DT C 0 0.242 0.294 0.611

b is the slope of the V–P profile, DEP is the integration of the V–P curve. The meaning of A and
DTC are given in the context
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agreement between the predictions and the measured trends in both cases dem-
onstrates the effectiveness of the fomulation and the validity of the physical
considerations.

28.7 Summary

The extensibility and plastic yield strength of a solid over the whole range of sizes
can be formulated based on the T-BOLS correlation and LBA mechanism, which
has enabled the reproduction of the observed HPR and IHPR effect and identifi-
cation of factors dominating the strongest sizes. Matching predictions to obser-
vations reveals the following:

1. The IHPR originates from the intrinsic competition between the energy density
gain in the skin and the cohesive energy remnant of the undercoordinated
surface atoms and the extrinsic competition between activation and prohibition
of atomic dislocations. The activation energy is proportional to the atomic
cohesive energy that drops with solid size whereas the prohibition of atomic
dislocation arises from dislocation accumulation and strain gradient work
hardening, which increases with the indentation depth. As the solid size
decreases, a transition from dominance of energy density gain to dominance of
cohesive energy remnant occurs at the IHPR critical size because of the
increased proportion of the undercoordinated atoms. During the transition,
contributions from both processes are comparative.
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Fig. 28.10 P–K correlation for the solid–solid phase transition occurring at room temperature for
a CdS [115, 118] and b Fe2O3 [114] in comparison with that for SnO2 nanocrystals (Fig. 28.9b).
b Theoretical reproduction of the size and pressure dependence of the phase transition of CdSe
nanocrystals at room temperature (DTC = 0) [125]. Agreement between predictions and
observations in these situations evidences the validity of the P-BOLS considerations from the
perspective of atomic cohesive energy. The critical pressure for the 3-nm SnO2 transition is
predicted to be 43 GPa that is beyond the range of the referred measurement. Indeed, the
pressure-induced TC elevation compensates for the size-induced TC depression (Reprinted with
permission from [125])
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2. The IHPR critical size is predictable, which can be calibrated with a few
measured datum points for a specific system. The critical size is dominated
intrinsically by the bond nature, the T/Tm ratio, and extrinsically by experi-
mental conditions or other factors such as size distribution and impurities that
are represented by the factor f.

3. The IHPR at larger solid size converges to the normal HPR that holds its
conventional meaning of the accumulation of atomic dislocations that resist
further atomic displacements in plastic deformation. The slope in the traditional
HPR is proportional to exp(Tm/T), which addresses the relationship between the
hardness and the activation energy for atomic dislocations. The K-0.5 term in
the conventional HPR represents the accumulation of atomic dislocations that
resists further dislocations.

4. This understanding of the process provides an additional explanation for the
high ductility of a metallic nanosolid as the critical temperature for the solid-to-
quasi-molten transition is much lower than the bulk melting point and the self-
heating during detection should raise the actual temperature of the small
specimen.

5. Compression-elevated bond energy compensates for the size reduction-lowered
atomic cohesive energy to maintain the thermal stability. The energetic dis-
parity between the skin and the bulk originate such anomalies, which bulk
materials do not demonstrate, and the mechanism is beyond the scope of the
classical theories of thermodynamics.
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Chapter 29
Atomic Vacancy, Nanocavity,
and Porous Foams

• Bonds between undercoordinated atoms in the inner surfaces of nanopores
perform the same as those in the skins of the bulk and of a nanosolid.

• A broken bond not only serves as a center initiating mechanical failure but also
provides a site pinning dislocations and trapping energy.

• Atomic vacancies, point defects, and nanometer-sized pores result in the unu-
sual properties of the specimens—they are of lightweight and high strength yet
thermally or chemically less stable.

29.1 Observations

29.1.1 Atomic Vacancies and Point Defects

It is expected intuitively that atomic vacancies or point defects reduce the number
of chemical bonds of nearby atoms and hence lowers the strength of the entire
body of a material. However, the hardness of transition metal carbides and nitrides
does not follow this simple picture of bond counting. Vacancies or point defects
not only provide sites initiating structure failure [1] but also act as pinning centers
inhibiting the motion of dislocations and hence enhancing the mechanical strength
of the material [2]. The hardness of iron aluminides (FeAlN) is proportional to the
square root of the vacancy concentration [3]. About 4 % nitrogen atomic vacancies
could stabilize the rocksalt structure of MnN substantially [4]. With the increase in
C vacancies in the WAlC compounds, the mass density decreases, whereas the
hardness increases monotonically up to a maximum at 35 % of C vacancies, as
shown in Fig. 29.1a [5]. Fracture measurement and modeling analysis indicated
that a small number of atomic defects modulate the strength of the WS2 nanotubes
[6]. An atomic defect has an enormous influence on the Young’s modulus and
tensile strength of the nanotubes [7]. The excessive voids presented in the wall of
the unreconstructed nanotubes serve as centers initiating structure failure in plastic
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deformation. Figure 29.1b shows the strength versus the number of missing atoms
in the critical defect according to the quantized fracture mechanics (QFM)
approximation [8].

An ab initio calculation of shear elastic stiffness and electronic structures
suggested that the vacancy produces entirely different effects on the mechanical
strength of group IVb nitrides and group Vb carbides. The occupation of the shear-
unstable metallic d–d bonding states changes essentially in an opposite way for the
carbides and nitrides in the presence of vacancies, resulting in different responses
to shear stress [10]. Experimentally, the hardness and the elastic modulus of group
IVb nitrides such as TiNx, ZrNx, and HfNx decrease as the concentration of the
nonmetal vacancy increases [11, 12]. In contrast, the hardness of the Vb carbides
such as NbCx and TaCx increases consistently and reproducibly as the vacancy
concentration increases up to a modest value and reaches a maximum at a vacancy
concentration of about 12 % [13].

DFT calculations [14] also suggested that the boron doping of ScRh3Bx could
enhance the cohesive energy monotonically due to the strong covalent bonding
between B-2p and Rh-4d states. However, at x = 0.5, a configuration is achieved
in which each boron is surrounded by vacancies at the cube centers. This con-
figuration reduces the strain in the structure and shortens the Rh-B bonds, leading
to a maximum in the bulk modulus. The density of states at the Fermi energy is
also minimum for x = 0.5 which adds further stability to the structure.

29.1.2 Nanocavity

Formation of nanometer-sized cavities could also enhance the mechanical prop-
erties of solid materials to a certain extent [14–16]. For instance, Si atomic
vacancy could trap oxygen atom to reduce its diffusivity [17]. He implantation
induces *1-nm-sized bubbles that enhance the hardness of Ni layers by
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approximately seven times that of untreated Ni, up to 8.3 ± 0.6 GPa, indicating
that the bubbles provide centers for pinning dislocation motion strongly [18].

Amorphous carbon (a-C) films have an uniquely intrinsic stress (*12 GPa)
which is almost one order in magnitude higher than those found in other amor-
phous materials such as a-Si, a-Ge, or metals (\1 GPa) [19]. The internal stress of
the a-C films can be modulated by changing the sizes of nanopores that are
produced by the bombardment of noble gases (Ar, Kr, and Xe) during formation
[20, 21]. Using extended near-edge XAFS and XPS, Lacerda et al. [20] investi-
gated the effect of the trapping of noble gases in the a-C matrix on the internal
stress of the a-C films and the energy states of the trapped gases. They found that
the internal stress could be raised from 1 to 11 GPa by controlling the sizes of the
pores within which noble gases are trapped. Meanwhile, they found an approxi-
mate *1 eV lowering (smaller in magnitude) of the core level (Kr-3p, 3d, Ne-1s,
and Ar-2p), binding energy of the entrapped gases (Fig. 29.2) associated with
0.03–0.05 nm expansion of the atomic distance of the noble gases trapped. The
measured core-level shift is of the same order as those measured for noble gases
implanted in Ge [22], Al [23], Cu, Ag, Au [24, 25], and Xe implanted in Pd hosts
[26]. The interatomic separation of Ar(Xe) increases from 0.24 (0.29) to 0.29
(0.32) nm when the stress of the host a-C is increased from 1 to 11 GPa [27].
Examination [18] of the dependence of yield strength on He concentration, bubble
size, and bubble density suggests that the bubbles pin dislocation motion as
strongly as the hard second-phase precipitates do.

Fig. 29.2 Binding energy
shifts of the noble gases
entrapped in a-C nanopores
as a function of the
compressive stress of the a-C
films (reprinted with
permission from [33]),
evidencing the weakening
atomic interaction of the
entrapped gases
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The bubble-induced internal stress has the similar effect to applying mechanical
stress to the specimen. Compressing the organic layers in organic light-emitting
diode (OLED) has been found to be an effective process for improving the per-
formance of organic electroluminescent devices [28]. This process involves
applying physical pressure to the organic layers of the device. The OLED fabri-
cated using this method shows a notable increase in luminance intensity and
current efficiency when it is compared with a compression-free device, and the
current efficiency has been almost doubled.

Comparatively, an external hydrostatic pressure around 11 GPa could suppress
the interplanar distance of microcrystalline graphite by *15 % [29], gathering the
core/valence electrons of carbon atoms closer together. An increase in the external
hydrostatic pressure lowers the resistivity of a-C films [30]. These results are in
accordance with the work of Umemoto et al. [31] who proposed a dense, metallic,
and rigid form of graphitic carbon with similar characteristics. The effect of
hydrostatic pressure is very much the same to the pore-induced internal stress
using noble gas sputtering and implanting.

The binding energy weakening and atomic distance expansion of the entrapped
gases indicate clearly the gas-entrapped pore size expansion and the interfacial
C–C bond contraction. The pore-entrapped gases undergo a pressure that is lower
than the atmosphere. The interfacial C–C bonds contribute to the extraordinary
mechanical strength of the entire a-C films. The excessive stress induced by pore
creation plays the same role as the external hydrostatic pressure causing densifi-
cation, metallization, and strengthening of the graphite by lattice compression. The
surface interstitial nanovoids of 2–3 nm size induced by He+ implantation in
crystalline Si could remarkably reduce the diffusivity of B atoms, whereas these
nanovoids do not hinder the B electrical activation [32]. This finding evidences the
elevation of the activation energy, or barrier, for atomic diffusion and the densified
charge for the higher conductivity due to the local strain in the negatively curved
skins of voids.

29.1.3 Metallic Foams

Metal foams with excessive amount of discretely distributed nanocavities have
formed a class of new materials, which offer a variety of applications in fields such
as lightweight construction or crash energy management, as well as sensing,
catalysis, and other applications which benefit from their characteristic high sur-
face area per unit volume [34, 35]. Despite the versatility of geometrical forms of
the pores [36–38], the significance of the foams is the large proportion of un-
dercoordinated atoms.

Foams can be fabricated by dissolution in acid, anode oxidation in liquid, or
simply using powder-metallurgy sintering with or without placeholder or scaffolds
[35–37]. For example, nanoporous gold is made by the dissolution in acid of silver
atoms from an Au/Ag alloy; during dissolution, gold atoms in the lattice of the
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parent phase dynamically rearrange to form a three-dimensional crystalline ran-
dom porous structure with uniform ligament size [39]. Application of anodic
potential to the alloy in this dealloying process enhances the silver dissolution rate
relative to the gold diffusion rate, leading to smaller ligament sizes. The foams can
be envisioned as a three-dimensional network of ultrahigh-strength nanowires or
spherical holes in a matrix, thus bringing together two seemingly paradox prop-
erties: high strength and high porosity yet lighter and thermally less stable. The
foamed materials are expected to be stiffer at low temperatures and tougher at
raised temperatures compared with bulk crystals.

Figure 29.3 shows the typical open-cell structure and the ligament size of Au
nanofoams and the size and surface effect on the stiffness of Au foams of *30 %
relative density samples [40]. Foams of the smaller ligament sizes are stronger and
that the surface skin of the ligand is even stronger, which agrees with previously
discussed skin mechanics and indentation depth features of the continuum thin
films. Decreasing ligament size, especially below 10 nm, causes a dramatic rise in
the effective Young’s modulus of nanoporous Au [41] and the strength of the
ligand [42].

Characterization[43] of the size-dependent mechanical properties of nanopor-
ous Au using a combination of nanoindentation, column pillar microcompression,
and MD simulations suggested that nanoporous gold could be as strong as bulk Au
and that the ligaments in nanoporous gold approach the theoretical yield strength
of bulk gold, or even harder [40]. At a relative density of 42 %, porous Au
manifests a sponge-like morphology of interconnecting ligaments on a length scale
of similar to 100 nm. The material is polycrystalline with grain sizes of 10–60 nm.
Microstructural characterization of the residual indentation reveals a localized
densification via ductile (plastic) deformation under compressive stress. A mean
hardness of 145 MPa and a Young’s modulus of 11.1 GPa have been derived from
the analysis of the load-displacement curves. The hardness of the investigated
nanoporous Au has a value some 10 times higher than the hardness predicted by
the scaling laws of open-cell foams [44]. The compacted nanocrystalline Au lig-
aments exhibit an average grain size of\50 nm and hardness values ranging from
1.4 to 2.0 GPa, which were up to 4.5 times higher than the hardness values
obtained from polycrystalline Au [45]. A decrease in ligament size resulted in an
increase in the yield stress. The yield stress of the nanometer-sized Au ligament
was much higher than that of bulk polycrystalline gold. Therefore, the size and
surface effects, such as a reduction in the number of defects in grains, are
important to the strengthening of nanoporous Au [46]. Using scaling laws for
foams, the yield strength of the 15-nm-diameter ligaments is estimated to be
1.5 GPa, close to the theoretical strength of Au. This value agrees well with
extrapolations of the HPR yield strength at submicron scales [47].

Similarly, the strength of Al foams increases by 60–75 % upon thermal treat-
ment and age hardening after foaming [48]. The hardness of the Al foam is twice
as high as pure Al, and the hardness decreases with increasing temperature [49].
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Figure 29.4a shows the porosity dependence of the stress–strain curves of the
aluminum foams with a relative density of 14.6–48.5 %, where the pore size is
between 1.6 and 2.0 mm. If the foam density was high, then the constant-stress
plateau was short. On the other hand, foam of lower density exhibited a longer,
flatter plateau because the structure affords more opportunity for cell walls to
collapse and deform [50]. Foams with smaller pore sizes should follow the same
trend of hardness change in smaller ligands.

However, nanoindentation measurement [51] revealed that the mechanical
properties, such as the modulus and hardness, of anodic Al oxide structures
decrease monotonically as the pore size is increased from 30 to 80 nm, see
Fig. 29.4b. Although the elastic modulus, hardness, and viscosity are different
mechanical properties, a similar behavior was observed for all these properties,
being the same to polymers [52]. The same trend of change in the seemingly
different quantities indicates clearly their common origin and interdependence
from the perspective of energy density, according to the BOLS correlation.

The porous structure is light yet thermally less stable. MD simulation [53] of
the size effect on melting in solids containing nanovoids revealed four typical
stages in void melting that are different from the melting of bulk materials and
nanoparticles. Melting in each of the stages is governed by the interplay among
different thermodynamic mechanisms arising from the changes in the interfacial
free energies, the curvature of the interface, and the elastic energy induced by the
density change at melting. As a result, the local melting temperatures show a
strong dependence on the void size, which is the cause of the observed complex
hierarchical melting sequence.

Fig. 29.3 a The open-cell structure of Au nanofoams and b the size and surface effect on the
hardness in the nanoindentation load–depth profiles for 30 % relative density samples, given
distinct ligament sizes in panel b: (a) 60 nm; (b) 160 nm; and (c) 480 nm (reprinted with
permission from [40])
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29.2 Known Mechanism

There have been multiple models regarding the cavity hardening of nanovoided
systems. Quantize fracture mechanics (QFM) in terms of the classical continuum
medium mechanics and the Gibbs free energy considers that a discrete number of
defects arising from a few missing atoms in a nanostructure could contribute to the
mechanical strength. Another theoretical approach considers the electronic struc-
ture around the Fermi energy [54]. Theoretical calculations suggested that the
presence of two unsaturated electronic bands near the Fermi level respond, which
oppositely to shear stress to enhance the hardness of the voided systems. This
system behaves in an unusual way as the number of electrons in a unit cell
changes. These proposals agree with the BOLS notation indicating that the density
of states will shift to energy deeper away from the EF because of the broken-bond-
induced quantum entrapment. The deepened potential well provides also an
atomistic understanding of the effect of defect pinning that inhibits atomic dislo-
cation motion.

The macroscopic stresses are suggested to be composed of two parts, repre-
senting dynamic and quasi-static components [55]. The dynamic part controls the
movement of the dynamic yield surface in stress space, while the quasi-static part
determines the shape of the dynamic yield surface. The matrix material is idealized
as a rigid-perfect plastic. Two major effects of point defects are proposed to lead to
significant anomalies in mechanical properties: spontaneous stress and stiffness.
Among the two, one is the direct effects caused by non-interacting point defects
and the other is the collective effects induced by interacting point defects [56]. The
first group includes the following: (1) changes in the linear dimensions of a solid in
response to a change in defect concentration and (2) stress induced by an inho-
mogeneous distribution of point defects, a so-called chemical stress. The second
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29.2 Known Mechanism 609



group includes the following: (1) defect order–disorder transitions accompanied by
self-strain and (2) deviations from the linear elastic behavior because of the dis-
sociation/association of point defects. All of the above effects become important if
the concentration of point defects is sufficiently high (above 1021 cm-3).

For metal foams, there are also a number of models. According to Gibson and
Ashby [57] and Hodge et al. [45], the relationship between the yield strength rð Þ
and the relative density qf

�
qb

� �
of a foam material follows the scaling law

rf ¼ rb �
qf

�
qb

� �3=2
Gibson and Ashbyð Þ

Cb qf

�
qb

� �3=2
Hodge et al:ð Þ

(

ð29:1Þ

subscripts f and b denote foam and bulk properties, respectively. The qf ¼
Vtotal � Vvoidð Þ=Vtotal: Substituting the rb ¼ r0 1þ AK�0:5

� �
in the HPR for the rb

in the modified scaling relation with a given porosity, Hodge et al. [45] derived the
size dependence of ligament strength in Au foams, which follow the HPR relation
with Cb = 0.3 as a factor of correction as shown in Fig. 29.9b.

The porosity-depressed Young’s modulus of Pd and Cu specimens [58] was
expressed in many mechanical simulations [59–61]:

Y ¼ Y0 � 1� 1:9pþ 0:9p2 Wachtman and MacKenzieð Þ
ð1� p=p0Þn Riceð Þ

�
ð29:2Þ

with p the porosity being defined as p = Vvoid/Vtotal. The density relates to the
porosity as qp ¼ 1� p: The decrease in Young’s modulus and flow stress with
density at larger pore sizes corresponds to the existing pores that provide sites for
initiating failures. Rice [61] proposed a normalized porosity dependence of the
Young’s modulus in the form, where p0 is the value of p for which the porosity-
dependent properties go to zero. The index n and p0 are adjustable parameters.
This model fits with n = 1 linearly to the measured Y of various pores. Fig-
ure 29.5 compares the model predictions of density dependence of mechanical
strength of metallic foams.

The theory of linear elasticity describes the deformation behavior of multi-
phase materials of larger pore sizes. The strength of foam materials always
decreases with increasing porosity. The mechanical properties of foams are related
to the porosity or the relative density of the material as the dominating parameter,
and neither the effect of sizes of pores nor the effect of bond nature of the matrix
are involved. In fact, nanomechanical measurements of nanoporous foams on a
submicron scale [62, 63] revealed close resemblance of the nanosized ligaments in
foams showing a dramatic increase in strength with decreasing sample size [44,
47]. Therefore, the effects of pore size, bond nature, and temperature must be
considered in practice because the high proportion of the undercoordinated atoms
become predominant in controlling the physical behavior of nanoporous foams.

Because the mechanical behavior of the surface is different from the bulk
interior of the material, it would be an effective approach to consider the effective
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elastic constants of nanocomposites in terms of a three-phase structure, i.e., the
bulk matrix, the voids, and the interfacial skins [64]. The effect of surface energy
and surface stress has been considered in analyzing the deformation of microscale
structures by many researchers. For examples, Sader [65] analyzed the effects of
homogeneous surface stress on the deflection of cantilever plates used in AFM.
Cammarata and Sieradzki [66] evaluated the effect of surface stress on the elastic
modulus of thin films and superlattices. Yang and Li [67] discussed the effect of
chemical stress on the bending of a single-layer and bilayer micromechanical
beam. Sharma et al. [68] found that surface elasticity can significantly alter the
stress state of materials at the length scale of nanometers. They suggested that the
dependence of the stress state on the size of the embedded inhomogeneities could
be significant in determining the effective elastic modulus of composites. Yang
[69] proposed solutions to the effective shear modulus and bulk modulus, which
turned out to be a function of the surface energy and the size of the nanocavity.

The dependence of the elastic response to size of the nanocavity in composite
materials differs from the classic results obtained in the linear elasticity theory,
suggesting the importance of the surface energy of the nanocavity in the defor-
mation of nanometer-scaled structures. In order to apply the scaling relation to
nanoporous metal foams, the yield strength should be considered as a variable of
the ligament or void size. An atomistic analysis of the effective elastic modulus of
the porous systems from the perspective of bond breaking and the associated
nearby strain and trapping is necessary. Despite these exciting prospects, the
understanding of the mechanical and thermal behavior of metal foams at the
nanometer scale is still very much in its infancy [44, 70].

29.3 BOLS Formulation: Defect Mechanics

Strikingly, atomic vacancies, point defects, nanocavities, and nanoporous foams
perform very much the same as nanostructures in the enhancement of stiffness
(elastic strength) and toughness (plastic strength) and in the depression of thermal
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stability because of the large proportion of the undercoordinated atoms. Nanovoids
increase the proportion of undercoordinated atoms at the negatively curved pore
surfaces, whereas the nanodots or rods provide such undercoordinated atoms in the
positively curved particle surfaces. These two kinds of nanostructures differ from
one another mainly in the exact proportion of the lower coordinated atoms and the
slight difference in the coordination environment, given the same surface chemical
finishing conditions. For the negatively curves pores, the effective CN follows the
same relation but the K \ 0, z1 = 4(1-0.75/K).

Naturally, the T-BOLS correlation applies directly to the porous structures and
allows prediction of the elasticity, thermal stability, and the yield strength in
plastic deformation by repeating the practice in previous sections with the derived
surface-to-volume ratio, ri n; L;Kð Þ with the constraint of

2 Lþ 1ð Þ nþ 1=2ð Þ�K � 2 ð29:3Þ

with n being the number of spherical voids of L radius aligned along the radius of a
spherical dot of K size, for instance. With the known expressions for the size, bond
nature, and temperature dependence of the melting point, elasticity, extensibility,
and the yield strength in the IHPR premise, as given in Table 29.1, one is ready to
predict the performance of a porous system.

29.4 Verification

29.4.1 Critical Size: Total Energy Storage

Assuming a hollow sphere of K exterior radius with a shell of C1L ? C1K thick, or
three contracted atomic layers, the total energy stored in this hollow sphere at 0 K
in comparison with that stored in an ideal solid sphere of the same size without
surface effect being considered,

Table 29.1 Functional dependence of mechanical and thermal properties of porous structures on
the atomic CN, bond nature, and temperature of testing

DQ Kð Þ=Q 1ð Þ ¼ Dq ¼
P

i� 3 Dqi=qð Þ qi(z, m, d(T), Eb(T))

Melting point (Tmi) � ziEi(0)
Young’s modulus (Yi) � Ei(T) 9 [di(T)]-3

Extensibility (bi) � di(T) 9 [gi(Tmi-T)]-1

Yield strength (Pi, IHPR) � (1 ? f 9 K-0.5 9 exp[Tm(K)/
T)]) 9 [di(T)]-3 9 (Tmi-T)
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DEshell

Esphere

¼
C� mþ3ð Þ

1L

R K�C1K

K� C1LþC1Kð Þ 4pR2dRþ C� mþ3ð Þ
1K

R K
K�C1K

4pR2dR
R K

0 4pR2dR
� 1

¼ C� mþ3ð Þ
1L 1� C1K=Kð Þ3� 1� C1L þ C1Kð Þ=Kð Þ3

h i

þ C� mþ3ð Þ
1K 1� 1� C1K=Kð Þ3

h i
� 1

ð29:4Þ

Calculations based on the given Ci and the curvature-dependent zi values derive
the trends in Fig. 29.6. One can find the critical size below which the energy stored
in the shell of the hollow sphere is greater than that stored in the ideal bulk of the
same volume without considering the surface and temperature effects.

The estimation indicates that the critical size is bond nature dependent. The
critical size is K = 6, 8 and 10 for m = 1, 3, and 5, respectively. Similarly, for
hollow tubes, the corresponding critical K values are estimated to be 7, 10, and 14.
For the single-walled hollow structure, the integration crosses only the diameter of
the wall atom.

The elasticity of the skin shell of the pore is always higher than the bulk interior
because the elasticity is proportional to the energy density though the total energy
stored in the shell may be lower than the entire sphere beyond the critical size. For
plastic deformation, the hollow sphere could be tougher than the ideal bulk because
of the long-distance effect in the indentation measurement. On the other hand, the
thermal stability of the hollow sphere is always lower than the solid sphere [71].

29.4.2 Defect-Mediated Strength of Graphene

MD and DFT computations [72] revealed that the mechanical strength of a
graphene is higher for high-angle grain boundaries (GB) even though they have a
higher density of defects (5- and 7-membered rings forming the GB) than for low-
angle grain boundaries, because of the particular ring bonds and their elongation
dynamics. This finding and the associated mechanism may provide possible
solution to the long-standing puzzle [2] of the defect-density modulated
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mechanical strength of a bulk as well. This kind of defects without atom missing
provides not only centers initiating the mechanical failure but also sites for energy
pinning as the mechanical strength is proportional to the binding energy density
[9]. The strength of the C–C bond in the rings of 5- and 7-atoms is relatively
stronger than those rings with ordinary 6 atoms on average [73] (Fig. 29.7).

29.4.3 Elasticity and Thermal Stability

With the derived ci n; L;Kð Þ relation and the given expressions for the q(zi, di(t),
Ei(t)), one can readily predict the size, cavity density, and temperature dependence
of the melting point, elasticity, and the flow stress of a system with large pro-
portion of undercoordinated atoms without involving hypothetic parameters.

Calculations of the elasticity and melting point based on a fixed sphere radius
K = 600 with different pore sizes and pore numbers revealed the correlation
between them. Figure 29.8 shows the predicted porosity dependence of Tm and
Young’s modulus of metal foams (m = 1) with different pore sizes. Porous
structures demonstrate the following:

(1) The Tm drops when the porosity is increased; at the same porosity, the spec-
imen with smaller pore size is thermally less stable than the ones with larger
pores.

(2) The Young’s modulus increases with the porosity, and the Young’s modulus
of the specimen with smaller pores increases faster.

The predicted trends of thermal stability and strength agree well with the
experiment observations for the size-dependent mechanical properties of nano-
porous Au [45]. It is important to note that there exists a limit of the porosity for

Fig. 29.7 Defect density (grain boundary angle) dependence of the stress–strain curves of (left)
zigzag-oriented and (right) armchair-oriented graphene sheet pulled perpendicular to the grain
boundaries. Insets show the defect consisting 5 and 7 atoms, of which the density determines the
grain boundary angles (reprinted with permission from [72])
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the specimens with small pore sizes. This discussion applies to the small pores, but
the conclusion may be subject to further verification for specimen of larger pores
that are expected to drop in strength with pore size depending on the surface-to-
volume ratio. For the Tm consideration, the surface-to-volume ratio should not
include the volume of pores; for Y consideration, the pore volume contributes.

29.4.4 Plasticity and IHPR

To deal with the IHPR plastic deformation, one has to find the effective volume of
the foam by excluding the pore volume in the specimen:

4p
3

K 0 3 ¼ 4p
3

K3 � 4p
3

nþ 1=2ð Þ3L3

ffi �

x ¼ K 0 �0:5

ð29:5Þ

Figure 29.9a shows the predicted IHPR as a function of L for 10 \ K \ 600
specimens. Compared with the situation of single nanoparticle, the strongest size is
significantly reduced for the foams. Figure 29.9b compares the predicted IHPR of
Au with experimental results. The ligament size x(K-1/2) is derived from Au foams
with the modified scaling relation of Eq. (29.1). IHPR 2 and IHPR 1 are the IHPR
with and without involving the intrinsic competition between energy density and
atomic cohesive energy as discussed for the nanoparticles. The extremely high
strength of ligaments smaller than 5 nm deviation from the expected IHPR is
beyond the expectation of IHPR. One possibility for the extremely high strength of
5-nm ligands is the surface chemical conditions of the ligands because of the
higher chemical reactivity of small particles. A combination of the present IHPR
with the scaling relation of Eq. (29.1) may describe the observed trends at larger
porosities.
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According to the current understanding, the magnitude of Tm-T or the ratio T/
Tm, plays a key role in determining the relative strength. The Tm of Al (933.5 K) is
lower than that of Au (1,337 K), which explains why the relative strength of Al
foam to Al bulk is lower than that of Au. Unfortunately, no immediate mechanism
is apparent to explain the difference in vacancy-induced hardening between the
IVb nitride and the Vb carbide compound. The excessive electron lone pair of a
nitrogen atom and the shorter ionic radius of nitrogen (0.17 nm) compared to that
of carbon (0.26 nm) [74] could be possible reasons for this difference. Increasing
the number of N vacancies or reducing the number of the shorter ionic bonds of
nitrides may lower the strength; this is open to further investigation.

29.5 Summary

The undercoordinated atoms in the negatively curved surfaces of atomic vacan-
cies, point defects, nanocavities, and the syntactic foams are responsible for the
strain hardening and thermal stability depression of the negatively curved systems,
being the same in nature to those at the positively and zero-curved surfaces.
Numerically, the negatively curved systems differ from the zero or the positively
curved systems only by the fraction of the undercoordinated atoms and the
coordination environment that determines the extent of the BOLS-induced prop-
erty change. Therefore, all derivatives and conclusions for the flat surface and the
positively curved surface apply to the negatively curved ones without needing any
modifications. Nanopores play dual roles in mechanical strength enhancement.
The shorter and stronger bonds near the pores act as pinning centers inhibiting
motion of atomic dislocations because of the strain and the trapping; the pores
provide sites for initiating structure failure under plastic deformation.
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Chapter 30
Compounds and Nanocomposites:
Hetero-Coordination

• Additional trap or barrier forms at the interface, which changes the interface
energy density and atomic cohesive energy.

• Excessive energy due to bond contraction and bond nature alteration reinforces
a compacted interface, which is applicable to multi-layers, alloys, compounds,
and impurities.

• A dissociated interface is identical to a free surface with potential barrier in the
gap between GB skins, followed by a potential trap in the skin.

• The filler, interface, or the surface of the matrix reinforces the mechanical
strength of a nanocomposite, depending on the intermixing conditions and the
strength of the filler.

30.1 Known Facts

30.1.1 Hetero-Junction Interfaces

Hetero-juncture interface enhances the mechanical strength of the layered struc-
tures. The significance of an interface between two compositional specimens is the
interface mixing, as shown in Fig. 30.1. At the boundaries between different
chemical compositions, atoms diffuse from one part to another. The interface
mixing sometimes causes detrimental effect to the MOS device with dielectric
failure or forms barrier to prevent interdiffusion [1, 2]. The excessive energy in the
diffused interface will enlarge the bandgap and hence reduce the dielectric con-
stant locally [3]. Formation of potential barrier or trap also modifies the interface
energy that determines the interface strength [4].

Multi-layered structures such as nc-TiN/a-Si3N4, nc-TiN/a-Si3N4/ and nc-TiSi2,
nc-(Ti1-xAlx)N/a-Si3N4, nc-TiN/TiB2, nc-TiN/BN [6, 7], TiN/CrN [8], CrN/AlN,
TiN/AlN [9], Cu/Au [10], and Ni [11] manifest enhanced mechanical strength and
thermal stability, because of the interfacial bond strengthening. The microhardness
of multi-layer nitride films increased with the number of layers, except if the two

C. Q. Sun, Relaxation of the Chemical Bond, Springer Series
in Chemical Physics 108, DOI: 10.1007/978-981-4585-21-7_30,
� Springer Science+Business Media Singapore 2014
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layers mutually dissolved. A microhardness of 78 GPa was achieved in a 180-layer
TiN/NbN film [12]. The nanocrystalline or amorphous composites show hardness
approaching that of diamond [7], yet oxygen interface impurities cause a signifi-
cant reduction in the interface strength [13].

Figure 30.2 shows the microhardness of TiN/ZrN, TiN/NbN, and TiN/CrN
multi-layer films as a function of the layer number for films with a similar total
thickness of nearly 2 nm. For TiN/NbN and TiN/ZrN films with *180 layers
(with monolayer thickness of *10 nm), the hardness is about 70–80 GPa, i.e.,
approximately that of diamond. The different behavior of TiN/CrN is connected
with (Ti, Cr)N solution formation for more than 100 layers, as XRD analysis
revealed. This observation indicates the significance of interlayer mixing to the
mechanical strength that is proportional to the local energy density and therefore
the presence of interface strain and trapping.

30.1.2 Intergrain Twin Boundaries

Intergrain twin boundaries break the IHPR. Tian et al. [15] synthesized cubit cBN
polycrystalline of twin domains of average thickness *3.8 nm from specially
prepared BN precursor nanoparticles possessing onion-like nested structures and
examined the mechanical strength as a function of the applied load and the twin
size (see Fig. 30.3). The resulting nanotwinned cBN bulk samples are optically
transparent with a striking combination of physical properties: an extremely high
Vickers hardness (exceeding 100 GPa, the optimal hardness of synthetic dia-
mond), a high oxidization temperature (*1,294 �C), and a large fracture tough-
ness ([12 MPa m1/2, well beyond the toughness of commercial cemented tungsten

Fig. 30.1 a High-resolution
TEM image of the stack
showing the (1) Si, (2) SiO2,
(3) HfO2, (4) TiN, and (5)
poly-Si and b the
corresponding EELS
elemental profiles across the
stack normalized to the same
maximum height interface
mixing (reprinted with
permission from [5])
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carbide, *10 MPa m1/2). Most strikingly, the hardening of cBN remains as the
twin thickness down to the smallest sizes surpassing the strongest size in the IHPR,
*10–15 nm for metals and alloys.

The original idea is that [15] the boundaries between grains can arrest internal
motion and help resist deformation, like a series of tiny walls within a larger
structure. The essence of the strategy is to reduce the scale of the microstructures
within the material by generating features called ‘ultrafine nanotwins.’ A nanotwin
is a crystalline segment that mirrors the orientation of atoms on the other side of an

Fig. 30.2 The layer number dependence of the microhardness of nitride films [12] indicates the
significance of interlayer mixing of the mechanical strength that is proportional to the local
energy density that depends on the interface strain and quantum entrapment (reprinted with
permission from [14])

Fig. 30.3 Vickers hardness (HV) as a function of a the applied load and b the average grain size
(d) or the twin thickness (k) for cBN polycrystals. Inset TEM image shows the grain boundaries
(GB), stacking faults (SFs), and twin boundaries (TBs). The specimen is colorless and totally
transparent (reprinted with permission from [15])
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interface within a material. As such, a polycrystal made of nanotwin domains is a
bit like a slab of plywood where the wood grain reverses direction in each suc-
cessive layer. The onion-like precursors contain numerous defects where crystals
can nucleate under high temperature and pressure but resist rapid crystal growth,
yielding numerous discrete pockets of crystalline order within a larger, somewhat
disordered polycrystalline structure.

The principle and the success of the cBN clarify the physical organ for the
mechanical enhancement of pure Cu [16–18], Au [19], and Al [20] by introducing
high-density twins. The stacking fault pinning prevents atoms from gliding dis-
locations, which enhances the local energy density by lattice distortion. The role of
the densely packed twin boundaries is more significant than the usual grain
boundaries in the mechanical enhancement: the former destroys the IHPR that
grained materials often follow.

30.1.3 Filler–Matrix Interaction in Nanocomposites

The filler–matrix interaction dominates the mechanical strength of nanocompos-
ites. Polymer nanocomposite foams filled with hard fillers have received increasing
attention in both scientific and industrial sectors. The combination of functional
nanoparticles such as SiC, CNT, clay, glass fibers, rubbers, and supercritical fluid
foaming technology has a high potential to generate a new class of materials that
are lightweight, high strength, and multi-functional [21–28]. For a 60 % clay
nanocomposite example, its elastic modulus increases up to 21.4 GPa, which is
five times higher than that of the agarose matrix [29].

A small amount of well-dispersed nanoparticles in the polymer domain may
serve as the nucleation sites to facilitate the bubble nucleation process. Under
compressive loadings, the continuous nanotube polymer composites with contin-
uous nanotube composites improve more than an order of magnitude the longi-
tudinal modulus (up to 3,300 %) as well as damping capability (up to 2,100 %)
(see Fig. 30.4). Composites with a random distribution of nanotubes of the same
length and similar filler fraction provide, however, three times less effective
reinforcement in composites [30]. The nanoscaled particles are suitable for
micrometer-scaled reinforcement because of the large surface area for interface
chemical bonding between the filler and the matrix, thus achieving the macro-
scopic mechanical enhancement.

Haraguchi et al. [31] used gel formation in an aqueous medium to create a
composite of hydrophobic poly(2-methoxyethyl acrylate) and hydrophilic hect-
orite clay. During the polymerization, the clay platelets are excluded from the
polymer particles. Once dried, the clay shells comprised a three-dimensional
network. A surprising feature of the composites was the ability to undergo huge
elongations when being subject to a stress. After an initial irreversible necking
deformation, subsequently applied large strains were shown to be reversible, with
good shape recovery observed on release. The remarkable mechanical properties
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of nanocomposite coatings, such as superhardness, high elastic modulus, high
elastic recovery, excellent resistance against cracking, low wear rate, and high
thermal stability, are due to their unique structures and deformation mechanisms at
the nanometer scale.

30.1.4 High-Entropy Alloys

Blending different types of atoms in a solid could enhance the hardness of the solid
preferably in an amorphous state, as so-called high-entropy materials [32]. In
addition to the high-entropy superhard materials, intermetallic superalloys, such as
NiAl, FeAl, and TiAl systems, form another kind of important materials of tougher
than ever the individual constituent elemental solid. In these alloys, raising the
ductility is an important goal when metals are added into the alloy [33]. The
significant characteristic of the superalloys is the mixture of at least two kinds of
elements with different bulk melting points. The mixture as such may make the
alloy both ductile and thermally stable.

30.2 Known Mechanisms

30.2.1 Interface Interaction

Hardness is the ability of one material to resist being scratched or dented by
another. This property is not so easily defined at the atomic scale, and there is no
fundamental theory that could tell material scientists how to arrange atoms to

Fig. 30.4 a The stress–strain behavior of the composite and its constituent CNT and PDMS
polymer and b the SEM image of the continuously reinforced carbon nanotubes PDMS composite
(reprinted with permission from [30])
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make a hard structure. Theoretical progress in understanding the role of interface
in the nanocomposite is still limited. Jiang et al. [34] investigated the cohesive
interfaces between the CNT fillers and the polymer epoxy that are not well bonded
with the van der Waals force in terms of the tensile cohesive strength and the
interface cohesive energy. The area density of CNT and the volume density of
polymer as well as the parameters in the van der Waals force describe the inter-
action. For a CNT in an infinite polymer, the shear cohesive stress vanishes and the
tensile cohesive stress dominates, depending only on the opening displacement.
However, for a CNT in a finite polymer matrix, the tensile cohesive stress remains
unchanged, but the shear cohesive stress depends on both opening and sliding
displacements, i.e., the tension/shear coupling. Analytical expressions of the
cohesive behavior have been used to study the CNT-reinforced composites to give
an improved understanding of the interfacial effect.

30.2.2 Ionicity, Bond Length, and Bandgap Dominance

A number of models for the mechanical strength have been developed based on the
concept of ionicity to predict the hardness of several compounds [35–38]. It is
anticipated that covalent bonds take the responsibility for increasing the hardness.
The hardness, or the activation energy required for plastic gliding, was related to
the bandgap EG, which is proportional to the inverse bond length in a d-n fashion
with the power index n varying from 2.5 to 5.0.

Ionicity is related to the strength of atomic bonds. In a so-called covalent
material, such as diamond, germanium, or silicon, each pair of atoms shares a pair
of electrons equally to form a bond. In polar covalent materials, there is some
asymmetry, and one atom or the other has greater control over any shared elec-
trons. In the extreme case—an ionic material—one atom takes over its neighbor’s
electron entirely, and the two are held together by their newly acquired opposing
charges. This electrostatic attraction, called an ionic bond, is much weaker than a
covalent bond of shared electrons.

Tian and Gao [35] proposed a formula based on the concept of ionicity bond
length and the number of electrons to predict the hardness of multiple compounds.
They started by assuming that hardness measures the combined resistance of
chemical bonds to indentation—the more the bonds in a region of the surface, the
harder the material. Shorter and denser chemical bonds should then favor hardness.
Hard materials should also have low ionicity, the team reasoned, in agreement
with other researchers, because covalent bonds are stronger than ionic bonds. The
hardness, or the activation energy required for plastic gliding, was related to the

bandgap EG. The hardness of a covalent solid is described as follows: HVðGPaÞ ¼

556Nae�1:191fi

d2:5
0

fi ¼ 1� ðEh=EGÞ2

where Na is the number of covalent bonds per unit volume. The EG for a binary
polar covalent system can be separated into both covalent or homopolar gap

626 30 Compounds and Nanocomposites



Eh ¼ 39:74 d�2:5
0 Eh (= 39.74d0

-2.5) [36] and ionic or hetero-polar gap C. The d0 is
the covalent bond length in angstrom. This formulation successfully predicts the
hardness for multiple materials (see Fig. 30.5).

30.2.3 Bond Length and Charge Transfer Dominance

Philips [37] and Liu and Cohen [39] have proposed another relationship for the
bulk modulus B of a compound solid,

B ¼ Nc=4� 19:71� 2:20fið Þd�3:5
0 Mbarð Þ

where Nc is the nearest atomic CN. The parameter fi accounts for the reduction in
B arising from increased charge transfer. The value of fi = 0, 1, and 2 for group
IV, III–V, and II–VI solids in the periodic table. For a tetrahedral system, Nc = 4;
otherwise, the Nc is an average of atomic CN. For diamond, fi = 0, d = 1.54 Å,
and hence, B = 4.35 Mbar, compared with an average experimental value of
4.43 Mbar. This relationship was applied to BN and b-Si3N4 with corresponding
prediction of B = 3.69 and 2.68 Mbar. Litovchenko [38] also derived that the
EG � d-2, and then, the elastic modulus follows the relation of B � d-5. This
prediction has stimulated tremendous interest in the experimental search for the
superhard carbon–nitride phase worldwide [40–43], as the diameter of an N atom
is 0.14–0.148 nm shorter than that of carbon in the C–C bond in a diamond.

All the expressions indicate that shorter and denser chemical bonds as well as
smaller ionicity should favor hardness. In order to obtain a compound with large
bulk modulus, one must find such a covalent compound that has both shorter bond
length and smaller ionicity, and high compactness in atomic arrangement inside.
Thus, the atomic CN-imperfection-induced bond contraction should contribute
directly to the hardness at the surface or sites surrounding defects. Therefore, a
nanometer-sized diamond is expected to be 100 % (0.88-5.56 - 1) harder than the

Fig. 30.5 Ionicity (fi),
bandgap, and bond length
dependence of the reduced
hardness of covalent crystals,
Hv/EhNa (reprinted with
permission from [35])
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bulk natural diamond, but the hardness should be subject to the IHPR [44]. The
diamond tip with high curvature is expected harder than the flat surface of the
diamond. According to the predicted IHPR, the strongest size of diamond is 20 nm
(Table 28.1).

30.3 BOLS: Hetero-Coordination Entrapment
or Polarization

Compared with the surface strengthening of nanosolids and nanocavities, the
mechanical strengthening of twin GBs, multi-layers, and blending composites
arises from the strain and chemical effect due to atomic hetero-coordination. The
coordination environment and the alteration of bond nature of the interatomic
bonding upon compound or alloy formation should take the responsibility. The
bond contracts at the interface because of the bond order (length and angle)
distortion that also stores energy locally. Therefore, bond contraction and bond
nature alteration occur at the interface, generating local strain and energy
entrapment or polarization.

Currently available database allows for the interface quantum entrapment or
polarization, as illustrated in Fig. 30.6 for the compact and dissociated interface,
agreeing with the findings of Popovic and Satpathy in calculating oxide super-
lattices and microstructures [45]. They found the essentiality to introduce a wedge-
shaped potential well for the monolayer structure sandwiched between the SrTiO3

and LaTiO3 superlattices. The potential well of trapping originates from the
Coulomb potential of a two-dimensional charged La sheet, which in turn confines
the electrons in the Airy-function-localized states. For the compact interface, there
is a monotrap at the interface. Localization and densification of charge and energy
occur at the interface. The energy levels of atoms in the interface region also shift
positively unless interface dipoles are formed. For the dissociated interface, double
potential traps will present associated with one barrier in between. The Z is the
coordinate directing into the bulk. Cutting off at Z = 0, one side of the double well
converges to the case of free surface or atomic vacancy defect—a barrier followed
by an immediate trap in the surface skin.

30.4 Verification

30.4.1 Interface Bond Contraction

Evidence in Sect. 12.2 shows that bond contraction takes place at sites surrounding
impurities and at the interfaces. For instances, a substitutional As dopant impurity
has induced an 8 % bond contraction around the impurity (acceptor dopant As) at
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the Te sublattice in CdTe, as observed using EXAFS and XANES [46]. A 3 % Ti–N
bond contraction occurs at the TiN/Si3N4 interface [47], being responsible for the
hardening of the crystalline/amorphous TiN/Si3N4 multi-layer films. EXAFS
investigation [48] has revealed size-dependent interatomic distance contraction in
thiol-capped gold nanoparticles. A slight nearest-neighbor distance reduction was
observed as a function of particle diameter (2–4 nm range), but for all samples, it
was less than 1 %. This value is smaller compared with the larger effect expected
and found in other systems, especially for the smallest particles (2 nm).

The Au–Au bond of Au nanocrystals embedded in SiO2 was found to contract
by 0.04–0.03 nm [49]. The Sb–In bond in the first shell of the SbIn embedded in a
SiO2 matrix contracted slightly by about 0.002 nm compared with that of the bulk
SbIn [50]. Mn ion implantation onto a heated Si substrate to form clusters with 6–8
atoms located in the first coordination sphere in three subshells [51]. The first
subshell has one atom at a distance of 2.31 Å, the second subshell has three atoms
at 2.40 Å, the third subshell has three atoms at 2.54 Å, and finally the fourth
subshell contains six Mn atoms at a distance of 2.80 Å. The finding of dopant-
induced bond contraction and the interface bond contraction could provide an
atomic scale understanding of the bond in a junction interface.

According to Veprek and Veprek-Heijman [52] on the a-XN interface mono-
layer strengthening of nc-MN/a-XN nanocomposites (M = Ti, W, V, (TiAl),
X = Si, B), the enhanced mechanical strength of the one-monolayer interface is a
general nature that can be understood in terms of an extension of the BOLS
correlation with the effect of monolayer interface mixing. The bond contraction
and bond nature evolution upon interface formation do cause local strain and the
associated quantum trapping and pinning, which should be responsible for the
monolayer strengthening as observed.

Theoretical calculations, confirmed by electron microscopy measurement [53],
revealed that homojunction dislocations in aluminum have either compact or

-2 -1 0 1 2
Z (a.u.)

 Potential  Charge density  Enegy density

-2 -1 0 1 2

Z (a.u.)

(a) (b)

Fig. 30.6 Models for the atomic coordination imperfection induced surface and interface
quantum trapping and the associated charge and energy density gain in the a compacted and the
b dissociated interfaces. One addition barrier is located at the dissociated interface. Z is the
coordination directing into one medium. For defect edge or a free surface, Z [ 0 in b applies
(reprinted with permission from [14])

30.4 Verification 629



dissociated core interlayers. The calculated minimum stress (rP) required for
moving an edge dislocation is approximately 20 times higher for the compact
dislocations than for the equivalent dissociated dislocations. As compared with the
theoretical tensile strength in the direction [001] or [111] of an Al single crystal,
the Al-GB is still strong due to the interface reconstruction, which indicates the
special strength of the reconstructed and undercoordinated GB bonds [54].

Encouragingly, a GIXR study revealed that the interface of SiO2/Si has a higher
electron density than the Si and SiO2 constituents in separate forms. The higher
density persists disregarding the thickness of the layered films [55]. The charge
density in the Pt/BaTiO3 interface dead layer region is about 10 % higher than the
bulk because of the lattice strain [56]. A dead layer of 3 nm thick has also been
found in the Ba0.7Sr0.3TiO3/SrRuO3 interface [57]. The dead layer formation could
lower the dielectric permittivity and hence modulate the microcapacitance [58]
and magnetocapacitance as well [59]. These observations provide robust evidence
for the expectation for compact interfaces having deeper trapping potential wells
and higher bond strength, resulting in the localization and densification of charge
and energy in the surface/interface skins, which makes the interface region an
insulating dead layer with lower dielectric constant because of the strain and
quantum entrapment.

30.4.2 Bond Nature Alteration

An atom performs differently at a free surface compared to an atom at the inter-
face. Although the coordination ratio at the interfaces undergoes little change
(zib * 1), formation of an interfacial compound or alloy alters the nature of the
interatomic bond that is either stronger or weaker. Energy storage due to bond
geometry distortion also contributes to the bond energy. Overheating occurs in
substances covered by relatively higher Tm substances, or stronger binding sys-
tems, as the Tm relates directly to the atomic cohesive energy [60].

At the mixed interface, the zi may not change substantially, so we can introduce
the interfacial bond energy as Eint = cEb and the interfacial atomic cohesive energy
as EC,int = czEb, and then, all the equations for the surface effect are adoptable to
the interface properties. A numerical fit of the size dependence of overheating for
In/Al [61], Ag/Ni [62], and Pb/Al and Pb/Zn [63] core–shell nanostructures, pre-
sented in Fig. 14.3(i) has led to a c value of 1.8, indicating that an interfacial bond is
80 % stronger than a bond in the bulk of the core material [64]. If one took the bond
contraction to be 0.90–0.92 as determined from the As- and Bi-doped CdTe
compound [46] into consideration, the m value is around 5.5–7.0.

The high m value indicates that the bond nature indeed evolves when a com-
pound is formed. The m value increases from 1 for the initially metallic to 4 or
higher for the interfacial compound, which indicates the covalent interfacial bond
nature. The electroaffinity and the interfacial DOS are expected to shift positively
by 80 % of the corresponding bulk DEC(?) value. Therefore, the deformed and
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shortened interfacial bond is much stronger, meaning that electrons at an interface
are deeply entrapped, giving rise to the observable interfacial local DOS. From this
perspective, twins of nanograins [18] and the interfaces of multi-layered structures
[65] should be stronger and thermally more stable because of the interfacial strain
and quantum entrapment.

Experiments also show that the interfacial fcc-SiN can strengthen the TiN/SiN
hetero-coordinated structures only when its thickness is about 1–2 ML [66]. A
work [67] on the size-dependent melting points of the silica-embedded crystalline
Ge nanowires with mean diameters ranging from 2.2 to 8.5 nm revealed strong
interactions at the interface between the nanowire and the matrix. The bond
enthalpy between Ge–O and Ge–Ge is significantly larger, i.e., 385 kJ mol-1

compared to 188 kJ mol-1, leading to the observed superheating by some 60 K
compared to the bulk Ge (1,200 K) [68].

In order to obtain a compound with large bulk modulus, one must find such a
covalent compound that has both a shorter bond and smaller ionicity, and high
compactness in internal atomic arrangement [35].

The detrimental effect of oxygen in the interface may arise from the intro-
duction of non-bonding lone pairs and the lone-pair-induced dipoles, according to
the understanding of O-induced stress [69]. The excessive lone pair of nitrogen
should weaken the local non-bond strength and the strength of the entire sample.
However, the measured strength depends on the sum of binding energy per unit
volume. If the energy density of nitride in the interface region is higher than that of
a diamond, the nitride interface will then be stronger. In contrast, oxygen
involvement doubles the number of lone pairs and lowers the local binding energy
density. This understanding may explain why the nitride interface is stronger and
why oxygen addition could lower the strength.

Nitriding multi-layers show the high strength compatible with diamond, while
the stronger carbide multi-layers are seldom reported. The current understanding
suggests that carbon-induced compressive stress may prevent interlayer mixing, as
being in the case of diamond/Ti poor adhesion [70]. Neutralizing the interfacial
stress by introducing the graded metallic carbon–nitride buffer layers such as TiCN
could have overcome the difficulty in nitride/carbide multi-layer formation.

30.4.3 Tian Series: Covalency and Bond Length

Tian and co-workers [71–73] developed an atomistic model to connect the bulk
modulus of various crystals to the parameters of bond order, length, and polarity,
which has reproduced the measured bulk moduli of a series of polar covalent
crystals. Although conceptually similar to the BOLS correlation, they presented
more appreciably with much details to various situations to form the series.

They calibrated the bond strength in covalent and ionic crystals by using the
effectively bonded valence electron (EVBE) number, nAB, of a chemical bond,
which can be used as a parameter to characterize the bond type
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nAB ¼
nAnBffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2

A þ n2
B

p ð30:1Þ

where nA = ZA/NA and nB = ZB/NB are the nominal valence electrons contributed
to A–B bond. The EBVE numbers of diamond (0.707) and NaCl (0.163) are in
good agreement with the Mulliken overlap population from first-principles
calculations.

For single-bond crystals, the normalized bond volume, m ¼ nbd3=X, can be used
as a measure of crystal geometry, where nb, d, and X are the bond number in the
unit cell, bond length, and unit cell volume, respectively [74]. Both the EVBE
number and the coordination number product can easily be calculated for a des-
ignated crystal, which also applies to multi-bond crystals.

Three main parameters affecting the bulk modulus, i.e., the bond length (d),
EVBE number (nAB), and coordination number product (p ¼ nAnB), are deter-
mined. The empirical expression for bulk modulus is deduced for simple ANB8-N

type covalent crystals with one coordination number. The generalization to
covalent crystals with diverse coordination numbers and ionic crystals are pre-
sented sequentially, followed by generalization to multi-bond crystals.

1. Monocovalent ANB8-N crystals. The single-bond ANB8-N type covalent crys-
tals with zinc blende, wurtzite, and rocksalt structures contain only one type of
chemical bond and one coordination number. For this kind of materials, the
bond length and valance electron dependence of the bulk modulus can be
quantified as

BðGPa) ¼ Cpldm expðknABÞ ð30:2Þ

where C, l, m, and k are the fitting constants and can be extrapolated from the
experimental bulk modulus data for these covalent crystals using the Levenberg–
Marquardt method [75, 76],

BðGPa) ¼ 54:7p0:914d�3:46 expð1:485nABÞ ð30:3Þ

Table A3-1 features the measured and calculated bulk moduli for ANB8-N

covalent crystals and related parameters [71, 77–86].
2. AnBm (n = m) type covalent crystals. For the AnBm crystals, Nmax =

max[NA, NB] and Nmin = min[NA, NB] apply. Using NA and NB individually as
input parameters, with the power law indexes determined by fitting the
experimental data or introducing an asymmetry parameter, K = Nmax/Nmin, for
two bonded atoms with different coordination numbers. The power law indexes
can be determined by fitting the experimental data. The bulk modulus formulae
are BðGPa) ¼ CNs

maxNt
mindm expðknABÞ and BðGPa) ¼ CplKtdm expðknABÞ,

respectively. The power law indexes to Nmax, Nmin, and K are adjusted during
data fitting and determined to be 1.201, 0.672, and 0.370, respectively. These
two schemes give similar results (Bcal;1 and Bcal;2 in Table A3-2). The second
scheme follows
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BðGPa) ¼ 54:7p0:914K0:37d�3:46 expð1:485nABÞ ð30:4Þ

which formulates the bulk modulus of both ANB8-N and AnBm type covalent
crystals. Table A3-2 lists the measured and calculated bulk moduli for AnBm

covalent crystals and related parameters [71, 87–91].
3. Ionic crystals. For the bulk moduli of I–VII rocksalt ionic crystals, a different

pre-factor and power law index is expected [92], and the bulk modulus for
rocksalt-structured ionic crystals follows

BðGPa) ¼ 25:4p0:914d�3:15 expð1:485nABÞ ð30:5Þ

Table A3-3 shows the consistency in predicating and the measurements of the
cesium halides (with NaCl and CsCl structures) and produces bulk moduli in good
agreement with experimental ones [71, 87, 93, 94].
4. Multi-bond crystals. The bulk modulus of a multi-component material results

from the superposition of that of the individual component. From the definition
of bulk modulus, Tian et al. derived

1
B
¼ � dV

VdP
¼ �

P

l
dVl

VdP
¼

P

l
Vl �dVl=VldP
� �

V
¼

P

l
Vl=Bl

V
¼
X

l

vl=Bl

ð30:6Þ

where Bl and vl = Vl/V are the bulk modulus and volume fraction of the l
component, respectively. For a multi-bond crystal, Bl can be determined by using
previous equations, and the volume fraction of distinct chemical bond can be
calculated as vl ¼ Nld3

l=
P

l
Nld3

l, where dl and Nl are the bond length and bond

multiplicity of the l-type bond in the unit cell, respectively. Table A3-4 shows the
outcome in comparison with measurements for multi-bond covalent crystals [87,
89, 95–98].
5. Tensile strength versus bond energy. Tian and co-workers [72] correlated the

tensile strength of various crystals with the length dij and the EBVE number of
a chemical bond: rtheor

hkl Pað Þ ¼ 6:6� 10�10Shkld�1:32
ij exp 3:7nij

� �
. The bond

strength depends exclusively on two microscopic parameters: bond length and
EBVE number. This model allows determination of the bond strength for a
variety of crystals and accounts for the observation that a low coordination
number of binding atoms has a tendency to higher bond strength.

Figure 30.7 shows the consistency between calculations and measurements of a
number of crystals.
6. Harder than diamond? One may wonder that if one can make materials that

are harder than the nature diamond-the hardest ever known. If it can be made,
can its hardness be reliably measured? The answers to these questions are yes.

Firstly, synthesis based on the multilayer structure with hetero-junction interface
mixing [99] and nanotwinning [15, 100] can realized thus. Bond nature alteration
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from low indicator (m, see Sect. 14.2) to higher and bond length contraction [60],
leading to local densification of bond energy and pinning of dislocations at
boundaries of the twined grains and at the interface region.

Secondly, indentation hardness is determined by load divided by the projected
area of a permanently formed indentation. In measurement, stress states in the
indenter tip are different from that of the tested zone: the tip of the diamond
indenter is subjected to a compressive stress field, and the sample undergoes
plastic shear deformation around the indenter [100]. The compressive strengths of
diamond are within the range of 223 and 470 GPa, depending on crystal orien-
tation, whereas the shear strengths of diamond is 93 GPa and that for cBN is 65
GPa. Indentation hardness can be measured reliably as long as the shear strength of
the sample is lower than the compressive strength of the indenter diamond. Dia-
mond can measure the hardness of any material with an upper-limit of shear stress
of 470 GPa.

Thirdly, according to the IHPR estimation, diamond reaches its strongest size at
20 nanometer (Table 28.1) [101], which corresponds to the curvature of the
indentation tip or around. At the strongest size, the hardness is at least 3 times
higher than the bulk value (Fig. 28.3) [14].

Therefore, materials harder than diamond can be synthesized by bond engi-
neering through twining and interfacing and the curved diamond indentation tip
can measure sample of harder than nature diamond because of the IHPR effect and
the stress state difference between the tip and the testing sample.

Fig. 30.7 a Ideal tensile strength rhkl of a crystal along the weakest \Ehkl [ direction as a
function of rtheor

hkl Pað Þ ¼ 6:6� 10�10Shkld�1:32
ij exp 3:7nij

� �
. Shkl is the number of the broken bonds

per unit area on the (hkl) plane, dij the bond length in angstrom, and nij the number of EVBEs.
Fij ¼ d�1:32

ij exp 3:7nij

� �
scales the maximal tensile force unbonding the i–j bond [72]. b Bond

strength Ftheor
hkl Nð Þ ¼ rtheor

hkl Pað Þ=Shkl versus bond length dij in crystals with various numbers of the
EVBEs, nij (reprinted with permission from [72])
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30.5 Interface Energy Determination: XPS

In order to determine the bond energy associated with the heterogeneous interfaces
using XPS, one needs to find firstly the energy levels of an isolated atom and their
bulk shifts of the constituent elements for reference. As introduced in Chap. 16,
XPS analysis of the elemental surfaces provides such information. One then
measures the energy shifts of the specific energy levels upon interface alloy for-
mation. Subtracting the referential spectrum from that collected from the alloy
distills the interface effect on the binding energy. Calibrated based on the energy
levels and bulk shifts derived from elemental surfaces, one can derive the bond
energy, the energy density, the atomic cohesive energy, and the free energy at the
interface region.

30.5.1 Atomistic Definition of Interface Energy

In fact, the performance of an interface is governed by its remnant energy in terms
of the bond energy, atomic cohesive energy, or the local binding energy density,
instead of the energy cost upon interface formation [102, 103]. In the interface
region, the single-body Hamiltonian undergoes the perturbation due to the bond
nature alteration with charge entrapment or polarization according to the tight-
binding band theory [60, 104], which is expressed as follows:

H ¼ � �h2r2

2m
þ VatomðrÞ þ Vcrystðr; IÞ

¼ � �h2r2

2m
þ VatomðrÞ þ Vcrystðr;BÞð1þ DHÞ

ð30:7Þ

where the intra-atomic trapping potential, VatomðrÞ, determines the specific mth
energy level of an isolated atom Evð0Þ, from which the binding energies (BE) start
to shift upon the crystal potential VcrystðrÞ being involved. DH is the perturbation
due to bond nature alteration, entrapment, or polarization. The parameters B and I
represent the bulk and the interface, respectively. Only the VcrystðrÞ can be per-
turbed because the intra-atomic potential VatomðrÞ is intrinsically unchangeable.

30.5.2 Interface Core-Level Shift

The XPS BE shift is uniquely proportional to the crystal potential at equilibrium,
i.e., cohesive energy per bond. Any perturbation to the crystal potential by the
quantum entrapment or polarization at the interface will lead to the core-level
shift:
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DEvðIÞ
DEvðBÞ

¼ Vcrystðr; IÞ
Vcrystðr;BÞ

¼ 1þ DH ¼ c
[ 1 entrapmentð Þ
\1 polarizationð Þ

�
ð30:8Þ

where DEvðIÞ represents the shift of a particular vth level from the Evð0Þ.
Figure 30.8a illustrates the interface quantum entrapment mechanism. There is

a gradient of chemical composition due to the diffusion of the constituent atoms.
Vcry(r, B) represents the periodic interatomic potential experienced by electrons in
the constituent bulk (B). Moving cross the interface region from one to the other
constituent, the Vcry(r, B) evolves into Vcry(r, I) at the middle of the interface (I)
because of valence charge intermixing or bond nature alteration. The coefficient c
represents the interface bond energy ratio to that of the constituent bulk. The
Vcry(r, I) may be deeper (c[ 1) or shallower (c\ 1) than the corresponding Vcry(r,
B) for a specific constituent. If dipole is produced in the interface region [105],
then c\ 1; otherwise, c[ 1.

Figure 30.8b illustrates the evolution of the XPS profiles of a particular energy
level upon interface formation. The peak Em(B) evolves into the Em(I) upon alloy
formation by heating the heterogeneous layered film to a certain temperature. The
Em(I) can move upward (polarization, c\ 1) or the otherwise. A subtraction of the
Em(B) from the Em(I) upon structural area normalization results in the residual
spectrum that is purely the interface effect—quantum entrapment or polarization
dominance.

Figure 30.9 compares the XPS and the residual ZPS profiles for the valence and
the core bands of Ag, Cu, and Pd in their parent metals and in the alloys.
Figure 30.10 shows the evolution of the core band for Be and W upon alloy
formation. Table 30.1 features quantitative information about the absolute values

I
B

BE(eV)

E
v
(I)= γΔE

v
(B)

Δ

Δ

E
v
(B)

(b)(a)

E (0)
v

Fig. 30.8 Illustration of a the interfacial quantum entrapment and the associated b core-level
shift. Vcry(r, B) and Vcry(r, I) are interatomic potentials in the bulk and in the interface region,
respectively. c = DEm(I)/DEm(B) is the coefficient. c[ 1 represents the compact interface with
dominance of quantum entrapment, and c\ 1 represents the dissociated interface or interface
with dominance of polarization (reprinted with permission from [106])
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of the binding energy, the bulk binding energy, the interface component binding
energy, the bulk shift, and interface energy shift.

Results indicates that the binding energies experienced by electrons of Be, W,
Ag, and Pd become weaker in the BeW and AgPd alloys, but the electronic
binding energy becomes stronger in the CuPd alloy. The upward shift in the
valence and core band binding energy indicates the interface polarization, and
hence, the BeW and AgPd interfaces are mechanically weaker than these
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Fig. 30.9 XPS and the residual ZPS spectra of a the valence of CuPd, b Cu 2p3/2, and c Pd 3d5/2

bands show the dominance of entrapment in CuPd alloying interface. d The valence of AgPd,
e Ag 3d5/2, and the f Pd 3d5/2 bands show the dominance of polarization in the AgPd interface
[105]. Indicated are temperatures of annealing for alloy formation
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elemental solids stand alone. In contrast, CuPd alloy formation causes interface
strengthening. Both the valence and the core bands shift positively, indicating the
quantum entrapment dominance at the CuPd interface.

30.5.3 Interface Bond Energy

According to the BOLS correlation and the band theory, the energy value of
VcrystðrÞ at equilibrium is proportional to the mean cohesive energy per bond,
\Eb [ . That is, the interface BE shift is proportional to the local bond energy
\EI [ . Using Eq. (30.8), one can determine the bond energy of a constituent
element at the interface as follows:

\EI [
\EB [

¼ DEmðIÞ
DEmðBÞ

¼ c ð30:9Þ
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Fig. 30.10 XPS and the residual ZPS spectra of the a Be 1s and b W 4f7/2 components show the
dominance of polarization in BeW alloying interface [107]. Indicated are temperatures of
annealing for alloy formation

Table 30.1 Core-level energy of an isolated atom Evð0Þ, bulk shift DEvðBÞ, interface shift
(DEvðIÞ), and the ratio of DEvðIÞ=DEvðBÞ (c) for components in the BeW, CuPd, and AgPd alloy
interfaces (in eV unit) [105, 107–111]

Alloy E levels Em(0) Em(B) Em(I) DEm(B) DEm(I) c

BeW Be 1s 106.42 111.11 110.48 4.69 4.06 0.87
W 4f7/2 28.91 31.08 30.66 2.17 1.75 0.81

CuPd Cu 2p3/2 931.00 932.70 934.28 1.70 3.28 1.93
Pd 3d5/2 330.34 334.32 335.87 3.98 5.53 1.39

AgPd 333.1 2.76 0.69
Ag 3d5/2 363.02 367.65 366.47 4.63 3.45 0.75
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where \EI [ and \EB [ represent the mean bond energy of the particular
element at the interface and in the bulk. This allows for the value of \EI [ with
high precision. The value of DEvðBÞ can be determined by decomposition of the
surface BE spectrum [108, 110, 112, 113], and \EB [ is a given constant for a
specific element in the bulk [114].

The interface bond energy \EIS [ and bond length \dIS [ consist of three
parts: A–A, B–B, and A–B interactions. The following approach gives the mean
\EIS [ [115, 116]:

\EIS [ ¼ xEIA þ ð1� xÞEIB þ xð1� xÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
EIAEIB

p
ð30:10Þ

The last term denotes the exchange interaction between atoms A and B.
Vegard’s notation derives the interface lattice constant \lIS [ [117],

\lIS [ ¼ xlA þ ð1� xÞlB ð30:11Þ

With the derived \lIS [ and \EIS [ , one is able to determine the binding
energy density and atomic cohesive energy, and the interface free energy is given
by

EC ¼ zI\EIS [ atomic cohesive energy
ED ¼ Esum cell

Vcell
¼ N�zI�\EIS [

2l3
IS

binding energy density

cI ¼ Esum cell
Asectional

¼ N�zI�\EIS [
2l2

IS

interface free energy

8
><

>:
ð30:12Þ

where zI is the interface atomic coordination number and N is the number of atoms
in a unit cell in the interface region. Hence, from the analysis of an XPS mea-
surement, we are able to gain quantitative information of interface energetics.

From Eq. (30.10), we can determine the A–A and B–B bond energies of the
constituents in the interface. For instance, the bond energy of Be and W in the
BeW alloy is 0.24 and 0.60 eV, respectively. The bond energy of one element in
different interfaces diverges. For example, in CuPd, the Pd–Pd bond energy is
0.45 eV, but it is 0.22 eV in AgPd. Then, using Eqs. (30.10) and (30.11), one can
estimate the mean bond length, bond energy, and lattice constant in the interface of
the three alloys, as listed in Table 30.2.

Table 30.2 Bond energy and lattice constant of the constituent bulk reference Eb and lb [114]
and their values at the interface region EI(A–A or B–B) and the exchange bond energy EI(A–B)

Alloy Atom Eb (eV) EI (A–A) (eV) EI(A–B) (eV) \EIS [ (eV) lb (nm) \lI [ (nm)

BeW Be 0.28 0.24 0.38 0.52 0.229 0.273
W 0.74 0.60 0.316

CuPd Cu 0.29 0.56 0.50 0.63 0.360 0.375
Pd 0.32 0.45 0.389

AgPd Pd 0.32 0.22 0.20 0.26 0.389 0.399
Ag 0.25 0.19 0.409

\EIS [ and \lI [ are the average
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30.5.4 Binding Energy Density and Atomic Cohesive Energy

It is meaningful to redefine the interface energy as the energy density per unit cell
in the interface region, in place of the conventionally defined excessive energy per
unit area. To be in line with the conventional definition, the interface free energy
density will equal to the energy per unit cell divided by the cross-sectional area of
the cell.

For simplicity, we assume that the interface alloys remain fcc structures. Then,
there are four atoms in a unit cell. The atoms in the interface are in full coordi-
nation, N ¼ 4; zb ¼ 12. In addition, with the derived mean bond energy \EIS [
and the mean lattice constants \lIS [ , the interface free energies cI of BeW,
CuPd, and AgPd can be estimated to be 26.85, 17.20, and 6.28 J/m2 by using
Eq. (30.12), respectively.

Table 30.3 features the interface atomic cohesive energy and energy density of
these alloys. The interfacial energy density and the interfacial atomic cohesive
energy may be different from that of the corresponding constituent because of
interface effect. The energy density of the BeW interface is the largest among the
three, which justifies that the BeW becomes an important medium for radiation
protection in the International Thermonuclear Experimental Reactor devices due
to its large energy density.

Therefore, the BOLS correlation theory and the XPS measurements enable
determination of the interface energetics. The accuracy of estimation is strictly
subject to the measurement. Other factors such as materials’ purity, defect con-
centration, and testing techniques may lead to the accuracy of the derived Evð0Þ
and EvðIÞ values. The developed approach could enhance the power of XPS for
extracting more quantitative information regarding the interface properties. The
concepts of quantum entrapment and polarization are essential for understanding
the bonding and electronic behaviors of hetero-coordinated atoms at the interface
region.

Note that the interface free energy equals the energy density multiplied by the
length of interface region. Here, we make it to be the energy per cell dividing the
cross-sectional area of cell. As the mechanical strength of concern, the higher
energy density means high mechanical strength of the interface and the alloy as
well.

Table 30.3 Interfacial atomic cohesive energy ECoh, binding energy density EDen, and the free
energy cI

Alloy Ec (eV) ED (1010 J/m3) cI (J/m2)

BeW 6.24 9.85 26.85
CuPd 7.56 4.59 17.20
AgPd 2.76 1.57 6.28
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30.6 Summary

Hetero-coordination enhances the local mechanical strength through binding
energy density gain-increasing covalency, bond number density and shortening
bond length. Bond nature alteration at the interface and in the twin grain boundary
is another choice as the distortion pins dislocations and increases the local energy
density. Harder than diamond could be realized and tested as the indentation tip
suffers the compressive stress and the testing sample undergoes shear dislocation
that is much lower than the compressive stress.

The hetero-coordination-induced bond strain and the energy quantum entrap-
ment serve as centers of pinning in the interface region to inhibit motion of atomic
dislocations and hence interfacial hardening. On the other hand, alloy or com-
pound formation at the interface alters the originally metallic bonds of the com-
ponents to be ionic or covalent, and hence, the bond nature indicator, m, evolves
from the original value for each constituent element to the higher values. The bond
nature alteration provides an additional mechanism of interfacial strengthening. As
the mesoscopic mechanics depend functionally on atomic CN, bond length, bond
energy, and the temperature of operation, the T-BOLS correlation can readily be
extended to the interface by introducing a parameter, c, to correlate the interfacial
bond energy with the bulk standard, Eint(T) = cEb(T), and then, the T-BOLS
correlation mechanism applies to the cohesive interface, if the atomic CN changes
insignificantly and the bond strain is not reliably determined. However, polari-
zation due to interface formation may be detrimental to the strength of the
interface.
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Chapter 31
Concluding Remarks

• Broken-bond-induced local strain and the associated quantum entrapment and
non-bonding electron polarization dictate skin and defect mechanics.

• The LBA could be an effective way of complementing the continuum and the
quantum approaches in atomistic understanding of the solid mechanics at the
atomic scale with involvement of pressure and temperature as the key elements.

• New approaches result in quantitative information about the cohesive energy
and the bonding identities of specimens varying from atomic chains, graphene,
nanowires, grains, cavities, and the interfaces.

• Interface bond nature alteration and the associated entrapment or polarization
dictates the mechanical behavior of alloys, compounds, and interfaces.

• Competition between the atomic cohesive energy and the energy density dictates
the deformation intrinsically, and the competition between the activation and
the prohibition of atomic glide dislocations determines the plastic deformation
and yield strength extrinsically.

31.1 Attainment

A set of analytical expressions has been developed from the perspective of LBA
for the elasticity, extensibility, and mechanical strength of low-dimensional sys-
tems in terms of bond order, bond length, bond strength, and their response to the
coordination environment, temperature, and stress field. The effect of a broken
bond on the identities of the remaining bonds between the undercoordinated atoms
dominates the mechanical performance and thermal stability of the mesoscopic
systems. The presented approaches connect the macroscopic properties to the
atomistic factors by developing the functional dependence of the measurable
quantities on the bonding identities and the response of the bonding identities to
external stimulus, which complement the classical theories of continuum medium
mechanics and statistic thermodynamics that have demonstrated the limitation to
mesoscopic systems. The developed approaches also provide predictive
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observation from the perspective of bond formation, dissociation, relaxation, and
vibration.

The following facts have been taken into consideration as physical constraints
in developing the atomistic solutions:

1. For a given specimen, the nature and the total number of bonds do not change
under external stimulus unless phase transition occurs, whereas the length and
strength of all the bonds involved, or their representative, will response to the
stimulus. This fact enables one to implementing the LBA approach to focus on
the behavior of the representative bond for the mechanical behavior of the
entire specimen.

2. The mechanical strength and elastic modulus of a substance are proportional to
the sum of binding energy per unit volume. Atomic cohesive energy determines
the thermal stability. Mechanical strength of a substance couples with its
thermal stability closely.

3. Heating lengthens and weakens the bond through the increase in internal energy
in Debye approximation. Therefore, the joint effect of bond breaking and the
associated local strain and quantum entrapment as well as the bond vibrating
under thermal stimulus represented by the T-BOLS correlation is of key
importance to the mesoscopic mechanics.

4. Compression shortens and strengthens the bond and hence increases the
mechanical strength of a specimen. Bond stretching and compressing will
release energy that heat up the specimen to a certain extent.

5. The molten phase is extremely soft and highly extensible, following Born’s
criterion, yet the intrinsic elastic modulus remains nonzero at Tm or above
because of the detectable sound velocity in liquid and gaseous phases.

The LBA and the TP-BOLS approach result in the following progresses and
understandings:

1. Concepts of the energy density gain in the surface/interface skin and the
residual cohesive energy for the undercoordinated surface atoms are essential
and more effective to describe the behavior of atoms and processes occurring at
a surface and an interface. The deepened potential well at sites of the under-
coordinated atoms provides a mechanism for the defect pinning as observed in
mechanical deformation tests because of the locally densified and lowered
energy states though the broken bonds provide sites initiating structure failure.

2. A solid skin is harder and more elastic at temperatures far below the Tm, but the
skin melts more easily compared to the bulk interior. The elastic sheet of a
liquid surface skin tends to solidify more easily than the liquid interior, which
may provide a mechanism for liquid drop and bubble formation.

3. The HPR-IHPR transition arises from the intrinsic competition between the
atomic residual cohesive energy of the undercoordinated atoms and energy
density gain near the grain boundaries and the extrinsic competition between
the activation and prohibition of atomic dislocation motion. The undercoordi-
nated atoms in the skin dominate such transition, yet atoms in the grain interior
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retain their bulk nature. For thin film samples, the hardness shows no IHPR, and
the hardness and elastic modulus correlate linearly. Therefore, the HPR and
IHPR effects in nanograins are activated by the extrinsic competition between
dislocation activation and dislocation inhibition in detection.

4. The mechanical strengthening and thermal weakening induced by vacancies,
cavities, and pores arise from the increased proportion of the undercoordinated
atoms at the negatively curved surfaces, which is naturally the same as those
atoms at the flat surfaces or the positively curved surfaces of nanograins.
Metallic foams should be stiffer with smaller pore sizes and lower porosities,
whereas it would be tougher but thermally less stable with higher porosities and
larger pores, being similar to the IHPR effect.

5. Interfacial bond contraction and the associated bond strengthening, and the
bond nature alteration upon alloy and compound formation at the junction
interfaces are responsible for the hardening and overheating of twin grains
interfaces, and nanocomposites.

6. The Debye temperature, hD, depends on (Tm - T)1/2/d. The specific heat
capacity generally decreases when the solid size is reduced. The reduction in
the specific heat capacity is more pronounced for larger m values at lower
temperatures.

Reproduction of experimental observations reveals the following:

1. Surface relaxation and reconstruction of an elemental solid arise from the effect
of bond breaking, which originates the surface energetics. The surface stress
results from the surface strain rather than the otherwise, as one often believes.
The surface and size induced hardening arises from bond breaking and the
associated nearby strain and quantum entrapment and the thermally induced
mechanical softening results from bond expanding and vibrating upon being
heated.

2. The adsorbate-induced surface stress arises from charge repopulation and
polarization upon adsorbate bond making, which is very complicated and varies
from situation to situation. Knowing the bonding kinetics and dynamics is
crucial to understanding the adsorbate-induced surface stress and the process of
reconstruction.

3. The equilibrium bond length, strength, thermal stability, and the strain limit of
monatomic chains can be quantified without needing involvement of charge or
atomic mediation. Without external stimuli, the metallic bond in a MC con-
tracts by *30 %, associated with *43 % magnitude rise of the bond energy
compared with the bulk standard cases. A metallic MC melts at 0.24-fold of the
bulk Tm. The strain limit of a bond in a metallic MC under tension does not
vary apparently with mechanical stress or strain rate, but apparently does with
temperature difference Tmi - T. It is anticipated that extendable MCs of other
elements could be made at an appropriate range of temperatures of operation.

4. The developed approach has allowed for determination of the actual values of
the Young’s modulus and the wall (C–C bond) thickness to advance a
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consistent understanding of the mechanical strength and the chemical and
thermal stability of CNTs. The C–C bond in the SWCNT contracts
by *18.5 % with an energy rise by *68 %. The effective thickness of the C–
C bond is *0.142 nm, which is the diameter of an isolated C atom. The
melting point of the tube wall is slightly (*12 K) higher than that of the open
edge of the tube end. The documented values of the tip-end Tm and the product
of Yt essentially represent the true situations of a SWCNT in which the
Young’s modulus is 2.5 times and the Tm is 0.42 times that of bulk graphite.
Predictions of the wall thickness dependence agree well with the insofar-
observed trends in Tm suppression and Y enhancement of the multi-walled
hollow tubes and nanowires. It is anticipated that at temperature far below the
surface Tm, a nanosolid should be fragile with lower extensibility, whereas
when T approaches the surface Tm or higher, the nanosolid should be ductile.

5. The Young’s modulus of a nanosolid may be depressed, increased, or remain
unchanged when the solid size is decreased, depending on the nature of the
bond involved, temperature of operation, surface passivation, and experimental
techniques. This understanding clarifies why the Y values for some materials
are elevated and why those of others are not upon size reduction. It is not
surprising to observe the elastic modulus change in different trends of different
materials measured under different conditions, or even one material measured
under different conditions.

6. Reproduction of the temperature dependence of surface tension, Young’s
modulus and Raman shift has led to quantitative information regarding the
mean bond energy of a specimen in the bulk at 0 K though the accuracy is
subject to the involvement of artifacts in measurement.

7. Mechanism for the superplasticity of nanograins becomes clear. The bond
unfolding and atomic sliding dislocations of the undercoordinated atoms at
grain boundaries dominate the superplasticity, as the detectable maximal bond
strain at a temperature close to the melting point is limited to within 140 %. On
the other hand, the self-heating during bond unfolding and breaking should
raise the actual temperature of the small samples, which softens the substance.
A metallic nanosolid at T � Tm is in quasi-molten state as the critical tem-
perature for the solid-to-quasi-molten transition is much lower than the tem-
perature of melting.

8. The undercoordinated atoms in the negatively curved surfaces of atomic
vacancies, point defects, nanocavities, and the syntactic foams are responsible
for the strain hardening and thermal instability of the negatively curved sys-
tems, being the same by nature to the atoms at the positively curved and flat
surfaces. The shorter and stronger bonds near the pores act as pinning centers
inhibiting motion of atomic dislocations because of the strain and the quantum
trapping; the pores provide however sites for initiating structure failure under
plastic deformation.

9. The IHPR originates intrinsically from the competition between the bond order
loss and the associated bond strength gain of atoms in the GBs. The IHPR is
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activated by the contacting measurement. As the solid size shrinks, a transition
from dominance of energy density gain to dominance of cohesive energy loss
occurs at the IHPR critical size because of the increased fraction of lower
coordinated atoms. During the transition, both bond order loss and bond
strength gain contribute competitively.

10. The IHPR critical size is predictable. The critical size is dominated intrinsi-
cally by bond nature, the T/Tm ratio, and extrinsically by experimental con-
ditions or other factors such as size distribution and impurities. The IHPR at
larger solid size converges to the normal HPR that maintains its conventional
meaning of the accumulation of atomic dislocations that resist further atomic
displacements in plastic deformation. The slope in the traditional HPR is
proportional to exp(Tm/T), which represents the relationship between the
hardness and the activation energy for atomic dislocations.

31.2 Limitations

One may wonder that there is often competition between various factors for a
specific phenomenon to occur. However, the broken bond affects almost all the
intrinsic aspects of concern, and therefore, the atomic CN imperfection should
dominate the performance of a nanosolid through the competiting factors. In the
nanoindentation test, errors may arise because of the shapes and sizes of the
indentation tips, such as in the cases described in Ref. [1]. In practice, the stress–
strain profiles of a nanosolid are not symmetrical when comparing the situation
under tension to the situation under compression. The flow stress is dependent of
the strain rate, loading mode and time, and materials compactness, self-heating, as
well as particle size distribution. Fortunately, the effect of tip shape and loading
mode never affects the origin and the hardness peaking at the surface in detection.
By taking the relative change of the measured quantity into account, the present
approach of seeking for the change relative to the bulk values can minimize
contributions from such artefacts. On the other hand, the extrinsic factors could be
modeled by changing the pre-factor in the IHPR modeling procedure. The relative
change of intensity, the peak position, and the trend of change could reflect the
intrinsic physical characteristics.

Furthermore, the thermal energy released from bond breaking and bond
unfolding should raise the actual temperature of the system. The fluctuation in
grain size distribution and surface passivation also affects the actual melting point
of the individual atoms at boundaries of grains of different sizes. These factors
make the measurements deviate from the predicted results. Nevertheless, one
could not expect to cover fluctuations due to mechanical (strain rate, stress
direction, loading mode and time, etc.), thermal (self-heating during process),
crystal structure orientation, impurity density, or grain size distribution effects in a
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theoretical model, as these fluctuations are extrinsic, ad hoc, and hardly control-
lable [2, 3].

In dealing with the effect of temperature, the Debye specific heat for constant
volume may not be accurate. In fact, most of the measurements were conducted
under constant pressure. The specific heat for constant pressure should be pref-
erable. However, for solid state, the ratio of (Cp - Cv)/Cp is 3 % or less [4].
Therefore, assuming the specific heat to follow the Debye approximation is rea-
sonably acceptable.

The internal stress signature of nano- and microstructures plays a critical role in
determining the appropriate rate-limiting process. When dislocations mediate the
plasticity, the defect structure (over many length scales) through the internal stress
plays a critical role in determining the final macroscopic plasticity. The strength of
a material is therefore a function of many temporal and spatial length scales.
Plastic deformation follows the rule of the atomic movements of a long scale for
strain accumulation, accompanied with the atomic interaction among many atoms.
On the other hand, in non-crystalline regions, the local stress at an atomic site
arises from all the bonds that the atom is involved. However, the average of local
bonds over the measured size could represent the measurement collecting statistic
information from the given volume. The disordered structures or system with large
amount of defects will results in the deviation of the derived bond energy from the
true value in ideal case. The long-range interaction can be folded into the repre-
sentative bonds, which has proven effective.

For compounds, different kinds of bonds are involved and each kind of bond is
suitably described using one kind of interatomic potential, the description using a
representative bond herewith seems inappropriate. However, the average of the
local bond is substantially the same as the approach used in the DFT or MD
calculations solving the Schrödinger equation or the Newton motion of equations
with the average interatomic potential as a key factor. The long-range atomic
dislocation and the effect of pressure-induced strengthening would be the focus for
future study. Nevertheless, one should focus more on the nature and trend of the
unusual behavior in mechanics, as accurate detection of the absolute values
remains problematic.

As the LBA approach and the T-BOLS correlation deals with only the joint
effects of pressure, temperature, and bond order imperfection, none of the par-
ticularities of the elements, crystal or phase structures, or the exact form of pair
potential is involved. What one need to consider are the nature of the bond and the
equilibrium atomic distance with and without external stimulus, which could be
one of the advantages of the reported approach. It is impractical for one theory to
model all the factors simultaneously in particular those extrinsic, kinetic, and
random factors that contribute little to the nature.
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31.3 Prospects

Further extension of the LBA approach and the T-BOLS premise should stimulate
new ways of thinking and activities about the under- and hetero-coordinated
systems from the perspective of a bond breaking and remaking that seems not to
contribute directly to the physical properties of the systems. Consistent under-
standing and consistency in the numerical match are expected to give evidence of
the validity of the approaches that may represent the true situation of the under-
coordinated systems. More attention is going to be paid to the following contin-
uing challenges:

1. Miniaturization of dimensionality not only allows us to tune the physical
properties of a solid but also provides us with opportunity to elucidate infor-
mation including the energy levels of an isolated atom, the vibration frequency
of an isolated dimer, and the specific heat per bond, as well as discriminating
the contribution of bond order loss from the effect of chemical passivation to
the detectable quantities. Further exploitation in these areas may provide pro-
found information that is beyond the scope of conventional approaches.

2. Extension of the LBA and T-BOLS correlation to domains such as external
electric field could lead to new knowledge that would be even more fascinating
and useful. For instance, the bending strength of PZT-841 ceramics was
measured to decrease by 25 % when the temperature was increased from 300 K
to the Curie point Tc (543 K) with a valley at temperatures around 498 K. A
positive or negative electric field larger than 3 kV/cm reduces the bending
strength of the specimen significantly [5], indicating a combined effect of Joule
heat and electric field. Under an applied electric field, the transverse and axial
Young’s moduli of a nanowire are different from those of a nanowire in the
absence of the field [6]. The effect of the electric field on Young’s modulus is
related to the intensity of the field, the size of the wire, and the direction of the
wire. The mesoscopic systems also show unusual performance under an
external stress field in terms of the critical temperature for phase transition,
spectroscopic features of lattice vibration, and photoluminescence.

3. Transport dynamics in thermal and electrical conductivity play an important
role in the performance of nanostructured devices. Introduction of the quantum
trapping near the defects would be a topic that leads to new knowledge and in
addition to the known mechanism of surface scattering, the surface/interface
quantum trapping may play a dominant role in determining the intrinsic
transport dynamics of nanometer-sized electronic and photonic devices.
Employing the BOLS-induced barrier and trap in the crystal potential for a
nanosolid and for an assembly of nanosolids could improve the understanding
on the kinetic and dynamic performance of a nanosolid under external stimuli.

4. The effect of bond order loss may correlate the nanostructures and amorphous
states in their physical behavior. The bond order loss occurs orderly at the skins
of nanostructures, yet it presents randomly in the bulk amorphous. One can
imagine that for a solid contains n different elements, there will be a
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combination of n; 2ð Þ ¼ n!= n� 2ð Þ!2!ð Þ ¼ nðn� 1Þ=2 pairing potentials. The
convolution of these potential may be responsible for the disorder effect.
Exploration of the similarities and differences between the nanostructured and
the amorphous state from the perspective of the joint hetero- and undercoor-
dination effect would be rewarding.

5. The new degree of the freedom of size, and its combination with temperature,
pressure, chemical, and other factors could amplify the parameter space for
functional materials design. For example, a comparative study of thermome-
chanical properties of nanopolycrystalline nickel (nano-Ni) and micrometer-
polycrystalline nickel (micron-Ni) by in situ high-pressure–temperature (P–
T) diffraction experiments [7] revealed that the yield strength of 2.35 GPa for
the nano-Ni measured under high-pressure triaxial compression is more than
three times that of the micron-Ni. The nano-Ni in high-pressure plastic
deformation stage demonstrates significant work hardening, whereas the
micron-Ni experiences minor high-pressure work-softening and considerable
energy dissipation into heat. The significantly reduced energy dissipation for
the nano-Ni during the loading–unloading cycle indicates that the nanostruc-
tured materials can endure much greater mechanical fatigue in cyclic loadings.
The nano-Ni exhibits steady grain growth during bulk plastic deformation at
high-pressure loading, and drastic stress reduction and grain growth occur
during the high P–T cycle.

6. It is interesting as noted in a nonlinear constitutive modeling [8] and first-
principle calculation [9] that in the indentation test the pressure enhancement of
both elastic modulus and yield strength is significant. A comparison with
classical linear elasticity, which uses constant, zero-pressure, values of the
modulus, and constant yield strength, shows that the enhancement of the elastic
modulus and of the yield strength due to extreme high pressures that develop in
material under the indenter has a significant effect in hard and superhard
materials. This enhancement has to be accounted for if accurate modeling of the
mechanical response of such materials with extreme properties is to be
achieved. The pressure effect on the elasticity enhancement could be described
by the extension of the BOLS to pressure domain that causes bond deformation
associated with storage of the deformation energy.

7. Incorporating the BOLS correlation, pressure and temperature dependence to
the established computation methodologies could not only refine the parameters
used in practice, but also expand the capability of computation tools to reveal
true situation and minimize the gap between measurement and calculation.

8. Harnessing the local bond and electrons at sites surrounding edges, defects,
impurities, and interfaces and making them of use in designing new functional
devices would also be very interesting. Integrating the broken bonds and the
non-bonding states and the associated approaches developed would amplify the
surface and interface sciences tremendously.

These topics would form challenging branches of further study toward profound
knowledge and practical applications. The progresses may evidence the validity of
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the LBA approach and the BOLS correlation, which has enabled us to touch the
skin of the vast field of low-dimensional physics and chemistry.
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Part III
Atomistic Solid Mechanics

A.1 Highlights

• Atomic chains, defects, skins, hollow tubes, nanocavities, foams, nanograins,
and nanostructrues share the same attributes of atomic undercoordination and its
consequences.

• Impurities, interfaces, twin grains, alloys, compounds, and composites share the
same nature of atomic hetero-coordination and its consequences.

• Binding energy density determines the mechanical strength and elasticity and
the atomic cohesive energy determines the thermal stability of a substance.

• Intrinsic competition between the cohesive energy and energy density originates
and the extrinsic competition between activation and accumulation of atomic
dislocation activates the IHPR.

• Solid skin dictates the multifield coupling at the nanometer scale, creating
mechanical and thermal fascinations.

• Elastic modulus correlates to the Raman shift by [x2] N [Yd]. Reproduction of
temperature dependence turns out the atomic cohesive energy, Debye temper-
ature, reproduction of pressure dependence results in the energy density and
compressibility.

• ZPS provides an efficient means to determine the interface energetics (bond
length, energy, energy density, atomic cohesive energy) of conducting or
semiconducting specimens.



Part IV
Water Myths

Abstract Hydrogen bonds form a pair of asymmetric, coupled, H-bridged oscil-
lators with ultra short-range interactions, whose asymmetric relaxation and the
associated binding electron entrapment and nonbonding electron polarization
discriminate water and ice from other usual materials in the structure order and the
physical anomalies.

Part IV deals with the geometric structure, local potential, and physical anomalies
demonstrated by water ice upon being cooled, compressed, and reduced number of
neighbors. A ‘‘master-slave segmented H-bond’’ forms a pair of asymmetric,
coupled oscillators whose asymmetric relaxation in length and energy and the
associated binding electron entrapment and nonbonding electron polarization
dictate the unusual performance of water ice. This O:H–O bond notation allows
specification of the short-range interactions and forces driving its asymmetric and
cooperative relaxation. It has been revealed that: (i) Compression shortens-and-
stiffens the softer ‘‘O:H’’ bond and lengthens-and-softens the stiffer ‘‘H-O’’
covalent bond via the inter electron-pair repulsion, yielding the low compressibility,
O:H and H–O length symmetry, phase-transition temperature (Tc) depression, softer
phonon (\300 cm-1) stiffening and stiffer phonon ([ 3000 cm-1) softening; (ii)
Molecular-undercoordination effects oppositely to compression due to the sponta-
neous contraction of the H–O covalent bond. This process results in a supersolid
phase that undergoes molecular volume expansion, melting point (viscosity)
elevation, binding energy entrapment, bonding charge densification, nonbonding
lone electron polarization, stiffer phonon stiffening, and softer phonon softening.
The supersolidity of molecule clusters, surface skins, and ultrathin films of water
makes them perform like ice and hydrophobic at the ambient temperature; (iii) The
disparity of the segmental specific heat discriminates the O:H from H–O in
responding to cooling, which shortens alternatively the segments in liquid, liquid–
solid transition, solid, and at T \ 80 K, resulting in density and phonon-stiffness
oscillation. The basic rule of sp3-orbital hybridization of oxygen, detectable density,
and the segmental length cooperativity have enabled solution to the discrepancies on



the size, separation, structural order, and mass density of molecules packing in water
and ice. Reconciling observations of O:H and H–O length symmetry under
compression, O–O separation change at a surface and at cooling, solution clarifies:
(i) the preference of the fluctuated tetragonal structure of water, (ii) the essence of
interelectron-pair repulsion, and (iii) the presence of the supersolid phase at regions
consisting molecules with fewer than four neighbors. A combination of the
Lagrangian mechanics of oscillator’s vibration, molecular dynamics decomposition
of volume evolution, and Raman spectroscopy of phonon relaxation has enabled
probing of the asymmetric, local, short-range potentials pertaining to the H-bond.
Numerical solution to the Fourier equation for the fluid thermodynamics with the
skin supersolidity clarified the Mpemba paradox that arises intrinsically from O:H–
O bond relaxation and happens only in the non-adiabatic ambient. O:H–O bond
relaxation not only determines the manner of heat emission but also heat conduction.
Heat emission proceeds at a rate depending on the initial energy storage and the skin
supersolidity creates the gradients of density, specific heat, and thermal conduc-
tivity.
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Chapter 32
Introduction

• Most abundant, least known, water and ice are too strange, too anomalous, and
too challenge.

• As the origin and part of all lives, water and ice has attracted much attention
because of its anomalies pertaining to issues from galaxy to geology, astro-
physics, biology, climate, and to our daily lives.

• Correlation, clarification, formulation, and quantification of all properties using
one model could be possible if the systems are properly sampled.

• Cooperative relaxation of the H-bond (O:H-O) in the angle, length, and energy
and the associated core electron entrapment and nonbonding electron polari-
zation could be the starting point.

• It would be more reliably revealing to focus on the statistic mean of all the
cooperative parameters simultaneously than on the instantaneous accuracy of
any single parameter at a time for the strongly correlated and fluctuating
system.

32.1 Scope

This part starts with a brief overview in this section on the significance and current
understandings of the structure and anomalies of water ice, which drives the efforts
based on knowledge and approach described in previous parts of this book.
Chapter 33 discusses the basic rules that govern the performance of the H-bond
(O:H–O, H-bond) and the structure order of water ice. The short-range interactions
and the involvement of Coulomb repulsion between electron pairs on adjacent
oxygen atoms form the key to discriminating water and ice from other usual
materials in performance. The disparity of the two segments within the H-bond,
O:H and H–O makes the H-bond a pair of asymmetric, coupled oscillators whose
relaxation in length and energy dictate the property change in water and ice. An
extension of the Ice Rule [1] results in the statistically expected water structure
that correlates the mass density to O–O distance. Chapter 34 is focused on the
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anomalies of compressed ice. The described H-bond reconciled the anomalies of
proton symmetrization, phase transition temperature depression, low compress-
ibility, and bandgap expansion demonstrated by ice under compression. Chapter
35 deals with the anomalies demonstrated by molecules with fewer than four
neighbors presented in the clusters, hydration shells, skins, and ultrathin films.
Supersolid phase forms at these places, which is elastic, polarized, thermally
stable, hydrophobic, and ice like. Chapter 36 deals with the oscillation of mass
density and phonon stiffness of water ice over the full temperature range. Specific
heat disparity between the O:H and the H–O bond forms the origin yet the cooling
contraction, and Coulomb repulsion provides the force driving the oscillations.
Chapter 37 describes the approaches and outcome of mapping the asymmetric
local potentials of the H-bond. Lagrangian mechanics could be insofar the most
efficient way that turns out the segmental force constant, biding energy at each
quasi-equilibrium state with the measured segmental lengths and phonon fre-
quencies as input. Chapter 38 determines the size, separation, structure order, and
mass density of molecules packing in water ice. Water and ice prefer the fluctu-
ated, tetrahedrally coordinated structure with supersolidity at edges despite fluc-
tuations in the O:H length and the O:H–O angles. No frustration of the proton
between two oxygen atoms happens. Chapter 39 discusses the coupling effect of
cluster size, pressure, and temperature on the phonon stiffness and O 1s binding
energy, which further evidence the consistency of the proposed H-bond notations.
The skin supersolidity slipperizes ice and enhances the surface tension of water.
The main body of this work ends with a solution to the Mpemba paradox that
involves almost all the knowledge described. The solution evidences that the
hydrogen bond has memory effect to emit energy at a rate depending on the initial
storage. The skin supersolidity creating gradient of thermal diffusion ensures eddy
current flowing outwardly of the liquid. Chapter 40 addresses some open questions
on anomalies associated with salinity, sugar, and heating effect on the phonon
stiffness. Perspectives are also presented on the Hofmeister series, dielectric
relaxation of water and ice, electro-, magneto-, mechno-stimulated freezing, and
water–protein and water–cancer tissue interactions. Chapter 41 features the
understandings. Furnished with current understating, further efforts on unveiling
the anomalies of water ice and their functionality in other areas would be even
more fascinating, promising, and rewarding.

32.2 Overview

32.2.1 Significance

Water is the source and the important part of all lives. Life can only evolve or
continue with the presence of liquid water. As the key component of water and
other biomolecules, H-bonds are ubiquitous—and universally important. They
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give water its unique properties, speed or slow reactions, and hold together the
three-dimensional shapes of DNA, proteins, and other supramolecular structures
[2–4]. Given its paramount importance in nature [5–15] and geochemical sciences
[16, 17] and its role in DNA and protein folding [2, 18–20], gene delivering [21–
23], cell culturing [24], drug target binding [25], ion channel activating and
deactivating [26], etc., H2O, and the H-bond as well, has been extensively studied
since the dawn of civilization with considerable advancement in recent decades.
Active areas include the following: (1) crystal structure optimization, phase for-
mation, and transition [27, 28]; (2) reaction dynamics with other ingredients [29,
30]; (3) H-bond weak interactions [31, 32]; (4) determination of binding energy
[33–39]; and (5) characterization of phonon relaxation dynamics under various
conditions [9, 30, 40–42].

Authoritative reviews have been documented in the literature on the under-
standing of water structures [43–45], phonon relaxation [17, 46], surface polari-
zation [47], water clusters [48–51], water adsorption to metals or other inorganic
surfaces [52–56], ion effects on water structure [57], water surface charging [58],
ice surface melting [59], slippery and friction of ice [60], surface photoelectron
emission [61, 62], and water under positive [63, 64] and negative pressure [48, 65],
etc., from various perspectives. Techniques have been developed for water surface
and interface studies such as the sum frequency generation (SFG) [47, 66], mi-
crojet photoelectron emission [67], glancing angle Raman spectroscopy [68, 69],
etc. However, water ice is too strange, too anomalous, and too challenge [5, 70,
71]. Tremendous mysteries pertaining to the structure, local potentials, and the
physical anomalies, as summarized in the respective sections, remain puzzling.

32.2.2 Known Mechanisms

Numerous models have been developed for the structure of water ice. The
elegantly used models include the rigid and non-polarizable TIPnP (n varies from
1 to 5) series [45, 72] and the polarizable models [73]. In all TIPnQ models, for
instance, the V-shaped gas-phase geometry is used for the water molecule, with a
bond length of rOH = 0.9572 Å and a bond angle of hHOH = 104.52�.

H-bond potentials are often assumed symmetric, paired, and identical, which
are located between the adjacent oxygen atoms. These paring potentials make H
proton to be ‘frustration’ in location [74]. Teixeira [75] suggested that as the
oxygen atoms are forced together, the potential energy changes from a symmetric
double to a single well, forcing the ‘fluctuated H proton’ [74] to be certain in the
middle of two oxygen ions. Wernet et al. [76] proposed an asymmetric H-bonding
model which Soper [77] investigated further by assuming different charges on the
hydrogen ions in order to create an asymmetry and investigate whether that could
be supported by diffraction data. Similar attempts have been carried out by
Wikfeldt et al. [78] and Leetmaa et al. [79]. However, this assumption could not be
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certain at that point of time as X-ray/neutron diffraction and IR/Raman are neither
direct nor sensitive to the interatomic potentials.

Figure 32.1 illustrates the models of TIP4Q/2005 structure [80] for water
molecule and the symmetric local potentials for the H-bond. The success of the
existing models is that they have contributed significantly to the crystal structural
optimization and entropy calculations. More than 17 phases for water ice have
been derived and experimentally confirmed insofar. The ‘double symmetric
potential well’ model describes the H proton position between the adjacent oxygen
atoms [74]. Oxygen atoms are forced together, and the potential energy changes
from a symmetric double to a single well, forcing the ‘fluctuated H proton’ to be
certain in the middle of two oxygen ions.

Microscopic imaging of the hydrogen bond in water is infrequent. However,
Zhang et al. [81] could characterize hydrogen-bonding contacts formed between 8-
hydroxyquinoline molecules adsorbed on the Cu(111) surface under cryogenic
conditions using a decoration of atomic force microscope tips with terminal CO
molecules.

Fig. 32.1 a The rigid non-polarizable TIP4Q/2005 model has a positive point charge qO on the
oxygen, a positive point charge qH on each hydrogen atom, and a negative point charge qM on a
site M located at a distance lOM from the oxygen atom along the bisector of the \HOH-bond
angle. The molecule is electrically neutral; thus, qM = -(2qH ? qO). qH, qO, lOM, rOO, and eOO

are independent parameters to be determined. rOO and eOO are the Leonard-Jones parameters for
O–O interaction. (Reprint with permission from [80]). b The ‘double symmetric potential well’
model indicates that the H proton frustrates in the two identical sites between the adjacent oxygen
atoms. Under compression, oxygen atoms are forced together, and the potential energy changes
from a symmetric double to a single well, forcing the ‘fluctuated H proton’ to be certain in the
middle of two oxygen ions [74] (Reprint with permission from [75])
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32.3 Challenges and Objectives

Unlocking the structure order of water ice, the local potentials of H-bond, and the
mysteries demonstrated by water ice remains as historical challenge. For instance,
the rigid and non-polarizable models [80, 82, 83] exclude the essentiality of O:H–
O bond angle and length relaxation and charge polarization. H-bond relaxation in
length and energy and the associated bonding charge entrapment and non-bonding
electron polarization drive the property change of a substance including water and
ice [84]. The length, energy, and charge distribution of a substance must respond,
without any exception, to the applied stimuli including cooling, compressing,
clustering, and electric and magnetic fields, etc. Ultrashort-range interactions and
the segmental disparity of the H-bond should dominate the property change.
Modeling hypotheses and expectations, numerical calculations, and experimental
measurements should be correlated and consistent in addressing the property
change of the highly correlated and fluctuating system.

Examination of the statistic mean of the complete set of the correlated quan-
tities with certain rules could be more realistic and meaningful than focusing on
the instantaneous detail of an individual quantity at a point of time of the corre-
lated and fluctuating system. This work will be focused on the correlation and the
mechanism underneath the anomalies demonstrated by water ice under stimuli of
compression, coordination reduction, and cooling excitation as well as determining
the structure order and local potentials. An extension of the 3B and BOLS pre-
mises described in the previous parts to water and ice has led to a model of the
master–slave-segmented O:H–O bond with identification of the ultrashort-range
interactions and forces acting on each oxygen atom. A combination of DFT and
MD calculations, Lagrangian mechanics, Raman and IR spectroscopy, XPS
measurements has enabled clarification, correlation, formulation, and quantifica-
tion of multiple puzzles demonstrated by water and ice and thus verified
hypothesis and expectations of this practitioner.
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Chapter 33
Theory: Hydrogen Bond Cooperativity

• An extension of the Ice Rule results in the building block of an ideal tetrahedron
consisting two H2O molecules and four identical O:H–O bonds.

• The O:H–O bond performs as a pair of asymmetric, coupled, H-bridged
oscillators.

• Under external stimulus, one part of the O:H–O bond serves as the ‘master’ and
the other as a ‘slave.’ Coulomb repulsion between electron pairs on oxygen
dislocates the O atoms in the same direction under excitation along the O:H–O
bond but by different amounts. The softer O:H bond relaxes always more than
the stiffer H–O bond does.

• Relaxation of the H–O bond energy determines the amount of the O 1s energy
shift, the high-frequency phonon relaxation, and the critical temperature change
for phase transition. Relaxation of the O:H bond energy shifts the frequency of
the low-frequency phonon.

• Cooperative relaxation of the H-bond in length and energy and the associated
binding electron entrapment and non-bonding electron polarization determine the
anomalies.

33.1 H-Bond: Asymmetric, Coupled, H-Bridged
Oscillators

33.1.1 Extended Ice Rule

The sp3-orbital hybridization is the unique choice of oxygen upon reacting with
atoms of relatively lower electronegativity, irrespective of the structural phase [1,
2]. As shown in Fig. 33.1a, an oxygen atom (2s22p4) catches two electrons from
neighboring partners such as hydrogen (H) and metals and then hybridizes its 2sp
orbits with tetrahedrally directional orbits. In the case of H2O, one O forms two
intramolecular H–O bonds with shared electron pairs and *4.0 eV binding energy
[3] and fills up the rest two orbits with its non-bonding electron lone pairs ‘:’ to
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form the intermolecular O:H non-covalent bonds of \0.1 eV binding energy [4].
The inhomogeneous distribution of charge and energy around the central oxygen
atom entitles a H2O molecule only Cv2 group symmetry except for the rotation and
vibration of the molecule. Therefore, an oxygen atom always tends to find four
neighbors to form a stable tetrahedron, but the non-equivalent bond angles
(\H–O–H B 104.5� and \H:O:H C 109.5�) and the repulsion between electron
pairs on oxygen [3, 5] refrain the steady tetrahedron from being formed in the
liquid phase. The strong fluctuation proceeds more like the motion of a complex
pendulum surrounded by four non-bond interactions, because of the O:H bond
switching on and off restlessly in a period of subpicosecond [6–9]. Therefore, it
would be more realistic and meaningful to consider the statistic expectation of the
coordination number, the structure order, and the molecular separation in all
phases at question for a long time span rather than the instantaneous value of a
certain independent quantity by taking the snapshot at a quick flash [7].

The packing order of H2O molecules follows the Ice Rule [10, 11] in all phases
except for water under extremely high temperature and high pressure [12]. Despite
thermal fluctuation in the O:H non-covalent bond lengths and the \O:H–O bond
angles, the average separation and the size of molecules will change when the H2O
transits from the strongly ordered solid phase, to the weakly ordered liquid phase,
and to the disordered amorphous or vapor phase, as the Ice Rule retains. An
extension of the Ice Rule results in an ideal tetrahedron, shown in Fig. 33.1b, with
higher C3 group symmetry. This tetrahedron containing two equivalent H2O
molecules and four identical O:H–O bonds at different orientations forms the basic
block building up the bulk water and ice.

Figure 33.1 shows the sampling procedure for extending the Ice Rule to the
H-bond and the ideal structure of ice and water [5]. The central tetrahedron in
Fig. 33.1b illustrates the Ice Rule [10, 11]. In the hexagonal or cubic ice phase, the
oxygen ions form each a tetrahedron with an O–O bond length 0.276 nm, while the
H–O bond length measures only 0.096 nm. Every oxygen ion is surrounded by
four hydrogen ions, and each hydrogen ion is connected to two oxygen ions.
Maintaining the internal H2O molecule structure, the minimum energy position of
a proton is not halfway between two adjacent oxygen ions. There are two
equivalent positions that a hydrogen ion may occupy on the line of the O–O bond,
a far and a near position. Thus, a rule leads to the ‘frustration’ of positions of the
proton for a ground state configuration: For each oxygen ion, two of the neigh-
boring protons must reside in the far position and two of them in the near, so-called
two-in two-out frustration. The open tetrahedral structure of ice affords many
equivalent states including spin glasses that satisfy the Ice Rule.

33.1.2 Hydrogen Bond Segmentation

The building block in Fig. 33.1b results in two entities. One is the geometric
structure in Fig. 33.1c that water and ice prefers statistically and the other is
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H-bond oscillators in Fig. 33.1d with asymmetric and ultrashort-range interac-
tions. The H atom at the coordinate origin donates its electron to the O shown on
the right, to form the intramolecular H–O polar covalent bond, whereas the
electron lone pair ‘:’ of the O shown on the left polarizes the shared electron pair
‘–’ to form an intermolecular O:H non-bond without sharing any charge but
polarization. The H-bond is thus segmented into a shorter, stronger, and stiffer
H–O covalent bond with stronger exchange interaction and a longer, weaker, and
softer O:H non-bond with weak vdW interaction [3, 5]. The H proton must stay
always closer to the O in the right without any frustration being allowed because of
the disparity in interaction. Table 33.1 specifies the H-bond in comparison with the
C–C bond identities in a diamond.

The H-bond forms the basic structural unit for O–O interaction in solid and
liquid H2O phases irrespective of phase structures [13], except for phases created
under extreme conditions. For instance, H2O turns to be partially ionic
2H2O ? H3O ? HO at extremely high pressure (2 TPa) and temperature

Fig. 33.1 a Sampling procedure for extending the Ice Rule [10, 11]. The sp3-hybrided oxygen
with two lone pairs (green) and two bonding (yellow) orbits forms a quasi-tetrahedron of C2v

group symmetry [2]. An extension of this quasi-tetrahedron yields b an ideal tetrahedron of C3v

that contains two H2O molecules and four identical O:H–O bonds. A collection of the basic C3v

blocks in a sp3 order yields c a diamond structure that correlates the size, separation, and mass
density of molecules packing in water and ice [13]. d The H-bond forms a pair of asymmetric,
coupled, H-bridged oscillators whose relaxation in length and energy mysterizes water and ice
(Reprinted with permission from [5])
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(2,000 K) based on computation [12]. Proton symmetrization under 60 GPa
compression makes the charge distribute symmetrically around the center of
O:H–O in Ice X phase [15–17] but hardly dehybridizes the sp orbits of oxygen.

33.1.3 Asymmetric Short-Range Interactions

The short-range interactions include the vdW force limited to the O:H bond [18],
the exchange interaction to the H–O polar covalent bond [19], and the Coulomb
repulsion between the lone and the shared electron pairs attached to the adjacent
oxygen ions, represented by the following potentials:

VL rLð Þ ¼ VL0

dL0

rL

� �12

�2
dL0

rL

� �6
" #

L--J potentialðVL0; dL0Þð Þ

VH rHð Þ ¼ VH0 e�2a rH�dH0ð Þ � 2e�a rH�dH0ð Þ
h i

Morse potentialða;VH0; dH0Þð Þ

VC rCð Þ ¼
qLqH

4pere0rC

Coulomb potential (qL; qH; erÞð Þ

8
>>>>>>>><

>>>>>>>>:

ð33:1Þ

where VL0 and VH0, commonly denoted EL0 and EH0, are the potential well depths
of the respective bonds. rx and dx0 (x = L, H, and C) denote the interionic dis-
tances (corresponding to the lengths of springs). The a parameter determines the
width of the potential well. er = 3.2 is the relative dielectric constant of ice, which
is subject to change with experimental conditions and the location of water mol-
ecules. e0 = 8.85 9 10-12 F/m is the vacuum dielectric constant. The qL and qH

denote the lone and the shared electron pairs on oxygen ions.
With least number of adjustable parameters, the Morse potential for the

exchange interaction suffices. One can hardly tell which potential is better than the
other as we are concentrated about the equilibrium coordinates of bond length and
bond energy, disregarding shapes of the potential curves. Because of the short-
range nature of the interactions, the solid lines are only effective in the shaded area

Table 33.1 Comparison of the length (nm), strength (energy in eV), and stiffness (vibration
frequency) of the O:H and the H–O bond with those of the C–C bond in diamond

Length dx

(nm)
Energy
Ex(eV)

Phonons xx

(cm-1)
HD

(K)
Tm(K) Interaction type

H–O(H) *0.10 *3.97 [3,000 [2,000 *5,000 Exchange
O:H(L) *0.17 *0.05–0.10 \300 198 273 vdW
O–O – – – – Coulomb

repulsion
C–C 0.15 1.84 1,331 2,230 3,800 Exchange

Subscript x = L and H represent for the O:H low- and H–O high-frequency vibration bond,
respectively (Reprinted with permission from [14])
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for the basic O:H–O unit in Fig. 33.2a. One must switch off a particular potential
and on the other immediately when one moves to the boundary of the region. No
spatial decay of any potential is allowed in the irrespective regime, which may add
difficulty in quantum calculations.

33.1.4 Forces Driving Asymmetric Relaxation

The segmented H-bond allows for the specification of forces acting on the electron
pairs of O atoms, as illustrated in Fig. 33.3. If one average the surrounding
interactions by other H2O molecules or protons as the background and ignore the
nucleus quantum effect on fluctuations [20], there are three forces acting on the
electron pairs of an oxygen atom:

1. Coulomb repulsion between the unevenly bound electron pairs,
fq = �ouq rð Þ=or. Replacing one O2- with a charged ion of salt, sugar, protein,
cell, or a biomolecule should modulate the fq and hence the dissociation energy,
local density, and the functionalities of H-bond and water molecules.

2. The force of deformation recovery frx ¼ �kxDdx ¼ �oux rð Þ=or. The force
constant kx approximates the second-order differential of the respective ux rð Þ at
equilibrium, and the frx points always against the direction of deformation.

3. The force driving relaxation of the respective segment, fdx (x = L and H for the
low and the high frequency of vibration), points toward/outward the H coor-
dinate. The fdx drives the intrinsic response to the applied stimulus such as
coordination conditions, pressure, temperature, etc.

Figure 33.3 derives the following relations that define the master segment and
hence the O–O length relaxation under stimulus of cooling, compressing, and
molecular CN reduction.

Fig. 33.2 Asymmetric,
local, short-range potentials
for the segmented H-bond.
Interactions include the short-
range vdW (left hand side)
and the exchange (right hand
side) interactions and the
Coulomb repulsion between
electron pairs on adjacent
oxygen atoms (Reprinted
with permission from [13])
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ðaÞ freezing, molecular CN reductionð Þ
�fq þ frL þ fdL\0

�fdH þ frH þ fq\0

�

or,

frL þ fdL � fdH þ frH\0

or,

fdH � frL þ fdL þ frHð Þ[ 0

ðbÞ compression, liquid and solid coolingð Þ
�fq � frL þ fdL [ 0

�fdH � frH þ fq [ 0

�

or,

�frL þ fdL � fdH � frH [ 0

or,

fdL � frL þ fdL þ frHð Þ[ 0
fdH [ fdL þ frL þ frHð Þ
fdL [ fdH þ frL þ frHð Þ

fdH ¼ fdL

9
=

;
) DdO�O

[
\
¼

8
<

:

9
=

;
0

ð33:2Þ

Each segment of the H-bond follows a certain rule of contraction/elongation
cooperatively through the Coulomb repulsion. One dominates the contraction/
elongation under a certain condition and the other follows—lengthens/contracts.
The segment that drives relaxation is assigned to be the ‘master,’ whereas the other
behaves as a ‘slave.’ Under stimulus such as squeezing, cooling, or clustering, the
master segment will contract and push, through inter electron-pair Coulomb
repulsion, the electron pair of the slave away from the H origin, the slave segment
expands. Meanwhile, the repulsion widens the angle h and polarizes the electron
pairs during relaxation.

Fig. 33.3 Forces and relaxation dynamics of the segmented O:H–O bond. Asymmetric and
coupling relaxation dynamics of the master–slave-segmented O:H–O bond in water ice under
applied stimulus. Short-range interactions of intramolecular H–O bond exchange interaction,
intermolecular O:H non-bond vdW interaction (broken red lines), interelectron-pair Coulomb
repulsion (broken white lines), forces of Coulomb repulsion fq, deformation recovery frx, and the
force driving relaxation fdx acting on the electron pairs (small dots). H atom is the coordinate
origin. Because of the strength disparity, DdLj j[ DdHj j; the Coulomb repulsion makes the DdH

and the DdL shift in the same direction by different amounts (Reprinted with permission from [14])
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If fdH � fdL; the master H–O bond (H) contracts slightly and elongates the slave
O:H non-bond considerably, resulting in a net O–O length gain and an accompa-
nying volume expansion. If fdL � fdH; the master and the slave swap roles, a net O–O
contraction and thus a gain in density will result. At fdH ¼ fdL; there is a transition
between O–O expansion and contraction, corresponding to the density extremes.

Most importantly, Coulomb repulsion between the electron pairs plays a role of
dominance, not only in H2O but also in the dynamics of oxygen chemisorption to
metal surfaces. STM/VLEED study of oxygen chemisorption on Cu(001) surface [2]
(Chap. 7) revealed that the O–Cu bond and the O:Cu bond relax oppositely in
lengths. The O2–Cu+ contracts to 0.163 nm, while the O:Cu expands to 0.195 nm in
the Cu:O–Cu configuration with creation of Cup dipoles and missing Cu vacancies.

Three variables of the O:H–O bond angle h, the segmental lengths
dx(x = L and H for the O:H and the H–O bond, respectively) describe the H-bond
relaxation dynamics. Response of these variables, the change in stiffness of each
segment, the entrapment of the bonding charge, and the polarization of the electron
pairs under excitation are basic concerns, as these primary quantities dominate the
physical and chemical performance of water ice such as phonon relaxation,
binding energy entrapment, TC change, elasticity, chemical reactivity, etc.

Because of the high strength of the H–O, the V-shaped H2O motif is expected
intact, while the h and the dL are subject to thermal fluctuations depending on
environment and stimulus applied. The H proton tends always to approach the O
ions in the O:H interaction, but this process is subject to interelectron-pair
repulsion. Therefore, the V-shaped H2O motifs act like ‘pendulum’ motion in
liquid phase (see movie in A4-1). The O:H attraction and the O–O repulsion make
the H2O motifs move restlessly. The segmented, flexible, polarizable, and fluc-
tuating H-bond represents the average of all O–O interactions in the solid and
liquid phases of H2O, even in the ring- or chain-like H-bond networks [6, 21–33].

33.1.5 Segmental Asymmetric Relaxation

At the equilibrium, fdH ¼ fdL; see Fig. 33.3; one can derive the rules for the seg-
mental corporative asymmetric relaxation. Letting kH and kL be the respective
force constants and ddH and ddL the corresponding displacements, the frx, kx, and
ddx satisfy the relation

frH þ frL ¼ kHddH þ kLddL ¼ 0;

which yields,

kL=kH ¼ �
ddH=dt

ddL=dt
¼ � d2dH=dt2

d2dL=dt2
ð33:3Þ

as constraints for the H-bond segmental cooperative relaxation. The variable t can
be any stimulus of T, P, or N for (H2O)N clusters, or beyond. This relation
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correlates and constrains the relaxation curves for the H-bond segments—the
slopes and the curvatures of the segmental relaxations must be inversely and
negatively correlated.

Figure 33.4 shows MD-derived relaxation trends under various stimuli. The
slopes and the curvatures of the dx - t (P, T, N) curves are indeed cooperative. If
one segment contracts, the other is lengthened; the two curves in one panel change
in a way either ‘face to face’ or ‘back to back’ when the segments are relaxed.
Outcome indicates that the O:H serves as the master under (a) compression and (c)
cooling or heating in liquid and solid phase and the H–O a slave. The H–O bond
serves as the master in (b) the transition phase at T \ Tm and (d) upon molecular
CN reduction. In solid phase, the O:H dominates the thermally driven O–O
relaxation [14].

33.1.6 Electron Pair Localization and Polarization

Figure 33.5 shows the DFT trajectory of the strongly localized and polarized
electron pairs (red) in the cross-sectional plane of a unit cell. Gridlines are used as
references. As expected, both the bonding and non-bonding electron pairs are
strongly polarized and localized at sites closing to oxygen ions. Because of the
mechanical strength and length disparity within the O:H–O bond, the bulk ice is
formed by the solid H2O monomers with their tightly bound electron pairs located
on the nodes of an extremely weak ‘spring coiled’ ‘:’ networks.
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Fig. 33.4 MD-derived cooperative O:H and H–O relaxation dynamics of the segmented H-bond
a under compression, b cooling below, c cooling above the melting point (Tm), and d cluster size
reduction. Arrows indicate the master segments and their relaxation directions. Either the O:H or
the H–O shrinks and the other one expands, disregarding the stimuli applied or the structural
phases because of the interelectron-pair Coulomb repulsion
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33.1.7 Vibrational Features and Orbital Image

33.1.7.1 Bond Vibration

The frequency shift of lattice vibration, probed using FTIR or Raman spectroscopy,
is proportional to the square root of bond stiffness and approximates directly the
length and strength change in the bond during relaxation. This is valid for a usual
material that approximates the bond representing all bonds in the specimen, from the
perspective of Fourier transformation. Comparing the energy of a vibration system
to the Taylor series of the interatomic potential energy, ux(r), yields the dimen-
sionality of the vibration (phonon) frequencies for an uncoupled system [3]:

Dxx /
o2ux rð Þ
mxor2

����
r¼dx

 !1=2

/
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Ex=mx

p
=dx /

ffiffiffiffiffiffiffiffiffi
Yxdx

p
: ð33:4Þ

The stiffness is the product of the Young’s modulus Yx / Ex=dx
3

� �
and the

length of the segment in question [5]. The mx is the reduced mass of the vibrating
dimer. Therefore, the frequency shift measures directly the segmental stiffness
based on the dimensionality analysis. The Coulomb coupling in water ice revises

this relation to be Dxx / kx þ kcð Þ=mxð Þ1=2 for the x segment of the H-bond with
kc being the force constant of Coulomb repulsion, as will be addressed shortly [34].

Figure 33.6 shows the typical spectra of FTIR absorption, Raman reflection,
and neutron diffraction from water at the ambient. There are four features

Fig. 33.5 a DFT-derived residual charge density of ice-VIII unit cell with isosurface 0.1
electron/Å3. Residual density is the difference between the charge of H2O in ice-VIII and that of
an isolated O atom. b The positive regions (red) correspond to the gain of electrons and the
negative regions (blue) to the electron loss. The strong localization of the residual charges
provides foundation for the presence of Coulomb repulsion between electron pairs. A piece of
bulk ice is a collection of the stiff H2O motifs located at nodes of the three-dimensional sponge-
like ‘spring coil’ ‘:’ networks
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corresponding to, from high to low frequencies (see appendix A4-1), (1) the H–O
stretching phonons in the skin (xH * 3,450 cm-1) and in the bulk
(*3,200 cm-1); (2) the liberation mode of \H–O–H bending at xB1

1,600 * 1,750 cm-1; (3) the \O:H–O bending mode at xB2 * 500 cm-1; and
(4) the O:H stretching mode at xL * 200 cm-1. The liberation mode is insensi-
tive to the experimental conditions. The intensity of the peaks below 500 cm-1 is
rather weak but very sensitive. Monitoring both the high-frequency xH and the
low-frequency xL cooperative relaxation would be more comprehensive for
examining the stiffness of the respective H-bond segment.

33.1.7.2 Images of H2O molecular orbitals

Gao et al. [36] has firstly acquired reproducible images and dI/dV spectra of H2O
monomer and H2O tetramer deposited on NaCl(001) surface using an STM at 5 K
temperature, see Fig. 33.7. The HOMO orbital of the monomer appears as a
double-lobe structure with a nodal plane in between, while the LUMO corresponds
to an egg-shaped lobe developing between the two HOMO lobes. The STS spectra

Fig. 33.6 Typical vibrational spectra as measured using IR absorption, Raman reflection, and
inelastic neutron scattering [35] from water at the ambient. Peaks correspond to: O:H stretching
mode: xL \ 300 cm-1, \O:H–O bending mode: x * 500 cm-1, \H–O–H bending liberation
mode: 1,500 \x\ 1,800 cm-1. H–O stretching mode in bulk water: xH * 3,200 cm-1, H–O
stretching mode in the liquid skin: xH * 3,450 cm-1. The liberation mode is insensitive to the
external stimulus. See Appendix A4-1 for the vibration mode frequency correspondence
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at different heights discriminate the tetramer from the monomer in the density of
states crossing Fermi energy.

Discoveries evidence the sp-orbit hybridization of oxygen in H2O monomer and
clarify the intermolecular interaction involved in (H2O)4. According to the 3B
notation discussed in Part I, the LUOM corresponds the electron lone pair of
oxygen upon its sp-orbit being hybridized and the HOMO to the empty antibonding
states that to be occupied by electrons of dipoles [37]. The image of the monomer
showing the directional lone pairs suggests that the lone pairs point to the direction
way of the surface due to the Cl--H+ Coulomb interaction as H+ can only share its
unpaired electron with oxygen. Bond switching from H-O to H-Cl might happen
under thermal excitation. The spectral difference between the tetramer and the
monomer could be indicative of the intermolecular interaction, particularly, the
repulsion between electron pairs on adjacent oxygen atoms [38]. These findings are
stimulating to the understanding of the electronic and geometric details.

Fig. 33.7 Disparity of the HDX and the gX (R is the gas constant) of the segmented H-bond gives
rise to the complex specific heat curve exhibiting four temperature regions. The number of
regions coincides with that demonstrated by the q(T) profiles [25, 41, 42]. Because of the
difference in their Debye temperatures (Table 33.1), the specific heat gL of the O:H rises faster
toward the asymptotic maximum value than the gH. The four regions correspond, respectively, to
the phases of liquid (I), solid (III, IV), and liquid–solid transition (II) with different specific heat
ratios. At extremely low temperatures (IV), gL & gH & 0. (The gL in the solid phase differs from
the gL in the liquid, which does not influence the validity of the hypothesis.) The crossing points
correspond to the density extremes (Reprinted with permission from [14])
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33.2 Segmental Disparity

33.2.1 Mechanical Disparity

Letting the compression force fdx * P/sx, with sx being the cross-sectional area of
the x segment and P the pressure, one can derive the geometrical and mechanical
disparity of the H-bond. At quasi-equilibrium (P drives O:H contraction),

fdL � fdH ¼ P 1=sL � 1=sHð Þ ¼ frL þ frHð Þ[ 0
or
sH � sL [ sLsH [ 0:

ð33:5Þ

As the constraint for the P-induced H-bond relaxation, this relationship indi-
cates that the effective cross-sectional area of the O:H non-bond is smaller than
that of the H–O bond, which explains why the O:H non-bond ‘masters’ the
relaxation dynamics of water ice upon being compressed and why the O:H relaxes
more than the H–O bond does in the relaxation [5].

33.2.2 Thermodynamic Disparity

Generally, the specific heat is regarded as a macroscopic quantity integrated over
all bonds of the specimen and is the amount of energy required to raise the
temperature of the substance by 1 K. However, in dealing with the representative
of all bonds of the entire specimen, one has to consider the specific heat per bond
that is obtained by dividing the bulk specific heat by the total number of bonds
involved [39].

For other usual materials, the specimen can be approximated using one rep-
resentative bond for all bonds involved, and therefore, the thermal response of all
the bonds are the same, without discriminating one bond from another in cooling
contraction [40]. However, for water ice, the representative O:H–O bond is
composed of two segments with strong disparity in the Debye temperature, HDx;
and the specific heat, gx, because of the different binding energies. The superpo-
sition of the two gx curves makes the heat capacity of water ice to be different from
that of other usual materials. The specific heat disparity makes these two segments
to respond to thermal stimulus differently in different temperature ranges.

The Debye temperature HDx determines the slope of the specific heat curve,
while the cohesive energy per bond Ex determines the integral of the specific heat
curve from 0 K to the melting point Tmx [39]. The specific heat curve of the
segment with a relatively lower HDx value will rise to saturation faster than the
other segment does. The HDx; which is lower than the Tmx, is proportional to the
characteristic frequency of the vibration (xx) of the segment. Thus, (see data in
Table 33.1),
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HDL=HDH � 198=HDH � xL=xH � 200=3000 � 1=15
R TmH

0 gHdt
	 


=
R TmL

0 gLdt
	 


� EH=EL � 4:0=0:1 � 40

(

ð33:6Þ

The HDL has been determined to be 198 \ 273 K(Tm) and the molecular
cohesive energy to be 0.38 eV/molecule from analyzing the temperature depen-
dence of water surface tension [4]. Hence, HDH � 10�HDL � 2,000 K. The
gLshould terminate at melting, 373 K, and the gH ends at a temperature well above
2,000 K. Based on these constraints, the relative specific heat maxima of the
segments is estimated as gH=gL � 8. Such a specific heat disparity between the
O:H and the H–O segments yields four temperature regions with different gL/gH

ratios and two crossing points, which should correspond to the phases of liquid (I),
solid (III, IV), and liquid–solid transition (II). The crossing points correspond to
the density extremes [14]. At extremely low temperatures (IV), gL & gH & 0
(Fig. 33.8).

The profiling consistency in the mass density [28, 41, 42] and the proposed
specific heat for water ice suggests that the segment of lower specific heat serves
as the master whose thermal expansion or cooling contraction drives the asym-
metric relaxation, while the other one serves as the slave. The length response of a
segment to the thermal stimulus is determined by its specific heat (gx). The seg-
ment of lower gx is more active than the one with higher gx value when they are
thermally provoked under the same condition. According to the specification, the
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Fig. 33.8 Disparity of the and the HDXgX (R is the gas constant) of the segmented H-bond gives
rise to the complex specific heat curve exhibiting four temperature regions. The number of
regions coincides with that demonstrated by the q(T) profiles [25, 41, 42]. Because of the
difference in their Debye temperatures (Table 33.1), the specific heat gL of the O:H rises faster
toward the asymptotic maximum value than the gH. The four regions correspond, respectively, to
the phases of liquid (I), solid (III, IV), and liquid–solid transition (II) with different specific heat
ratios. At extremely low temperatures (IV), gL & gH & 0. (The gL in the solid phase differs from
the gL in the liquid, which does not influence the validity of the hypothesis.) The crossing points
correspond to the density extremes (Reprinted with permission from [14])
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O:H non-covalent bond serves as the master to contract in the liquid (I) and solid
(III) phases, and the slave H–O covalent bond expands slightly, leading to the
seemingly normal process of cooling densification. In the transition phase II, the
master–slave role swaps, and hence, water volume expands. The crossing points
correspond to the density maximum at 4 �C and minimum below the freezing
point [25, 43]. At extremely low temperatures, the resultant g approaches zero,
which means cooling contraction happens to neither of the segments.

The thermodynamic disparity of the H-bond indicates that H–O dominates the
extremely high heat capacity of water instead of the weaker non-bond ‘springs’
(lone pair or the H-bond network) because of the high gH=gL ratio [44]. According
to the current notation, the four-region density and phonon stiffness oscillation of
water ice follows the following relations:

II gH\gLð Þ : fdH [ fdL þ frL þ frHð Þ
I, III gL\gHð Þ : fdL [ fdH þ frL þ frHð Þ
IV gL ffi gH ffi 0ð Þ : Dh[ 0; Ddx ¼ 0
Cross gL ¼ gHð Þ : fdH ¼ fdL

9
>>=

>>;
) DdO�O

[
\
¼
¼

8
>><

>>:

9
>>=

>>;
0: ð33:7Þ

33.2.3 Molecular Undercoordination: Extended BOLS

According to the BOLS notation [45–48], bond order loss shortens and strengthens
the remnant bonds of undercoordinated atoms with an association of local den-
sification and quantum entrapment of the binding energy and the bonding and core
electrons, irrespective of the nature of the bond or the structure phase of the
specimen. On the other hand, the locally and densely entrapped bonding charge in
turn polarizes the non-bonding electrons [45], which are responsible for the
emerging anomalies of nanostructures such as the catalytic enhancement, dilute
magnetism of noble metals [49] and ZnO [49], and the creation of Dirac-Fermi
polarons at graphene zigzag edges and graphite point defects [51].

The encapsuled and the free-standing (H2O)N molecular clusters, surface skins,
or ultrathin films of water should share the same entity of bond order deficiency to
follow the BOLS premise without exception. However, the involvement of the
weak lone pair interaction and the interelectron-pair repulsion prevents the two
segments of the H-bond from following the BOLS mechanism simultaneously.
The binding energy difference between the O:H and H–O and the presence of the
interelectron-pair repulsion define the H–O covalent bond to be the ‘master’ that
contracts by a smaller degree than which the BOLS notation predicts. The con-
traction of the H–O bond lengthens and softens the ‘slave’ O:H bond by repulsion.

The process of covalent bond contraction results in dual process of polarization
of the non-bonding lone pairs. Firstly, the densely entrapped bonding and core
electrons of an oxygen atom polarize the lone pairs of its own. The polarized lone
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pairs on the adjacent oxygen atoms will polarize and repel one another, resulting in
the dual process of polarization, which explains why the surface of water ice is so
strongly polarized, and why they are hydrophobic and slippery.

33.3 Correlation of Detectable Quantities

33.3.1 Non-Bonding Electron Polarization

The non-bonding lone pairs are associated with reaction process of tetrahedral
coordinated bond formation of O, N, or F atoms [2, 52]. Replacing O2- with N3-

or F- and replacing H+/p with any element M+/p of lower electronegativity, H-
bond-like bond forms [2, 52]. The strength of the non-bonding lone pair also
varies with the local environment [53] and breaks at the boiling point of water
(373 K) [54]. The O:Cu non-bond breaks at about 450 K, as detected using
VLEED at annealing [55].
Because of its rather weak interaction, the O:H binding energy contributes
insignificantly to the Hamiltonian or to the atomic cohesive energy and the
associated properties [45]. These electrons add, however, impurity states in the
vicinity of Fermi energy, which neither follow the regular dispersion relations nor
occupy the allowed states of the valence band and below. They are located right in
the energy scope of STM/S surrounding EF. The lone pair and dipole interactions
not only act as the most important function groups in the biologic and organic
molecules but also play an important role in the inorganic compounds such as
high-TC superconductors and topologic insulators. Under UV irradiation or ther-
mal excitation, the hybrid sp3 orbit can be dehybridized and the lone pairs and
dipoles are annihilated accordingly, altering their functionalities.

In addition to the weak interactions with energies of *50 meV, as detected
using Raman and EELS [2], these lone pairs polarize the neighboring atoms
instead causing change to dipoles. The relaxation of the O:H bond contributes to
the volume change, polarization, molecular dissociation, low-load elasticity,
friction reduction, and the associated xL phonon relaxation dynamics. If one wants
to get rid of one molecule from the bulk, one has to break four O:H bonds of the
molecule simultaneously.

33.3.2 Binding Energy Entrapment

According to the energy band theory [56], the energy shift DE1s of a specific (O 1s)
core band from that of an isolated atom E1s(0) is proportional to the cohesive
energy per bond EH [57]. Any perturbation to the crystal potential will shift the
specific energy band away from the bulk reference. The energy shift can be
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positive or negative depending on the sources of perturbation, including bond
relaxation [58, 59], bond nature alteration [60], charge polarization [59], etc. The
O1s energy shift in water ice follows the relation, with z, P, and T as the stimulus
of coordination number, pressure, and temperature:

DE1s z; T ;Pð Þ
DE1s zb; T0;P0ð Þ ¼

E1s z; T;Pð Þ � E1s 0; T0;P0ð Þ
E1s zb; T0;P0ð Þ � E1s 0; T0;P0ð Þ ¼

EH z; T;Pð Þ
EH zb; T0;P0ð Þ : ð33:8Þ

33.3.3 Elastic Modulus and Transition Temperature

By definition, the Young’s modulus is proportional to the second-order differen-
tiation, or the curvature, of the pairing potential u(r) with respect to volume V at
equilibrium [61]. The elastic modulus, and the surface tension as well, is pro-
portional, by dimension, to the bonding energy density of the corresponding
segments at different loading scales [4]. At relatively low load, the L segment
dominates [62], the polarization contributes.

For other usual materials, the critical temperature for phase transition is pro-
portional to the atomic cohesive energy, TC � zEz, with z being the effective
atomic CN and Ez the bond energy of the z-coordinated atom [48]. For water
molecules, TC is proportional to the cohesive energy of the covalent bond Ez

because of the ‘isolation’ of the H2O molecule by its surrounding four lone pairs.

33.3.4 Phonon Frequency and Segmental Stiffness

The Raman or the spectroscopy is one of the powerful techniques that could
resolve the vibrations of the intermolecular O:H non-covalent bond and the
intramolecular H–O bond according to their stiffness based on Fourier transfor-
mation. Any perturbation even sunlight irradiation can change the spectra feature
of liquid water [63].

From the dimensional point of view, the second-order derivative of the ux(r) at
equilibrium is proportional to the bind energy Ex divided by the square of bond

length in the form of dx
2. The E1=2

x =dx ffi
ffiffiffiffiffiffiffiffiffi
Yxdx

p
with Yx � Ex=d3

x is right the
square root of the stiffness being the product of the Young’s modulus and the bond
length [14, 64]. In practice, polarization effect on the elasticity needs to be
included.

It is universally true that if one segment becomes shorter, it will be stiffer; on
expansion, it becomes softer [5]. Therefore, the phonon frequency shift tells
directly the variation in length, strength, and stiffness of the respective segment
under applied stimulus. Because of the Coulomb repulsion mediation, the xL and
xH shift in such a way that if one becomes stiffer, the other becomes softer, and
vice versa.
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Therefore, all detectable quantities (q) of the specimen depend functionally on
the order, length, and energy of the representative segment of the H-bond. The
relaxation of the O:H bond contributes to the volume expansion, polarization, and
molecular dissociation energy. The stiffening of the H–O bond increases the O1s
core-level shift, DE1s, elevates the critical temperature TC for phase transition
(superheating), and increases the H–O phonon frequency xH according to the
following relations [57, 65, 66]:

TC

DE1s

Dxx

9
=

;
/

EH

EHffiffiffiffiffi
Ex

p
=dx ¼

ffiffiffiffiffiffiffiffiffi
Yxdx

p

8
<

:
ð33:9Þ

Ex is the cohesive energy of the respective bond. Theoretical reproduction of the
critical temperature TC for ice VII-VIII phase transition under compression con-
firmed that the H–O bond energy determines the TC [14].

33.4 Summary

O:H–O bond forms a pair of asymmetric, coupled, and H-bridged oscillators with
short-range interactions, whose cooperative relaxation in length and energy and
the associated entrapment and polarization discriminate water and ice from other
usual materials. All detectable properties depend functionally on the performance
of either the H–O or the O:H bond. The involvement of the Coulomb repulsion
forms the key to the anomalies of water and ice.
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Chapter 34
Compressed Ice: Inter Electron-Pair
Repulsion

• Coulomb repulsion and mechanical disparity within the H-bond differentiate ice
from other materials in response to compression.

• Compression shortens and strengthens the O:H bond and meanwhile lengthens
and softens H–O bond through repulsion toward O:H and H–O length
symmetry.

• Compression also stiffens the O:H stretching phonons (\400 cm-1) and softens
the H–O stretching phonons ([3,000 cm-1).

• Cohesive energy loss of the H–O bond lowers the TC for the VIII–VII phase
transition, which derives the EH = 3.97 eV for ice.

• Entrapment of the bonding electrons and polarization of the lone electron pairs
widen the bandgap.

34.1 Observations

It is usual for other materials that the critical temperature (TC) for liquid–solid or
disordered–ordered phase transition increases under compression [1–3]; however,
the TC for ice transferring from ice-VIII to the proton-disordered ice-VII phase
drops from 280 to 150 K when the P is increased from 1 to 50 GPa [4–6].
Compression shortens the O–O distance but lengthens the H–O bond, yielding the
low compressibility [7] of ice with respect to other usual materials. The liquid
phase is more readily compressed than the solid phase.

Length symmetrization of the O:H–O bond in ice happens under *60 GPa
compression [8–10]. In 1972, Holzapfel [11] predicted that, under compression, an
H-bond might be transformed from the highly asymmetric O:H–O configuration to
a symmetric state in which the H proton lies midway between the two O ions,
leading to a non-molecular symmetric phase of ice-X. This prediction was
experimentally confirmed in 1998 by Goncharov et al. [12] using an in situ high-
pressure Raman spectroscopy. Proton symmetrization of ice-VIII happens at
60 GPa and 100 K, as no further phonon relaxation happens with the increase in
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pressure. Proton symmetrization also happens to ice-VIII at about 59 GPa with
0.20 nm O–O distance [9] and happens to liquid H2O at 60 GPa and to D2O at
70 GPa at 85 and 300 K [13].

This phenomenon was attributed to the ‘translational proton quantum tunneling under
compression’ [10, 14, 15] or the extraordinary behavior of the inter- and intramolecular
bonds [16]. Teixeira [8] suggested that as the oxygen atoms are forced together, the
potential energy changes from a symmetric double to a single well, making the ‘fluc-
tuated H proton’ [17] to be certain in a position right between the O ions.

Generally, the applied pressure stiffens all the Raman phonons of other mate-
rials such as carbon allotropes [18], ZnO [19], group IV [20], group III–V [21],
and group II–VI [22] compounds without exception, because compression shortens
and stiffens all chemical bonds simultaneously; however, for water ice, the applied
pressure stiffens only the softer phonons (xL \ 300 cm-1) but softens the stiffer
phonons (xH [ 3,000 cm-1) of ice [4, 6, 23, 24] and water [25] as well. Fig-
ure 34.1 shows the pressure-induced xH and xL cooperative relaxation of ice-VIII
at 80 K [26, 27]. The xH softening also happens to water at 23 �C under (0.05,
0.386) GPa pressures [25], which shall be accompanied with xL stiffening,
because of the corporative interaction between the H-bond segments.

The phase formation, phase transition resolved in the Raman and IR spectra, the
low compressibility, TC depression, proton symmetrization, softer phonon stiffen-
ing, and stiffer phonon softening are correlated. These correlations remain open for
exploitation.

34.2 Density Profile Decomposition

Table 34.1 lists the MD- and DFT-derived segmental relaxation dynamics and the
density and bandgap change as a function of pressure. As shown in Fig. 34.2a,
compression shortens the O:H from 0.1767 to 0.1692 nm and meanwhile lengthens
the H–O from 0.0974 to 0.1003 nm when the pressure is increased from 1 to 20 GPa.
The calculated H–O and O:H distances agree well with the trends reported in [28–
30]. The relaxation of each segment, denoted with subscript x, follows the poly-

nomial form, dx ¼ dx0½1þ axðP� P0Þ þ bxðP� P0Þ2� with P0 = 1 GPa:

dH=0:975
dL=1:768
V=1:060
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@
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1 �3:477� 10�4 �10:280� 10�5
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Yoshimura et al. [23] measured the V–P curve of ice firstly using the in situ
high-pressure and low-temperature synchrotron X-ray diffraction and Raman
spectroscopy. Numerical match of calculations to measurements of ice-VIII V–
P curves [23] in Fig. 34.2b gives rise to the equation of state V/V0 - P with
V0 = 1.06 cm3/kg. Numerical simultaneous reproduction of both the V/V0 -

P and the dx/dx0 - P profiles means that the latter decomposes the former with
high reliability [31].
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(b)

(a)
Fig. 34.1 Pressure
dependence of the frequency
of a the H–O and b the O:H
stretching vibrational modes
with solid lines as being fitted
by a least squares method
(reprinted with permission
from [23, 24])

Table 34.1 DFT- and MD-derived segmental lengths (Å), O–O distance (Å), mass density, and
the bandgap (eV) of ice as a function of P = (P0 - 1) (GPa) with derivative of the equations of
states

P DFT MD

q (g/
cm3)

dH dL EG dH dL dO–O

1 1.659 0.966 1.897 4.531 0.974 1.767 2.741
5 1.886 0.972 1.768 4.819 0.979 1.763 2.742
10 2.080 0.978 1.676 5.097 0.985 1.750 2.736
15 2.231 0.984 1.610 5.353 0.991 1.721 2.713
20 2.360 0.990 1.556 5.572 1.003 1.692 2.694
25 2.479 0.996 1.507 5.778 – – –
30 2.596 1.005 1.460 5.981
35 2.699 1.014 1.419 6.157
40 2.801 1.026 1.377 6.276
45 2.900 1.041 1.334 6.375
50 2.995 1.061 1.289 6.459
55 3.084 1.090 1.237 6.524
60 3.158 1.144 1.164 6.590
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MD results show the general trend of pressure-induced O:H shortening and H–
O lengthening. An extrapolation of the MD-derived polynomial expressions leads
to the proton symmetrization occurring at 58.6 GPa with the O–O distance of
0.221 nm, which is in good accordance with measurements of 59 GPa and
0.220 nm [10]. Therefore, it is confirmed that the proton symmetrization arises
from the pressure-induced asymmetric segmental relaxation.

34.3 Phonon Stiffness Relaxation Dynamics

Figure 34.3 shows that MD-derived phonon relaxation trends agree with Raman
and IR measurements of ice-VIII at 80 K [4, 6, 23]. As P increases, the calculated
xH is softened from 3,520 to 3,320 cm-1 and the xL is stiffened from 120 to
336 cm-1, disregarding the possible phase change and other supplementary peaks
nearby. The pressure-derived cooperative relaxation of the xL and the xH in both
water [25] and ice [4–6] confirms the expectations that the longer and softer O:H
becomes shorter and stiffer, while the H–O does the otherwise.

This outcome is consistent with the finding of first principle and quantum Monte
Caro calculations [32] that the contribution to the lattice energy from the vdW
intermolecular interaction increases and that from the intramolecular H-bonding
decreases with the increase in pressure.

34.4 TC Depression and H–O Bond Energy EH

The change in the phase transition temperature, TC, is proportional to the bond
energy (Ex) [1], which follows
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Fig. 34.2 a MD reproduction of the measured V–P profiles [23] yields. b The asymmetric
relaxation of O:H and H–O, which matches the proton centralization occurring under 59 GPa and
0.22 nm [10, 12] (reprinted with permission from [31])
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Reproduction of the measured P-dependent TC for the VII–VIII phase transition
[4–6] in Fig. 34.4 justifies that the change in TC is dominated by the binding
energy of the H–O bond, as given in Eq. (34.1), only the H–O bond possesses the
positive slope. The binding energy of the lone pair in the 10-2 eV level is too low
to contribute. The matching leads to an estimation of the real-bond energy of EH

(at 1 GPa) = 3.97 eV by assuming the H–O bond diameter as that of the H atom
[33], 0.106 nm.
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Fig. 34.3 a MD-derived xH and xL relaxation and b the P-trend agreement with the Raman and
IR measurements for ice-VIII at 80 K [4, 6, 23] as a function of pressure
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with derivative of
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34.5 Bandgap Expansion

Compression enlarges the bandgap due to bonding electron entrapment and non-
bonding electron polarization. Figure 34.5 shows the DFT-derived evolution of the
DOS of ice-VIII with pressure varying from 1 to 60 GPa. The energy shift of the
DOS above Fermi level results from polarization by the lone pair and the
entrapped core charge, and the energy shift of the valence DOS below EF arises
from the entrapment of the bonding states of oxygen [34, 35]. The bottom edge of
the valence band shifts down from -6.7 eV at 1 GPa to -9.2 eV at 60 GPa, while
the conduction band shifts up from 5.0–12.7 eV at 1 GPa to 7.4–15.0 eV at
60 GPa. This EG enlargement arises from the polarization of the lone pair and
entrapment of the valence DOS by compression. The EG expands further at higher
pressure from 4.5 to 6.6 eV, as shown in Fig. 34.5b when the P is increased from 1
to 60 GPa. This fact is consistent with what observed in [36] using first principle
calculations and many-body optical absorption spectroscopy. Hermann and
Schwerdtfeger [36] showed that the optical UV absorption onset of solid water is
blueshifted with increasing pressure almost linearly, making ice more transparent.
They attribute this unusual effect to an increase in the Stark shift caused by water’s
electrostatic environment at smaller volumes.

34.6 Summary

Consistency between MD-derived and measured proton symmetrization [10, 12],
low compressibility [23], and phonon relaxation dynamics [4–6] of water ice
verified the hypothesis that the weaker O:H bond is highly compressive, yet the
stronger H–O bond is elongated because of the resultant force of the compression,
the repulsion, and the mechanical disparity within the H-bond. One may conclude
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Fig. 34.5 a Bandgap expansion of ice-VIII under compression. Compression induced
(a) valence DOS entrapment, and conduction DOS polarization results in b EG expansion
(reprinted with permission from [31])
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1. Coulomb repulsion between the electron pairs and the mechanical disparity of
the segments to compression form the key to the physical anomalies of ice upon
compression.

2. The resultant forces of compression, Coulomb repulsion, and the recovery of
dislocation of the electron pairs in the respective segment of the H-bond
dominate the P-derived proton symmetrization, vibration, volume compression,
and phase transitional anomalies of ice under compression.

3. The initially longer and softer non-bond becomes shorter and stiffer, but the
initially shorter and stronger real bond becomes the otherwise under com-
pression, which is in line with the findings of energy contribution of different
segments to the lattice energy [32].

4. Compression stiffens the softer phonons and softens the stiffer phonons as a
consequence of the asymmetric relaxation of the bond segments.

5. The pressure-enhanced bandgap expansion evidences the entrapment of the
bonding electrons and the polarization of the lone pair electrons upon
compression.

References

1. C.Q. Sun, Thermo-mechanical behavior of low-dimensional systems: the local bond average
approach. Prog. Mater. Sci. 54(2), 179–307 (2009)

2. D. Errandonea, B. Schwager, R. Ditz, C. Gessmann, R. Boehler, M. Ross, Systematics of
transition-metal melting. Phys. Rev. B 63(13), 132104 (2001)

3. Z.W. Chen, C.Q. Sun, Y.C. Zhou, O.Y. Gang, Size dependence of the pressure-induced phase
transition in nanocrystals. J. Phys. Chem. C 112(7), 2423–2427 (2008)

4. P. Pruzan, J.C. Chervin, E. Wolanin, B. Canny, M. Gauthier, M. Hanfland, Phase diagram of
ice in the VII-VIII-X domain. Vibrational and structural data for strongly compressed ice
VIII. J. Raman. Spec. 34(7–8), 591–610 (2003)

5. K. Aoki, H. Yamawaki, M. Sakashita, Observation of Fano interference in high-pressure ice
VII. Phys. Rev. Lett. 76(5), 784–786 (1996)

6. M. Song, H. Yamawaki, H. Fujihisa, M. Sakashita, K. Aoki, Infrared absorption study of
Fermi resonance and hydrogen-bond symmetrization of ice up to 141 GPa. Phys. Rev. B
60(18), 12644 (1999)

7. G.M. Marion, S.D. Jakubowski, The compressibility of ice to 2.0 kbar. Cold Reg. Sci.
Technol. 38(2–3), 211–218 (2004)

8. J. Teixeira, High-pressure physics: the double identity of ice X. Nature 392(6673), 232–233
(1998)

9. P. Loubeyre, R. LeToullec, E. Wolanin, M. Hanfland, D. Husermann, Modulated phases and
proton centring in ice observed by X-ray diffraction up to 170 GPa. Nature 397(6719),
503–506 (1999)

10. M. Benoit, D. Marx, M. Parrinello, Tunnelling and zero-point motion in high-pressure ice.
Nature 392(6673), 258–261 (1998)

11. W. Holzapfel, On the symmetry of the hydrogen bonds in ice VII. J. Chem. Phys. 56(2), 712
(1972)

34.6 Summary 697



12. A.F. Goncharov, V.V. Struzhkin, H.-K. Mao, R.J. Hemley, Raman spectroscopy of dense
H2O and the transition to symmetric hydrogen bonds. Phys. Rev. Lett. 83(10), 1998–2001
(1999)

13. A.F. Goncharov, V.V. Struzhkin, M.S. Somayazulu, R.J. Hemley, H.K. Mao, Compression of
ice to 210 gigapascals: infrared evidence for a symmetric hydrogen-bonded phase. Science
273(5272), 218–220 (1996)

14. I.A. Ryzhkin, ‘‘Symmetrical’’ phase and collective excitations in the proton system of ice.
J. Exp. Theor. Phys. 88(6), 1208–1211 (1999)

15. F.H. Stillinger, K.S. Schweizer, Ice under compression-transition to symmetrical hydrogen-
bonds. J. Phys. Chem. 87(21), 4281–4288 (1983)

16. L.N. Tian, A.I. Kolesnikov, J.C. Li, Ab initio simulation of hydrogen bonding in ices under
ultra-high pressure. J. Chem. Phys. 137(20) (2012)

17. L. Pauling, The structure and entropy of ice and of other crystals with some randomness of
atomic arrangement. J. Am. Chem. Soc. 57, 2680–2684 (1935)

18. W.T. Zheng, C.Q. Sun, Underneath the fascinations of carbon nanotubes and graphene
nanoribbons. Energ. Environ. Sci. 4(3), 627–655 (2011)

19. J.W. Li, S.Z. Ma, X.J. Liu, Z.F. Zhou, C.Q. Sun, ZnO meso-mechano-thermo physical
chemistry. Chem. Rev. 112(5), 2833–2852 (2012)

20. M.X. Gu, Y.C. Zhou, L.K. Pan, Z. Sun, S.Z. Wang, C.Q. Sun, Temperature dependence of the
elastic and vibronic behavior of Si, Ge, and diamond crystals. J. Appl. Phys. 102(8), 083524
(2007)

21. M.X. Gu, L.K. Pan, T.C.A. Yeung, B.K. Tay, C.Q. Sun, Atomistic origin of the thermally
driven softening of Raman optical phonons in group III nitrides. J. Phys. Chem. C 111(36),
13606–13610 (2007)

22. C. Yang, Z.F. Zhou, J.W. Li, X.X. Yang, W. Qin, R. Jiang, N.G. Guo, Y. Wang, C.Q. Sun,
Correlation between the band gap, elastic modulus, Raman shift and melting point of CdS,
ZnS, and CdSe semiconductors and their size dependency. Nanoscale 4, 1304–1307 (2012)

23. Y. Yoshimura, S.T. Stewart, M. Somayazulu, H. Mao, R.J. Hemley, High-pressure x-ray
diffraction and Raman spectroscopy of ice VIII. J. Chem. Phys. 124(2), 024502 (2006)

24. Y. Yoshimura, S.T. Stewart, M. Somayazulu, H.K. Mao, R.J. Hemley, Convergent Raman
features in high density amorphous ice, ice VII, and ice VIII under pressure. J. Phys. Chem. B
115(14), 3756–3760 (2011)

25. T. Okada, K. Komatsu, T. Kawamoto, T. Yamanaka, H. Kagi, Pressure response of Raman
spectra of water and its implication to the change in hydrogen bond interaction.
Spectrochimica Acta A 61(10), 2423–2427 (2005)

26. I.V. Stiopkin, C. Weeraman, P.A. Pieniazek, F.Y. Shalhout, J.L. Skinner, A.V. Benderskii,
Hydrogen bonding at the water surface revealed by isotopic dilution spectroscopy. Nature
474(7350), 192–195 (2011)

27. F. Mallamace, M. Broccio, C. Corsaro, A. Faraone, D. Majolino, V. Venuti, L. Liu, C.Y.
Mou, S.H. Chen, Evidence of the existence of the low-density liquid phase in supercooled,
confined water. Proc. Natl. Acad. Sci. U.S.A. 104(2), 424–428 (2007)

28. D. Kang, J. Dai, Y. Hou, J. Yuan, Structure and vibrational spectra of small water clusters
from first principles simulations. J. Chem. Phys. 133(1), 014302 (2010)

29. K. Liu, J.D. Cruzan, R.J. Saykally, Water clusters. Science 271(5251), 929–933 (1996)
30. R. Ludwig, Water: from clusters to the bulk. Angew. Chem. Int. Ed. 40(10), 1808–1827

(2001)
31. C.Q. Sun, X. Zhang, W.T. Zheng, Hidden force opposing ice compression. Chem. Sci. 3,

1455–1460 (2012)
32. B. Santra, J. Klimeš, D. Alfè, A. Tkatchenko, B. Slater, A. Michaelides, R. Car, M. Scheffler,

Hydrogen bonds and Van der Waals forces in ice at ambient and high pressures. Phys. Rev.
Lett. 107(18), 185701 (2011)

698 34 Compressed Ice: Inter Electron-Pair Repulsion



33. C.Q. Sun, H.L. Bai, B.K. Tay, S. Li, E.Y. Jiang, Dimension, strength, and chemical and
thermal stability of a single C–C bond in carbon nanotubes. J. Phys. Chem. B 107(31),
7544–7546 (2003)

34. C.Q. Sun, Dominance of broken bonds and nonbonding electrons at the nanoscale. Nanoscale
2(10), 1930–1961 (2010)

35. C.Q. Sun, Oxidation electronics: bond-band-barrier correlation and its applications. Prog.
Mater. Sci. 48(6), 521–685 (2003)

36. A. Hermann, P. Schwerdtfeger, Blueshifting the onset of optical UV absorption for water
under pressure. Phys. Rev. Lett. 106(18), 187403 (2011)

References 699



Chapter 35
Molecular Clusters, Skins, and Ultrathin
Films

• Molecular under-coordination effects oppositely to compression.
• Spontaneous H–O contraction elongates and polarizes the O:H bond signifi-

cantly via inter electron-pair repulsion.
• Under-coordinated H2O molecules shrink in size but enlarge their separation.
• The shortening of the H–O bond entraps bonding electrons and raises the local

density, which in turn polarizes the lone pairs of electrons on oxygen.
• The stiffening of the shortened H–O bond increases the magnitude of the O 1s

shift, causes the blueshift of the H–O phonon frequencies, and elevates the Tm of
molecular clusters and ultrathin films of water, which gives rise to their su-
persolid phase of elastic, hydrophobic, ice-like, polarized with ultra-low-
density.

35.1 Observations

Under-coordinated water molecules refer to those with fewer than the ideal four
neighbors as in the bulk of water [1–4]. They occur in terminated H-bonded
networks, in the skin of a large volume of water, in the hydration shell, and in the
gaseous state. Such under-coordinated water molecules exhibit even more fasci-
nating behavior than those fully coordinated ones [1, 5–12]. For instances, water
droplets encapsulated in hydrophobic nanopores [13, 14] and ultrathin water films
on graphite, silica, and selected metals [7, 15–22], behave like ice at room tem-
perature, i.e., they melt at a temperature higher than the Tm (273 K) of water in
bulk (monolayer ice melts at 325 K) [23]. Encapsuled in hydrophilic nanopores
[24, 25] or wetting with hydrophilic topologic configurations [26], water mole-
cules perform oppositely. (Empirically, the Tm is the temperature at which the
vibration amplitude of an atom is increased abruptly to more than 3 % of its
diameter irrespective of cluster size) [27, 28].

Figure 35.1a shows that molecular under-coordination enlarges the O 1s shift.
The O 1s level is 536.6 eV in the bulk of water [29], 538.1 eV in the skin of water,
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and 539.8 eV in gaseous molecules that do not have O:H bond at all [30, 31]. The
energy for dissociating an (H2O)N cluster into (H2O)N ? H2O (Fig. 35.1b) [32]
also increases upon the cluster size being reduced to a trimmer.

On the other hand, an ultrafast liquid-jet UPS [33], shown in Fig. 35.2, resolved
the bound (vertical binding as an equivalent of work function) energies of 1.6 and
3.3 eV for solvated electrons at the water skin and in the bulk solution, respec-
tively. The bound energy decreases with the number of water molecules, indicating
the size-induced strong polarization [34].

The CN loss of water molecules shifts the H–O phonon frequency (xH) of bulk
water toward higher frequencies. The xH phonon frequency has a peak centered at
3,200 cm-1 for the bulk of water, 3,450 cm-1 for the skins of water and ice [35],
and 3,650 cm-1 for gaseous molecules [36–38]. The xH shifts from 3,200 to
3,650 cm-1 when the N of the (H2O)N drops from 6 to 1 (Fig. 35.3) [38, 39]. The
xH increases from 3,420 to 3,650 cm-1 when the surface water molecules turn to
be gaseous molecules [40]. IR measurements [38, 41] revealed that the xH shifts
from 3,225, 3,350, 3,380 to 3,525 cm-1 when N drops from 6, 5, 4 to 3 of (H2O)N

encapsuled in inert matrices. The frequencies change slightly by 5–10 cm-1 when
the clusters are capsuled in Ke and Ar matrices [41]. Figure 35.3b also shows that
the size stiffening of xH happens to large clusters [37]. When the N is reduced
from 475 to 85, the xH transits from the 3,200 cm-1 component dominance to the
3,450 cm-1 component dominance [42]. The high frequency at *3,700 cm-1

arises from the dangling H–O bonds with charge transportation [12] at skins of
water and ice [43].

Cluster size-reduction-induced O1s energy entrapment, valance charge polari-
zation, cohesive energy enhancement, and xH stiffening, as discussed above, are
associated with molecular volume expansion [5, 46–49], charge entrapment [8,
50–52], charge densification [9, 10, 33, 51, 53, 54], etc. The intermolecular O–O
distance expands by 5.9 % at the liquid water surface, in contrast to liquid
methanol for which there is a 4.6 % contraction [49]. In addition, the volume of
water molecules confined to 5.1 and 2.8 nm TiO2 pores increases by 4 and 7.5 %,
respectively, with respect to that in the bulk [55]. More interestingly, a monolayer
film of water at room temperature manifests ‘quasi-solid’ and hydrophobic nature
that prevents the monolayer water from being wetted by a water droplet [21, 56].

The rate of the pressure-driven water flow through carbon nanotubes is high
orders in magnitude, faster than would be predicted from conventional fluid-flow
theory [57]. The thinner of the channel diameter is, the faster the flow rate of the
fluid will be [58, 59]. An air gap of 0.5–1.0 nm thick exists between the water
droplet and the hydrophobic substrates [60]. The gap increases with the contact
angle of the droplet. Such abnormal super-hydrophobicity, lubricity, fluidity, and
solidity at contacting interfaces has been shown to arise from the Coulomb
repulsion between the ‘dipoles locked in the elastic solid skins or the solid-like
covering sheets of liquid droplets’ [61]. According to the BOLS notation, the local
energy densification stiffens the skin and the densely and tightly entrapped
bonding charges polarize nonbonding electrons to form anchored skin dipoles.
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35.2 O:H and H–O Length Cooperativity

The slight shortening of the H–O covalent bond and the significant lengthening of
the O:H interaction result in the O:H–O bond lengthening and molecular volume
expansion. Further polarization and an increase in the elasticity and viscosity of
the molecules take place. For a molecular cluster of a given size, the BOLS-NEP
effect becomes more significant as one moves away from the center. The smaller
the molecular cluster, the stronger the BOLS-NEP effect will be, because of the
higher fraction of under-coordinated molecules. Therefore, molecular clusters,
ultrathin films, hydration shells, and the skin of the bulk of water could form an
ice-like, low-density phase that is stiffer, hydrophobic, and thermally more stable
compared with the bulk liquid.
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Fig. 35.1 XPS O 1s spectra of (a, left) liquid water contain emission from the liquid phase (peak A
at 538.1 eV) and gas phase (peak B and inset at 539.9 eV) (Reprinted with permission from [29]).
(b, right) Energy required for dissociating (H2O)N ? (H2O)N ? H2O (1 kJ/mol = 0.02 eV/
molecule) (Reprinted with permission from [32])
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Figure 35.4 and Table 35.1 compare the segment lengths of the O:H–O bond as
a function of (H2O)N cluster size (N) optimized using the PW [62] and the OBS
[63] algorithms in DFT computations [34]. OBS considered dispersion correction
with inclusion of the vdW or H-bond interactions. Results are in accordance with
those reported in refs [1, 4]. Comparison of results derived from different methods
confirms that: (1) molecular CN-reduction shortens the H–O bond and lengthens
the O:H, and (2) the shortening (lengthening) of the H–O bond is always coupled
with the lengthening (shortening) of the O:H, which is independent of the algo-
rithm used.

As the N is reduced from 24 (an approximation of the number of molecules in
bulk water) to two (a dimer), the H–O bond contracts by 4 % from 0.101 to
0.097 nm and the O:H bond expands by 17 % from 0.158 to 0.185 nm, according
to the OBS derivatives. This cooperative relaxation gives a 13 % expansion of O–
O distance, which is a significant amount for the dimer. The O:H–O bond angle-
length profiles over the size range of concern are nonmonotonic because of dif-
ferent effective CNs in different structure configurations. The monotonic O:H and
H–O relaxation profiles for N B 6 will be discussed in the subsequent sections
without influencing the generality of conclusions.

Fig. 35.3 Cluster size dependence of the xH of a (in the frequency ratio of OH/OD), and b large
clusters (Reprinted with permission from [37]). Indicated (2) corresponds to dimer [44], (3, Tr) to
trimer [45], (4, Te) to tetramer, (5, P) to pentamer, (6, c-H) to cyclic hexamer, (7, H) to cage
hexamer, (red circles) to He matrix, (green squares) to Ar matrix, (blue diamonds) to p-H2

measured at 2.8 K (Reprinted with permission from [38]). Inset denotes the absolute sharp shifts.
Size-reduction stiffens the H–O bonds with little disturbance of the free H–O bonds at
3,700 cm-1 that corresponded to arising from surface pre-melting

704 35 Molecular Clusters, Skins, and Ultrathin Films



35.3 Phonon Cooperative Relaxation

Figure 35.5a shows the cluster size dependence of the vibration spectra of (H2O)N

with respect to that of ice Ih phase. As expected, N reduction stiffens the xH and
meanwhile softens the softer xL from 250 to 170 as the water turns to be dimers.
The \O:H–O bending mode xB1 (400–1,000 cm-1) shifts slightly, but the \H–O–
H bending mode xB2 (*1,600 cm-1) remains silent [64].

Table 35.1 DFT-derived segmental length, dH, dL, and respective contraction/elongation coeffi-
cient, CH, CL, total electronic binding energy, EBind (-eV), and the segmental bond energy, EH

and EL, of (H2O)N clusters*

N dH CH dL CL h LO–O EBind EH EL

Monomer 1 0.969 0.959 10.4504 5.2252 –
Dimer 2 0.973 0.963 1.917 1.100 163.6 2.864 21.0654 5.2250 0.1652
Trimer 3 0.981 0.971 1.817 1.043 153.4 2.730 31.8514 5.2238 0.1696
Tetramer 4 0.986 0.976 1.697 0.974 169.3 2.672 42.4766 5.2223 0.1745
Pentamer 5 0.987 0.977 1.668 0.958 177.3 2.654 53.1431 5.2208 0.1870
Book 6 0.993 0.983 1.659 0.952 168.6 2.640 63.8453 5.2194 0.2020
Cages 6 0.988 0.978 1.797 1.032 160.4 2.748 – – –

8 0.992 0.982 1.780 1.022 163.6 2.746 – – –
10 0.993 0.983 1.748 1.003 167.0 2.725 – – –

Clusters 12 0.992 0.982 1.799 1.033 161.7 2.758 – – –
20 0.994 0.984 1.762 1.011 165.4 2.735 – – –

Bulk Ih 1.010 1.000 1.742 1.000
* While the total energy of a cluster is in principle the total energy required to excite all the
electrons to vacuum level; the binding energy EBind is the energy to combine atoms together to
make a cluster: EBind ¼ Ecluster �

P
Eatom ¼

P
Ebond: For N = 1, there are two H–O bonds and no

O:H bond to contribute to the binding energy. Thus, the H–O bond energy is a half of EBind:
EHð1Þ¼EBindð1Þ=2: For N = 2–6, H–O bond energy can be described as: EHðNÞ ¼ EHð1Þ �
aðLHðNÞ � LHð1ÞÞ2; where a is the elastic constant, 10
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The trend of xH stiffening in Fig. 35.5b is consistent with experimental mea-
surements (Fig. 35.3). For instances, the xH is stiffened from 3,200 to 3,650 cm-1

when water cluster (H2O)N drops from N = 6 to 1 [39] and from 3,420 to
3,650 cm-1 when the water (surface) becomes gaseous molecules [40]. IR mea-
surements [38, 41] revealed that the xH shifts from 3,225, 3,350, 3,380 to
3,525 cm-1 when N drops from 6, 5, 4 to 3 of (H2O)N encapsuled in inert matrices.
When the ice cluster reduces from 475 to 85 molecules, the xH transits from 3,200
dominance to 3,500 cm-1 [42], suggesting the shortening the real bond and
stiffening the xH phonons when the cluster size is reduced. Coordination-reduction
also stiffens the xH for H+(H2O)N (n = 20 - 200) [65].

35.4 Volume Expansion and Viscosity Elevation

Figure 35.6a plots the N-dependence of the O–O distance derived from Fig. 35.4.
The O–O distance expands by 8 %, when the N is reduced from 20 to 3, which is
compatible to the value of 5.9 % measured in the water surface at 25 �C [49].
Polarization enhancement of the under-coordinated water molecules [1, 66] is
related to the O–O distance because of the charge conservation of the molecules. As
it has been discovered [33], the dissociation energy for an electron in solution
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Fig. 35.5 Size dependence of (H2O)N clusters (N B 6) a phonon relaxation (Reprinted with
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measured frequencies (scattered data) of the H–O phonons of (H2O)N, shown as Exp-1 [40], Exp-
2 [39], Exp-3 [38], and Exp-4 [41]. Measurements of the xL redshift are not presently available
due to experimental sensitivity limitations
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changes from a bulk value of 3.3 to 1.6 eV at the water surface. The dissociation
energy, as a proxy of work function and surface polarization, decreases further with
molecule cluster size. These findings verify BOLS-NEP predictions on the under-
coordination-induced volume expansion and polarization of water molecules.

The polarization of molecules caused by both under-coordination and inter-
electron-pair repulsion enhances the elasticity and the viscosity of the skin of
water, which is generally proportional to the curvature of the interatomic poten-
tials. The high elasticity and the high density of surface dipoles form the essential
conditions for the hydrophobicity of a contacting interface [67]. It is now clear
why the monolayer film of water is hydrophobic [21].

Figure 35.6b shows the anticipated TmN elevation and DE1sN enhancement,
which are correlated by: TmN=TmBulk ¼ DE1sN=DE1sBulk ¼ ðdHN =dHBulkÞ�m ¼ C�4

H

(m = 4 for the real bond in H2O [68]). Table 35.1 indicates that when the N is
reduced from infinitely large to 5 and 2, the Tm will increase by 4.4 % to 285
(N = 5) and 12 % to 305 K (N = 2). This trend explains why the molecular
clusters, surface skins, and ultrathin films of water are glue- or ice-like at the
ambient. Water manifests high-viscosity or ‘quasi-solid’ nature when it is cooled
approaching Tm. Generally, the viscosity of water reaches its maximum at T * Tm

[69]. Agreement in the predictions and observations suggests that a liquid layer
could hardly form on ice surfaces. Surfaces [70] and point defects [71] also raise
the melting point of ice.

35.5 Entrapment and Polarization

The strengthening of the H–O bond is associated with the interatomic potential
well depression, which shifts the E1sN from that of an isolated O atom E1s(0) in the
form of [68]:
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E1sN ¼ E1sð0Þ þ ðE1sBulk � E1sð0ÞÞC�4
H :

The bind energy is expected to be entrapped by further 20 % or more if the bulk
water turns to be monomers. Measurements revealed that the O 1s binding energy
shifts from 538.1 to 539.7 eV when water turns to be a collection of monomers
(Fig. 35.1a) [30, 31]. Such a binding energy entrapment is associated with increase
in the (H2O)N ? (H2O)N ? H2O dissociation energy (Fig. 35.1b) [32] upon the
cluster size being reduced. The E1s shifts from 538.2 to 538.6 eV when the water
cluster size is reduced from N = 200 - 40 and up to 539.8 eV for the free water
molecules [30, 72]. The E1s of water skin is dominated by a main peak centered at
538.1 eV with an ice bulk satellite at 536.6 eV with respect to the peak at
539.9 eV for gaseous phase [29]. The densely and locally entrapped core electrons
will polarize the nonbonding electrons, and hence, the molecular clusters, surface
skins, and ultrathin films will demonstrate the strong polarization nature.

35.6 Summary

Thus, a hybridization of the H–O bond contraction [68, 73, 74], local entrapment
and polarization [75, 76], and the segmented H-bond relaxation [77] clarify the
anomalous behavior of water molecules with fewer than four neighbors. This
exercise also reconciled the anomalies of O–O expansion, O 1s electron densifi-
cation and entrapment, surface electron polarization, high-frequency phonon
stiffening, and the ice-like and hydrophobic nature of such under-coordinated
water molecules. Agreement between numerical calculations and experimental
observations validated the following hypothesis and predictions:

1. Under-coordination-induced H–O bond contraction and interelectron-pair
repulsion-driven O:H elongation dictate the unusual behavior of water mole-
cules in the nanoscale O:H–O networks and in the skin of water.

2. The shortening of the H–O bond raises the density of the core and bonding
electrons in the under-coordinated molecules, which in turn polarizes the
nonbonding electron lone pairs on oxygen.

3. The stiffening of the H–O bond increases the O 1s core-level shift, causes the
blueshift of the H–O phonon frequency, and elevates the melting point of water
molecular clusters, surface skins, and ultrathin films of water.

4. Under-coordinated water molecules could form an ice-like, low-density phase
that is hydrophobic, stiffer, and thermally more stable than the bulk water [5, 6].
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Chapter 36
Thermally Driven Density and Phonon-
Stiffness Oscillation

• The density and phonon-stiffness of water ice oscillates over the full temperature
range, transiting at 277, 258, and 80 K.

• The segment of relatively lower specific heat contracts at cooling, which forces
the other part of the H-bond to elongate via Coulomb repulsion.

• In the liquid and solid phases, O:H bond contracts more than the H–O elon-
gates; hence, an O:H–O cooling contraction and the seemingly ‘regular’ pro-
cess of cooling densification take place.

• During freezing, the H–O contracts less than the O:H elongates, leading to an
O:H–O elongation and volume expansion. At T \ 80 K, the length and energy
of both segments conserve but the O:H–O angle stretches, resulting in slight
volume expansion.

• In ice, the O–O distance is longer than it is in water, resulting in a lower
density, so that ice floats.

• Length contraction/elongation of the specific segment is associated with pho-
non-stiffening/softening.

36.1 Observations: Why Does Ice Float?

H2O density anomalies, particularly, floating of ice, continues puzzling the com-
munity despite decades-long research in this specific field [1–15]. When water
freezes at 0 �C, its volume increases by up to 9 % under atmospheric pressure
compared with liquid argon that shrinks by 12 % on freezing [16]. The density–
temperature profiles for 1.4 nm [6] and 4.4 nm [17] sized droplets in Fig. 36.1
show that in the liquid (I) and solid (III) phases, H2O exhibits the seemingly
normal process of cooling densification at different rate; at the transition phase (II),
freezing expansion happens; at temperature below 80 K(IV), ice volume increases
slightly [18]. The lower temperature for density transition is strongly droplet size
dependence, varying from 205 to 244 K. Numerical calculations [19] could hardly
reproduce the entire density profile.

C. Q. Sun, Relaxation of the Chemical Bond, Springer Series
in Chemical Physics 108, DOI: 10.1007/978-981-4585-21-7_36,
� Springer Science+Business Media Singapore 2014
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The vibration frequencies of phonons of other materials shift to lower fre-
quencies at heating because of the thermal lengthening and softening of the
involved bonds [20–27]. However, heating stiffens the stiffer xH phonons
(Fig. 36.2) and softens the softer xL phonons in the liquid [28] and in the solid
phases at T [ 80 K [29–32] as well. The anomalous phonon relaxation dynamics
has been observed from water above the Tm [32–35], at 27 and 75 �C [36], from 10
to 90 �C [37], and from -34.6 to 90.0 �C for undercooled free-standing water
droplet [38]. This trend remains in solid phases [30, 39] under a given pressure.
Thermal annealing of the low-density amorphous ice from 80 to 155 K results in
the red shift of the H–O phonons [40] from 3,120 to 3,180 cm-1, which is opposite
to the trend in ice-VIII phase. Using attenuated total reflectance (ATR) infrared
spectroscopy, Marechal [41] revealed that thermal xH stiffening and xL softening
happen not only to liquid H2O but also to liquid D2O with considerable offsets of
the characteristic peaks. However, the xH transition at 0 �C from thermal-stiff-
ening to cooling-stiffening, as shown in Fig. 36.2b [32] received little attention.

At T \ 80 K, both the xH and the xL conserve [43, 44]. Using IR spectroscopy,
Medcraft et al. [44] measured the size and temperature dependence of the low-
frequency O:H (xL * 200 cm-1) phonons in the temperature range of 4–190 K
and observed that heating softens the xL at T [ 80 K, but the xL changes insig-
nificantly at T \ 80 K see Fig. 36.3. Earlier Raman spectroscopy [46] of bulk ice
revealed that the xL drops monotonically within the temperature range of 25 and
272 K in addition to the resolvable fluctuations in frequency at temperatures close
to 272 K [47].

Heating also deepens the O 1s core level. Soft X-ray emission spectroscopy
studies [48–50] revealed two components of O 1s binding energy that shift deeper
toward that of gaseous molecules when the specimen is being heated. The thermal
entrapment of the O 1s components was assigned to be a consequence of the
mixed-phase configuration, i.e., tetrahedral and strongly distorted H-bonded spe-
cies [51, 52].
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Fig. 36.1 Density q(T) profiles of water droplets measured using (a) Raman and FTIR (1.4 nm)
(Reprinted with permission from [6]) and (b) small-angle scattering of X-rays (SAXS) (Reprinted
with permission from [17]) showing cooling densification in the liquid (I: T [ 273 K), freezing
expansion (II: 273 [ T [ 205(244) K), cooling densification in the solid (III: 205(244)
K [ T [ 80 K, which varies with droplet size) and (c) slight volume expansion of H2O and
D2O at very low temperatures. (IV: T \ 80 K) (Reprinted with permission from [18])
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300 �C (Reprinted with permission from [28]). The xH keeps silent in vapor phase (half-filled
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liquid phase. b Raman spectra in the temperature range of -3 to 3 �C (Reprinted with permission
from [32]) show a xH transition at 0 �C from thermal-stiffening to cooling-stiffening, as circled.
Components centered at 3,400 and 3,200 cm-1 are attributed to the skin and the bulk components
of water, respectively. c xH heating stiffening (-34.6 to 90 �C) at the ambient pressure of
optically levitated supercooled water droplet (Reprinted with permission from [38]). d Raman
spectra xH evolution with change in temperature with characteristic xH peak for ice at
3,150 cm-1 (Reprinted with permission from [42])
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Vibration and energetic spectroscopic, and structural diffraction studies up to
date were focused mainly on the structural-phase composition and phase transition
under various pressures and temperatures [29, 30, 53, 54]. Mechanism for the
thermal-stiffening and pressure-softening of the stiffer xH, and the cooperative xL

relaxation dynamics in liquid and solid phases remain as virgin for discussion [28,
32, 34–38]. Particularly, cooling-stiffening of xH at transition phase has been
overlooked. It is also unclear why the thermal entrapment happens to the O 1s
binding energy.

Theoretical studies on density anomalies of water ice have mainly focused on
the density change of the freezing temperatures with supercooling water to mimic
the freezing process. This process was discussed in the following mechanisms:

1. The mixed-phase model [3, 5–8, 11, 14, 15] suggests that the competition
between the ring- or chain-like low-density liquid (LDL) and ‘ice-like’ nano-
scaled fragments with the tetrahedral high-density liquid (HDL) fragments
dictates the volume expansion of the supercooled water that mimic freezing
expansion [5, 52]. The many-body electronic structure effects and the non-local
vdW interactions could be important to this respect [55]. A SAXS measure-
ments of water structure at three different temperatures (7, 25 and 66 �C) under
normal pressure resolved shell structure out to *0.12 nm in comparison to the
TIP4P/2005 force-field calculations that produced 0.04–0.12 nm thick [56].
The same set of SAXS data could be numerically fitted using both homo- [1,
13] and hetero-generous [5] topologic configurations.

2. The mono-phase model [1, 2, 4, 10, 13] suggests that water contains homoge-
neous, three-dimensional, tetrahedrally coordinated structures with thermal
fluctuations that are random but not quite [4, 9]. Unlike the mix-phase model, this
mono-phase model explains the freezing expansion at transition as a consequence
of the relaxation on the length and angle, in a certain yet unclear manner.

3. Linear correlation model [57] suggests that the local density changes with H-
bond length, angle, and network topology. Liquid water expands quite homo-
geneously when it cools to approach its form of low density. H-bond elongation
is responsible for thermal expansion, and angular distortion in the network is
responsible for thermal contraction. Therefore, the competition between the
angle and the length relaxation determines the density anomalies of water ice.
Supercooling of liquid water involves structural heterogeneity, i.e., mix-phase
configurations.

4. Two kinds of H-bond model [58, 59] of different strengths. The strong and
weak H-bonds are in the ratio of about 2:1 are randomly distributed throughout
the network of ice, which reproduce the neutron diffraction spectra. By intro-
ducing these two types of H-bond—strong and weak, Tu and Fang [59]
reproduced a number of anomalies of water, particularly the thermodynamic
properties at supercooled state. They found that the exchange of strong and
weak H-bond enhances the competition between the open and collapsed
structures of liquid water, which might be the key to the anomalies of super-
cooled water.
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In fact, the density and phonon frequency oscillate over the full temperature
range, which is far beyond the description of available models. Little attention has
been paid to the mechanism for the seemingly regular process of cooling densi-
fication in both the liquid and the solid phases or to the mechanism for the slight
drop in density at extremely low temperatures. Correlation between the density
and phonon relaxation could be more comprehensive [45].

Figure 36.4 compares the measured [60] density–temperature profile with those
derived from calculations using the MD force fields Compass 27 and the rigid,
non-polarizable TIP5P model. The deviations from measurements in the highest-
density–temperature (Tmax = 277 K) and in the lowest density (at Tmin * 200 K)
suggest two possibilities causing disagreement. One is the limitations of the cur-
rently available computation methods [3] or models to include the ultrashort-range
interactions; the other is the possible presence of the low-density fragments or the
H-bond networks in water [1, 5–10]. Because of the limitations in computations,
one cannot expect to reproduce the measurements seamlessly by any means at this
moment.

According to the BOLS premise [61–64], reducing the molecular CN will
shorten and strengthen the H–O covalent bond, and hence, raising the Tmax, which,
in turn, will lengthen and weaken the O:H non-bond and thereby cause further O–
O expansion and density drop [47]. Therefore, an introduction of the low-density
phase or the ring- or chain-like topologies will further elevate the Tmax and lower
the density, which could compensate to a certain extent for the deviation between
calculations and measurements.

36.2 Bond Angle-Length and Density Oscillation

Figure 36.5 shows the MD-derived relaxation of (a) the segmental lengths, (b) the
O:H–O bond angle h, (c) the snapshots of the MD trajectory, and (d) the O–O
distance as a function of temperature. As shown in Fig. 36.5a, the shortening of the
master segments (denoted with arrows) is always coupled with a lengthening of the
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slaves during cooling. The temperature range of interest consists of three regions:
in the liquid region I and the solid region III, the O:H bond contracts significantly
more than the H–O bond elongates, resulting in a net loss of the O–O length. Thus,
cooling-driven densification of H2O happens in both the liquid and the solid
phases. This mechanism differs completely from the mechanism conventionally
adopted for the standard cooling densification of other regular materials in which
only one kind of chemical bond is involved [65]. In contrast, in the transition phase
II [6, 8, 11], the master and the slave swap roles. The O:H bond elongates more
than the H–O bond shortens so that a net gain in the O–O length occurs.

As seen in Fig. 36.5b, the h angle widening contributes to the volume change.
In the liquid phase I, the mean h valued at 160� remains almost constant. However,
the snapshots of the MD trajectory in Fig. 36.5c and the MD movie [45]
(Appendix A4-1) show that the V-shaped H–H–O molecules remain intact at
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Fig. 36.5 MD-derived H-bond length and angle relaxation dynamics (Reprinted with permission
from [45]). a Cooperative relaxation dynamics of the master–slave segments; arrow indicates the
master segment that contracts associated with expansion of the slave at different regions.
DT = T - Tmax with Tmax = 277 K is the maximal density–temperature. b Cooling-driven O:H–
O angle widening. c The snapshots of MD trajectory show that the V-shaped H2O motifs remain
intact at 300 K because of the stronger H–O covalent bond (3.97 eV/bond), albeit high quantum
fluctuations in the angle and the dL of the O:H non-bond in liquid phase. Therefore, the molecules
in water are slightly random [4]. d The calculated O–O distance changes are in good agreement
with the measured density of water ice (Fig. 36.4) [6]
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300 K over the entire duration recorded. This configuration is accompanied by
high fluctuations in the h and the dL in this regime, which indicates the dominance
of tetrahedrally coordinated water molecules [66]. In region II, cooling widens the
h from 160� to 167�, which contributes a maximum of +1.75 % to the O:H–O bond
elongation and *5.25 % to volume expansion. In phase III, the h increases from
167� to 174� and this trend results in a maximal value of -2.76 % to the volume
contraction. An extrapolation of the h enlargement in Fig. 36.5b results in the O–O
distance lengthening, which explains the slight drop in density and the steady xL

(dL and EL) observed at extremely low temperatures [44, 46].
The calculated evolution of the O–O distance shown in Fig. 36.5d agrees well

in trend with the measured density in the concerned temperate range [6]. In ice, the
O–O distance is always longer than that in water, and hence, ice floats. The O–O
length relaxation dominates the density evolution at transition while the mixed-
phase configuration plays a complementary role.

The calculated temperature dependence of the O–O distance shown in
Fig. 36.5d matches satisfactorily with that of the measured density profile [6, 17].
Importantly, the O–O distance is longer in ice than it is in water, and therefore, ice
floats.

The MD-movie (Appendix A4-3) shows that in the liquid phase, the H and the
O attract each other between the O:H, but the O–O repulsion prevents this
occurrence. The intact O–H–O motifs are moving restlessly because of the high
fluctuation and frequent switching of the O:H interactions. Furthermore, the
cooperative xL and xH shifts provide further evidence for the persistence of the
Coulomb repulsion between the bonding and the non-bonding electron pairs in
liquid. Therefore, the H2O in the bulk form of liquid could possess the tetrahe-
drally coordinated structures with thermal fluctuation [4].

One phenomenon needs to note is the density transition that varies from 205,
242, to 258 K when the water droplet increases from 1.4 [6] to 4.4 [17] and to the
bulk [45], see Figs. 36.1a, b and 36.6. As discussed in Chap. 4, droplet size
reduction increases the curvature and the fraction of under-coordinated molecules,
which stiffens the H–O bond and softens the O:H bond in terms of statistic mean.
This happening raises the Tm of the H–O bond and lowers the Tm of the O:H bond,
enlarging the separation between the extreme points in the specific heat curve, or
results in depression/elevation of the temperatures corresponding to the density
extremes. Thus, the temperature of the least density drops with droplet size.
However, if the droplet is encapsuled in hydrophilic pores, situation reverses.

36.3 Cooperative Phonon Relaxation

The measured Raman spectra in Fig. 36.6 show three regions: T [ 273 K(I),
273 C T C 258 K(II), and T \ 258 K(III), which are in accordance with predic-
tions [45]:
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1. At T [ 273 K(I), the abrupt shifts at cooling of the xL from 75 to 220 cm-1

and the xH from 3,200 to 3,140 cm-1 indicate ice formation. The cooperative
xL blueshift and xH redshift indicate that cooling shortens and stiffens the O:H
bond but lengthens and softens the H–O bond in the liquid phase, which
confirms the predicted master role of the O:H bond in liquid water.

2. At T \ 258 K(III), the trend of phonon relaxation remains as it is in the region
of T [ 273 K despite a change in the relaxation rates. Cooling from 258 K
stiffens the xL from 215 to 230 cm-1 and softens the xH from 3,150 to
3,100 cm-1. Other supplementary peaks at *300 and *3,400 cm-1 (skin
mode) change insignificantly. The cooling softening of the xH mode agrees
with that measured using IR spectroscopy [43] of ice clusters of 8–150 nm
sizes. When the temperature drops from 209 to 30 K the xH shift from 3,253 to
3,218 cm-1. For clusters of 5 nm size or smaller, the xH is stiffened by an
addition of 40 cm-1.

3. At 273–258 K(II), situation reverses. Cooling shifts the xH from 3,140 to
3,150 cm-1 and the xL from 220 to 215 cm-1, see the shaded areas. Agreeing
with the Raman xH shift measured in the temperature range around 273 K [31,
42], the cooperative shift of the xH and the xL confirms the exchange in the
master and slave role of the O:H and the H–O bond during freezing.
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Fig. 36.6 Temperature-dependent Raman shifts of, (a) xL \ 300 cm-1, (b) xH [ 3,000 cm-1

in the regions of T [ 273 K, 273 C T C 258 K, and T \ 258 K, showing cooperative phonon-
stiffness relaxation (Reprinted with permission from [45])
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4. Figure 36.3 shows that both the xH and the xL remain almost constant at
T \ 75 K, which indicates that neither the length nor the energy of the two
segments change with temperature because of their extremely low specific heat.

5. The H–O phonon redshift [40] indicates densification of the amorphous ice
upon annealing. Existence of molecules with fewer than four neighbors in the
amorphous phase stiffens the H–O phonon, while structure ordering improves
the quality of ice by removing the defects.

Figure 36.7 shows the T-dependent power spectra of H2O derived from MD
calculations. The splitting of the NVT high-frequency peaks at 260 K indicates the
transition from water to ice taking place at 200–260 K. The NPT-derived spectra
show three temperature regions, which follows the same phonon-stiffening (soft-
ening) trend to the measurements in Fig. 36.6.

Figure 36.8 compares the measured and the calculated temperature dependence
of phonon relaxation dynamics. As expected, the non-bond stretching mode xL

(*300 cm-1) stiffening (softening) is always coupled with xH (*3,000 cm-1)
softening (stiffening). Offsets of the calculated xL by -200 cm-1 and xH by
-400 cm-1 with respect to the measurements suggest that the MD algorithm
exaggerates the ultrashort-range interactions and hence underestimates the
respective segment length and overestimates the phonon and segment stiffness.

36.4 Phonon Relaxation of Light and Heavy Water

It is clear now why cooling softens the xH and stiffens the xL of liquid H2O (region I
in Fig. 36.2) [28, 32, 34–38] other than the otherwise as happened in other usual
materials. The cooling shortening and stiffening of the master O:H bond is
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Fig. 36.7 MD-derived T-dependent power spectra of H2O. a Splitting of the NVT high-
frequency peaks at 260 K indicates the transition from water to ice at 200–260 K. b NPT-derived
three temperature regions show the same phonon-stiffening (softening) trend to the Raman
measurements in Fig. 36.6
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accompanied by lengthening and softening of the slave H–O bond, as a consequence
of the interelectron-pair repulsion. Nevertheless, the abnormal cooperative xH(xL)
relaxation evidences the persistence of the O:H–O basic units and the Coulomb
interactions in liquid H2O [1, 10, 13, 67, 68] albeit thermal fluctuation.

Using an attenuated total reflection (ATR) IR spectroscopy, Marechal [41]
measured the phonon spectra of ordinary (H2O) and heavy (D2O) water, as shown
in Fig. 36.9. The isotope has two effects. One is the intensity attenuation of the
absorption peaks and the other is the softening of the frequencies of all the
detectable vibration modes of H2O [41].

The phonon-frequency shift is proportional to the (Ex/lx)
1/2/dx. The isotope

contributes only to reducing the effective mass, l m1;m2ð Þ ¼ m1m2=ðm1 þ m2Þ.
Therefore, the relative shift is as follows:

DxxH

DxxD
ffi lD

lH

� �1=2

¼
lD 2; 16ð Þ
lH 1; 16ð Þ

h i1=2
¼ 17=9ð Þ1=2¼ 1:374 xHð Þ

lD 20; 20ð Þ
lH 16; 16ð Þ

h i1=2
¼ 5=4ð Þ1=2¼ 1:180 xLð Þ

8
><

>:
ð36:1Þ

For intramolecular vibration, m1 is the mass of H or D (2 atomic unit), m2 is the
mass of O (16 unit); for intermolecular vibration, m1 = m2 is the mass of 2H ? O
(18 unit) or 2D ? O (20 unit). Based on the derived ratios and the measurements,
one can find

DxxH

DxxD
�

3400=2500 ¼ 1:36 xHð Þ
1620=1200 ¼ 1:35 xBð Þ

750=500 ¼ 1:50 xLð Þ

8
<

:

Devotion of xx arising from the Coulomb coupling will play a certain role, but
it is different from other effects, such as quantum fluctuation and polarization, are
negligible. It is thus justified that the first-order approximation is sufficient to
describe the isotopic effect on the phonon relaxation dynamics of xH and xB. The
large deviation of the xL arises from the polarization and Coulomb repulsion.
Therefore, the addition of isotope softens all the phonons by mediation of the
effective mass of the dimer. Isotope also lowers the peak intensities because of the
enhanced scattering by the low-frequency vibrations.

-200 -150 -100 -50 0 50

3250

3200

3150

3100
240

220
200

180
160

IIII II

ϖ
cm

-1
)

ΔT(K)

ϖ MD

Η
- 400 cm -1 ϖ exp

H

ϖ MD

L
 - 200 cm -1 ϖ exp

L

(

Fig. 36.8 Comparison of the
measured and calculated
phonon relaxation dynamics.
The calculated xL and xH are
offset by -200 and -

400 cm-1, respectively, with
respect to the measurements

722 36 Thermally Driven Density and Phonon-Stiffness Oscillation



36.5 Binding Energy Entrapment

Figure 36.10 shows the O 1s level of water shift toward that of gaseous molecules.
Based on comparison with ice- and gas-phase spectra, Tokushima et al. [49]
assigned the lone-pair derived peaks (1b1

0 and 1b1
00), respectively, to tetrahedral

and strongly distorted H-bonded species.
As mentioned above, the binding energy entrapment is proportional to the H–O

bond energy EH. The O 1s features arise from the skin (1b1
00) and the bulk (1b1

0)
and the H–O thermal-stiffening effect, corresponding to (Fig. 35.3) the bulk
component xH at 3,200 and skin component at 3,450 cm-1. The O 1s shows two
peaks, but Raman spectrum shows only one for gaseous molecules. Polarization of
the O:H non-bonding electron pairs by the entrapped H–O bond charge contrib-
utes, which split and screen the local crystal field and hence create two peaks [69].
The polarization modifies the xH peak value but does not split it.

Such assignments are consistent to expectations that the H–O bond become
stronger upon the sample is being heated, and meanwhile, the densely entrapped
bonding charge polarizes the non-bonding electrons. On the other hand, X-ray
emission spectroscopy collects information composing the bulk and the skin
competitively, because of the limited penetration depth. It is, therefore, anticipated
that the structure of liquid water is dominated by the fluctuating tetrahedron with a
skin supersolid phase that is subject to H–O bond contraction, non-bonding
electron polarization. Therefore, both the mono-phase and mixed-phase models are
correct from certain perspectives.

Fig. 36.9 IR spectra of 1 lm
thick ordinary water ‘H’ and
heavy water ‘D’ show the
isotopic effect on xH thermal-
stiffening and xL softening,
in addition to the intensity
attenuation in addition to the
thermal relaxation (Reprinted
with permission from [41])
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36.6 Summary

The four-region profiling consistency of density evolution, segmental length and
phonon-stiffness relaxation, XPS O 1s energy shift, and the expected specific heat
evidence consistently the coupled H-bond oscillator model that describes essen-
tially the true situations of water–ice under cooling.

The proposed mechanisms for the thermally driven density and phonon-stiff-
ness oscillation of water ice have thus been justified. Agreement between calcu-
lations and the measured mass–density, O 1s energy shift, and phonon-frequency
relaxation dynamics in the full temperature range verified the following hypoth-
eses and predictions:

1. Interelectron-pair Coulomb repulsion and the segmental specific heat disparity
of the O:H–O bond determine the change in its angle, length, and stiffness and
the density and the phonon-frequency anomalies of water ice.

2. The segment with a relatively lower specific heat contracts and drives the O:H–
O bond cooling relaxation. The softer O:H bond always relaxes more in length
than the stiffer H–O bond does in the same direction. The cooling widening of
the O:H–O angle contributes positively to the volume expansion at freezing.

3. In the liquid and the solid phases, the O:H bond contracts more than the H–O
bond elongates, resulting in the cooling densification of water and ice, which is
completely different from the process experienced by other regular materials.

4. In the freezing transition phase, the H–O bond contracts less than the O:H bond
lengthens, resulting in volume expansion during freezing. O:H–O bond angle
stretching and the length and energy conservation of the dx lower the density
slightly at T \ 80 K.

Fig. 36.10 O 1s soft X-ray
emission spectra of
amorphous ice (Reprinted
with permission from [48]),
gases, and liquid water at
different temperatures,
showing the thermal
entrapment and splitting of
the O 1s binding energy
(Reprinted with permission
from [49]) toward that of
gaseous molecules
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5. The O–O distance is larger in ice than it is in water, and therefore, ice floats.
6. The segment increases in stiffness and phonon frequency as it shortens, while

the opposite occurs as it elongates.
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Chapter 37
H-Bond Asymmetric Local Potentials

• Lagrangian solution to the coupled oscillators enables mapping of the asym-
metric, short-range potentials pertaining to the O:H–O bond.

• Both oxygen atoms in the O:H–O bond shift initially from their equilibrium
(without coulomb coupling) outwardly with respect to the coordination origin
(H), lengthening the O–O distance by Coulomb repulsion.

• Both oxygen atoms then move toward right along the O:H–O bond by different
amounts upon being compressed and cooled, toward length symmetrization.

• The vdW potential VL(r) for the O:H non-covalent bond reaches a valley at -

0.25 eV and the lowest exchangeVH(r) for the H–O polar covalent bond values
at -3.97 eV under compression.

37.1 Lagrangian Mechanics

37.1.1 Asymmetric Short-Range Interactions

Because the \O:H–O angle in ice is valued at 170� and above [1], a linear
approximation applies to the H-bond. By averaging the surrounding background
long-range interactions of H2O molecules, protons, and the nuclear quantum effect
on fluctuations [2, 3], only the short-range interactions in a O:H–O bond dominate
the relaxation [4]. The short-range interactions include the vdW force limited to
the O:H bond [5], the exchange interaction in the H–O polar covalent bond [6],
and the Coulomb repulsion between the lone and the shared electron pairs attached
to the adjacent oxygen ions, as given in Eq. (37.1) and illustrated in Fig. 37.1.

C. Q. Sun, Relaxation of the Chemical Bond, Springer Series
in Chemical Physics 108, DOI: 10.1007/978-981-4585-21-7_37,
� Springer Science+Business Media Singapore 2014
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37.1.2 Lagrangian Oscillator Dynamics

The segmented O:H–O bond is taken as a pair of asymmetric oscillators coupled
by the Coulomb interaction and bridged by the H atom at the coordination origin.
The reduced mass of the H2O:H2O oscillator is mL = 18 9 18/(18 ? 18)
m0 = 9m0 and that of the H–O oscillator is mH = 1 9 16/(1 ? 16) m0 = 16/17m0

with m0 being the unit mass of 1.66 9 10-27 kg. The motion of the coupled O:H–
O oscillators follows the Lagrangian equation [8]:

d
dt

oL

o dqx=dtð Þ

� �
� oL

oqx

¼ Qx: ð37:1Þ

The Lagrangian L = T - V consists of the total kinetic energy T and the total
potential energy V. Qx denotes the generalized non-conservative forces. Here, it is
the compression force fP. The time-dependent qx tð Þ, here, it is uL and uH, repre-
sents the generalized variables, denoting the displacements of O atoms from their

Fig. 37.1 Short-range interactions of the O:H–O bond oscillators with H atom being the
coordination origin. The intramolecular exchange interaction is limited to the H–O bond (H,
right-hand side). The intermolecular vdW force is limited to the O: (L, left-hand side). The
interelectron-pair Coulomb repulsion (Repulsion) force is limited to region between adjacent O–
O (C). The larger red spheres denote oxygen ions, and the smaller gray sphere denotes H proton.
The pair of dots on oxygen in the left denotes the electron lone pair, and the pair of dots on the
right denotes the bonding pair. The Coulomb repulsion pushes both O ions away from their ideal
equilibrium positions and up slightly in energy (Reprinted with permission from [7])
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equilibrium positions in the springs L and H. The kinetic energy T consists of two
terms

T ¼ 1
2

mL

duL

dt

� �2

þmH

duH

dt

� �2
" #

: ð37:2Þ

The potential energy V is composed of three terms:

VL rLð Þ ¼ VL dL0 � uLð Þ vdWð Þ
VH rHð Þ ¼ VH dH0 þ uHð Þ Exchangeð Þ
VC rCð Þ ¼ VC dC0 � uL þ uHð Þ ¼ VC dC � uCð Þ Coulomb�repulsionð Þ

8
<

:
;

ð37:3Þ

Here, dC0 = dL0 ? dH0 is the distance between the adjacent oxygen ions at
equilibrium without contribution of Coulomb repulsion. The dC = dL ? dH

denotes the distance at quasi-equilibrium with involvement of the repulsion. The
displacement of uC = uL ? DL - uH ? DH is the change in distance between the
adjacent oxygen ions at quasi-equilibrium. Dx is the dislocation caused by
repulsion. The uL and uH take opposite signs because of the O:H, and H–O dis-
locates in the same direction [9]. A harmonic approximation of the potentials at
each quasi-equilibrium site by omitting the higher-order terms in their Taylor’s
series yields

V ¼ VL rLð Þ þ VH rHð Þ þ VC rCð Þ

¼
X

n

dnVL

n!drn
L

����
dL0

�uLð ÞnþdnVH

n!drn
H

����
dH0

uHð Þnþ
dnVC

n!drn
C

����
dC

�uCð Þn
( )

� VL dL0ð Þ þ VH dH0ð Þ þ VC dCð Þ½ � � V 0CuC þ
1
2

kLu2
L þ kHu2

H þ kCu2
C

� ffi

ð37:4Þ

where Vx(dx0), commonly denoted Ex0, is the potential well depths (n = 0 terms)
of the respective bond. Noting that the Coulomb potential never has equilibrium
and that the repulsion force is always greater than zero, one can then expand these
potentials at their quasi-equilibrium points based on harmonic approximation. As
will be shown shortly, this on-site harmonic approximation ensures sufficient
accuracy of the potential paths.

In the Taylor series, the n = 1 term in the potentials equals zero for the L and
the H segment at ideal equilibrium. At quasi-equilibrium, the criterion of
V0x(dx) ? V0C(dC) = 0, or V00x�ux ? V00C�uC = 0, must meet. Here, V 0C denotes the
first-order derivative at the quasi-equilibrium position, i.e., dVC

�
drC

��
dC

. Terms of

n = 2, or the curvatures of the respective potentials, denote the force constants,
i.e., kx ¼ V 00 ¼ d2Vx

�
dr2

x

��
dx0

for harmonic oscillators. Terms of n C 3 are insig-

nificant and omitted.
Substituting Eqs. (37.2) and (37.4) into (37.1) yields the Lagrangian equations

for the O:H–O coupled oscillators,
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mL

d2uL

dt2
þ kL þ kCð ÞuL � kCuH þ kC DL � DHð Þ � V 0C � fP ¼ 0

mH

d2uH

dt2
þ kH þ kCð ÞuH � kCuL � kC DL � DHð Þ þ V 0C þ fP ¼ 0

8
>><

>>:
: ð37:5Þ

37.2 General Solutions

A Laplace transformation of the Lagrangian equation turns out the following
general solutions (Appendix A4-4),

uL ¼
AL

cL

sin cLt þ BL

cH

sin cHt

uH ¼
AH

cL

sin cLt þ BH

cH

sin cHt

8
>><

>>:
: ð37:6Þ

The respective coefficient denotes the vibrational amplitude. cL and cH are the
vibration angular frequencies of the respective segment, which depend on the force
constants and the reduced masses of the oscillators. This set of general solutions
indicates that the O:H and the H–O segments share the same form of eigenvalues
of stretching vibration. The force constants kx and the frequencies xx are corre-
lated as follows

kH;L ¼ 2p2mH; Lc2 x2
L þ x2

H

� 	
� kC �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p2mH;Lc2 x2

L � x2
Hð Þ

� ffi2�mH; Lk2
C=mL;H

q

ð37:7Þ

where c is the velocity of light traveling in vacuum. Omitting the Coulomb
repulsion will degenerate the coupled oscillators into the uncoupled H2O:H2O and

the H–O oscillators with respective vibration frequencies of
ffiffiffiffiffiffiffiffiffiffiffiffiffi
kL=mL

p
andffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kH=mH

p
.

37.3 Specific Solutions

37.3.1 Short-Range Interactions

With the known Coulomb potential and the measured segmental length dx (or
density [10]) and phonon stiffness xx [9], parameters in the L-J (EL0, dL0) and in
the Morse (EH0, a) potentials can be mathematized. Table 37.1 lists the zeroth,
first, second, and third derivatives of the respective Taylor series. Table 37.2 gives
the corresponding evolution values (energies) of the items as a function of
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pressure. The harmonic approximation is valid because the third derivative is
much smaller than the second. The compression and Coulomb repulsion dislocate
both O ions outwardly by Dx from their respective ideal equilibrium positions. dx0

is the interatomic distance at equilibrium without the involvement of Coulomb
repulsion. dx = dx0 ? Dx is the quasi-equilibrium bond length with the Coulomb
repulsion being involved. The Coulomb repulsion raises the cohesive energies of
the O:H and the H–O from Ex0 to Ex by the same amount.

37.3.2 Force Constants and Vibration Frequencies

If the xL, the xH, and the kC are given, one can obtain the force constants kx, the
potential well depths Ex0, and the cohesive energy Ex, at each quasi-equilibrium
state of the two parts of the O:H–O bond. The force constant due to Coulomb
repulsion is kC ¼ qHqL= 2pere0d3

C

� 	
at quasi-equilibrium. Here, er = 3.2 is the

relative dielectric constant of bulk ice. e0 = 8.85 9 10-12 F/m is the vacuum

Table 37.1 Derivatives of the L–J and the Morse potentials

Derivatives L–J potential Morse potential Results

Vx0ðEx0Þ EL0 EH0 (3.97 eV) [4] Ex0

V 0x ¼ 0 0 dx0

V 0x þ V 0c ¼ 0 0 dx = dx0 ? ux

V 00x ¼ kx 72EL0

�
d2

L0 2a2EH0 a

V 000x �1; 512EL0

�
d3

L0 �6a3EH0

Note With the measured frequency xx and calculated kc, Eq. (37.8) gives the kx. Ex is obtainable
by the given parameters and the xx and dx at each quasi-equilibrium sites

Table 37.2 Values for the first four items of the Taylor series of the L–J and the Morse
potentials

P (GPa) L–J potential Morse potential

0th 1st 2nd
(910-3)

3rd
(910-3)

0th 1st 2nd
(910-3)

3rd
(910-3)

0 0.0625 0 16.8102 10.1750 3.9700 0 0.7465 0.0102
5 0.1063 8.2883 2.7002 3.6447 0.6387 0.0085
10 0.1458 4.7185 0.9904 3.3859 0.5300 0.0066
15 0.1755 2.9185 0.4391 3.1875 0.4247 0.0049
20 0.1919 1.9033 0.2212 3.0450 0.3271 0.0034
30 0.2477 0.6599 0.0397 2.6290 0.1880 0.0016
40 0.2498 0.2432 0.0089 2.1285 0.1022 0.0007
50 0.2165 0.0967 0.0024 1.6465 0.0581 0.0003
60 0.1605 0.0697 0.0017 1.1595 0.0626 0.0005

Nonlinear contribution of the third term is negligibly small (Reprinted with permission from [7])
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dielectric constant. The qL ¼ 2e for the electron lone pair, and qH ¼ 0:2e, is the
effective charge based on DFT optimization [7]. In this situation, the kC equals to
0.17 eV/Å2 at 0 GPa.

Figure 37.2 shows the functional dependence of the kx on the xx. The kL

increases from 1.44 to 5.70 eV/Å2, while the kH increases from 21.60 to 42.51 eV/
Å2 with their respective frequency shifts. The cross terms of kL(xH) and the
kH(xL) remains, however, almost constant. Therefore, Eq. (37.7) can be simplified
as

kx ¼ 4p2c2mxx2
x � kC

or,

xx ¼ 2pcð Þ�1
ffiffiffiffiffiffiffiffiffi
kxþkC

mx

q ð37:8Þ

With the measured xL = 237.42 cm-1 and xH = 3326.14 cm-1 for the ice-
VIII phase under the atmospheric pressure [11–13], Eq. (37.7) yields
kL = 1.70 eV/Å2 and kH = 38.22 eV/Å2. With the known dL = 0.1768 nm and
dH = 0.0975 nm under Coulomb repulsion [9], one can obtain the free O:H length
dL0 of 0.1628 nm and the dH0 of 0.0969 nm without involvement of the Coulomb
repulsion. Coulomb repulsion lengthens the O–O distance from 0.2597 to
0.2733 nm by 0.0136 nm.

With the derived values of kL = 1.70 eV/Å2, kH = 38.22 eV/Å2, and
EH0 = 3.97 eV, one can determine all the parameters in the potentials and the
force fields of the O:H–O bond at the ambient pressure

kL ¼ 72EL0

�
d2

L0 ¼ 1:70 eV
�

A2

kH ¼ 2a2EH0 ¼ 38:22 eV
�

A2

(

or
EL0 ¼ 1:70� 1.6282

�
72 ¼ 0:062 eV

a ¼ 38.22=3.97=2ð Þ1=2¼ 2.19 A�1

( ð37:9Þ
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Fig. 37.2 Functional
dependence of the force
constants kx on the vibration
frequencies of xx with
kC = 0.17 eV/Å2. The kL(xL)
and the kH(xH) are much
more sensitive to their
respective frequency than the
across terms, kL(xH) and the
kH(xL), that remain almost
constant (Reprinted with
permission from [7])
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37.3.3 Pressure-Dependent dx, xx, kx, and Ex

The dH(P) and the dL(P) curves (Figure 34.2a) [9] decomposed from the measured
V(P) profile of compressed ice [14] and the measured phonon relaxation dynamics
xx(P) (Fig. 37.3a) [11–14] provide the input for solving the Lagrangian equation:

dH=0:9754
dL=1:7687
xH=3326:140
xL=237:422

0

BB@

1

CCA ¼
1 9:510� 10�2 0:2893
1 �3:477� 10�2 �1:0280
1 �0:905 1:438
1 5:288 �9:672

0

BB@

1

CCA

P0

10�2P1

10�4P2

0

B@

1

CA: ð37:10Þ

Contribution of the Coulomb interaction proceeds by offsetting the intrinsic
force constant of the oscillators. The measured dx and the kx that is available based
on the known mx, kc, and the measured xx determine the other parameters involved
in the respective potentials. The force constants and the cohesive energies can also
be formulated as functional dependent on the pressure (Fig. 37.3b, c):

kH=38:223
kL=1:697
EH=3:970
EL=0:046

0

BB@

1

CCA ¼

1 �1:784 3:113
1 13:045 �15:258
1 �1:784 3:124
1 25:789 �49:206

0

BB@

1

CCA

P0

10�2P1

10�4P2

0

B@

1

CA: ð37:11Þ

Results shown in Fig. 37.3b indicate that the kC (curvature of the Coulomb
potential) keeps almost constant under compression if the qL, qH, and the er

conserve. The kL increases more rapidly than the kH reduces because of the cou-
pling of the compression, the repulsion, and the potential disparity of the two
segments. Figure 37.3c indicates that increasing the pressure from 0 to 20 GPa
strengthens the O:H bond from 0.046 to 0.190 eV and softens the H–O bond from
3.97 to 3.04 eV, as a result of repulsion. As given in Table 37.3, when the pressure
is increased to 60 GPa, the kL = 10.03 eV/Å2, kH = 11.16 eV/Å2, and the EL

recover slightly.

37.3.4 Potential Paths for H-Bond Length Symmetrization

Table 37.3 also shows that compression shortens and stiffens the softer O:H bond,
which lengthens and softens the H–O bond through Coulomb repulsion, which
results in the contraction of the O–O distance toward O:H and H–O length sym-
metrization [9, 11–16]. As the dL shortens by 4.3 % from 0.1768 to 0.1692 nm, the
dH lengthens by 2.8 % from 0.0975 to 0.1003 nm when the pressure is increased
from 0 to 20 GPa [9]. When the pressure goes up to 60 GPa, the O:H bond equals
to the H–O bond in length of about 0.11 nm, forming a symmetric O:H–O bond
and ice X phase. Results indicate that the nature of the interaction within the
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segment remains though the length and force constant approaches to equality,
which means that the sp3-hybridized oxygen could hardly be dehybridized by
compression in the ice X phase at 60 GPa or below.

The asymmetric, local, short-range potentials pertaining to the O:H–O bond
have thus been resolved and clarified. Figure 37.4 shows the Vx(r) paths for the
O:H–O bond in compressed and cooled ice. Reference [1] provides the input of
dx(T) and x(T) for the Vx(r) paths at cooling. Both oxygen ions moves firstly
outward from their ideal equilibrium because of Coulomb repulsion. Upon being
compressed or cooled, both O ions in ice move to the right along the O:H–O with
respect to the H coordination origin. The intrinsic equilibrium position of oxygen
in the H–O bond almost superposes on its quasi-equilibrium position, with a
displacement of only 6.25 9 10-4 nm at first. However, for the O:H, the dis-
placement is 1.41 9 10-2 nm, evidencing that the O:H bond is much softer than
the H–O bond. The cohesive energies of both segments relax along the respective
contours as a result of the Coulomb repulsion and external stimulus.
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Fig. 37.3 Pressure dependence of a xx(P) [11–14], and the derived b force constant kx(P), and
c cohesive energy Ex(P) of the respective segment of the H-bond of ice under compression. The
kC remains almost constant, making insignificant contribution to the P dependence of kx.
Agreement between the scattered data of harmonic approximation at each quasi-equilibrium point
and the continuum functions Vx(dx) in c verifies the validity of the on-site harmonic
approximation for the inharmonic system (Reprinted with permission from [7])

Table 37.3 Pressure dependence of the O:H–O segmental cohesive energy (Ex), force constant
(kx), and the deviated displacement (Dx) from the equilibrium position

P (GPa) EL (eV) EH (eV) kL (eV/Å2) kH (eV/Å2) DL (10-2 nm) DH (10-4 nm)

0 0.046 3.97 1.70 38.22 1.41 6.25
5 0.098 3.64 2.70 35.09 0.78 6.03
10 0.141 3.39 3.66 32.60 0.51 5.70
15 0.173 3.19 4.47 30.69 0.36 5.26
20 0.190 3.04 5.04 29.32 0.27 4.72
30 0.247 2.63 7.21 25.31 0.14 3.85
40 0.250 2.13 8.61 20.49 0.08 3.16
50 0.216 1.65 9.54 15.85 0.05 2.71
60 0.160 1.16 10.03 11.16 0.04 3.35

Subscript x denotes L and H. The measured dx(P) and xx(P) [9, 11–14] are used as input in
calculations [7] (Reprinted with permission from [7])
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37.3.5 Potential Paths for Undercoordinated H-Bond

Using the MD derivative of the dx and the xx as input, Lagrangian solution has
derived the force constant and bond energy for (H2O)N clusters of different sizes.
Table 37.4 and Fig. 37.5 show the outcome. Numerically, the O:H bond energy at
smaller N values seemed not so reasonable because the MD artifacts that take
longer-range interaction and estimate the interaction improperly. Nevertheless, the
trend and origin are within expectation.
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Fig. 37.4 The asymmetric, local, short-range potentials Vx(r) of the O:H–O bond in
a Compressed ice (from left to right, P = 0, 5, 10, 15, 20, 30, 40, 50, 60 GPa) and b Cooling
ice [1]. Small solid circles in blue represent the intrinsic equilibrium coordinates (length and
energy) of the oxygen ions without the Coulomb repulsion (V0x = 0, VC = 0, P = 0), and the
small open circles in red denote the quasi-equilibrium coordinates caused by both the Coulomb
repulsion and the pressure/temperature (left ends V0x ? V0C = 0, P = 0; else:
V0x ? V0C ? fP,T = 0, with fP,T being the driving force of the applied stimuli). The broken
curves show the potentials at quasi-equilibrium, while the thick solid lines passing all the open
circles are the Vx(r) paths of ice under compression/cooling. Note the vertical scale difference
between the two segments (Reprinted with permission from [7])

Table 37.4 N dependence of the force constant and binding energy of the O:H–O bond in
(H2O)N

N EL

(meV)
EH (eV) kL (eV/

Å2)
kH (eV/
Å2)

DL (10-1 Å) DH (10-3 Å)

6 76.53 3.763 2.222 35.92 1.074 6.641
5 51.31 3.974 1.646 38.22 1.441 6.207
4 44.92 4.033 1.503 38.85 1.576 6.099
3 11.38 4.411 0.733 42.83 3.214 5.499
2 4.30 4.542 0.525 44.19 4.477 5.324

Dielectric constant change should modify the EL and EH values

37.3 Specific Solutions 737



37.4 Summary

A combination of the Lagrangian–Laplace mechanics of the coupled oscillators,
molecular dynamics decomposition of volume evolution, and Raman spectroscopy
of phonon relaxation has enabled probing of the local Vx(r) potential paths for
H-bond in compressed and cooled ice. This solution has enabled determination of
the cohesive energy, force constant, potential field of each segment, and their
pressure and temperature dependence. Results evidence consistently the persis-
tence and significance of the asymmetric short-range interactions in the flexile,
polarizable H-bond, which could be useful to other situations containing bonding
and non-bonding short-range interactions. The immediacy of the off and on of the
short-range potentials at the boundary is critical and essential, while the long-range
interactions serve as the background.
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Chapter 38
Molecular Size, Separation, Packing
Order, and Density

• The basic rule of sp-orbital hybridization of oxygen, the dx cooperativity, and
the known density enabled solution to the size, separation, structure order,
symmetry, and mass density discrepancies simultaneously with neither
assumption nor approximation.

• Solution reconciles the O:H–O length symmetrization under compression, O–O
separation change at skins and at cooling.

• Water prefers the monophase of the fluctuated, tetrahedrally coordinated
structure with supersolid skin that consists of molecules with fewer than four
neighbors.

• Coulomb repulsion between adjacent oxygen atoms dictates the relaxation of the
O:H–O bond, which is responsible for the anomalies of water and ice.

38.1 Geometric Uncertainties

The structure and dimension of molecules packing in water and ice remain
uncertain despite decades-long intensive investigation. Traditionally, one often
seeks for the instantaneous accuracy of one of the strongly correlated parameters
independently, resulting in endless argumentation. For instances, the separation
between adjacent oxygen atoms (dOO) was measured to vary from 2.70 to 3.00 Å
[1–13] and the molecular size (dH or the H–O bond length) changes from 0.970 to
1.001 Å [14]. The coordination number of a H2O molecule varies instantaneously
from two [15] to four or even greater [16]. The geometric structure of the weekly
ordered H2O liquid was under debate mainly between the monophase of tetrahe-
drally coordinated configuration with thermal fluctuation [17–20] and the mixed-
phase of low- and high-density fragments with thermally modulated fragmental
ratios [15, 21, 22].

Scientific laws indicate that focusing on the statistic mean of the complete set of
all the correlated parameters could be more realistic than on one of them alone at a
time in coping with such a strongly correlated and fluctuating system. One may
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note that the uncertainty of these seemingly independent issues determines
intrinsically the density of water and ice, which constrains the solution to the
uniqueness of structure order and length scale of liquid water. Based on the
essential rule of sp-orbit hybridization of oxygen [23, 24] and the O:H–O bond
segmental length cooperativity [17, 25, 26], one should be able to derive definitive
conclusion toward these issues without needing any assumption or approximation.

38.2 Bond Length Cooperativity

An extension of the Ice Rule [23, 27] has resulted in the statistic structure of water as
shown in Fig. 33.1c. Four of the eight cubes are occupied by the basic 2-H2O block
tetrahedrally and the rest four cubes are empty. This structure defines that each cube
of a3 volume accommodates only one H2O molecule on average. With the known
mass of a H2O molecule consisting 8 neutrons, 10 protons, and 10 electrons,
M = (10 9 1.672621 ? 8 9 1.674927 ? 10 9 9.11 9 10-4) 9 10-27 kg and the
known density q = M/a3 = 1 (g cm-3) at 4 �C under the atmospheric pressure, this
structural order defines immediately and unambiguously the density-dependent
molecular separation, dOO. On the other hand, plotting the dL(P) against the dH(P),
see Eq. (34.1), yields immediately the length cooperativity that is free from probing
conditions or methods, dH and dL (unit in Å),

dOO ¼ 2:6950q�1=3 Molecular separationð Þ
dL ¼ 2dL0

1þexp ðdH�dH0Þ=0:2428½ � ; dh0 ¼ 1:0004; dL0 ¼ 1:6946ð Þ

(

ð38:1Þ

With any known density change, one is thus able to scale the size dH and the
separation dOO of H2O molecules with the given packing order in Fig. 33.1c with a
known density. If the dOO or the dH matches the one of direct measurement, then the
structure order in Fig. 33.1c, and the solution (38.1) is justified true and unique.

Figure 38.1a shows the conversion of the measured density q(T) into the dOO

for water droplets of different sizes [28, 29]. The dOO values of 2.70 Å measured at
25 �C and 2.71 Å at -16.8 �C [6] match exactly the conversion, which justifies
that both Eq. (38.1) and the packing order in Fig. 33.1c, which describes the true
structure order and the density dependence of molecular separation in water and
ice, in terms of statistic mean. Furthermore, the data reported in Ref. [6] is
essentially accurate and correct.

38.3 Solution Uniqueness

The non-covalent bond length dL, molecular size dH, molecular separation dOO,
and the mass density q can be obtained by solving the equation with any one of
these parameters as a known input [30],
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dL � 2:5621� 1� 0:0055� exp dOO � dLð Þ=0:2428ð Þ½ � ¼ 0:

Figure 38.1b shows the decomposition of the dOO into the dx of water and ice at
cooling [28, 29]. The dx(T) profiles follow the rules of O:H–O bond relaxation [17,
25, 26]: (1) both oxygen atoms dislocate in the same direction along the O:H–O
bond by different amounts with respect to the H atom; (2) the longer-and-softer
O:H part always relaxes more than the shorter-and-stiffer H–O part does. The
cooperativity of the dx relaxation confirms further that [26]: (1) cooling contraction
happens only to the O:H bond in the liquid phase (T [ 277 K) and in the solid
phase (T \ 205 K (Data 1) or 241 K (Data 2)), which lengthens the H–O bond
slightly by interelectron-pair repulsion, resulting volume contraction; (2) in the
freezing transition phase, the process of length relaxation reverses, leading to the
O–O length gain and volume expansion at freezing. The dx(h = T - 273) curves
about 273 K are formulated as,

dH hð Þ ¼ 1:0042 Å= 1þ expðh� 312Þ=53ð Þ
dL hð Þ ¼ 1:6862 Å� 1þ exp h� 257ð Þ=47:6438ð Þ

(

:

Figure 38.2 shows the solution consistency to the measured molecular size dH,
molecular separation dL (or dOO), mass density q, and structural order of: (1)
compressed ice [30], (2) cooling water and ice [28, 29], and (3) water surface and
molecular dimer [3, 6]. Currently derived dH of 1.0004 Å at unity density is within
the measured values ranging from 0.970 to 1.001 Å [14]. The dOO values greater
than the ideal value of 2.6950 Å at q = 1 (g cm-3) correspond to the supersolid
phase (low density, LDP) that exists indeed [15, 21, 22] but only in the skins of
water ice composed of molecules with fewer than four neighbors (Fig. 38.2b) [17].
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Fig. 38.1 a Validation of the dOO * q(T) relation [Eq. (38.1)] based on the measured q(T) of
water droplets [28, 29] and the dOO values measured at 25 and -16.8 �C [6]. b Decomposing the
dOO into the dH and the dL based on MD derivative [25] of the measured V(P) profile of ice [30]
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38.4 Summary

The straightforward yet simple solution has thus resolved the seemingly inde-
pendent geometry and dimension uncertainties of water and ice with the following
conclusions:

1. Focusing on the statistic mean of the complete set of all the factors and their
cooperativity involved is reliably more revealing than on the instantaneous
accuracy of the individual parameter once at a point of time for the strongly
correlated and fluctuating water system.

2. The size, separation, structural order, and mass density of molecules packing in
water and ice are correlated, which is independent of the structural phases of
water and ice or the probing conditions.

3. Constrained by the Ice Rue, the dH and dL cooperativity, the solution has
reconciled measurements of H-bond length symmetrization of ice under com-
pression, dOO relaxation of water and ice at cooling, and dOO expansion of a
water dimer and molecules at water surface.

4. With any one of the molecular separation, mass density, O:H bond length, and
H–O distance as a known input, one can determine using this solution unam-
biguously the rest three parameters and their change with external conditions
such as pressure, temperature, and coordination environment.

5. The tetrahedrally coordinated structure could be the unique choice of water and
ice despite fluctuations in the dL and the \O:H–O angle.

6. The structure of water is composed of two parts. One is the bulk body of
fluctuating tetrahedrally coordinated structures and the other is the supersolid
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Fig. 38.2 Accordance of a molecular size dH, molecular separation dL(or dOO = dH ? dL),
b mass density q, and packing order of H2O molecules in the situations: (1) ice under
compression (dH [ 1.00 Å) [30], (2) water ice at cooling (0.96 \ dH \ 1.00 Å) [28, 29], and (3)
liquid surface and dimer (dH \ 1.00 Å) [2, 4–6, 10–13]. The derived dH = 1.0004 Å at q = 1 is
within the measurements ranging from 0.970 to 1.001 Å [14]. The dH shorter than 0.96 Å
corresponds to the supersolid phase (also LDP) in regions of molecules having fewer than four
neighbors [1, 3, 17]. In such regions, a H2O molecule shrinks in size and expands in separation
because of interelectron-pair repulsion [17]
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skin of two molecular layers. The skin is stiffer, ice-like, expanded, polarized,
and elastic as the real bond of the skin molecules are subject to the BOLS
correlation.

7. The supersolid (low density) phase indeed exists but only in regions consisting
water molecules with fewer than four neighbors. The supersolidity phase forms
because of the H–O bond contraction due to molecular undercoordination and
the interelectron-pair repulsion pertaining to O:H–O bond.
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Chapter 39
Skin Supersolidity of Water and Ice

• The skins of water ice share the same nature of supersolidity, which is elastic,
hydrophobic, polarized, highly thermal stable, slippery.

• The skin density reaches 0.75 g cm-3, lower than that for ice 0.92 g cm-3 or
liquid B1.0 g cm-3; the xH is 3,450 cm-1, higher than the value of 3,200 cm-1

for the bulk water or the value of 3,150 cm-1 for bulk ice.
• H–O bond contraction and the associated bonding electron entrapment and the

dual processes of polarization create the supersolidity.

39.1 Ultra-Low Density Yet High Elasticity

The term of supersolidty is adopted from the superfluidity of 4He at mK tem-
pertaures in supersolid phase [1]. The 4He fragments are highly elastic, repulsive,
and frictionless in motion. Surface polarization and the enhanced elasticity of the
surface covering sheet has been identified as the essential drivers for the hydro-
phobicity and lubricity of the surface, and therefore, it is not surprising that the
ultrathin water films are hardly wetted by a water droplet [2]. The skin of water
and ice, consisting molecules with fewer than four neighbours, forms such an
amazing supersolid phase that possesses the attributes of elastic [3], hydrophobic
[2, 4], polarized [5, 6], dielectrically instable [7], thermally stable [8] with densely
entrapped bonding electrons [9–12] and ultra-low-density [13]. A video clip in
Appendix A4-5 shows that water droplet dances at water surface, which evidence
the high elasticity or surface tension and hydrophobicity of liquid surface.

Molecular volume expands at sites of molecular with fewer than four neighbors.
If one considers the shortest distance of 2.70 Å [14] and the longest 2.965 Å [13]
of measurements, the surface dOO expands by up to 10 %. Furthermore, the vol-
ume of water molecules confined in 5.1 and 2.8 nm TiO2 pores increase by 4 and
7.5 %, respectively, with respect to that in the bulk [15]. A 5-10 Å thick air gap
between water molecules and the hydrophobic surface [16] make water molecules
at the interface like free to exhibit skin vibration attributes [17] of 3,450 cm-1
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compared to that of 3,200 cm-1 for the bulk water. The separation dOO = 2.980 Å
for a dimer is even greater.

Stiopkin et al. [18] found that the strength of interactions of surface water
molecules is distinctly different in structure from the rest of the liquid, and that the
water surface has the thickness of just one layer of molecules, which is about
0.3 nm. The surface does not have a long-range impact on water. The timescale for
H-bond switching dynamics at the surface is about three times slower than that in
the bulk [19] because of the strong polarization induced viscosity. Vibrational sum
frequency spectroscopy (VSFS) and MD simulations [20] suggested that the upper
most two layers of water molecules are ordered ‘ice like’ with specific frequency
of 3,217 cm-1 at the air/water interface. The density of water molecules is higher
in the second layer than the first.

The density of supersolid phase is indeed lower. In these supersolid regions,
molecular under-coordination shortens the dH and lengthens the dL, resulting in
dOO expansion and polarization because of the inter electron-pair repulsion [21].
The least density of ice is 0.92, which corresponds to dOO = 2.695(0.92)-1/

3 = 2.7710 Å. However, the density of the supersolid phase is q = (2.695/
2.965)3 = 0.7509 g cm-3, which is far below the least density of the bulk ice or
the maximal density of water (0.75/0.92/1.0).

The supersolid skin contains molecules upto two layers. A comparative study
using x-ray and neutron scattering, sum-frequency vibrational spectroscopy and
calorimetric measurements of the interaction between water and hydrophobic
surface, as well as molecular-statistical calculations of the state of water molecules
in the skin prove that the boundary water layer in the vicinity of hydrophobic
surface consists of a thin (* 0.5 nm) depletion layer. The density is as low as
0.4 g/cm3 (correspond to dOO = 3.66 Å) and a considerable amount (25–30 %) of
water molecules with free OH groups, which is characterized by a more ordered
network of H-bonds compared to liquid water [22, 23].

39.2 Charge Polarization and Entrapment

H–O bond contraction, Coulomb repulsion, and dual-process polarization drive the
supersolidity with multiple features. The molecular separation dOO = dL ? dH

grows and molecular size dH shrinks simultaneously at the skins because of the
molecular under-coordination [21]. The H–O bond contraction follows the rule of
BOLS correlation; the dOO expansion results from the Coulomb repulsion between
electron pairs on adjacent oxygen atoms [21, 24]. The polarization of water
molecules in the molecular clusters [25, 26], surface skins, or ultrathin films of
water is related to the molecule volume expansion because of the molecular charge
conservation. The undercoordination-induced polarization lowers the work func-
tion of the bound electrons [6].
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In measurements using photoelectron emission, compatible amount of infor-
mation from surface and the bulk contribute to the resultant spectral features [27]
because of the limited depth of penetration. Therefore, low-density (supersolid)
skin phase and the high-density bulk phase are compatible in spectral features.
From DFT optimizations, the chain-or ring-like topologies could hardly form
independently in liquid water [28].

From the current understanding, models of the monomial tetrahedral structure,
the mixed LDP (supersolid skin or defects) and HDP phase structure, and the two
different kinds of H-bond are true provided with the proper specification of
component localions with consideration of penetration depth in optical reflection
measurements. The weightage of the two phases or the two kinds of H-bond could
be compatable if the penetration depth is limited to only a few molecular layers.

39.3 Skin Phonon

Figure 39.1 compares the residual Raman spectra of the xH of water with that of
ice. The raw data were collected by Donaldson and co-workers [3] from water at
room temperature and from ice (larger angle at -20 �C and smaller angle at -

15 �C) at different glancing angles between the surface normal and the reflected
laser beam. Subtracting the spectrum collected from larger angle from the one
collected at smaller angle upon spectral area normalization gives rise to the
residual Raman spectrum. The skins of water and ice share the identical peak of
3,450 cm-1 for the H–O stretching mode. This finding reveals that the skins of

3000 3200 3400 3600 3800

3000 3200 3400 3600 3800

-0.2

0.0

0.2

ω(cm-1)

Ice

 Water

Skin supersolidity

Fig. 39.1 Residual Raman spectra of the H–O stretching modes of bulk water at room-
temperature (solid blue trace), the air–water interface (dashed blue trace), bulk ice at -20 �C
(dotted red trace), and the air-ice interface at -15 �C (dashed red trace) detected using glancing
angle Raman spectroscopy with insets being the raw data of measurements. The residual Raman
spectra were obtained by subtracting the spectrum collected at larger angles (between the surface
normal and the reflection beam) from the one collected at small angles (Reprinted with
permission from [3]) upon the spectral area being normalized. The side panel shows the skin
structure of water
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water and ice share the same identity of much stronger H–O bond, neither liquid
nor solid or quasi-states.

Surface pre-melting is therefore ruled out. Table 39.1 shows that the
xH = 3,200 cm-1 for the bulk water and xH = 3,125 cm-1 for the bulk ice. In
contrast, xH = 3,650 cm-1 for gases in vapor composed of dimers. Reiteration of
[29, 30], yields the q, dOO, dx and Ex of each phase, see Table 39.1. According to
the current notation, the Tm is proportional to the EH, the surface skin is thermally
more stable than water or ice in the bulk.

39.4 Thermal Stability

Defects mediate the temperature of ice melting. MD simulations [34] show that
freezing preferentially starts in the subsurface of water instead of the top layer that
remains disordered during freezing. The subsurface accommodates better than the
bulk the increase of volume connected with freezing. Furthermore, the bulk
melting was found to be mediated by the formation of topological defects which
preserve the coordination of the tetrahedral network. Such defect clusters form a
defective region involving about 50 molecules with a surprisingly long lifetime
[35]. Using microscopic, electrical potential, and UV–Vis absorption-spectra,
infrared imaging, and NMR imaging, Zheng et al. [36] found that the solute-free
zone is a physically distinct and less mobile phase of water that can co-exist
indefinitely with the contiguous solute-containing phase in the hydrophilic

Table 39.1 Skin supersolidity (xx, dx, Ex, q) of water and ice derived from the measurements
(indicated with refs) and methods described in [29, 30]

Water (298 K) Ice (qmin) Ice (80 K) Vapor

bulk skin bulk bulk dimer

xH(cm-1) 3,200[3] 3,450[3] 3,125[3] 3,090[28] 3,650[31]
xL [28] 220 *180[21] 210 235 0
dOO(Å) 2.700[14] 2.965[13] 2.771 2.751 2.980[13]
dH (Å) 0.9981 0.8406 0.9676 0.9771 0.8030
dL (Å) 1.6969 2.1126 1.8034 1.7739 C2.177
q(g cm-3) 0.9945 0.7509 0.92 [32] 0.94[32] B0.7396
EL(meV)�(xx 9 dx)2 91.6 95 [33] 94.2 114.2 0
*EL(meV) (qH = 0.20 e) 24.6 24.4 26.2 44.3 0
EL (qH = 0.17 e) 33.4 33.8 35.1 52.0 0
EL (qH = 0.10 e) 49.9 Increase with the drop of qH

EL (qH = 0.05 e) 58.3
*EH(eV) (qH = 0.20 e) 3.6201 7.1967 4.0987 3.9416 8.6429
EH (qH = 0.17 e) 3.6203 7.1968 4.0990 3.9418 8.6429
EH (qH = 0.10 e) 3.6207 Insensitive to qH

EH (qH = 0.05 e) 3.6209
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interface. These findings evidence the BOLS expectations that the undercoordi-
nated water molecules are indeed hard to melt, which is opposite to the usual
materials of which surfaces and defects facilitate pre-melting [37, 38]. No pre-
melting happens at the skin as the Tm increases with the EH.

Hydration shells manifest supersolidity. Direct interfacial force microscopy
measurements at 24 �C of the normal force interactions between a mica-tungsten
contact pair at various humidity levels revealed the presence of repulsive forces at
about 0.5 nm before intimate contact [39]. Such repulsive interactions begin to
appear above 20 % relative humidity (RH) and are fully developed in the range of
38–45 % RH. Using the Derjaguin-Muller-Toporov model of contact, elastic
modulus of approximately 6.7 GPa was extracted from these repulsive interac-
tions, providing direct evidence for the presence of ice-like water on mica at room
temperature. Monolayer ice formation between tungsten and graphite at room
temperature at 25 % RH is also ice like [40, 41].

39.5 Slippery of Ice

Ice surface is most slipper of known [42, 43]. The slippery was commonly per-
ceived as a result of friction-heating or pressure-melting. However, neither of them
can explain why ice can be so slippery even while one is standing still on it.
Faraday [44] postulated in 1850s that a thin film of liquid water covers the surface
even at temperature below freezing to serve as lubricant. Continued efforts sug-
gested that ice surface pre-melting happens as the vibration amplitudes of the
surface atoms were measured folds greater than the bulk [43]. However, an
interfacial force microscopy and a spherical glass probe investigation revealed the
opposite [43]. The surface layer is viscoelastic at temperatures over the ranging
from -10 to -30 �C, resulting from the absence of the liquid layer at very low
temperatures. Therefore, the concept of surface pre-melting seems in conflicting
with the ice-like nature of ultrathin films of water, as afore-discussed.

Skin supersolidity slipperizes ice. The H–O contraction, core electron entrap-
ment and dual polarization yield the high-elasticity, self-lubrication, and low-
friction of ice and the hydrophobicity of water surface as well, of which the
mechanism is the same to that of metal nitride [45, 46] and oxide [47] surfaces.
Nanoindentation measurements revealed that the elastic recovery coefficient of
TiCrN, GaAlN, and a-Al2O3 surfaces could reach 100 % under a critical inden-
tation load of friction (\1.0 mN) at which the lone pair breaks with a friction
coefficient being the same order to ice (0.1) [42], see Fig. 39.2. Albeit the pressure
and the nature of loading pin materials, both show the comparatively low friction
coefficients. The involvement of lone pairs makes the nitride and oxide surfaces
more elastic and slippery under the critical load. This understanding supplements
mechanism for the slippery of ice surface and the hydrophobicity of ultrathin water
films as well.
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On the other hand, transition of the contact angle between water and surfaces
happens at differenttemperatures [54]. As shown in Fig. 39.3, the critical tem-
peratures for transiting thecontact angle to zero for quartz, sapphire, and graphite
at 185, 234, and 271 �C, respectively. Thisfinding discriminates the water-sub-
strate potential and interface sharpness effect.

39.6 Further Evidence

The following important observations are in accordance with current under-
standing, see Fig. 39.4. Firstly, water droplet dances at solid surfaces disregarding
the temperatures and materials of the substrate (CO2 at -79 �C; hydrophobic
surface at 22 �C and Al at 100 �C) [48], which indicates that the skin of the droplet
is highly elastic and thermally stable.
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Fig. 39.2 Friction coefficients of ice at different temperatures (Reprinted with permission from
[42] and refs therein) and nitrides at different loads (Reprinted with permission from [46])

Fig. 39.3 Delayed freezing of high-contact-angle water droplet on hydrophobic (left) and less-
hydrophobic Ag surfaces at -4 �C (Reprinted with permission from [49]) and the H2O/SiO2

interface viscosity enhancement by plasma sputtering of the SiO2 plates (Reprinted with
permission from [17])
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Secondly, water droplet on roughened Ag surface (with nanocolumnar struc-
tures) having a greater contact angle and higher curvature melts 62 s later than that
on the smooth Ag surface at -4 �C [49], which indicates that water molecules at
the highly curved skin are thermally even more stable.

Thirdly, the vibration frequency of the H–O bond for water molecules confined
in the plasma-treated silica surfaces is around 3,200 cm-1 (bulk feature) and that
confined in the untreated silica is around 3,400 cm-1 (skin feature with higher Tm)
[17], which indicates that hydrophilic interface produces no surface effect. The air
gap between the water and the hydrophobic substrate [16] makes the contacting
skin more like free. However, water confined in hydrophilic nanopores [50, 51] or
wetting with hydrophilic topologic configurations [52] exhibits supercooling
effect, or melts at lower temperature than usual because of the lacking of broken
bonds.

These discoveries further evidence for the elastic, solid-like, polarized, and
hydrophobic attributes of the skin of ice and water or the topological defects. The
fewer the molecular neighbors is, the smaller the water molecule size (dH), the
greater the molecular separation (dOO), and the greater extents of the supersolidity
attributes will be.

39.7 Summary

The slippery or low-friction of ice results from the lone pair weak yet elastic
interaction and the high density of surface charge instead of the liquid lubrication.
Because of the cohesive energy gain of the two intramolecular H–O bonds, a
monolayer of water performs solid like with high elasticity and charge density as
the increase of EH raises the Tm. This expectation coincides with higher surface

Fig. 39.4 Contact angle of
water on quartz, sapphire, and
graphite as a function of
temperature with solidlines
are modelling results
(Reprinted with permission
from)
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charge density measured using thin film interferometry [53]. The strong surface
field induced by the surface charge establishes a more ordered H-bonding network
that promotes the forming of thicker water lubrication film between hydrophilic
solid surfaces.
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Chapter 40
P, T, and z Coupling Effect

• Pressure, temperature, and molecular undercoordination relax the bond in their
own manner.

• Molecular CN reduction effects oppositely to that of compression on the H-bond
length-stiffness relaxation and the associated properties of water ice.

• Cooling in liquid and solid effects the same to compression, resulting in O:H
contraction and H–O elongation, with the same trends of property change.

• Freezing effects the same to molecular CN reduction causing volume expansion,
H–O phonon stiffening and O1s energy entrapment, and non-bonding electron
polarization.

• Mpemba paradox arises intrinsically from heating and undercoordination
induced O:H–O bond relaxation. Heat emission proceeds at a rate depending on
the initial energy storage, and the skin supersolidity creates the gradients of
density, specific heat, and thermal conductivity for heat conduction in Fourier’s
equation of fluid thermodynamics.

40.1 Size and T Effect on Phonon Frequencies

Medcraft et al. [1] examined the size and temperature effect on the vibration
frequencies of ice nanoparticles (3–150 nm diameter) over a wide range of tem-
peratures (5–209 K). They found that a blueshift of the H–O stretching mode by
40 cm-1 for particles smaller than 5 nm, indicating the stiffening of the H–O bond.
In the size regime of 8–200 nm, the size effect is insignificant because of the lower
skin/volume ratio for larger particles. The xH peak shifting from 3,218 cm-1 at
30 K to 3,253 cm-1 at 209 K, evidence that heating stiffens the H–O bond and
softens the other O:H bond. The liberation mode softens a little from 870 to
860 cm-1 in the temperature regime. MD simulations [2] suggested that cluster
size reduction enhances the thermal stiffening of the stiffer xH, see Fig. 40.1. The
xH of water at the polymer proxy undergoes a further 35 cm-1 blueshift at 310 K
compared with the bulk at the same temperature; the xL of bulk water undergoes a
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redshift upon being heated, instead. According to these observations, size reduc-
tion and heating have the same effect on xH stiffening. However, at T \ 80 K, the
xx keeps almost constant [1, 3], but the volume increases slightly [4] if the particle
size remains unchanged. As mentioned in Chap. 41, the O:H–O angle stretching
dominates the relaxation in this region.

The size and temperature coupling effect on the xH and xL of the proximal
water droplet [2] is apparent. Size reduction shortens the H–O bond and stiffens the
xH and meanwhile lengthens the O:H bond and softens the xL; heating enhances
this size trend. Therefore, heating and size reduction enhance each other in solid
phase, leading to the MD-derived trends in Fig. 40.1.

40.2 Size and Pressure Effect on O1s Energy

Figure 40.2 shows that cluster size growth enhances the pressure effect on the
redshift of the O1s-binding energy for free water clusters [5]. Except for the O1s
peak at 539.7 eV for molecules, cluster size growth and pressure increase shift the
binding energy from 539.7 to 538.2 eV toward the 538.1 eV component [6, 7].

The pressure and size coupling effect on the O1s-level shift follows the cur-
rently proposed mechanism. Molecular coordination reduction and pressure
increase have the opposite effect on the H–O bond length and energy that deter-
mines the core-level shift. Therefore, coordination reduction effects the same to
heating, growing size enhances the effect of pressure, on the phonon relaxation
dynamics and binding energy entrapment.

Systematic studies [8, 9] also revealed that cooling enhances the effect of
compression on the structure phase transition and dipole moment of ice.
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Fig. 40.1 a Cluster size reduction (proximal) stiffens the xH and b heating softens the xL of
water (Reprinted with permission from [2]) because both molecular CN reduction and heating
shortens and stiffens the H–O bond and lengthens softens the O:H bond
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40.3 P and T Effect on Phase Stability

Systematic studies [8, 9] revealed that heating compensates for the effect of
compression on the structure phase transition and dipole moment of ice. Com-
pression lengthens the H–O bond, but heating shortens it. The dipole moment
increases from 2.4 at 2,800 K to 3.0 Debye at 300 K and increases with density.
Figure 40.3 shows the joint effect of pressure and temperature on the stability of
ice VII, VIII, and X phases. The path integral MD calculations [9] agree well with
measurements using infrared and Raman spectroscopy.

40.4 Water Surface Tension and O:H Bond Energy

Surface tension of liquid water is very important to our daily life. Small insects
such as the water strider can walk and glide on water because their weight is not
enough to penetrate the surface skin. If carefully placed on the surface, a small

Fig. 40.2 Pressure and size joint effect on a the O1s and b valence band entrapment of water
clusters. The valence peaks of water molecules are labeled according to the corresponding
orbitals. The vertical hatched line denotes the O1s energy of the molecule. Both compression and
size growth lengthens and softens the H–O bond and weakens the binding energy (Reprinted with
permission from [5])
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needle floats on the surface of water even though its density is times higher than
water. If the surface is agitated to break up the surface tension, then the needle will
quickly sink. The surface tension of water is 72 dynes/cm at 25 �C[16]. It would
take a force of 72 dynes to break a surface film of water 1 cm long. The surface
tension of water decreases significantly with temperature as shown in Fig. 40.4.

The temperature dependence of surface energy density, cdi, follows the tem-
perature dependence of surface tension and Young’s modulus [17, 18]:

cdi Tð Þ / Ei Tð Þ
d3

i Tð Þ ¼
Ei 0ð Þ �

R T
0 g1i tð Þdt

d3
i 1þ

R T
0 ai tð Þdt

� �3

where g1i is the specific heat of Debye approximation, and ai the coefficient of
thermal expansion. The proportional form is thus used because one is concerned
about the relative change of these quantities to those of the bulk counterpart.

The relative changes of the surface energetics in the surface molecular layer to
the bulk values at 0 K (cd and cf) measured at T can be derived as follows:

cds Tð Þ
cd 0ð Þ ffi 1þ

ZT

0

as tð Þdt

0

@

1

A

�3

� 1�
R T

0
gs t=hDð Þdt

Es 0ð Þ ; T � hDð Þ
1� gsT

Es 0ð Þ ; T [ hDð Þ

8
<

:
ð40:1Þ

where Es 0ð Þis the surface molecular cohesive energy. Reproduction of the measured
temperature dependence of surface energy, surface tension, and Young’s modulus
results in the molecular cohesive energy Es(0) = 0.38 eV/mol and the Debye
temperature hD = 198 K [17]. For water skin with the known a = 0.162 mJ/m2K,
the derived HD is compatible to that 185 ± 10 K derived from Helium scattering
from ice surface at 150–191 K [19]. Figure 40.4 shows matching to the temperature
dependence of the surface tension of liquid water [16, 17].
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diagram for ice VII, VIII, and
X below 300 K (Reprinted
with permission from [9]).
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It is understood now why hot water is a better cleaning agent. The thermal
softening of the O:H bond decreases the surface tension and makes it a better
‘wetting agent’ to get into pores and fissures rather than bridging them with surface
tension. Soaps and detergents may further weaken the O:H non-bond and hence
help the cleaning of clothes by lowering the surface tension and strengthening the
H–O bond of the water so that it more readily soaks into pores and soiled areas.

40.5 Summary

Hydrogen bond relaxes under the coupling of multiple fields and responses
independently. Cooling in liquid and solid phase effect the same to water under
compression to shortens the O:H nonbond and lengthen s the H-O bond. Molecular
undercoordination effects the same to the cooling transition from water to ice,
which shortens the H-O bond and lengthens the O:H nonbond.

References

1. C. Medcraft, D. McNaughton, C.D. Thompson, D.R.T. Appadoo, S. Bauerecker, E.G.
Robertson, Water ice nanoparticles: size and temperature effects on the mid-infrared
spectrum. Phys. Chem. Chem. Phys. 15(10), 3630–3639 (2013)

2. S.A. Deshmukh, S.K. Sankaranarayanan, D.C. Mancini, Vibrational spectra of proximal
water in a thermo-sensitive polymer undergoing conformational transition across the lower
critical solution temperature. J. Phys. Chem. B 116(18), 5501–5515 (2012)

Fig. 40.4 Reproduction of the temperature-dependent surface tension of liquid H2O results in an
estimation of the Debye temperature hD = 198 K and molecular cohesive energy
Eb(0) = 0.38 eV [17], which gives rise to the EL = Eb(0)/4 = 0.095 eV/non-bond (Reprinted
with permission from [17])

40.4 Water Surface Tension and O:H Bond Energy 761



3. C. Medcraft, D. McNaughton, C.D. Thompson, D. Appadoo, S. Bauerecker, E.G. Robertson,
Size and temperature dependence in the far-Ir spectra of water ice particles. Astrophys. J.
758(1), 17 (2012)

4. K. Rottger, A. Endriss, J. Ihringer, S. Doyle, W.F. Kuhs, Lattice-constants and thermal-
expansion of H2O and D2O Ice ih between 10 and 265 K. Acta Crystallographica B 50,
644–648 (1994)

5. O. Bjorneholm, F. Federmann, S. Kakar, T. Moller, Between vapor and ice: free water
clusters studied by core level spectroscopy. J. Chem. Phys. 111(2), 546–550 (1999)

6. M. Abu-Samha, K.J. Borve, M. Winkler, J. Harnes, L.J. Saethre, A. Lindblad, H. Bergersen,
G. Ohrwall, O. Bjorneholm, S. Svensson, The local structure of small water clusters: imprints
on the core-level photoelectron Spectrum. J. Phys. B: At. Mol. Opt. Phys. 42(5), 055201
(2009)

7. K. Nishizawa, N. Kurahashi, K. Sekiguchi, T. Mizuno, Y. Ogi, T. Horio, M. Oura, N. Kosugi,
T. Suzuki, High-resolution soft X-ray photoelectron spectroscopy of liquid water. Phys.
Chem. Chem. Phys. 13, 413–417 (2011)

8. D.D. Kang, J.Y. Dai, J.M. Yuan, Changes of structure and dipole moment of water with
temperature and pressure: a first principles study. J. Chem. Phys. 135(2), 024505 (2011)

9. D.D. Kang, J. Dai, H. Sun, Y. Hou, J. Yuan, Quantum simulation of thermally driven phase
transition and O k-edge absorption of high-pressure ice. Sci. rep. 3, 3272 (2013)

10. A.F. Goncharov, V.V. Struzhkin, H.-K. Mao, R.J. Hemley, Raman spectroscopy of dense
H2O and the transition to symmetric hydrogen bonds. Phys. Rev. Lett. 83(10), 1998–2001
(1999)

11. M. Song, H. Yamawaki, H. Fujihisa, M. Sakashita, K. Aoki, Infrared investigation on ice VIII
and the phase diagram of dense ices. Phys. Rev. B 68(1), 014106 (2003)

12. P. Pruzan, J.C. Chervin, B. Canny, Stability domain of the ice-VIII proton-ordered phase at
very high-pressure and low-temperature. J. Chem. Phys. 99(12), 9842–9846 (1993)

13. K. Aoki, H. Yamawaki, M. Sakashita, H. Fujihisa, Infrared absorption study of the hydrogen-
bond symmetrization in ice to 110 GPa. Phys. Rev. Lett. B 54(22), 15673–15677 (1996)

14. V.V. Struzhkin, A.F. Goncharov, R.J. Hemley, H.K. Mao, Cascading fermi resonances and
the soft mode in dense ice. Phys. Rev. Lett. 78(23), 4446–4449 (1997)

15. K. Umemoto, R.M. Wentzcovitch, S. de Gironcoli, S. Baroni, Order-disorder phase boundary
between ice VII and VIII obtained by first principles. Chem. Phys. Lett. 499(4–6), 236–240
(2010)

16. Temperature dependence of water surface tension. http://hyperphysics.phy-astr.gsu.edu/
hbase/surten.html#c3

17. M. Zhao, W.T. Zheng, J.C. Li, Z. Wen, M.X. Gu, C.Q. Sun, Atomistic origin, temperature
dependence, and responsibilities of surface energetics: an extended broken-bond rule. Phys.
Rev. B 75(8), 085427 (2007)

18. M.W. Zhao, R.Q. Zhang, Y.Y. Xia, C. Song, S.T. Lee, Faceted silicon nanotubes: Structure,
energetic, and passivation effects. J. Chem. Phys. C 111(3), 1234–1238 (2007)

19. M.T. Suter, P.U. Andersson, J.B. Pettersson, Surface properties of water ice at 150–191 K
studied by elastic helium scattering. J. Chem. Phys. 125(17), 174704 (2006)

762 40 P, T, and z Coupling Effect

http://hyperphysics.phy-astr.gsu.edu/hbase/surten.html#c3
http://hyperphysics.phy-astr.gsu.edu/hbase/surten.html#c3


Chapter 41
Mpemba Paradox: H-Bond Memory
and Skin Supersolidity

• Heating stores energy into water by stretching the O:H non-bond and short-
ening the H–O bond via a Coulomb coupling

• Heating and supersolid skin elevate jointly gradients of mass density, specific
heat, and thermal conductivity in the liquid, favoring heat flowing outwardly in
liquid

• Cooling does oppositely, like releasing a highly deformed bungee, to emit heat
at a rate depending on initial storage

• Convection alone raises the skin temperature without the presence of Mpemba
effect

• Being sensitive to the liquid volume and the temperature of the drain, Mpemba
effect proceeds only in the strictly non-adiabatic source–drain interface ambient
with a characteristic relaxation time that drops exponentially with the rise of the
initial temperature of the source.

41.1 Hotter Water Freezes Faster

Mpemba effect [1] is the assertion that warmer water freezes quicker than colder
water does, even though it must pass the lower temperature on the way to freezing.
This puzzle has baffled thinkers such as Francis Bacon and René Descartes [2], dating
back to Aristotle who firstly noted that [3]: ‘The fact that the water has previously
been warmed contributes to its freezing quickly: for so it cools sooner.’ Hence many
people, when they want to cool water quickly, begin by putting it in the sun.

Although there is anecdotal support for this paradox [4], there is no agreement
on exactly what the effect is and under what circumstances it occurs [5, 6]. This
phenomenon remains a paradox in thermodynamics albeit so many possible
explanations in terms of evaporation [7], frost [8], solutes [9], convection [10, 11],
supercooling [8], etc [12]. According to the winner [13] of a competition held in
2012 by the Royal Society of Chemistry calling for papers offering explanations to
the Mpemba paradox, the effect of convection enhances the probability of warmer

C. Q. Sun, Relaxation of the Chemical Bond, Springer Series
in Chemical Physics 108, DOI: 10.1007/978-981-4585-21-7_41,
� Springer Science+Business Media Singapore 2014
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water freezing. It was best explained that [13] the flow in the first stage of cooling
from hh (for hot) to hc (for cool) continues throughout the rest cooling process,
accelerating cooling of the initially hotter water even after it reaches hc.

Despite claims often made by one source or another, there is no well-agreed
explanation for how this phenomenon occurs. Actually, up to now explanations
have just been guesswork about what is happening during the Mpemba effect with
focusing mainly on extrinsic factors. Little attention [14, 15] has yet been paid to
the nature of the heat source or mechanism behind the entire ‘source-path-drain’
cycling system. A combination of formulization of measurements and a solution to
the one-dimensional, nonlinear Fourier’s initial and boundary condition problem
using the finite element method with examination of all possible parameters
enabled the solution to this mystery.

41.2 O:H–O Bond Relaxation

Generally, heating raises the energy of a substance by lengthening and softening
all bonds involved; cooling does oppositely with volume contraction and heat
emission. However, in water, heating stores energy to the liquid by lengthening
and softening the O:H bond with energy at the 10-2 eV level and shortening and
stiffening the H–O bond with energy around 4.0 eV because of the Coulomb
coupling mechanism [16].

The heating–cooling cycling process reverses oxygen coordinates along the
potential curves of Fig. 41.1a. The red spheres correspond to oxygen atoms in the
hot state, and the blue ones in the cold state. At cooling, the shorter and stiffer H–O
bond will be kicked up in the potential curve by O:H contraction, which releases
energy to the drain. This process is like suddenly releasing a compressed bungee
from different extents of deformation with the kicking by O:H contraction as an
additional force propelling the energy emission. The rate of energy release is
proportional to its initial energy storage.

In the process of molecular undercoordination, H–O contraction dominates
because of the BOLS correlation [17]. Measurements given in Fig. 41.1b and c
show that heating and molecular under-coordination (insets) share the same
attribute of H–O contraction and O:H elongation and the associated blueshift of the
H–O bond energy and vibration frequency. For example, heating from 0 to 90 �C
raises the H–O vibration frequency from 3,190 to 3,260 cm-1 [18] and the O1s
binding energy by 0.15 eV [19]. The H–O phonon frequency increases from 3,200
to 3,450 cm-1 [20] and the O1s energy increases by 1.5 eV [21–23] if one moves
from the liquid bulk to the skin. The O–O distance increases by some 6–10 % from
the bulk value of 2.695 [24] or 2.700 Å [25] to 2.960 Å [26] in the skin.

The joint effect of heating and molecular undercoordination is essential to the
Mpemba effect [16, 17]. As the O:H contributes only * 2 % to the system
energy, one may focus on the H–O bond relaxation dynamics though this iteration
applies to the H:O non-bond. The following relationship couples the thermal and

764 41 Mpemba Paradox: H-Bond Memory and Skin Supersolidity



the under-coordination effect on bond length and energy [32], with the known skin
dOO = 2.96 Ǻ [26] (or dH = 0.84 Ǻ [24]),

dH z; hð Þ ¼ dH 4; hð Þ � dH 2; 0ð Þ=dH 4; 0ð Þ � 0:84 dH 4; hð Þ
EH z; hð Þ ¼ EH 4; hð Þ þ DEH 2; 0ð Þ ¼ 0:18þ EH 4; hð Þ

�
ð41:1Þ

DEH z; 0ð Þ ¼ 0:18 eV is the H–O bond energy gain when the molecular coordi-
nation number reduces from the bulk value to the value of the skin. Figure 41.1d
compares the dH(z, h) and the EH(z, h) profiles for the bulk (z = 4) and the skin
(z % 2, N % 3). Solving the Lagrangian equation [33] obtained the H–O bond
energy EH(z, 0).

Water molecules with fewer than four neighbors form a supersolid phase that is
elastic [20], polarized [34–36], hydrophobic [37, 38], viscostic [39], thermally
stable [40] with density being lower than that of ice (0.92 g cm-3) [17]. The
integral of the specific heat of the H–O bond, gH, over the full temperature range is
proportional to the cohesive energy EH of the H–O bond [16], so the gH varies with
the thermal slope of the EH. The thermal conductivity j � gHvl � gHðCpÞ corre-
lates with the specific heat gH or its equivalence at constant pressure with v and
l being the velocity and the mean free path of phonons, respectively. Therefore,
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variation in the dEH=dh and the q [24] in the skin region redefine the local diffusion
coefficient a = j/(qCp) in the Fourier equation, which heat conduction in the liquid
follows. The addition of the supersolid skin creates the thermal conductivity gra-
dient, which ensures thermal eddy current to flow outwardly toward the skin.

41.3 Numerical Solution: Skin Supersolidity

To verify the prediction on the presence of thermal conductivity gradient due to the
joint effect of heating and skin supersolidity, one needs to solve the one-dimensional
nonlinear Fourier equation [41] numerically by introducing the supersolid skin [17]
in a tube container. Considering a one-dimensional approach, water in a cylindrical
tube can be divided into the bulk (B) and the skin (S) region along the x-axial
direction and put the tube into a drain of constant temperature 0 �C. The other end is
open to the drain without the skin. The heat transfer in the partitioned fluid follows
this transport equation and the associated initial and boundary conditions

oh
ot
¼ r � a h; xð Þrhð Þ � v � rh

a h; xð Þ ¼ j hð Þ
q hð ÞCp hð Þ

1 ðbulkÞ
� qB:qSð¼ 4=3Þ ðskinÞ

�

m ¼ 10�4
1 ðbulkÞ

10�1 ðskinÞ

�

0

BBB@

1

CCCA

ð41:2Þ

The first term describes diffusion and the second convection. The known tem-
perature dependence of the thermal conductivity jB(h), mass density qB(h), and
specific heat under constant pressure CpB(h) see Appendix A4–6 determines the
diffusion coefficient aB. For simplicity, one can take the aS in the skin (z = 2) as an
adjustable for optimization. The following initial and boundary conditions apply:

h ¼ hi ðt ¼ 0Þ
h� o a1hxð Þ

ox þ v1hx ¼ 0 t [ 0; �l1 \x\0ð Þ
h� o a1hxð Þ

ox þ v2hx ¼ 0 t [ 0; 0\x\l2ð Þ
hð0�Þ ¼ hð0þÞ; hxð0�Þ ¼ hxð0þÞ x ¼ 0ð Þ

hþ h1
as

hx ¼ hf x ¼ �l1ð Þ
h� h2

as
hx ¼ hf x ¼ �l2ð Þ

8
>>>>>>>>>><

>>>>>>>>>>:

The heat transfer coefficient h of the cooling ends remains at 30 w/(m2K) and
v = 10-4 m/s is the heat flow convection velocity in bulk water [42].

This equation can be solved using finite element analytical method. In
numerical calculations, computer reads in the digitized documented data of q(h),

j(h), and Cp(h) for the aB(h). The skin aS(h) is obtained by multiplying aB(h) with
a coefficient that is 4/3 that is the inverse of skin mass density. Figures 41.2 and
41.3 compare the examination results of the following parameters.
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Parameters Observations

Convection flow rate
v (m/s)

Thermal diffusion coefficient aS/aB Mpemba effect Skin bottom Dh

0 1 No No
10-4 Yes
0 1.48 Yes Tiny
10-4 Match

measurements

Numerical search based on the known temperature dependence of the thermal
diffusion coefficient a(h) and the skin effect revealed the following: (1) the skin
supersolidity enables the Mpemba effect; (2) heat convection alone only raises the
skin temperature; (3) the critical ratio of the thermal diffusion coefficient aS/
aB C qB/qS = 4/3 [24]; and (4) the crossing temperature is sensitive to the volume
of the liquid and the temperature of the drain.

The optimal results in Fig. 41.4 match what Bregović, Mpemba, and Osborne
have observed [1, 13]: (1) Hotter water freezes faster than colder water under the
same conditions; (2) the temperature h drops exponentially with cooling time
(t) for transiting water into ice; (3) the skin is warmer than sites near the bottom in
a beaker of water being cooled; and (4) the skin of hotter water is even warmer
throughout the course of cooling [1], which indicates that the heat convection and
diffusion rate increase with temperature.

41.4 Experimental Verification: O:H-O Bond Memory

The O:H–O bond possesses memory whose relaxation rate depends on initial
energy storage. The following formulates the h(t) decay profiles in Fig. 41.4a,

dh ¼ �s�1
i h dt decay functionð Þ

s�1
i ¼

P
j s
�1
ji relaxation timeð Þ

�
ð41:3Þ

The si is the sum of sji over all the possible jth processes of heat loss during
cooling. Conducting experiments under identical conditions is necessary to min-
imize artifacts arising from processes such as radiation, source/drain volume ratio,
exposure area, and container material. For instance, cooling one drop of 1 mL
water needs shorter time than cooling one cup of 200 mL water at the same hi

under the same conditions.
The measured h(t) curves [1, 13] in Fig. 41.4 provide the dh=dt ¼ �s�1

i h.
Converting the density q(h) profile into the dH hð Þ ¼ 1:0042�2:7912�
10�5 exp hþ 273ð Þ=57:2887½ ffi (Ǻ) formulates the temperature dependence of the
H–O bond length [24]. The EH = 0.5 kH(DdH)2 approximates the energy stored in
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the H–O bond. Thus, one can determine the instantaneous velocity of the H–O
bond length and energy:

d dH hð Þð Þ
dt

¼ o dH hð Þð Þ
oh

dh
dt
¼ �s�1

i h
DdH hð Þ
57:2887

;

d EH hð Þð Þ
dt

¼ o EH hð Þð Þ
o dH hð Þð Þ

d dH hð Þð Þ
dt

¼ �s�1
i h

kH DdH hð Þ½ ffi2

57:2887
:

8
>><

>>:
ð41:4Þ

Obtained from the Lagrangian solution [33], the force constant kH increases
from 32 to 35 eV/Ǻ2 when the xH shifts from 3,190 to 3,260 cm-1 at heating from
0 to 90 �C. Figure 41.5 shows that the O:H–O bond possessing memory effect,
which relaxes with momenta that depend on initial energy storage. Although
passing the same temperature on the way to freezing, the H–O bond at initially
higher temperature remains highly active in contrast to the otherwise when they
meet. The enlargement of the DdH by under-coordination enhances the relaxation
momenta of the H–O bond in the skin.

Solving the decay function (3), yields the si(ti, hi, hf),
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Fig. 41.4 Theoretical reproduction of (a) the h(t) and (b) the skin bottom Dh(t) curves for water
cooling from different hi as recorded by Bregović, Mpemba, and Osborne (insets) [1, 13], (c) the
h(, t) profiles under the optimal conditions of aS = 1.48 aB (tube length 10 mm, skin thickness
2 nm). Formulating the experimental curves shows the hi dependent of the relaxation time s
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si ¼ �ti Ln
hf þ bi

hi þ bi

� �� ffi�1

An offset of the hf (= 0) and the hi by a constant bi assures hf ? bi C 0, which
constraints the drain temperature hf in calculations (bi = 5 was taken with respect
to the fitting in Fig. 41.2a).

Matching the solution of Eq. (41.3) to the h(t) profiles in Fig. 41.2a inset, and
then the experimental data of t(hi) in Fig. 41.6a yields the respective si that drops
exponentially indeed with the increase in the initial temperature hi, or with the
increase in the initial energy storage and vibration frequency in Fig. 41.6b, as we
expected.

It is emphasized that the Mpemba effect happens only under the circumstance
that the temperature drops abruptly from hi to the constant hf at the source–drain
interface. Fourier solution indicates that the Mpemba crossing temperature is
sensitive to the volume of the liquid (Fig. 41.4a). If the liquid volume is too large,
this effect may be prevented by slower heat dissipation. As experimentally con-
firmed by Brownridge [8], any spatial temperature decay between the source and
the drain by tube sealing, oil film covering, source–drain vacuum isolating, muffin-
tin like containers connecting, or even multiple sources putting into the limited
volume of a refrigerator could prevent Mpemba effect from being happened.

H–O bond energy determines the critical temperature for phase transition [43].
Generally, superheating is associated with H–O bond contraction pertained to
water molecules with fewer than four neighbors such as those formed the skin,
monolayer film, or droplet on a hydrophobic surface with 5–10 Ǻ air spacing
between the drop and the surface presented [44]. Supercooling is associated with
H–O bond elongation associated with water molecules in contact with hydrophilic
surface [45] or being compressed [43]. The supercooling of the colder water in the
Mpemba process [8] evidences that the initially longer H–O bond of cold water is
lazier than those in the warmer water to relax at icing because of the lower
momenta of relaxation.

(a) (b)

Fig. 41.5 Memory effect of the H–O bond. The relaxation rates in (a) length and (b) energy of
the H–O bond are higher for the one cooling from initially higher temperature than the otherwise
when they meet at the same temperature on the way of freezing
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The involvement of ionic solutes or impurities [46, 47] mediates the Coulomb
coupling and the H–O bond energy because of the alternation of charge quantities
and ions volumes. Salting shares the same effect of heating on the H–O phonon
blueshift [48, 49], which is expected to enhance the velocity of heat ejection at
cooling. Mass loss due to evaporation at the temporarily higher temperatures [4]
affects no rate of O:H–O bond relaxation albeit the negligible amount of water to
be cooled.

41.5 Summary

Experimental derivatives and numerical reproduction of observations revealed the
following pertaining to Mpemba paradox:

1. O:H–O bond possesses memory effect, whose thermal relaxation defines
intrinsically the rate of energy ejection. Heating stores energy to water by O:H–
O bond deformation. Cooing does oppositely to emit energy with a thermal
momentum that is history dependent.

2. Heating and skin supersolidity create gradients of thermal diffusion with a
critical coefficient ratio of aS/aB C qB/qS = 4/3 in the liquid for heat con-
duction. Convection alone raises only the skin temperature.

3. Highly non-adiabatic ambient with step temperature change is necessary to
ensure the immediate energy dissipation. The Mpemba crossing temperature is
sensitive to not only the volume of the water being cooled but also the drain
temperature. This effect will not be observable if the liquid volume is too large.

4. Mpemba effect takes place with a characteristic relaxation time that drops
exponentially with the increase in the initial temperature or the initial energy
storage of the liquid.
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Chapter 42
Prospects

• Understandings may apply to other areas containing short-range non-bonding
interactions.

• Mechanism for water density oscillation applies to negative thermal expansion
(NTE) as a consequence of specific heat disparity of the short-range
interactions.

• Modulation of Coulomb repulsion could mediate intermolecular interaction that
is responsible for electro- and magneto-melting, de- and anti-icing, etc.

• Coulomb mediation of H-bond interaction may mysterize Hofmeister series for
protein dissociation, activation and deactivation of ion channeling.

• Density, H–O bond energy, and polarization modulate dielectric performance of
water ice.

42.1 Negative Thermal Expansion and Spin Ices

The vast majority of materials have a positive coefficient of thermal expansion, and
their volume increases on heating. There has been huge amount of materials, which
display the unusual property of contracting in volume on heating [1–3], i.e., those
with a NTE coefficient [4], following the discovery that cubic ZrW2O8 contracts
over a temperature range in excess of 1,000 K [5, 6]. NTE also happens to dia-
mond, silicon, and germanium at very low temperature (\100 K) [7] and glasses in
the titania–silica family, Kevlar, carbon fibers, anisotropic Invar Fe–Ni alloys, and
certain molecular networks, at room temperature. NTE materials can be combined
with others demonstrating a positive thermal, expansion coefficient to fabricate
composites exhibiting an overall zero thermal expansion (ZTE). ZTE materials are
useful because they do not undergo thermal shock on rapid heating or cooling.

Various mechanisms explain the NTE in compounds. Models include transverse
thermal vibrations of bridging oxygen in the M–O–M linkages [8] in ZrW2O8,
HfW2O8, the SC2W3O12, AlPO4–17, and faujasite SiO2 [9]. The phonon modes
(centered around 30 meV or equivalent *3,200 cm-1) [10] can propagate without

C. Q. Sun, Relaxation of the Chemical Bond, Springer Series
in Chemical Physics 108, DOI: 10.1007/978-981-4585-21-7_42,
� Springer Science+Business Media Singapore 2014

775



distortions of the WO4 tetrahedron and ZrO6 octahedra, which is called ‘rigid unit
mode.’ The rigid unit mode also accounts for the weak effect of the 430 K
structural phase transition on the NTE [11].

The understanding of the NTE for water-ice may extend to the NTE in general.
The NTE of graphite [12], graphene oxide paper [13], ZrWO3 [5, 6] shares the
same feature of water at freezing, see Fig. 42.1. Complementing the ‘rigid unit
rotation mode’ mechanism [6], the understanding indicates that the NTE results
from the involvement of at least two kinds of short-range interactions and the
associated specific-heat disparity. For graphite instance, the (0001) intra-layer
covalent bond and the interlayer van der Vaals bond interactions may play the
respective roles. O, N, and F create lone pair of electrons upon reaction, which add
the short-range non-bonding interaction.

Spin ices are materials (such as Dy2Ti2O7, Ho2Ti2O7, Ho2Sn2O7, and
Dy2Sn2O7) consisting of tetrahedron of ions, each of which has a nonzero spin,
which satisfy some two-in, two-out rule analogous to water ice with H+ proton
‘frustrating’ between two oxygen atoms. Spin ice materials therefore exhibit the

Fig. 42.1 The NTE of a H2O (Reprinted with permission from [37]), b graphite (Reprinted with
permission from [12]), and c ZrW2O8 (Reprinted with permission from [10]), with a (open
circles) and Grüneisen parameter c = 3aB/Cv (crosses). These NTEs share the same identity at
different range of temperatures, which evidence the essentiality of two types of short-range
interactions with specific-heat disparity. d ZrW2O8 phonon density of states measured at
T = 300 K. Parameters a, B, and Cv correspond to thermal expansion coefficient, bulk modulus,
and the specific heat at constant volume, respectively
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same residual entropy properties as water ice. While frustration is usually asso-
ciated with triangular or tetrahedral arrangements of magnetic moments coupled
via antiferromagnetic exchange interactions, spin ices are frustrated ferromagnets.
It is the local nature of the strong crystal field forcing the magnetic moments to
point either in or out of a tetrahedron that renders ferromagnetic interactions
frustrated in spin ices.

The problem of the frustrated Ising antiferromagnet on a (pyrochlore) lattice of
corner-shared tetrahedra has been related to the water ice problem [14]. Spin ice
materials are characterized by disorder of magnetic ions even when said ions are at
very low temperatures. AC magnetic susceptibility measurements find evidence
for a dynamical freezing of the magnetic moments as the temperature is lowered
somewhat below the temperature at which the specific heat displays a maximum.

It is the time dependence which distinguishes spin glasses from other magnetic
systems, which is described by several models based on Ising premise [15–17].
Above the spin glass transition temperature, Tc, the spin glass exhibits typical
magnetic behavior (such as paramagnetism). If a magnetic field is applied as the
sample is cooled to the transition temperature, magnetization of the sample
increases, which follows the Curie law. Upon reaching Tc, the sample becomes a
spin glass, and further cooling results in little change in magnetization, undergoing
the field-cooled magnetization. When the external magnetic field is removed, the
magnetization of the spin glass falls rapidly to a lower value known as the remnant
magnetization. Magnetization then decays slowly as it approaches zero. This slow
decay is particular to spin glasses. Spin glasses differ from ferromagnetic materials
by the fact that after the external magnetic field is removed from a ferromagnetic
substance, the magnetization remains indefinitely at the remnant value.

According to the current understanding, replacement of the H+ proton with an
ion of nonzero spin and the associated ion–ion and spin–spin interaction adding to
the short-range interaction may discriminate spin ices from other magnetic
materials. The short-range interactions and the repulsion between electron pairs on
adjacent oxygen ions may also play the same roles as they do in water and ice.

42.2 Electro-, Mechano-, and Magneto-Freezing

External electric fields affect the freezing of water. For example, the rate of ice
nucleation from vapor phase substantially increases from the normal growth rate in
electric fields above 104 Vm-1 [18].

A surface charged with unlike charges has opposite effect on the freezing of
water on it. Positively charged surfaces of pyroelectric LiTaO3 crystals and SrTiO3

thin films promote ice nucleation, whereas negatively charged surfaces of the same
reduce the freezing temperature [19]. Accordingly, droplets of water cooled down
on a negatively charged LiTaO3 surface and remaining liquid at -11 �C freeze
immediately when this surface is heated to -8 �C, as a result of the replacement of
the negative surface charge by a positive one. Furthermore, the freezing on the
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positively charged surface starts at the solid/water interface, whereas on a nega-
tively charged surface, ice nucleation starts at the air/water interface.

Freezing temperature of water is also altered by the electric fields within narrow
cracks at the hydrophobic faces of a-amino acid single crystals [20]. Ice forms
between the STM tip and the substrate [21], and water bridge forms between two
beakers [22] under the field of 106 Vm-1, though MD calculations [23, 24] predict
that a strong electric fields strong ([109 V m-1) can align the water dipoles and
crystallize liquid water into polar cubic ice. A MD calculation revealed that, see
Fig. 42.2, the Tm of the monolayer ice decreases when the external electric field
across increases to the level of 109 Vm-1 [25].

The floating water bridge is an interesting phenomenon first reported by
Armstrong [26] in 1893 and by Fuchs et al. [27] in 2007. Two beakers filled with
deionized water being subject to a DC [22] or AC (upto 1,000 Hz and 10 kV) [28]
can form a bridge between them, which can last for hours and have a length
exceeding 2 cm (see Fig. 42.3) [22, 29]. This experiment is stable, easy to
reproduce, and leads to a special condition that the water in the bridge can be
accessed and experimentally examined under high voltages and different atmo-
spheric conditions [30]. The slight blueshift of the H–O mode from that of bulk
water (see Fig. 42.3 (right) [28] is within the expectation of the enlarged skin
supersolidity effect, according to the present understanding.

There are two different perspectives on the forces equilibrating the bridge. One
is the tension along the bridge caused by the electric field within the dielectric
material [31] and the other is the surface tension [32]. The latter indicates that the
electric field only avoids the breakup of the bridge into small droplets and
maintains stability.

The tension due to the electric field in a dielectric medium follows this relation
[31]:

TDE ¼ e0 er � 1ð ÞE2A ð42:1Þ

Fig. 42.2 Temperature
dependence of the in-plane
diffusion coefficient of the
confined water at
d = 0.79 nm under different
external electric fields. Inset
shows the Tm as a function of
E (Reprinted with permission
from [25])
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where A = pD2/4 is the cross-sectional area of the bridge, er is the relative per-
mittivity of water, and e0 is the vacuum permittivity. If a tension T is acting on a
curved bridge with a curvature of n, the vertical force produced per unit length of
the bridge is nT, while the gravitational force per unit length is qAg. Thus, the ratio
of the dielectric force and the gravitational force will be

RDE ¼
e0ðer � 1ÞE2n

qg
ð42:2Þ

According to Aerov [32], the electric tension along the bridge is zero, and the
tension holding the bridge is surface tension. The electric field causes stability of
the bridge and avoids it breaking to droplets. The tension caused by surface tension
is the sum of the tension on the sides (cP) and the repulsing tension caused by the
pressure jump at the surface (-cP/2):

TST ¼
cP

2
ð42:3Þ

where P = pD is the perimeter of the cross section of the bridge. According to this
assumption, the ratio between the upward surface tension force and the gravita-
tional force is

RST ¼
2cn
qgD

ð42:4Þ

According to Namin et al. [22], both surface tension and electric tension con-
tribute equally to holding the bridge. The Raman residual spectrum in Fig. 42.3
reveals, however, that the bridge formation changes little the H–O vibration fre-
quency despite the small gain of the skin features at 3,450 cm-1. Competition may
exist between the skin supersolidity and the polarization of the dielectric bridge,
which modulates the phonon frequency insignificantly. The skin supersolidity
stiffens, while polarization screens potential and softens the H–O phonon.

MD calculations [33] revealed that under 10 T magnetic field and nanoscale
hydrophobic confinement, liquid water freezes at 340 K and that the Tm is pro-
portional to the magnetic field. Under 60 9 10 T DC magnetic field, the freezing
point of the ambient water drops to -7 �C [34]. 1H-NMR measurements revealed
that a 0.01–1.0 T magnetic field can decrease the surface tension and increase the
viscosity of liquid water [35]. However, increasing the magnetic field up to 10 T,
the surface tension of regular water at 298 K increases from 71.7 to 73.3 mN/m
[36] and that of D2O increases to 74.0 mN/m [36] in a B2 manner.

Under compression, liquid water turns to be ice-VII at room temperature under
1 GPa [37]. Figure 42.4 shows the Raman spectra of 25 �C water as a function of
pressure. During the phase transition, the pressure drops from 1.35 to 0.86 GPa,
while the volume of the diamond cell change continually [38]. The sudden drop in
pressure upon icing may indicate a new mechanism for the O:H and H–O energy
transition (Fig. 42.4).

42.2 Electro-, Mechano-, and Magneto-Freezing 779



The Tm is proportional to the H–O energy. How the electric, the magnetic, and
the mechanical field mediate the H–O bond energy could be the key to these
issues. The electric and magnetic field effects only on the electrons that may align
in their own manner, and hence, the applied field modulates the H–O interaction.
The electric [19, 21, 23–25, 39] and magnetic [33] fields can also modulate the
Coulomb repulsion force.
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Fig. 42.3 (Left) Front and top views of floating water bridge (14 mm) formed between two
beakers under a 106 Vm-1 electric field (Reprinted with permission from [22]). (Right) Residual
Raman spectra of the bridge with respect to that of bulk water at 20 �C. Inset shows the respective
normalized Raman spectrum (Reprinted with permission from [28])

Fig. 42.4 Raman spectra of the mechano-freezing of water at room temperature, showing the
pressure drop at freezing from 1.35 to 0.86 GPa [38]
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42.3 Hofmeister Series, De-Icing, and Anti-Icing

The behavior of aqueous ions has profound effects on biological molecules such as
proteins and deoxyribonucleic acid (DNA) and, thus, implications for health and
disease [40]. The ions added in the form of salts or buffer reagents to the protein
solution are crucial for maintaining protein stability. Different ions are better or
worse at preventing aggregation and self-association. The core of the problem lies
a phenomenon discovered in the late 1800s by the Czech chemist Franz Hof-
meister see Fig. 42.5. He discovered that certain aqueous ions follow a peculiar
order in their increasing or decreasing ability to precipitate egg whites in solution.
Anions in particular, such as SO4

2-, Cl-, and SCN-, follow a seemingly arbitrary
sequence: In this order, they increasingly can denature and dissolve proteins and
have increasing or decreasing effects on many other solution properties, such as
surface tension [41].

Randall and Failey [42–44] realized that the efficiency of common cations and
anions as salting-out agents follows the orders:

For cations: Na+ [ K+ [ Li+ [ Ba2+ [ Rb+ [ Ca2+ [ Ni2+ [ -
Co2+ [ Mg2+ [ Fe2+ [ Zn2+ [ Cs+ [ Mn2+ [ Al3+ [ Fe3+,
Cr3+ [ NH4+ [ H+

For anions: OH- [ SO4
2-, CO3

2- [ ClO4
- [ BrO3

- [ Cl- [ CH3-

COO- [ IO3
-, IO4

- [ Br-, I- [ NO3
-

The effect of the addition of salts on solutions of nonelectrolytes is very
complex, due to the different types of intermolecular interactions that involve the
ions, the solvent, and the solute molecules [45].

There are two explanations of the mysterious Hofmeister series. One was that
ions produced long-range effects on the structure of water, leading to changes in
water’s ability to let proteins fall out of, or stay dissolved in, a solution. That idea
has largely been discarded. The currently popular view is that Hofmeister effects
stem largely from the varying abilities of different salt ions to replace water at
nonpolar molecular or macroscopic surfaces. But no theoretical framework can yet
predict these actions [45].

Aqueous ionic solutions also lubricate the chemical machinery of the envi-
ronment and life. Understanding the impact of ions on the properties of aqueous
solutions and how these modified properties influence chemical and conforma-
tional dynamics remains an important and elusive objective of physical chemistry
research. Sweet solutions can be obtained upon heating mixtures of simple car-
bohydrates, urea, and inorganic salts to moderate temperatures, to give new chiral
media for organic reactions [46]. The solubility of sugar increases with tempera-
ture but drops with pressure [47]. Salt assists dissociating snow. Therefore, sugar
and salt addition could lower the dissociation energy and hence anti-icing and de-
icing take place.
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Using ultrafast (2-dimensional Infrared spectroscopy) vibrational spectroscopy
and MD simulations, Park and Fayer [48] found that NaBr addition to 5% HOD in
H2O shifts the O–D stretching frequency from 2,509 to 2,539 cm-1 depending on
the relative number (8, 16, 32) of H2O molecules per Br- ion. In aqueous NaBr
solutions, the H-bond network of water is partially or completely disrupted
depending on the concentration of NaBr salt. The HOD molecules are H-bonded to
ions as HOD–Br-, DOH–Br-, and HDO–Na+ in the hydration shells around the
ions. Salt ions, such as NaCl [49], NaBe [48], LiCl [50], NaClO4 and Mg(ClO4)2

[51–53], also induce blueshift of the hydroxyl group (–OH or –OD). Aqueous LiCl
performs the same [50] to drop the supercooling temperature from 248 to 190 K by
adding H2O/LiCl ratio from 100 to 6.7. The vibration frequency also changes with
the pH value of organic liquid such as NH4H2PO4 [54]. These features share the
same attribute of the heating effect on the H–O stretching phonons [49, 55].

Figure 42.6 shows the residual FTIR xB1 (*550 cm-1 corresponding to the
O:H–O being) and xH (3,200–3,450 cm-1) spectra of water upon being heated and
NaCl salted. The salted xH spectra are the same as reported in [49, 56]. Heating
and salting effect the same on stiffening xH and softening the xL phonons, which
indicates that heating and salting modulates the repulsion between electron pairs of
oxygen atoms in a common mechanism.

The established understanding explains the salt stiffening of the high-frequency
Raman phonons of liquid water. As demonstrated in [57], heating lengthens the
dOO, which weakens the Coulomb repulsion. Replacing an O2d- ion with the Cl-

and the Na+ ion, the repulsion between the guested ions and the oxygen could be
modulated—which could be the possible mechanism for the Hofmeister series [41,
45, 58]—cations and anions not only decrease the ability to augment water surface
tension but also increase the ability to dissolve proteins.

Soaps, sugars, and detergents may functionalize the same as heating and salting
in washing and cleaning. The replacement of O2d- ions with ions of salts, acids, or
sugars and heating could weaken the Coulomb repulsion between the charged ions.
According to the present understanding, reduction in repulsion restores the O in
the H–O part to relax toward coordination origin and therefore shortens and
stiffens the H–O bond [59], which stiffens the high-frequency phonons, as a probe.

Fig. 42.5 Hofmeister series (Reprinted with permission from [85])
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However, strengthening the repulsion will effect oppositely. Further investigation
from the perspective ‘Coulomb mediation of H-bond interaction’ for these phe-
nomena would be revealing.

42.4 Dielectric Relaxation

The relaxation of the static dielectric constant is related to the transition dynamics
of electrons from the valence band to the conduction band. The dielectric constant
relaxation depends functionally on EG expansion, electron–phonon coupling, and
lattice relaxation, showing the trend of interaction–enhancement resulted depres-
sion [60]. The dielectric permittivity (v = er - 1) of a semiconductor is approx-
imately proportional to the inverse square of its bandgap, EG [60–62], and the
refractive index n = er

1/2 = (v ? 1)1/2 will drop accordingly when the specimen is
being compressed or cooled as EG increases under such conditions [63–65].
However, the refractive index of water at room temperature increases with pres-
sure in the same trend of density, see Fig. 42.7. The dielectric constant also
increases at cooling. The joint effects of pressure and temperature on the dielectric
behavior of water are opposite to those happened to usual materials.

Fig. 42.6 Comparison of the
normalized H-O vibration
spectra for 1 M KX (X = F-,
Cl-, Br-, and I-) in HOD/
D2O (black lines) with that of
pure HOD/D2O (gray lines)
(Reprinted with permission
from 371)
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On the framework developed, one may suggest the possible mechanism for the
pressure- and cooling-enhanced dielectrics. Both compressing and cooling shorten
the O:H bond and lengthen the H–O bond with density increase in water and ice.
What is the factor among the following to dictate the dielectric enhancement or all
the factors come into play?

er /
q Mass densityð Þ

EH H�O energyð Þ
P Polarizationð Þ

8
<

:

This question is open for discussion. Furthermore, in the supersolid phase, how
the dielectric constant changes with the molecular undercoordination? The
dielectric constants of semiconductors drop with solid size, or under compression
or under cooling. The dielectric constant is inversely proportional to the gradient
of the bandgap [60]. All the bandgap, electron–phonon interaction, polarization,
and bond length relaxation contribute, but unlikely the density, to the change in the
dielectric constant.
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Fig. 42.7 FTIR residual spectra of water as a function of salinity (mass % NaCl) and heating
with respect to the referential spectrum collected at 278 K without salting. Insets show the raw
data [86]

784 42 Prospects



42.5 H2O-Cancer Cells and DNA Interaction

Interactions between water molecules and cells, membranes, proteins, etc., are
areas that are fruitful for further investigation [66]. For instances, solvation water
around proteins is denser than the bulk water [67]. Ice can absorb and entrap
albumin (proteins) in solutions [68]. The geometry of the H-bond network within
solvation layer differs from the one in bulk water to interact with protein surface.
Unoccupied gap exists between the hydrophobic surface and neighboring solvation
layer. The thickness of this gap depends on the local geometry of the water–protein
interface, and it is a result of maintaining a balance between water–interface
interactions and water–water interactions. Existence of this gap is one of the main
factors that differentiate the hydrophobic hydration from hydration of the native
form of kinesin [67].

Figure 42.8 compares the Raman spectra of the H–O mode in normal (non-
cancerous) and cancerous breast tissues (infiltrating ductal cancer) compared with
bulk neat water [69]. The spectra discriminate the H–O features of the cancerous
tissue from that of the pure water and the healthy tissues. This spectral information
shall reveal how the length and stiffness of the H–O bond changes once water
interacts with cancerous tissues.

DNA is most important biomolecule because all the information regarding the
structure and function of every living cell is stored in it. Like many other biomol-
ecules, DNA’s interaction with water determines to a large extent its structure and
function. Much work has been done on the changes that DNA undergoes at different
levels of hydration. However, the scattering from DNA and proteins in general is
very weak and in a different energy-transfer range. One can observe the vibrations

Fig. 42.8 a Pressure-enhanced refractive index (Reprinted with permission from [87]) and the
water density (inset) measured at 298 K [88]. b Pressure and temperature dependence of the
dielectric constant of water (Reprinted with permission from [88]). Both trends are opposite to
that happened to other usual materials
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largely due to water–water interactions perturbed by the biomolecules [70].
The neutron spectrum (predominated by H motion) in the low frequency region is
mainly due to H-bonding between water and DNA, or between water molecules.
Inelastic incoherent neutron scattering provides information in the same energy
ranges as infrared and Raman spectroscopies. However, the intensity is directly
proportional to the phonon density of states, which can be rigorously calculated
using lattice or molecular dynamical methods based on a known potential function.

Figure 42.9 shows the neutron spectra of H2O–DNA at 200 K. The OH
stretching modes of water at about 400 meV shift to higher energy and the O:H
stretching mode at about (below 5 meV, xx = meV 9 105 = meV 9 80.7 cm-1)
shift to lower energy at lower hydration level. Spectral peaks approach that of ice
if the hydration level is sufficiently high. This effect is the same to that of heating
and salting despite the inverse order of concentration.

Fig. 42.9 Raman spectra of the H–O mode in normal (non-cancerous) and cancerous breast
tissue illustrated (infiltrating ductal cancer) compared with bulk neat water (Reprinted with
permission from [69])
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42.6 H-Bond Likes in Organic Materials

The asymmetric, short-range H-bond potentials Vx(r) could be intrinsic, which is
independent of the applied stimuli. The short-range interactions and intermolecular
repulsion could be applicable to inter- and intra-molecular interactions of other
specimens containing F, O, and N. For instance, Raman spectral measurements
[71] revealed the coupled xL (110–290 cm-1) stiffening and xH (*3,000 cm-1)
softening of the N–O:H bonds in oxamide under compression [71]. The P-trends of
the Raman shifts of melamine–boric acid adduct (C3N6H6�2H3BO3) supermole-
cules [72], as shown in Fig. 42.10, are the same to that of ice under compression
[73]. Compression at pressure greater than 150 GPa also softens the phonons
(*4,000 cm-1) of hydrogen crystal at various temperatures [74]. Computations
also revealed H–H bond length tends to symmetrization under compression [75].
These findings may be indicative that the short-range inter- and intra-molecular
interactions and the interelectron repulsion exist in such crystals. Particularly, non-
bonding electron lone pairs are associated not only with oxygen [76] but also with
nitrogen and fluorine [77].

Therefore, H-bond exists in a versatile of specimens including H2O, NH3, HF,
H2, oxides, nitrides, and fluorides because of the presence of short-range inter- and
intra-molecular interactions. N, O, and F create non-bonding lone pairs upon
reacting with atoms of other less electronegative elements. Based on the currently
established notations of hydrogen bond cooperativity, one can expect that the
asymmetric relaxation in length and stiffness of the H-bond like dictates the
functionality of species with the H-bond-like involvement, including biomolecules
and organic materials.

Fig. 42.10 Neutron vibration spectroscopy of H2O–DNA at 20 K at different concentrations.
a Number of percentage indicates grams of water per 100 g dry DNA. b Starting from
bottomcurve is in order of lyophilized DNA, 25, 50, 75, 100, 150, 200 g of water per 100 g DNA
(Reprinted with permission from [70])
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42.7 Dynamic Wetting: Droplet Tap Dance
and Leidenfrost Effect

Dynamic wetting of water droplet on either a hydrophobic or a hydrophilic surface
of different roughness and at various temperatures is an issue of scientific inter-
esting as it is related to liquid–solid interactions. Yuan and Zhao [78, 79] brought
their insights into understanding the multiple-scale dynamics of moving contact
line on lyophilic pillars and established the scaling relation: R * tx (x = 1/3 for a
rough surface and x = 1/7 for a smooth surface) with R and t being the spreading
radius and time, respectively. The spreading of a liquid drop on a hydrophilic,
flexible pillared surface follows the same scaling relation. The flexible pillars
accelerate the liquid when the liquid approaches and pin the liquid when the liquid
passes. The liquid deforms the pillars, resulting energy dissipation at the moving
contact line. The concerted effect of the surface topology, the intrinsic wettability,
and the elasticity of a solid influences the flow pattern and the flow field of the
droplet on the pillar-arrayed surface.

Yuan and Zhao first proposed and realized a concept of ‘electro-elasto-capil-
larity (EEC),’ controlling the wrapping and unwrapping of a soft membrane by
applying an external electric field [80, 81]. During EEC, the precursor film
competed with the soft substrate, causing capillary wave propagation [68]. Then,
the substrate graphene was gradually delaminated. The dispersion relation showed

Fig. 42.11 Pressure-induced N–O:H xL stiffening and xH softening of oxamide (CONH2)2

molecular crystal in addition to the phase transition happened under 9.5 GPa (Reprinted with
permission from [71])
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that the wave was controlled by the driving work difference of the precursor films
that are solid-like and spreads in power law depending on the electric field.

Wang and Zhao [82, 83] reported a method of trapping tiny drops of salty water
using a dynamic electric field to drive them moving to the beat on a hydrophobic
surface. They combined effects of surface tension, elastic force, and Coulomb force to
manipulate the flexible thin film to encapsulate and release a tiny droplet in a con-
trollable and reversible manner. An AC electric field is applied to actuate the droplet
and film to vibrate in a doubled frequency of input signal, as if they are dancing to a
melody. During the dance, the droplet lies flat on the surface when the voltage reaches
its peak, allowing it to be unwrapped in a controllable and reversible way.

The alternatively charging of the encapsuled salty droplet may alternate the
repulsion and the attraction between the droplet and the hydrophobic surface that
is highly elastic and polarized. This charge induction and the interface interaction
might contribute to the tap dance of the droplet.

The skittering of water when it hits a hot pan is the Leidenfrost effect. When a
liquid hits something really hot—about twice as hot as the liquid’s boiling point—
it never comes directly in contact with its surface. The effect is also responsible for
the ability of liquid nitrogen to skitter across floors. The liquid drop produces an
insulating vapor layer keeping that liquid from boiling rapidly. The vapor acts as a
barrier to levitate the droplet. Water droplets can be made to climb up a steep
incline—the sharper the teeth of the surface, the steeper incline they were able to
climb [84]. The direction of the droplets’ movement can be controlled by changing
the temperature of the ratcheted surface.

This is because at temperatures above the Leidenfrost point, and the bottom part
of the water droplet vaporizes immediately in contact with the hot plate. The
resulting gas suspends the rest of the water droplet just above it, preventing any
further direct contact between the liquid water and the hot plate. As steam has
much poorer thermal conductivity, and further heat transfer between the pan and
the droplet is slowed down dramatically. This also results in the drop being able to
skid around the pan on the layer of gas just under it.

Liquid–vapor phase transition at the contacting point will eject molecules with
momentum, which applies an impulse to the droplet. The direction of the impulse
is subject to contacting conditions. The parallel component of the impulse will
push the droplet upward the incline, and the perpendicular component will sepa-
rate the pan and the droplet. Theoretical formulation of the Leidenfrost effect,
particularly the upward movement of the droplet, from the perspective of
momentum and impulse could be interesting.

Water evaporates more easily at higher temperatures under the less saturated
vapour pressure than the otherwise because both heating and less-saturated vapour
pressure lengthens and soften the O:H bond. The O:H bond energy determines the
dissociation energy for molecular evaporation.
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42.8 Summary

Coulomb mediation of interelectron pair interaction and additional polarization
modulate the O:H and H-O bond strength and therefor the anomalous behavior of
water and ice. Developed knowledge could apply to other systems involving
electron lone pairs interactions. Analytical methods including XPS, Raman/FTIR
in combination of MD and DFT could be revealing techniques for understanding
the physics behind these systems.

References

1. S. Iikubo, K. Kodama, K. Takenaka, H. Takagi, M. Takigawa, S. Shamoto, Local lattice
distortion in the giant negative thermal expansion material Mn3Cu1-xGexN. Phys. Rev. Lett.
101(20), 205901 (2008)

2. A.L. Goodwin, M. Calleja, M.J. Conterio, M.T. Dove, J.S.O. Evans, D.A. Keen, L. Peters,
M.G. Tucker, Colossal positive and negative thermal expansion in the framework material
Ag3 Co(CN)(6). Science 319(5864), 794–797 (2008)

3. A.C. McLaughlin, F. Sher, J.P. Attfield, Negative lattice expansion from the
superconductivity-antiferromagnetism crossover in ruthenium copper oxides. Nature
436(7052), 829–832 (2005)

4. J.S.O. Evans, Negative thermal expansion materials. J. Chem. Soc.-Dalton Trans. 19,
3317–3326 (1999)

5. C. Martinek, F.A. Hummel, Linear thermal expansion of 3 tungstates. J. Am. Ceram. Soc.
51(4), 227 (1968)

6. T.A. Mary, J.S.O. Evans, T. Vogt, A.W. Sleight, Negative thermal expansion from 0.3 to
1050 Kelvin in ZrW2O8. Science 272(5258), 90–92 (1996)

7. S. Stoupin, Y.V. Shvyd’ko, Thermal expansion of diamond at low temperatures. Phys. Rev.
Lett. 104(8), 085901 (2010)

8. A.W. Sleight, Compounds that contract on heating. Inorg. Chem. 37(12), 2854–2860 (1998)
9. J.S.O. Evans, T.A. Mary, T. Vogt, M.A. Subramanian, A.W. Sleight, Negative thermal

expansion in ZrW2O8 and HfW2O8. Chem. Mater. 8(12), 2809–2823 (1996)
10. G. Ernst, C. Broholm, G.R. Kowach, A.P. Ramirez, Phonon density of states and negative

thermal expansion in ZrW2O8. Nature 396(6707), 147–149 (1998)
11. A.K.A. Pryde, K.D. Hammonds, M.T. Dove, V. Heine, J.D. Gale, M.C. Warren, Origin of the

negative thermal expansion in ZrW2O8 and ZrV2O7. J. Phys.-Condens. Matter 8(50),
10973–10982 (1996)

12. Q.H. Tang, T.C. Wang, B.S. Shang, F. Liu, Thermodynamic properties and constitutive
relations of crystals at finite temperature. Sci. Chin.-Phys. Mech. Astron. G55, 933 (2012)

13. Y.J. Su, H. Wei, R.G. Gao, Z. Yang, J. Zhang, Z.H. Zhong, Y.F. Zhang, Exceptional negative
thermal expansion and viscoelastic properties of graphene oxide paper. Carbon 50(8),
2804–2809 (2012)

14. P.W. Anderson, Ordering and antiferromagnetism in ferrites. Phys. Rev. 102(4), 1008–1013
(1956)

15. D. Sherrington, S. Kirkpatrick, Solvable model of a spin-glass. Phys. Rev. Lett. 35(26),
1792–1796 (1975)

16. K. Binder, A.P. Young, Spin glasses: experimental facts, theoretical concepts, and open
questions. Rev. Mod. Phys. 58(4), 801–976 (1986)

790 42 Prospects



17. J.D. Bryngelson, P.G. Wolynes, Spin glasses and the statistical mechanics of protein folding.
Proc. Natl. Acad. Sci. 84(21), 7524–7528 (1987)

18. J.T. Bartlett, A.P. Vandenheuvel, B.J. Mason, Growth of ice crystals in an electric field.
Zeitschrift Fur Angewandte Mathematik Und Physik 14(5), 599 (1963)

19. D. Ehre, E. Lavert, M. Lahav, I. Lubomirsky, Water freezes differently on positively and
negatively charged surfaces of pyroelectric materials. Science 327(5966), 672–675 (2010)

20. M. Gavish, J.L. Wang, M. Eisenstein, M. Lahav, L. Leiserowitz, The role of crystal polarity
in alpha-amino-acid crystals for induced nucleation of ice. Science 256(5058), 815–818
(1992)

21. E.-M. Choi, Y.-H. Yoon, S. Lee, H. Kang, Freezing transition of interfacial water at room
temperature under electric fields. Phys. Rev. Lett. 95(8), 085701 (2005)

22. R.M. Namin, S.A. Lindi, A. Amjadi, N. Jafari, P. Irajizad, Experimental investigation of the
stability of the floating water bridge. Phys. Rev. E 88(3), 033019 (2013)

23. I.M. Svishchev, P.G. Kusalik, Electrofreezing of liquid water: a microscopic perspective.
J. Am. Chem. Soc. 118(3), 649–654 (1996)

24. R. Zangi, A.E. Mark, Electrofreezing of confined water. J. Chem. Phys. 120(15), 7123–7130
(2004)

25. H. Qiu, W. Guo, Electromelting of confined monolayer ice. Phys. Rev. Lett. 110(19), 195701
(2013)

26. W. Armstrong, Electrical phenomena The newcastle literary and philosophical society.
Electr. Eng. 10, 153 (1893)

27. E.C. Fuchs, J. Woisetschlager, K. Gatterer, E. Maier, R. Pecnik, G. Holler, H. Eisenkolbl,
The floating water bridge. J. Phys. D-Appl. Phys. 40(19), 6112–6114 (2007)

28. R.C. Ponterio, M. Pochylski, F. Aliotta, C. Vasi, M.E. Fontanella, F. Saija, Raman scattering
measurements on a floating water bridge. J. Phys. D-Appl. Phys. 43(17), 175405 (2010)

29. J. Woisetschlager, K. Gatterer, E.C. Fuchs, Experiments in a floating water bridge. Exp.
Fluids 48(1), 121–131 (2010)

30. E.C. Fuchs, Can a century old experiment reveal hidden properties of water? Water 2(3),
381–410 (2010)

31. A. Widom, J. Swain, J. Silverberg, S. Sivasubramanian, Y.N. Srivastava, Theory of the
Maxwell pressure tensor and the tension in a water bridge. Phys. Rev. E 80(1), 016301 (2009)

32. A.A. Aerov, Why the water bridge does not collapse. Phys. Rev. E 84(3), 036314 (2011)
33. G. Zhang, W. Zhang, H. Dong, Magnetic freezing of confined water. J. Chem. Phys. 133(13),

134703 (2010)
34. Z. Zhou, H. Zhao, J. Han, Supercooling and crystallization of water under DC magnetic

fields. CIESC J. 63(5), 1408–1410 (2012)
35. R. Cai, H. Yang, J. He, W. Zhu, The effects of magnetic fields on water molecular hydrogen

bonds. J. Mol. Struct. 938(1–3), 15–19 (2009)
36. Y. Fujimura, M. Iino, The surface tension of water under high magnetic fields. J. Appl. Phys.

103(12), 2940128 (2008)
37. M. Chaplin. Water structure and science. http://www.lsbu.ac.uk/water/
38. X. Zhang, T. Yan, B. Zou, C.Q. Sun, Mechano-freezing of the ambient water. http://arxiv.

org/abs/1310.1441
39. D. Rzesanke, J. Nadolny, D. Duft, R. Muller, A. Kiselev, T. Leisner, On the role of surface

charges for homogeneous freezing of supercooled water microdroplets. Phys. Chem. Chem.
Phys. 14(26), 9359–9363 (2012)

40. W.J. Xie, Y.Q. Gao, A simple theory for the Hofmeister series. J. Phys. Chem. Lett. 4(24),
4247–4252 (2013)

41. E.K. Wilson, Hofmeister still mystifies. Chem. Eng. News Arch. 90(29), 42–43 (2012)
42. M. Randall, C.F. Failey, The activity coefficient of gases in aqueous salt solutions. Chem.

Rev. 4(3), 271–284 (1927)
43. M. Randall, C.F. Failey, The activity coefficient of non-electrolytes in aqueous salt solutions

from solubility measurements. The salting-out order of the ions. Chem. Rev. 4(3), 285–290
(1927)

References 791

http://www.lsbu.ac.uk/water/
http://arxiv.org/abs/1310.1441
http://arxiv.org/abs/1310.1441


44. M. Randall, C.F. Failey, The activity coefficient of the undissociated part of weak
electrolytes. Chem. Rev. 4(3), 291–318 (1927)

45. P. Lo Nostro, B.W. Ninham, Hofmeister phenomena: an update on ion specificity in biology.
Chem. Rev. 112(4), 2286–2322 (2012)

46. G. Imperato, E. Eibler, J. Niedermaier, B. Konig, Low-melting sugar-urea-salt mixtures as
solvents for Diels-Alder reactions. Chem. Commun. 9, 1170–1172 (2005)

47. M.D.A. Saldaña, V.H. Alvarez, A. Haldar, Solubility and physical properties of sugars in
pressurized water. J. Chem. Thermodyn. 55, 115–123 (2012)

48. S. Park, M.D. Fayer, Hydrogen bond dynamics in aqueous NaBr solutions. Proc. Natl. Acad.
Sci. U.S.A. 104(43), 16731–16738 (2007)

49. Q. Sun, Raman spectroscopic study of the effects of dissolved NaCl on water structure. Vib.
Spectrosc. 62, 110–114 (2012)

50. F. Aliotta, M. Pochylski, R. Ponterio, F. Saija, G. Salvato, C. Vasi, Structure of bulk water
from Raman measurements of supercooled pure liquid and LiCl solutions. Phys. Rev. B
86(13), 134301 (2012)

51. S. Park, M.B. Ji, K.J. Gaffney, Ligand exchange dynamics in aqueous solution studied with
2DIR spectroscopy. J. Phys. Chem. B 114(19), 6693–6702 (2010)

52. S. Park, M. Odelius, K.J. Gaffney, Ultrafast dynamics of hydrogen bond exchange in aqueous
ionic solutions. J. Phys. Chem. B 113(22), 7825–7835 (2009)

53. K.J. Gaffney, M. Ji, M. Odelius, S. Park, Z. Sun, H-bond switching and ligand exchange
dynamics in aqueous ionic solution. Chem. Phys. Lett. 504(1–3), 1–6 (2011)

54. C. Sun, D. Xu, D. Xue, Direct in situ ATR-IR spectroscopy of structural dynamics of
NH4H2PO4 in aqueous solution. CrystEngComm 15(38), 7783–7791 (2013)

55. P.C. Cross, J. Burnham, P.A. Leighton, The Raman spectrum and the structure of water.
J. Am. Chem. Soc. 59, 1134–1147 (1937)

56. M. Baumgartner, R.J. Bakker, Raman spectroscopy of pure H2O and NaCl-H2O containing
synthetic fluid inclusions in quartz—a study of polarization effects. Mineral. Petrol. 95(1–2),
1–15 (2008)

57. C.Q. Sun, X. Zhang, X. Fu, W. Zheng, J.-L. Kuo, Y. Zhou, Z. Shen, J. Zhou, Density and
phonon-stiffness anomalies of water and ice in the full temperature range. J. Phys. Chem.
Lett. 4, 3238–3244 (2013)

58. Y. Zhang, P. Cremer, Interactions between macromolecules and ions: the Hofmeister series.
Curr. Opin. Chem. Biol. 10(6), 658–663 (2006)

59. Y. Huang, X. Zhang, Z. Ma, Y. Zhou, G. Zhou, C.Q. Sun, Hydrogen-bond asymmetric local
potentials in compressed ice. J. Phys. Chem. B 117(43), 13639–13645 (2013)

60. L.K. Pan, C.Q. Sun, T.P. Chen, S. Li, C.M. Li, B.K. Tay, Dielectric suppression of nanosolid
silicon. Nanotechnology 15(12), 1802–1806 (2004)

61. L.K. Pan, H.T. Huang, C.Q. Sun, Dielectric relaxation and transition of porous silicon.
J. Appl. Phys. 94(4), 2695–2700 (2003)

62. R. Tsu, D. Babic, Doping of a quantum-dot. Appl. Phys. Lett. 64(14), 1806–1808 (1994)
63. J.W. Li, L.W. Yang, Z.F. Zhou, P.K. Chu, X.H. Wang, J. Zhou, L.T. Li, C.Q. Sun, Bandgap

modulation in ZnO by size, pressure, and temperature. J. Phys. Chem. C 114(31),
13370–13374 (2010)

64. L.K. Pan, Y.K. Ee, C.Q. Sun, G.Q. Yu, Q.Y. Zhang, B.K. Tay, Band-gap expansion, core-
level shift, and dielectric suppression of porous silicon passivated by plasma fluorination.
J. Vac. Sci. Technol. B 22(2), 583–587 (2004)

65. G. Ouyang, C.Q. Sun, W.G. Zhu, Atomistic origin and pressure dependence of band gap
variation in semiconductor nanocrystals. J. Phys. Chem. C 113(22), 9516–9519 (2009)

66. G.H. Zuo, J. Hu, H.P. Fang, Effect of the ordered water on protein folding: an off-lattice
Go$$($)over-bar-like model study. Phys. Rev. E 79(3), 031925 (2009)

67. A. Kuffel, J. Zielkiewicz, Why the solvation water around proteins is more dense than bulk
water. J. Phys. Chem. B 116(40), 12113–12124 (2012)

68. A. Twomey, R. Less, K. Kurata, H. Takamatsu, A. Aksan, In Situ spectroscopic
quantification of protein-ice interactions. J. Phys. Chem. B 117(26), 7889–7897 (2013)

792 42 Prospects



69. I.V. Stiopkin, C. Weeraman, P.A. Pieniazek, F.Y. Shalhout, J.L. Skinner, A.V. Benderskii,
Hydrogen bonding at the water surface revealed by isotopic dilution spectroscopy. Nature
474(7350), 192–195 (2011)

70. I. Michalarias, I. Beta, R. Ford, S. Ruffle, J.C. Li, Inelastic neutron scattering studies of water
in DNA. Appl. Phys. A Mater. Sci. Process. 74, s1242–s1244 (2002)

71. T. Yan, S. Li, K. Wang, X. Tan, Z. Jiang, K. Yang, B. Liu, G. Zou, B. Zou, Pressure-induced
phase transition in N–H…O hydrogen-bonded molecular crystal oxamide. J. Phys. Chem. B
116(32), 9796–9802 (2012)

72. K. Wang, D. Duan, R. Wang, A. Lin, Q. Cui, B. Liu, T. Cui, B. Zou, X. Zhang, J. Hu, G. Zou,
H.K. Mao, Stability of hydrogen-bonded supramolecular architecture under high pressure
conditions: pressure-induced amorphization in melamine-boric acid adduct. Langmuir 25(8),
4787–4791 (2009)

73. Y. Yoshimura, S.T. Stewart, H.K. Mao, R.J. Hemley, In situ Raman spectroscopy of low-
temperature/high-pressure transformations of H2O. J. Chem. Phys. 126(17), 174505 (2007)

74. C.-S. Zha, Z. Liu, R. Hemley, Synchrotron infrared measurements of dense hydrogen to
360 GPa. Phys. Rev. Lett. 108(14), 146402 (2012)

75. H. Liu, H. Wang, Y. Ma, Quasi-molecular and atomic phases of dense solid hydrogen.
J. Phys. Chem. C 116(16), 9221–9226 (2012)

76. C.Q. Sun, Oxidation electronics: bond-band-barrier correlation and its applications. Prog.
Mater Sci. 48(6), 521–685 (2003)

77. C.Q. Sun, Dominance of broken bonds and nonbonding electrons at the nanoscale. Nanoscale
2(10), 1930–1961 (2010)

78. Q. Yuan, Y.-P. Zhao, Multiscale dynamic wetting of a droplet on a lyophilic pillar-arrayed
surface. J. Fluid Mech. 716, 171–188 (2013)

79. Q.Z. Yuan, Y.P. Zhao, Wetting on flexible hydrophilic pillar-arrays. Sci. Rep. 3, 1944 (2013)
80. X.Y. Zhu, Q.Z. Yuan, Y.P. Zhao, Capillary wave propagation during the delamination of

graphene by the precursor films in electro-elasto-capillarity. Sci. Rep. 2, 927 (2012)
81. Q.Z. Yuan, Y.P. Zhao, Precursor film in dynamic wetting, electrowetting, and electro-elasto-

capillarity. Phys. Rev. Lett. 104(24), 246101 (2010)
82. Z. Wang, F.C. Wang, Y.P. Zhao, Tap dance of a water droplet. Proc. R. Soc. A: Math. Phys.

Eng. Sci. 468(2145), 2485–2495 (2012)
83. Y.P. Zhao, Droplet tap dance. http://www.newscientist.com/blogs/nstv/2012/04/zapped-

droplets-tap-dance-to-the-beat.html
84. Leidenfrost effect. http://www.dailymail.co.uk/sciencetech/article-2442638/Leidenfrost-

Effect-makes-high-temperature-water-travel-uphill.html
85. http://tinyurl.com/ed5gj
86. X. Zhang, C.Q. Sun, Coulomb mediation of hydrogen-bond short-range interactions by

programmable heating and salting. http://arxiv.org/abs/1310.0893 (2013)
87. C.S. Zha, R.J. Hemley, S.A. Gramsch, H.K. Mao, W.A. Bassett, Optical study of H2O ice to

120 GPa: dielectric function, molecular polarizability, and equation of state. J. Chem. Phys.
126(7), 074506 (2007)

88. W.B. Floriano, M.A.C. Nascimento, Dielectric constant and density of water as a function of
pressure at constant temperature. Braz. J. Phys. 34(1), 38–41 (2004)

References 793

http://www.newscientist.com/blogs/nstv/2012/04/zapped-droplets-tap-dance-to-the-beat.html
http://www.newscientist.com/blogs/nstv/2012/04/zapped-droplets-tap-dance-to-the-beat.html
http://www.dailymail.co.uk/sciencetech/article-2442638/Leidenfrost-Effect-makes-high-temperature-water-travel-uphill.html
http://www.dailymail.co.uk/sciencetech/article-2442638/Leidenfrost-Effect-makes-high-temperature-water-travel-uphill.html
http://tinyurl.com/ed5gj
http://arxiv.org/abs/1310.0893


Chapter 43
Conclusion

Consistency among the MD-DFT calculations, Lagrangian mechanics, Fourier
fluid thermodynamics, and electron and phonon spectroscopy observations has
verified the hypotheses and expectations on the anomalies of water ice under
compressing, cooling, and clustering and their joint effect. Developed knowledge
could be applicable to substances and interactions with electron lone pairs
involvement. The following features the understandings:

1. It is essential to segment the O:H–O bond into the stronger H–O bond and the
weaker O:H non-bond. Such a master–slave-segmented, flexible, polarizable,
and fluctuating H-bond represents all O–O interactions in solid and liquid
phases irrespective of topologic configurations or phase structures.

2. Ultrashort-range interactions of inter-electron-pair Coulomb repulsion, inter-
molecular van der Waals force, and intramolecular exchange form the key to
the unusually asymmetric relaxation in length and stiffness of the O:H–O bond
and therefore anomalies of water ice in response to cooling, clustering, and
squeezing.

3. Compression shortens and stiffens the softer O:H bond, and meanwhile,
lengthens and softens the stiffer H–O bond, through Coulomb repulsion,
leading to the low compressibility, O:H–O proton symmetrization, phase-
transition temperature (TC) depression, bandgap expansion, softer phonon
(\300 cm-1) stiffening and stiffer phonon ([3,000 cm-1) softening.

4. Molecular undercoordination of (H2O)N clusters functions oppositely to
compression, resulting in molecular volume expansion, melting point (vis-
cosity) elevation, binding energy entrapment, bonding charge densification
and nonbonding charge polarization, stiffer phonon stiffening and softer
phonon softening of molecular clusters, surface skins, and ultrathin films of
water that manifest ice-like and hydrophobic nature at the ambient, without
pre-melting.

5. The H–O bond contraction causes charge densification and further shifts the
O1s energy, charge entrapment and densification, and elevation of the melting
point of molecular clusters, surface skins, and ultrathin films of water.
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6. The strong polarization results in the volume expansion, elasticity enhance-
ment, self-lubricity, hydrophobicity, and viscosity of ultrathin films and sur-
face skins of water.

7. The lacking of broken bonds for hydrophilically encapsuled water makes the
water perform oppositely to that encapsuled in hydrophobic pores to dem-
onstrate overcooling and easy wetting.

8. The superposition of the segmental specific heats of the H-bond shortens
alternatively the segments bellow 373 K. In the liquid and the solid phases,
the O:H bond serves as the master that contracts largely and meanwhile forces
the stiffer real-bond as slave into Coulomb-repulsion-driven slight elongation,
causing the O–O contraction and the seemingly normal cooling densification
of water and ice; at the transition phase, the master–slave swap roles, turning
the O–O into freezing elongation and volume expansion.

9. The extraordinarily high heat capacity of liquid water arises from the stronger
H–O bond (3.97 eV) instead of the O:H lone pair networks (B0.1 eV).

10. Thermal stiffening of the xH phonons in liquid water evidences the persistence
of the fluctuating H-bond and the intermolecular repulsion.

11. The O–O distance is longer in ice than in water, and hence, ice floats.
12. Both the TC and the O1s energy are proportional to the H–O bond energy, and

they change accordingly upon being stimulated.
13. Cluster size growth enhances the pressure effect on the binding energy

entrapment; size reduction enhances the thermal stiffening of the xH.
14. Water structure is composed of the fluctuating tetrahedrally configured bulk

and of a supersolid skin that is stiffer, expanded, elastic, polarized, charge and
energy entrapped. Both the monomial tetrahedral and the mixed-phase models
are correct from considerable perspectives.

15. Skins of water and ice share the same H–O bond strength, which slipperizes
ice and enhances the tension of water surface.

16. The O:H and H–O cooperative relaxation in length and stiffness shall be
modulated by tuning the repulsive forces through replacing O2d- with other
species such as biomolecules or inorganic salts.

17. Mpemba paradox arises intrinsically from heating and undercoordination-
induced relaxation of the O:H–O bond that exhibits memory effect and forms
eddy current inside the liquid. Heat emission proceeds at a rate depending on
the initial energy storage, and the skin supersolidity creates the gradients of
density, specific heat, and thermal conductivity for heat conduction in Fou-
rier’s equation of fluid thermodynamics.

18. One should focus more on the statistic mean of the complete set of cooperative
parameters than on the instantaneous accuracy of one parameter at a pint of
time in dealing with such a strongly correlated and fluctuating system.

19. Understandings can be extended to other physical anomalies of water such as
Hofmeister series, Leidenfrost effect, and interaction with cells and proteins.

20. The concept of hydrogen bond cooperative relaxation also applicable to sys-
tems involving electron lone pairs.
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Part IV
Water Myths

A.1 Highlights

• An extension of Ice Rule of Bernal–Fowler results in an ideal tetrahedron
containing two H2O molecules and four H-bonds, which forms the basic
building block of H2O and defines the density dependence of the molecular
separation, dOO ¼ 2:6950q�1=3 and H-O and O:H length cooperativity:
dL ¼ 2:5621 � ½1� 0:0055 � expðdH=0:2428Þ�.

• The flexible, polarizable, and segmented O:H–O H-bond forms a pair of
asymmetric, Coulomb repulsion coupled, H-bridged oscillators, whose relaxa-
tion in length and energy and the associated electron entrapment and polari-
zation determines the anomalies of water ice.

• The energy of the H–O polar-covalent bond dominates the TC, the O1s binding
energy, and the high-frequency phonon xH shift; the O:H stiffness dominates the
low-frequency xL shift and water dissolubility.

• Compression shortens and stiffens the softer O:H bond, meanwhile, lengthens
and softens the H–O bond through repulsion between electron pairs on adjacent
O atoms, which results in the O:H–O length symmetrization, low compress-
ibility, TC depression, phonon cooperative relaxation.

• At cooling, the density and phonon stiffness oscillates in four regions. O:H bond
shortens more than the H–O bond lengthens in the liquid and solid phase; at
freezing, the process inverts, because of the specific heat disparity of the two
segments. At T \ 80 K, O:H and H–O lengths remain because of identical
specific heat (gL & xH & 0) but \O:H–O angle stretches, dropping density
slightly. The dOO in ice is longer than it is in water.

• With known bond lengths (or density) and vibration frequencies, Lagrangian
mechanics maps H-bond asymmetric, local, short-range potentials

• Water and ice prefer statistically the fluctuated, tetrahedrally coordinated
structure with supersolid skin despite the fluctuations in O:H length and\O:H–
O angle



• Mpemba paradox arises intrinsically from O:H–O bond relaxation that not only
determines the manner of heat emission but also heat conduction. Heat emission
proceeds at a rate depending on the initial energy storage and the skin super-
solidity creates the gradients of density, specific heat, and thermal conductivity.

• Focusing on the statistic mean of all cooperative parameters would be more
reliably revealing than on the instantaneous accuracy of one parameter at a time
for this strongly correlated and fluctuating system.
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Appendices

Four-Stage Cu3O2 Bonding Kinetics

Video clip of STM/S optimized four-stage Cu3O2 bonding kinetics (see Electronic
Supplementary Material)

Illustration: VLEED and STM quantification (Sec 3.2.4 and Fig 3.6) revealed
the quantum stage from CuO2 to Cu3O2 forming kinetics:

1.One O2 molecule dissociates and bonds to one surface Cu in the Cu(001)-
(222)R45 unit cell to form a CuO2 molecule with one Cu2+ and two O-

production, which polarizes the rest atoms in the top layer of the unit cell.
This process leads to the ‘‘check-board’’ c(22)-O- STM image with protrusion
being the interlocked dipoles (Fig 3.1a)

2.Each O- rotates oppositely to get another electron from the nearest Cu in the
second layer to form the Cu3O2 molecule. Further bond length and angle
relaxation isolates and evaporates the Cu atom in the other row along the 2 2
R45 \11[ direction–causing every fourth row of Cu atom missing

3.The sp3-orbit hybridization takes place with two lone pairs that polarize Cu
atoms in the nearest row - the dipoles are coupled oppositely up to form
bridge crossing over the missing row

4.Further relaxation adjusts the Cup-Cup distance, giving rise to the (222)R45-
2O2- ‘‘dumbbell’’ like STM image with protrusions being the oppositely
coupled dipoles (Fig 3.1 and 3.13)

Atomic CN-Radius Correlation

Table of atomic-CN resolved bond length (see Electronic Supplementary Material)
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Solid Mechanics

Table A.3.1 Bulk moduli for ANB8-N covalent crystals [1–11]

Crystal Structure d nij P BExp BCal,1 BCal,2 BCal,3

C A4 1.55 0.707 16 442 433 418.2 442.1
Si A4 2.35 0.707 16 100 103 97.4 95.6
Ge A4 2.45 0.707 16 78 89 84.2 81.3
Sn A4 2.81 0.707 16 55 55 52.1 52.6
SiC B3 2.81 0.707 16 211 222 202.9 203.6
BN B3 1.57 0.643 16 369 377 373 398.9
BP B3 1.97 0.643 16 173 172 180.4 170.8
AlN B4 1.9 0.643 16 201 195 180.9 196.6
AlP B3 2.36 0.643 16 86 92 88.3 89.9
AlAs B3 2.43 0.643 16 77 83 80.5 79.1
AlSb B3 2.66 0.643 16 59 61 56.1 61.3
GaN B4 1.97 0.643 16 190 172 164 193.8
GaP B3 2.36 0.643 16 89 92 86.6 88.8
GaAs B3 2.45 0.643 16 76 81 77.4 78.6
GaSb B3 2.65 0.643 16 57 62 59.6 62.1
InN B4 2.16 0.643 16 137 125 111.1 129.4
InP B3 2.54 0.643 16 73 71 66.1 69.3
InAs B3 2.61 0.643 16 60 65 61.2 62.8
InSb B3 2.81 0.643 16 47 50 47.7 51.4
BeO B4 1.64 0.474 16 244 252
BeS B3 2.1 0.474 16 105 107 132.7 112.9
BeSe B3 2.2 0.474 16 92 91 113.2 95.1
BeTe B3 2.4 0.474 16 67 68 86.5 72.2
MgO B1 2.1 0.316 36 163 178 154.8
MgS B1 2.6 0.316 36 80 85 72.2 76.6
CaO B1 2.4 0.316 36 114 112 98.8
SrO B1 2.58 0.316 36 88 87 78.7
BaO B1 2.77 0.316 36 69 68 62.5
ZnO B4 1.97 0.474 16 139 134 141
ZnS B3 2.34 0.474 16 75 74 82.8 76.6
ZnSe B3 2.45 0.474 16 62 63 69.3 66.0
ZnTe B3 2.64 0.474 16 51 49 55.6 53.4
CdS B4 2.52 0.474 16 62 57 62.6 60.7
CdSe B4 2.62 0.474 16 56 50 54.4 53.7
CdTe B3 2.81 0.474 16 42 39 42.9 44.0
HeSe B3 2.63 0.474 16 49 49 55.1 53.0
HgTe B3 2.78 0.474 16 44 41 46.1 44.6
MnO B1 2.22 0.316 36 147 147
FeO B1 2.17 0.316 36 174 159
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Table A.3.2 Bulk moduli for AnBm covalent crystals [1, 12–16]

Crystal Structure d nij P K BExp BCal,1 BCal,2

Ag2O C3 2.044 0.474 8 2 84 79 81
Cu2O C3 1.85 0.474 8 2 112 111 114
ZrO2 C1 2.195 0.474 32 2 235 223 222
TiO2 C4 1.96 0.596 18 2 224 233 235
SnO2 C4 2.05 0.596 18 2 205 200 201
GeO2 C4 1.878 0.596 18 2 258 269 271
Al2O3 D51 1.915 0.474 24 1.5 252 253 246
Fe2O3 D51 2.025 0.474 24 1.5 207 209 203

Table A.3.3 Bulk moduli for ionic crystals [1, 12, 17, 18]

Crystal Structure d nij P BExp BCal

LiF B1 2.01 0.165 36 76.4 76.7
LiCl B1 2.57 0.165 36 32.9 32.8
LiBr B1 2.75 0.165 36 26.0 25.9
LiI B1 3.01 0.165 36 19.3 19.0
NaF B1 2.31 0.165 36 47.1 47.4
NaCl B1 2.82 0.165 36 23.9 23.8
NaBr B1 2.99 0.165 36 19.6 19.4
NaI B1 3.24 0.165 36 14.9 14.7
KF B1 2.67 0.165 36 28.7 28.7
KCl B1 3.15 0.165 36 16.5 16.2
KBr B1 3.3 0.165 36 13.9 13.8
KI B1 3.53 0.165 36 11.1 10.9
RbF B1 2.83 0.165 36 24.1 23.5
RbCl B1 3.29 0.165 36 14.0 13.9
RbBr B1 3.44 0.165 36 12.0 12.0
RbI B1 3.67 0.165 36 9.6 9.6
CsF B1 3.00 0.165 36 19.3 19.2
CsCl B2 3.57 0.123 64 17.6 16.7
CsBr B2 3.72 0.123 64 15.4 14.5
CsI B2 3.96 0.123 64 12.5 11.7
Li2O C1 2.01 0.237 32 88 100
CaF2 C1 2.365 0.247 32 84.0 85.6
SrF2 C1 2.5 0.247 32 71.3 70.7
BaF2 C1 2.683 0.247 32 55.5 55.3
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Water and Ice

Video Clips of Different Modes and Frequencies (cm21) of (H2O)N

Clusters (see Electronic Supplementary Material)

*10-12 s = 1 THz = 33 cm-1. \O:H–O bending is also called liberation
mode.

Table A.3.4 Bulk moduli for multi-bond covalent crystals [1, 12, 14, 19–21]

Crystal Bond Nl d nij P K Bl BCal BExp

Fe3O4 Fe–O 4 1.927 0.474 16 1 144 178 187
Fe–O 12 2.073 0.474 24 1.5 188

SrTiO3 Ti–O 6 1.95 0.555 36 1 327 147 174
Sr–O 12 2.76 0.165 72 2 134

MgAl2O4 Mg–O 4 1.88 0.474 16 1 157 210 202
Al–O 12 1.95 0.474 24 1.5 233

b-Si3N4 Si–N 6 1.73 0.707 12 1.333 252.9 251 250
Si–N 6 1.728 0.707 12 1.333 253.9
Si–N 6 1.704 0.707 12 1.333 266.5
Si–N 6 1.767 0.707 12 1.333 235

c-Si3N4 Si–N 1 1.78 0.781 16 1 298 308 300
Si–N 3 1.88 0.588 24 1.5 311

b-C3N4 C–N 6 1.457 0.707 12 1.333 458 466 451
C–N 6 1.447 0.707 12 1.333 469
C–N 6 1.449 0.707 12 1.333 467
C–N 6 1.447 0.707 12 1.333 469

z-BC2N B–C 4 1.559 0.6 16 1 361 411 403
C–C 4 1.527 0.707 16 1 456
C–C 8 1.537 0.707 16 1 445
B–N 8 1.546 0.643 16 1 397
B–N 4 1.579 0.643 16 1 369
C–N 4 1.542 0.781 16 1 491

SiO2 Si–O 4 1.76 0.596 18 2 340 329 314
Si–O 2 1.808 0.596 18 2 310

Dimer Trimer Tetramer Penamer

O:H stretching 184 251 229 198
\O:H–O bending 414 409 431 447
\O–H–O bending 1638 1644 1654 1646
H–O stretching 3565 3387 3194 3122
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(H2O)N Cluster Structures

Optimal configurations of (H2O)N clusters .

H2O Structure at Different Temperatures

MD video clips of H2O structure at different temperatures with \O:H–O and O:H
length fluctuation. The dynamic structure changes from well-ordered to less-
ordered because the thermal fluctuation with the rise of temperature. However, one
can see the V-shaped O-H-O motifs remain intact in the less-ordered structure (see
Electronic Supplementary Material)

300 K
200 K
100 K

Lagrangian-Laplace approach

Lagrangian mechanics of the O:H–O oscillators.

Water Skin Supersolidity of Water

Video clips: droplet dance on water surface evidence the hydrophobivity and
elasticity of water skin (See Electronic Supplementary Material)

Temperature Dependence of Specific Heat, Density, and Thermal
Conductivity of Water
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