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Abstract. In the last two decades, unstructured information has become a major 

challenge in information management. Such challenge is caused by the massive 

and increasing amount of information resulting from the conversion of almost 

all daily tasks into digital format. Tools and applications are necessary in orga-

nizing unstructured information, which can be found in structured data, such as 

in relational database management systems (RDBMS). RDBMS has robust and 

powerful structures for managing, organizing, and retrieving data. However, 

structured data still contains unstructured information. In this paper, the me-

thods used for managing unstructured data in RDBMS are investigated. In addi-

tion, an incremental and dynamic repository for managing unstructured data in 

relational databases are introduced. The proposed technique organizes unstruc-

tured information through linkages among textual data based on semantics. Fur-

thermore, it provides users with a good picture of the unstructured information. 

The proposed technique can rapidly and easily obtain useful data, and thus, it 

can be applied in numerous domains, particularly those who deal with textual 

data, such as news articles. 

Keywords- relational databases, unstructured data, document clustering, query 

efficiency, textual data 

1 Introduction  

Unstructured information presents significant challenges in information manage-

ment. Given their unorganized form, rapid management and retrieval of such informa-

tion, which is essential in providing users with knowledge, is difficult[1, 2]. In addi-

tion, no rule or constraint exists in handling unstructured information. The amount of 

unstructured information increases as a result of the high reliance of users on digital 

data in almost all forms of daily tasks because this format is more secure, less storage 

space, and easy to retrieve as compared to hard copies[3]. Unstructured data can be 

found in relational databases such as news articles, personal data and textual docu-

ments. In spite of, Relational Database Management Systems (RDBMS) are powerful 

and robust data structures used in managing, organizing, and retrieving data [4, 5]. 

However, such systems contain massive amount of unstructured data, which are mea-
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ningless and difficult to deal without proper organization if left unorganized. As a 

result, retrieval of significant information or pertinent knowledge becomes a chal-

lenge.  

Few attempts have been made to deal with unstructured data in RDBMS. These at-

tempts focus only on named entity and on extracting structured information often 

hidden in unstructured data. Such methods managed unstructured data in the database 

schema itself as an incremental repository, in databases structure (schema) [5-7], to 

answer a structured query [8-11] or retrieved such data by keyword search [11-15]. 

Such methods fail to represent the entire collection of textual documents (corpus) in 

meaningful clusters, which can help users acquire knowledge regarding the corpus. 

These methods also do not consider the semantic relation among unstructured data 

stored in relational databases. Moreover, the aforementioned methods require extra 

scripting and programming to manage and represent unstructured data in appropriate 

formats. Thus, these methods are time consuming and labor intensive.  

This paper is an extension of our previous work [16]. The most common methods 

used for managing unstructured data in relational databases are investigated. In addi-

tion, an incremental and dynamic model for managing and clustering unstructured 

(textual) data is introduced. This model automatically processes data when the user 

loads textual documents into a relational database. The proposed technique is per-

forming automatic textual data clustering and linking. By applying this concept, fre-

quent term, which is used in document clustering, and named entity, which is used in 

information extraction, are presented. In addition, the semantic of the words in clus-

tering process is included using WordNet database[17].  In this manner, the user can 

obtain the knowledge and useful data clusters based on the semantic relation among 

unstructured data.  In addition, the efficiency of query processing is improved when 

retrieved the clustered data. Furthermore, the user is not required to develop extra 

programming for executing textual data the clustering on desktop application due to 

clustering process is performed automatically in database schema. 

The rest of this paper is organized as follows. Section 2 presents related studies. 

Section 3 describes the proposed technique, that is, an incremental and dynamic repo-

sitory for managing unstructured data in relational databases. Section 4 provides the 

conclusion. 

2 Related studies  

Relational databases contain massive amounts of unstructured information. Few at-

tempts have been made to handle such information using information extraction tech-

niques [18]. This challenge is addressed using the canonical link among named enti-

ties often found in articles because such entities exist in different formats or varieties 

in database records proposed by [7]. The proposed technique is executed in two 

processes. First, the named entities are recognized in the articles. Second, matching is 

performed by introducing the canonical link as the foreign key, which matches data-

base records. 
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In [5], another method for extracting and storing structured information into a table 

is introduced. The table can be used for keyword search. In addition, three operators, 

namely, extract, cluster, and integrate, are presented. These operators can be used by 

the database administrator to manage extracted information. All the aforementioned 

methods focus on dealing with unstructured data in the same database schema. How-

ever, a method for storing extracted information is introduced in [6] by developing an 

intermediate database, called parse tree database (PTDB), and a query language, 

called parse tree query language (PTQL). 

 PTDB stores immediate data from the extracted information and works as inter-

mediate between user and relational database. This process is the initial step in the 

proposed technique. PTQL is the query language used to retrieve extracted informa-

tion from PTDB. This language decomposes retrieved queries into keyword-based 

queries and Structured Query Language (SQL). Recently, statistical technique based 

classification [19] and integration time series analytical data based on forecasting [20] 

are  introduced for managing such data. Majority of aforementioned approaches deal 

with unstructured information in a low-level database schema. Another technique for 

dealing with such information is using query as a top-level database. This method is 

called answering the structured query, and the examples include SCORE[8, 9] , 

EXDB[21, 22] , Avatar [11],and SCOUT [10, 23].  Keyword search technique [12-15] 

is another method to manage unstructured data. 

In a commercial database, such as Oracle®, the introduced oracle text [24, 25] 

which is consists of two main types of classification and clustering. Classification is 

based on a predefined class. Meanwhile, k-means and its variants clustering algo-

rithms are used for clustering [26].  The numbers of clusters are needed to parameter-

ize. In addition, text index on all textual data is required to create. This method is time 

consuming and cannot produce good quality data clusters. In addition, this is required 

users to enter the number of clusters in order to perform the clustering. Thus, user’ 

should have a prior knowledge is on the textual data collection. Furthermore, several 

tedious steps are required before the clustering process. Table 1 summarizes the re-

search works that focus on managing unstructured data in RDBMS in database sche-

ma or in query level. 

Table 1. summarize of unstructured data management in RDBMS 

Approach Style Strategy Research work 

Database 

Schema 

Inside Schema Named Entity [7] 

Intermediate 

RDBMS 

Named Entity [6] 

Inside Schema Structured Information [5] 

Inside Schema All words [24, 25] 

Query Based Decompose  

SQL 

 

Common Words 

[11-15] 
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Most of aforementioned methods are based on extracting the structured from un-

structured information by using named entity techniques in databases schema (Low 

level). Such methods are used only for building information extraction architecture 

within relational databases, while query based (high level) methods are running on top 

of the relational database. Such methods do not concern about organizing the actual 

data. These methods focus on retrieving textual documents from text databases. The 

keyword search techniques simplify the process of structured query language over 

relational databases only.  However, they are time consuming and need extra tools or 

expert user to perform further processing. In addition, such methods do not concern in 

managing unstructured data from the start of the storing process. 

3 Incremental and Dynamic Repository and Semantic Query 

In this section, the proposed technique for managing unstructured information in rela-

tional databases is presented. This technique includes an incremental and dynamic 

repository and semantic query. 

3.1 Incremental  and  Dynamic Repository  

Incremental and dynamic repository is a method for organizing and clustering textual 

data. This technique is embedded within the database schema. The technique pro-

posed in this paper is divided into three stages, namely, data loading, data filtering, 

and data clustering. 

Data loading.  

The first stage is data loading. During this stage, the user enters textual data into a 

database table. Before the data is stored, several steps are performed to rearrange the 

textual data. These steps include stemming that converts words into their source, stop 

words remove and noise cleaning, such as HTML or XML tags. In this step, there are 

two versions are original and cleaning of textual data. In original version, textual data 

which is stored in a specific data record while cleaning version is hold the textual 

document after rearrangement process. This version used to extract and stored such 

information in the incremental repository (database table) to be continuously used 

further processing. When all processes are completed, information filtering begins. 

Data filtering.  

During this stage, concepts from information extraction and textual document clus-

tering [27, 28] are applied. Information extraction converts textual data into structured 

information by extracting the named entity. Furthermore, in certain cases when named 

entity is ambiguous, tools such as IRC-names [29] and  gazetteers are  applied. Tex-

tual document clustering adopts the clustering approach in which common words are 
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based on textual documents. Extracted information is stored in the incremental reposi-

tory for usage in data clustering. 

Data clustering.  

Clustering is automatically executed based on common words and the named enti-

ty [30, 31]. In this manner, the process is faster when compared to common tech-

niques used in traditional textual clustering methods. In addition, the clustering 

process is dynamic and its relies on some parameters entered by user at the first time 

such as minimum support of words. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Stages of incremental and dynamic repository 

Minimum support of words used for disjoint data clusters to prevent the overlapping 

between them due to the representation of first cluster in hierarchical view. Hierar-

chical representation for textual document is preferable compare to partitonal repre-

sentation[3]. Thus, textual document can be viewed in the form of topic and subtopic 

structure.  Therefore, the user can obtain useful information when retrieving the tex-

tual document into meaningful clusters. Such data clusters can be used in many text 

domains such as text summarization, topic detecting and tracking, personal informa-

tion management and managing extracted information. 

Fig.1 demonstrates the three main stages of incremental and dynamic repository.  

The data clustering is performed automatically and incrementally in the database 

schema of RDBMS. Thus, the user does not need to another application for perform-

ing data clustering. In contrast, the traditional methods of clustering that execute in 

batch mode that gather all textual data before perform the clustering process. Howev-

er, such methods are labor intensive and time consuming. Fig. 2 (a and b) show the 

comparison between   traditional methods and incremental and dynamic technique. 
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(b): Static Methods of data clustering in RDBMS 

 

(b): Incremental and dynamic data clustering in RDBMS 

Fig. 2. Clustering Process 

Fig.2 demonstrates the method of data clustering in RDBSMS. Both methods consist 

of three stages. First, the user enters textual documents to RDBMS in input process. 

In the second stage, in static method the textual data is directly stored into database in 

the dynamic method, the data clustering is performed automatically based on the ex-

tracted information as discussed in section 3.1.  In third stage, the traditional method 

is performed after whole texts are collected. However, in the proposed techniques the 

data cluster retrieved automatically without the need to do the clustering process. 

Thus, the time consumed is reduced. In addition, the searching process can be mini-

mized by creating text index of the extracted keywords.  

The primary benefits of the proposed technique are as follows. (1) The relationship 

among unstructured data within massive relational databases is determined. The dis-

covered relationship is not only based on separate words, but also on semantic rela-

tion, which can be extracted from the WordNet database. (2) The user can obtain 

useful information and knowledge from the extracted information representing the 

textual documents. These extracted information known as the shortcut for textual 

documents. (3) Retrieval precision is improved because data are already clustered 

based on meaning. Furthermore, the proposed technique does not need user interven-

tion except only at the first time of implementing the software package. 
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The software package is simple to be execute by a normal user and it can be in-

cluded by database administer at the design or later. The proposed techniques provide 

structured query language (SQL) operator. The SQL operator can be used to retrieve 

the data clusters based on the semantic meaning of words as will be discussed in next 

section. 

3.2 Semantic Operator in SQL 

The semantic operator, which can be used in SQL query, is introduced to increase 

precision and recall. These factors are important in achieving good quality results. By 

using the semantic operator, the required word in a user query is obtained. The syn-

onyms of the word are searched in the WordNet database[17]. In this manner, a list of 

words (required word + its synonyms) used to retrieve textual data cluster are 

represented by keywords are already extracted and stored in the incremental reposito-

ry.  These keywords act as the shortcut to retrieve specific textual document for ex-

ample Table 2, presents table named “Articles,” in database that contains four col-

umns, namely “id,” “articles,” , “extracted_info” and "data_cluster". The “id” column 

holds the identifier name of the articles or their serial number. The “articles” column 

contains actual textual data. The “extracted_info” column contains data extracted 

from the original file. The “data_cluster” column holds cluster identifier. For exam-

ple, a user needs to select data from the “Articles” table by issuing a query on ex-

tracted information under the word “perform.” However, the user uses a different 

keyword, that is, “execute” (typed in normal case) instead of “perform,” therefore, the 

retrieved result is null. In the proposed technique, the semantic operator will obtain 

the synonyms of “perform” from the WordNet database, and then, it will search for 

these synonyms. In this case, the results will show existing database records and the 

textual document will be retrieved.   The SQL format is as follows: 

 

SELECT * FROM articles where SEMANTIC ('perform'); 

Table 2. Example of Semantic Query (Articles database table) 

Id Article Extracted_Info Data_Cluster 

1 Microsoft  announces about... Bill 

Gates.... in conference .. USA... 

perform 

Microsoft, USA, Bill 

Gates, perform 

C1 

2 Oracle introduce.... IBM.....in 

united kingdom.... introduce 

Oracle, united kingdom, 

IBM, introduce, 

C2 

3 Bill Gates said that...... evaluate Bill Gates, evaluate, 

achieve 

C1 
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The SEMANTIC operator can be used in the procedural structured query language 

which is provided in any relational databases. By using such language function or 

procedure can develop with passing parameter from the user. The user parameter is 

actual words that need to find its relevant in the relational database .The parameter 

can be presented not only in one word but it can be in many forms of words. In addi-

tion, the operator can be used to perform semantic integration between the unstruc-

tured information and keywords  from user or applications. In this manner, the user 

can obtain a full picture about the content of textual documents. Fig. 3 shows the se-

mantic query processes which begin with the user query with include the 

"SEMANTIC" operator in SQL command. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Semantic Query Structure 

The words are entered in semantic operator and sent to WordNet in order to obtain its 

synonyms.  The synonyms used to look for the words that stored in the extracted col-

umns. Thus, the query retrieves the required data in data clusters or only the ordinary 

requested data. 

4 Conclusion 

 In this paper, an incremental and dynamic repository for managing unstructured 

data in relational databases is introduced. The system architecture of the proposed 

technique is described. This repository is created by using information extraction and 

textual document clustering techniques. Information extraction is conducted incre-

mentally, whereas clustering is conducted dynamically. This method of retrieving 

data clusters is extremely fast as compared to traditional methods, in which an entire 

collection of textual documents (corpus) is clustered at one time. Such methods are 

time consuming. Furthermore, traditional methods are performed on top of a database 

using other applications with extra scripting and programming. Each time the user 
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requests to see a certain data cluster, the entire clustering process needs to be repeated 

by extract the same collection of textual documents. In contrast, the proposed tech-

nique is embedded within the schema of relational databases. This technique presents 

the relationship among textual documents based on semantics. Moreover, it improves 

query efficiency when retrieving data clusters of textual documents. It proposed is 

useful for text domain researchers and developers, such as those who involve in on-

line news services. 
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