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Abstract. Indirect pattern can be considered as one of the interesting 
information that is hiding in transactional database. It corresponds to the 

property of high dependencies between two items that are rarely appeared 

together but indirectly occurred through another items.   Therefore, we propose 
an algorithm for Mining Indirect Least Association Rule (MILAR) from the real 

dataset. MILAR is embedded with a scalable least measure called Critical 

Relative Support (CRS). The experimental results indicate that MILAR is 

capable in generating the indirect least association rules from the given dataset. 
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1 Introduction 

Data mining is about making analysis convenient, scaling analysis algorithms to large 

databases and providing data owners with easy to use tools in helping the user to 

navigate, visualize, summarize and model the data [1]. In summary, the ultimate goal 

of data mining is more towards knowledge discovery. One of the important models 

and extensively studies in data mining is known as association rule mining.  

Since it was first introduced by Agrawal et al. [2] in 1993, association rule 

mining has been extensively studied by many researchers [3-11]. The general aim of 

ARM is at discovering interesting relationship among a set of items that frequently 

occurred together in transactional database [12].  However, under this concept, 

infrequent or least items are automatically considered as not important and pruned out 

during rules generation. In certain domain applications, least items may also provide 

useful insight about the data such as competitive product analysis [13], text mining 

[14], web recommendation [15], biomedical analysis [16], etc. Indirect association 

rule [17] refers to a pair of items that are rarely occurred together but their existences 

are highly depending on the presence of mediator itemsets. It was first proposed by 

Tan et al. [13] for interpreting the value of infrequent patterns and effectively pruning 

out the uninteresting infrequent patterns. Recently, the problem of indirect association 

mining has become more and more important because of its various domain 

applications [17-21]. Generally, the studies on indirect association mining can be 

divided into two categories, either focusing on proposing more efficient mining 

algorithms [14,17,21] or extending the definition of indirect association for different 
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domain applications [5,17,18]. The process of discovering indirect association rule is 

a nontrivial and usually relies more on the existing interesting measures that has been 

discussed in [13]. However, most of the measures are not properly evaluated in term 

of the least association rule. Therefore, in this paper we propose Mining Indirect Least 

Association Rule (MILAR) algorithm by utilizing the strength of Least Pattern Tree 

(LP-Tree) data structure [11]. In addition, Critical Relative Support (CRS) measure 

[22,27-35] is also embedded in the algorithm to mine the indirect least association 

rules among the least rules.  

The rest of the paper is organized as follows. Section 2 describes the related 

work. Section 3 explains the proposed method. This is followed by performance 

analysis through two experiment tests in section 4. Finally, conclusion is reported in 

section 5. 

2 Related Work 

Indirect association is closely related to negative association. It deals with itemsets 

that do not have a sufficiently highest support. The negative associations’ rule was 

first pointed out by Brin et al. [23]. The focused on mining negative associations is 

better that on finding the itemsets that have a very low probability of occurring 

together. Indirect associations provide an effective way to detect interesting negative 

associations by discovering only frequent itempairs that are highly expected to be 

frequent.  

Until this recent, the important of indirect association between items has been 

discussed in many literatures. Tan et al. [13] proposed INDIRECT algorithm to 

extract indirect association between itempairs using the famous Apriori technique. 

Wan et al. [14] introduced HI-Mine algorithm to mine a complete set of indirect 

associations. HI-Mine generates indirect itempair set (IIS) and mediator support set 

(MSS), by recursively building the HI-struct from database. IS measure [24] is used 

as a dependence measure. Lin et al. [25] suggested GIAMS as an algorithm to mine 

indirect associations over data streams rather than static database environment. 

GIAMS contains two concurrent processes called PA-Monitoring and IA-Generation. 

In term of dependence measure, IS measure [24] is again adopted in the algorithm. 

Chen et al. [17] proposed an indirect association algorithm that was similar to HI-

mine, namely MG-Growth. In this algorithm, temporal support and temporal 

dependence are used in this algorithm. Kazienko [15] presented IDARM* algorithm 

to extracts complete indirect associations rules. The main idea of IDARM* is to 

capture the transitive page from user-session as part of web recommendation system. 

A simple measure called Confidence [2] is employed as dependence measure. Lin et 

al. [36] presented EMIA-LM algorithm for mining indirect association rules over web 

data stream. The preliminary experiments also showed that EMIA-LM is better than 

HI-mine* for static data in term of computational speed and memory consumption. 

Liu et al. [37] suggested FIARM (Filtering-Based Indirect Association Rule Mining) 

algorithm to analyze gene microarray data. It is Apriori-based algorithm. In the 

analysis, Gene Ontology is employed to verify the accuracy of the relationships. 
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3 The Proposed Method 

3.1 Association Rule 

Throughout this section the set � �
AiiiI ,,, 21 �� , for 0�A  refers to the set of literals 

called set of items and the set � �
UtttD ,,, 21 �� , for 0�U  refers to the data set of 

transactions, where each transaction Dt�  is a list of distinct items � �
Miiit ,,, 21 �� , 

AM ��1  and each transaction can be identified by a distinct identifier TID. 

Definition 1. A set IX �  is called an itemset. An itemset with k-items is called a k-

itemset. 

Definition 2. The support of an itemset IX � , denoted 	 
Xsupp  is defined as a 

number of transactions contain X.  

Definition 3. Let IYX �,  be itemset. An association rule between sets X and Y is an 

implication of the form YX � , where ��YX � . The sets X and Y are called 

antecedent and consequent, respectively. 

Definition 4. The support for an association rule YX � , denoted 	 
YX �supp , is 

defined as a number of transactions in D contain YX � . 

Definition 5. The confidence for an association rule YX � , denoted 	 
YX �conf  

is defined as a ratio of the numbers of transactions in D contain YX �  to the number 

of transactions in D contain X. Thus 

	 
 	 

	 
X

YX
YX

supp

supp
conf

�
��  

Definition 6. (Least Items). An itemset X is called least item if 	 
 �Xsupp , where 

  is the minimum support (minsupp) 

The set of least item will be denoted as Least Items and 

	 
� ���� XIX supp|ItemsLeast  

Definition 7. (Frequent Items). An itemset X is called frequent item if 	 
 �Xsupp , 

where   is the  minimum support.  

The set of frequent item will be denoted as Frequent Items and 

	 
� ���� XIX supp|ItemsFrequent   
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3.2 Indirect Association Rule 

Definition 8. An itempair � �X Y  is indirectly associated via a mediator M, if the 

following conditions are fulfilled: 

1. � �	 
 stsupp �X,Y (itempair support condition) 

2. There exists a non-empty set M such that: 

a.  � �	 
 � �	 
 mm tMYtMX �� �� supp and supp (mediator support condition) 

b.  � �	 
 � �	 
 dd tMYtMX �� ,dep and ,dep , where 	 
MA,dep is a measure of 

dependence between itemset A and M (mediator dependence measure) 

The user-defined thresholds above are known as itempair support threshold 	 
st , 

mediator support threshold 	 
mt  and mediator dependence threshold 	 
dt , 

respectively. The itempair support threshold is equivalent to minsupp 	 
 . Normally, 

the mediator support condition is set to equal or more than the itempair support 

condition 	 
sm tt �  

The first condition is to ensure that 	 
YX ,  is rarely occurred together and also 

known as least or infrequent items. In the second condition, the first-sub-condition is 

to capture the mediator M and for the second-sub-condition is to make sure that X and 

Y are highly dependence to form a set of mediator. 

Definition 9. (Critical Relative Support). A Critical Relative Support (CRS) is a 

formulation of maximizing relative frequency between itemset and their Jaccard 

similarity coefficient.  

The value of Critical Relative Support denoted as CRS and 
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CRS value is between 0 and 1, and is determined by multiplying the highest value 

either supports of antecedent divide by consequence or in another way around with 

their Jaccard similarity coefficient. It is a measurement to show the level of CRS 

between combination of the both Least Items and Frequent Items either as antecedent 

or consequence, respectively. Here, Critical Relative Support (CRS) is employed as a 

dependence measure for 2(a) in order to mine the desired Indirect Association Rule.  

3.2   Algorithm Development  

Determine Minimum Support. Let I is a non-empty set such that � �
n

iiiI ,,,
21
�� , 

and D is a database of transactions where each T is a set of items such that IT � . An 

itemset is a set of item. A k-itemset is an itemset that contains k items. From 

Definition 6, an itemset is said to be least (infrequent) if it has a support count less 

than .  

Construct LP-Tree. A Least Pattern Tree (LP-Tree) is a compressed representation 

of the least itemset. It is constructed by scanning the dataset of single transaction at a 
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time and then mapping onto a new or existing path in the LP-Tree. Items that satisfy 

the (Definition 6 and 7) are only captured and used in constructing the LP-Tree.  

Mining LP-Tree. After the LP-Tree is fully constructed, the mining process will 

begin by implementing the bottom-up strategy. Hybrid ‘Divide and conquer’ method 

is employed to decompose the tasks of mining desired pattern. LP-Tree utilizes the 

strength of hash-based method during constructing itemset in support descending 

order.  

Construct Indirect Patterns. The pattern is classified as indirect association pattern 

if it fulfilled with the two conditions. The first condition is elaborated in Definition 8 

where it contains three sub-conditions. One of them is mediator dependence measure. 

CRS from Definition 9 is employed as mediator dependence measure between itemset 

in discovering the indirect patterns. Fig. 1 shows a complete graphical representation 

of Mining Indirect Least Association Rule Algorithm (MILAR). 

 

 
 

Fig. 1. A Complete Graphical Representation of MILAR Algorithm 

4 Experiment Test 

In this section, the analysis is made by comparing the total number of association 

rules being extracted based on the predefined thresholds using our proposed 

algorithm, MILAR. Here, three items are involved in forming a complete association 

rule; two items as an antecedent and one item as a consequence. The mediator is 

appeared as a part of antecedent. The experiment has been performed on Intel® 

Core™ 2 Quad CPU at 2.33GHz speed with 4GB main memory, running on 

Microsoft Windows Vista. All algorithms have been developed using C# as a 

programming language. 

     The dataset used in the experiment is a language anxiety dataset. It was taken from 

a survey on exploring language anxiety among engineering students at Universiti 

Malaysia Pahang (UMP) [3]. The respondents were 770 students, consisting of 394 

males and 376 females. They are undergraduate students from five engineering based 

faculties, i.e., 216 students from Faculty of Chemical and Natural Resources 

Engineering (FCNRE), 105 students from Faculty of Electrical and Electronic 

Engineering (FEEE), 226 students from Faculty of Mechanical Engineering (FME), 
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178 students from Faculty of Civil Engineering and Earth Resources (FCEER), and 

45 students from Faculty of Manufacturing Engineering and Technology Management 

(FMETM). To this, we have a dataset comprises the number of transactions (student) 

is 770 and the number of items (attributes) is 5.  

Different Interval Supports were employed in the experiment. Fig. 2 shows the 

performance analysis against the dataset. Minimum Support (minsupp or  ) and 

Mediator Support Threshold 	 
mt  are set to 30% and 10%, respectively. Varieties of 

minimum CRS (min-CRS) were employed in the experiment. During the performance 

analysis, 286 least association rules and 152 indirect least association rules were 

produced, respectively. The general trend was, the total number of indirect least 

association rules were kept reducing when the values of min-CRS were kept 

increasing. However, there are no changes in term of total least association rules and 

indirect least association rules when the min-CRS values were in the range of 0.15 

until 0.20. 

 

 
 

Fig. 2. Analysis of the Generated Association Rules against Language Anxiety Dataset with 

variation of min-CRS 

5 Conclusion 

Mining indirect least association rules from data repository is a very useful and 

nontrivial study in dealing with the rarity cases. In fact, it may contribute into 

discovering of a new knowledge which cannot be obtained through typical association 

rules approach. Therefore, we proposed Mining Indirect Least Association Rule 

(MILAR) algorithm to extract the hidden indirect least association rules from the data 

repository. MILAR algorithm embeds with a scalable measure called Critical Relative 

Support (CRS) rather than the common interesting measures in data mining. We 

conducted the experiment based on a real dataset. The result shows that MILAR 

algorithm can successfully generate the different number of indirect least association 

rules based on the variety of threshold values. It is also expected that the obtained 

information can provide a new insight for subject-matter experts to do further 

investigation.  
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