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Abstract. Finding the interesting rules from data repository is quite challenging 

weather for public or private sectors practitioners. Therefore, the purpose of this 

study is to apply an enhanced association rules mining method, so called SLP-

Growth (Significant Least Pattern Growth) proposed by [11,36] to mining the 
interesting association rules based on the student admission dataset. The dataset 

contains the records of preferred programs being selected by post-matriculation 

or post-STPM students of Malaysia via Electronic Management of Admission 

System (e-MAS) for the year 2008/2009. The results of this study will provide 
useful information for educators and higher university authority personnel in the 

university to understand the programs’ patterns being selected by them.  
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1    Introduction 

Generally, public universities are among the ultimate directions for almost post-

matriculation or post-STPM students in Malaysia. After the students obtaining the 

actual result of the examination, they have to choose their preferred programs at 

Malaysian public universities via Electronic Management of Admission System (e-

MAS). The issue is, for the average and the lower grades students, they might not be 

offered to their preferred programs. Based on this situation, many studies [1-3] have 

been carried out to ensure prolong of the students at university. Currently, there is an 

increasing interest in data mining and educational systems, making educational data 

mining as a new growing research community [4]. One of the popular data mining 

methods is Association Rules Mining (ARM) [5]. It aims at discovering the interesting 

correlations, frequent patterns, associations or casual structures among sets of items in 

the data repositories. The problem of association rules mining was first introduced by 

Agrawal for market-basket analysis [6,7,8]. After the introduction of Apriori [6], many 

studies [13-26] have been done pertinent to Association Rules (ARs). Generally, an 

item is said to be frequent if it appears more than a minimum support threshold. Least 
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item is an itemset whose rarely found in the database but it may produce interesting 

and useful ARs. In this paper, we employ SLP-Growth algorithm and Critical Relative 

Support (CRS) measure [11,36] to capture interesting rules from student admission 

dataset. The dataset was taken from Division of Academic, Universiti Malaysia 

Terengganu for 2008/2009 intake students in computer science program. The results of 

this study will provide useful information for educators or higher university personnel 

authority to offer more relevant programs to the potential students rather than by 

chance or unguided technique. 

The reminder of this paper is organized as follows. Section 2 describes the related 

work. Section 3 describes the essential rudiments. Section 4 describes the employed 

method, SLP-Growth algorithm. This is followed by performance analysis through 

student admission dataset in section 5. Finally, conclusion of this work is reported in 

section 6. 

2    Related Works 

For the past decades, there are several efforts has been made to discover the interesting 

ARs. Zhou et al. [27] suggested a method to mine the ARs by considering only 

infrequent itemset. Ding [28] proposed Transactional Co-occurrence Matrix (TCOM 

for mining association rule among rare items. Yun et al. [9] introduced the Relative 

Support Apriori Algorithm (RSAA) to generate rare itemsets. Koh et al. [29] suggested 

Apriori-Inverse algorithm to mine infrequent itemsets without generating any frequent 

rules. Liu et al. [30] proposed Multiple Support Apriori (MSApriori) algorithm to 

extract the rare ARs. From the proposed approaches [9,28�30], many of them are using 

the percentage-based approach to improve the performance as faced by the single 

minimum support based approaches. In term of measures, Brin et al. [31] introduced 

objective measure called lift and chi-square as correlation measure for ARs. Lift 

compares the frequency of pattern against a baseline frequency computed under 

statistical independence assumption. Omiecinski [32] proposed two interesting 

measures based on downward closure property called all confidence and bond. Lee et 

al. [33] suggested two algorithms for mining all confidence and bond correlation 

patterns by extending the pattern-growth methodology Han et al. [34]. In term of 

mining algorithms, Agrawal et al. [6,7] proposed the first ARs mining algorithm called 

Apriori. Han et al. [35] suggested FP-Growth algorithm which amazingly can break the 

two limitations as faced by Apriori series algorithms. Recently, Educational Data 

Mining (EDM) has emerged as an important research area in order to resolve 

educational research issues [37].  Kumar et al. [38] enhanced the quality of students’ 

performances at post graduation level via association rule mining. Garcial et al. [39] 

described a collaborative educational data mining tool based on association rule mining 

for the ongoing improvement of e-learning courses. Tair et al. [40] used association 

rule mining technique to analyze to improve graduate students’ performance, and 

overcome the problem of low grades of graduate students. Chandra et al. [41], applied 
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the association rule mining technique to identifies the students’ failure patterns in order 

to improve the low capacity students’ performances.  

3    Essential Rudiments 

3.1 Association Rules (ARs) 

Throughout this section the set � �
AiiiI ,,, 21 �� , for 0�A  refers to the set of literals 

called set of items and the set � �
U

tttD ,,,
21
�� , for 0�U  refers to the data set of 

transactions, where each transaction Dt�  is a list of distinct items � �
M

iiit ,,,
21
�� , 

AM ��1  and each transaction can be identified by a distinct identifier TID. 

Definition 1. A set IX 	  is called an itemset. An itemset with k-items is called a k-

itemset. 

Definition 2. The support of an itemset IX 	 , denoted 
 �Xsupp  is defined as a 

number of transactions contain X.  

Definition 3. Let IYX 	,  be itemset. An association rule between sets X and Y is an 

implication of the form YX � , where �YX � . The sets X and Y are called 

antecedent and consequent, respectively. 

Definition 4. The support for an association rule YX � , denoted 
 �YX �supp , is 

defined as a number of transactions in D contain YX � . 

Definition 5. The confidence for an association rule YX � , denoted 
 �YX �conf  

is defined as a ratio of the numbers of transactions in D contain YX �  to the number 

of transactions in D contain X. Thus 


 � 
 �

 �X

YX
YXconf

psup

psup �
�� . 

ARs that satisfy the minimum support and confidence thresholds are said to be 

strong. 

4    Methodology 

4.1 Algorithm Development 

Determine Interval Support for least Itemset. An itemset is said to be least if the 

support count satisfies in a range of threshold values called Interval Support (ISupp). 
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The Interval Support is a form of ISupp (ISMin, ISMax) where ISMin is a minimum 

and ISMax is a maximum values respectively, such that �ISMin , �ISMax  and 

ISMaxISMin � .  

Construct Significant Least Pattern Tree. A Significant Least Pattern Tree (SLP-Tree) 

is a compressed representation of significant least itemsets. There are three steps 

involved in constructing SLP-Tree. In the first step, the algorithm scans all transactions 

to determine a list of least items, LItems and frequent items, FItems (least frequent 

item, LFItems).  In the second step, all transactions are sorted in descending order and 

mapping against the LFItems. It is a must in the transactions to consist at least one of 

the least items. In the final step, a transaction is transformed into a new path or mapped 

into the existing path. 

Generate Significant Least Pattern Growth (SLP-Growth). SLP-Growth is an 

algorithm that generates significant least itemsets from the SLP-Tree by exploring the 

tree based on a bottom-up strategy. The algorithm will extract the prefix path sub-trees 

ending with any least item. In each of prefix path sub-tree, the algorithm will 

recursively execute to extract all frequent itemsets and finally built a conditional SLP-

Tree.  

4.2 Value Assignment 

Apply Correlation and Critical Relative Support Measures. The values of association 

rule are derived based on Lift [26] and CRS [12, 36] measures. The processes of 

generating the values of association rule are taken place after all patterns and 

association rules are completely produced.  

Discover Interesting Association Rule. From the list of valued association rules, the 

algorithm will begin to scan all of them. However, only those valued association rule 

with the correlation value that more than one and with the certain CRS value are 

captured and considered as Interesting ARs.  

5    Result and Discussion 

In order to capture the interesting ARs, the experiment employed SLP-Growth method 

and conducted on Intel® Core™ 2 Quad CPU at 2.33GHz speed with 4GB main 

memory, running on Microsoft Windows Vista. The algorithm has been developed 

using C# as a programming language.  

The data was obtained from Division of Academic, Universiti Malaysia Terengganu 

in a text file and Microsoft excel format. There were in total of 822 bachelors programs 

offered in Malaysian public universities for July 2008/2009 students’ intake. From this 

figure, 342 bachelor programs were selected by our 160 students and it can be 

generalized into 47 unique general fields. In addition, SLP-Growth algorithm with lift 
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measurement to determine the degree of correlation of association rules was employed. 

There are 3,768 ARs are successfully extracted from the dataset. ARs are formed by 

applying the relationship of an item or many items to an item (cardinality: many-to-

one).  Fig. 1 depicts the correlation’s classification of interesting ARs. The rule is 

categorized as significant and interesting if it has positive correlation, confidence is 

100% and CRS value is equal to 1.0. Fig. 2 depicts the correlation of interesting ARs 

based on several ISupp. The result indicates that CRS successfully in producing the 

less number of ARs as compared to the others measures. The typical support or 

confidence measure alone is not a suitable measure to be employed to discover the 

interesting ARs. Although, correlation measure can be used to capture the interesting 

ARs, it ratio is still nearly 12 times larger than CRS measure. Therefore, CRS is proven 

to be more efficient and outperformed the benchmarked measures for discovering the 

interesting ARs from the dataset. Generally, the total numbers of ARs are kept 

decreased when the predefined Interval Supports thresholds are increased. 

 

 
 

Fig. 1. Classification of ARs using correlation analysis. Only 8.73% from the total of 

3,768 ARs are classified as interesting ARs 

 

 
 

Fig. 2. Correlation analysis of interesting ARs using variety Interval Supports 
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6    Conclusion 

Recently, there is an increasing interest in data mining and educational systems, 

making educational data mining as a new growing research community [4]. In this 

paper, we applied Significant Least Pattern Growth algorithm (SLP-Growth) and 

Critical Relative Support measure (CRS) proposed by [11,36] to mining the interesting 

association rules from student enrollment admission dataset. The dataset was taken 

from Division of Academic, Universiti Malaysia Terengganu (UMT) for the intake 

student 2008/2009. The results show that the interesting ARs can be extracted with the 

lesser number as compared to the common measures. Moreover, the results also can be 

analyzed by educators or the university’ higher authority personnel in offering more 

appropriate programs to the prospect students rather than by chance.  
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