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Abstract. Nature inspired meta-heuristic algorithms provide derivative-free so-

lution to optimize complex problems. Cuckoo Search (CS) algorithm is one of 

the most modern addition to the group of nature inspired optimization meta-heu-

ristics. The Simple Recurrent Networks (SRN) were initially trained by Elman 

with the standard back propagation (SBP) learning algorithm which is less capa-

ble and often takes enormous amount of time to train a network of even a mod-

erate size. And the complex error surface of the SBP makes many training algo-

rithms are prone to being trapped in local minima. This paper proposed a new 

meta-heuristic based Cuckoo Search Back Propagation Recurrent Neural Net-

work (CSBPRNN) algorithm. The CSBPRNN is based on Cuckoo Search to train 

BPRNN in order to achieve fast convergence rate and to avoid local minima prob-

lem. The performance of the proposed CSBPRNN is compared with Artificial 

Bee Colony using BP algorithm, and other hybrid variants. Specifically OR and 

XOR datasets are used. The simulation results show that the computational effi-

ciency of BP training process is highly enhanced when coupled with the proposed 

hybrid method.  

Keywords: back propagation, cuckoo search, local minima, and artificial bee 

colony algorithm, meta-heuristic optimization, recurrent neural network. 

1 Introduction 

Recurrent neural networks have been an important focus of research and development 

since1990's [1].There has been large number of research on dynamic system modelling 

with recurrent neural networks (RNN) [2-4]. They are calculated to learn sequential or 

time-varying patterns. All recurrent neural networks have feedback (closed loop) con-

nections and are categorized as; BAM, Hopfield, Boltzmann machine, and recurrent 

back propagation nets [5]. RNN techniques have been applied to a wide variety of prob-

lems. Such as forecasting of financial data [6], electric power demand [7] and track 

water quality and minimize the additives needed for filtering water [8]. The main step 
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of the RNN-based impedance extraction method is to train the neural network in such 

a way that it learns the dynamic performance of the test system. There are a number of 

training algorithms available for neural networks [9-12]. The Simple Recurrent Net-

works were initially trained by Elman with the standard back propagation (BP) learning 

algorithm, in which errors are computed and weights are updated at each time step. The 

BP is not as effective as the back propagation through time (BPTT) learning algorithm, 

in which error signal is propagated back through time [13].  However, the BP algorithm 

that was introduced by Rumelhart [14] suffers from two major drawbacks: low conver-

gence rate and instability. They are caused by a possibility of being trapped in a local 

minimum and prospect of overshooting the minimum of the error surface [15-18]. Also, 

RNN generate complex error surfaces with multiple local minima, the BP fall into local 

minima in place of a global minimum [15, 19-21]. Many methods have been proposed 

to speed up the back propagation based training algorithms. A recent development in 

evolutionary computation technique has enabled the application of various population 

based search algorithm in the training of neural network. Many researchers have fo-

cused on using genetic algorithms to change the weight parameters of neural networks 

[12, 15]. As a relatively new stochastic algorithm the particle swarm optimization 

(PSO) method has gained more and more attention. A preliminary study of PSO trained 

feed forward networks was presented in [11]. Test results based on the training of some 

simple problems showed that the performance of PSO is not much better than other 

methods. However, the authors argued that PSO is still promising in cases where a high 

number of local minima are known to exist [6]. 

In-order to improve convergence rate in gradient descent, this papers proposed a new 

meta-heuristic algorithm called Cuckoo search (CS) [22] integrated with BPRNN algo-

rithm. The proposed Cuckoo Search Back-propagation Recurrent Neural Network 

(CSBPRNN) convergence behavior and performance will be analyzed on XOR and OR 

datasets. The results are compared with artificial bee colony using BPNN algorithm, 

and similar hybrid variants. The main goal is to decrease the computational cost and to 

accelerate the learning process using a hybridization method.  

The remaining paper is organized as follows: Section II gives literature review of 

learning algorithm. Section III described the proposed CSBPRNN. Result and discus-

sion are explained in Section IV.  Finally, the paper is concluded in the Section V. 

2 Cuckoo Search (CS) Algorithm 

Cuckoo Search (CS) algorithm is a novel meta-heuristic technique proposed by Xin-

She Yang [22-28]. This algorithm was stimulated by the obligate brood parasitism of 

some cuckoo species by laying their eggs in the nests of other host birds. Some host 

nest can keep direct difference. If an egg is discovered by the host bird as not its own, 

it will either throw the unknown egg away or simply abandon its nest and build a new 

nest elsewhere. The CS algorithm follows three idealized rules: 

a. Each cuckoo lays one egg at a time, and put its egg in randomly chosen nest;  

b. The best nests with high quality of eggs will carry over to the next generations; 
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c. The number of available host nests is fixed, and the egg laid by a cuckoo is discov-

ered by the host bird with a probability𝑝𝑎 ∈ [0, 1]. 
In this case, the host bird can either throw the egg away or abandon the nest, and 

build a completely new nest. The rule-c defined above can be approximated by the 

fractionpa ∈ [0, 1] of the n nests that are replaced by new nests (with new random 

solutions). 

2.1 Back Propagation Recurrent Neural Network 

A Simple Recurrent Network (SRN) in its simplest form is a three layer feed forward 

(FF) network, but in SRN the hidden layer is self-recurrent which have short-term 

memory [1]. It is a special case of a general Recurrent Neural Network (RNN) and 

trained with full back propagation through time (BPTT) and its variants [29].  In this 

papers we used three layers network with  one input layer, one hidden or ‘state’ layer,  

and one ’output’ layer. Each layer will have its own index variable: 𝑘for output nodes, 

𝑗and 𝑙 for hidden, and i for input nodes. In a feed forward network, the input vector,𝑥  

is propagated through a weight layer, 𝑉; 

 𝑛𝑒𝑡𝑗(𝑡)  = ∑ 𝑥𝑖(𝑡)𝑣𝑗𝑖 +  𝑏𝑗
𝑛
𝑖                                        (1) 

Where, 𝑛 the number of inputs, 𝑏𝑗is a bias, and 𝑓is an output function. In a SRN the 

input vector is similarly propagated through a weight layer, but also combined with the 

previous state activation through an additional recurrent weight layer, 𝑈; 

 𝑛𝑒𝑡𝑗(𝑡)  = ∑ 𝑥𝑖(𝑡)𝑣𝑗𝑖 + ∑ 𝑦𝑙(𝑡 − 1)𝑢𝑗𝑙 + 𝑏𝑗
𝑚
𝑙

𝑛
𝑖  (2) 

 𝑦𝑗(𝑡)  =  𝑓(𝑛𝑒𝑡𝑗(𝑡))   (3) 

Where, 𝑚 is the number of ’state’ nodes. The output of the network is in both cases 

determined by the state and a set of output weights, 𝑊;  

 𝑛𝑒𝑡𝑘(𝑡)  = ∑ 𝑦𝑗(𝑡)𝑤𝑘𝑗  +  𝑏𝑘
𝑚
𝑗     (4) 

 𝑦𝑘(𝑡)  =  𝑔(𝑛𝑒𝑡𝑘(𝑡))                                                    (5) 

Where, 𝑔  is an output function. Finally the output is read off from𝑦𝑘 , and the error 

𝐸against a target vector 𝑇  is computed: 

 𝐸 =  
1

2
∑ ∑ (𝑇𝑝𝑘  − 𝑦𝑝𝑘)2𝑚

𝑘
𝑛
𝑝                       (6) 

Where, 𝑇 is the desired output, 𝑛 is the total number of available training samples and 

𝑚  is the total number of output nodes. And 𝑝,  adds to the cost, overall output 

units 𝑘.According to gradient descent, each weight change in the network should be 

proportional to the negative gradient of the cost with respect to the specific weight.  

 𝛿𝑝𝑘  =  − 𝜂
𝛿𝐸

𝛿𝑦𝑝𝑘
   (7) 

Thus, the error for output nodes is; 
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 𝛿𝑝𝑘  =  −
𝛿𝐸

𝛿𝑦𝑝𝑘

𝛿𝑦𝑝𝑘

𝛿𝑛𝑒𝑡𝑝𝑘
= (𝑇𝑝𝑘 − 𝑦𝑝𝑘)𝑔′(𝑦𝑝𝑘)              (8) 

 𝛿𝑝𝑘 = (𝑇𝑝𝑘 − 𝑦𝑝𝑘)𝑦𝑝𝑘(1 − 𝑦𝑝𝑘)  (9) 

And for the hidden nodes; 

 𝛿𝑝𝑗  =  − (∑
𝛿𝐸

𝛿𝑦𝑝𝑘

𝛿𝑦𝑝𝑘

𝛿𝑛𝑒𝑡𝑝𝑘

𝛿𝑛𝑒𝑡𝑝𝑘

𝑦𝑝𝑗

𝑚
𝑘 )

𝛿𝑦𝑝𝑗

𝛿𝑛𝑒𝑡𝑝𝑗
           (10) 

 𝛿𝑝𝑗 = ∑ 𝛿𝑝𝑘𝑤𝑘𝑗𝑓′(𝑦𝑝𝑗)𝑚
𝑘  (11) 

Thus, the output weights are calculated as; 

 ∆𝑤𝑘𝑗 =  𝜂 ∑ 𝛿𝑝𝑘𝑦𝑝𝑗
𝑛
𝑝  (12) 

And for the input weights; 

 ∆𝑣𝑗𝑖 =  𝜂 ∑ 𝛿𝑝𝑗𝑥𝑝𝑖
𝑛
𝑝    (13) 

Adding a time subscript, the recurrent weights can be modified according to Equation 

12; 

 ∆𝑢𝑗ℎ =  𝜂 ∑ 𝛿𝑝𝑗(𝑡)𝑦𝑝ℎ(𝑡 − 1)𝑛
𝑝    (14) 

3 The Proposed CSBPRNN Algorithm 

Step 1:CS and BPRNN are initialized 

Step 2: Load the training data 

Step 3: Initialize all cuckoo nests  

Step 4: Pass the cuckoo nests as weights to network 

Step 5: While MSE<STOPPING CRITERIA 

Step 6: Feed forward network runs using the weights initialized with CS 

Step 7: Calculate the error 

Step8: CS keeps on calculating the best possible weight at each epoch until the 

network is converged. 

End While 

 

In the proposed CSBPRNN algorithm, each best nest represents a possible solution 

(i.e., the weight space and the corresponding biases for BPRNN optimization in this 

paper). The weight optimization problem and the size of the solution represent the qual-

ity of the solution. In the first epoch, the best weights and biases are initialized with CS 

and then those weights are passed on to the BPRNN. The weights in BPRNN are cal-

culated. In the next cycle CS will updated the weights with the best possible solution, 

and CS will continue searching the best weights until the last cycle/ epoch of the net-

work is reached or either the MSE is achieved. The pseudo code of the proposed 

CSBPRNN algorithm is:  

114 CSBPRNN: A New Hybridization Technique Using Cuckoo



4 Results and Discussion 

The simulation experiments are performed on an AMD E-450, 1.66 GHz CPU with 2-

GB RAM. The software used for simulation process is MATLAB 2009b. For perform-

ing simulations the following algorithms are trained on the 2-bit XOR and 4-bit OR 

datasets: 

a. Back-Propagation Neural Network (BPNN) [14] 

b. Artificial Bee Colony Back-Propagation (ABCBP) [30], 

c. Artificial Bee Colony Levenberg Marquardt (ABCLM), [31]   

d. Artificial Bee Colony Neural Network (ABCNN),[32] and 

e. Proposed Cuckoo Search Back propagation Recurrent Neural Network 

(CSBPRNN). 

Three layer neural networks is used for testing of the models, the hidden layer is kept 

fixed to 5-nodes while output and input layers nodes vary according to the data set 

given. Log-sigmoid activation function is used as the transfer function from input layer 

to hidden layer and from hidden layer to the output layer. And for CSBPRNN there is 

a feedback connection from hidden to input layers. For each problem, trial is limited to 

1000 epochs. A total of 20 trials are run for each case. The network results are stored 

in the result file for each trial. Mean, standard deviation (SD) and accuracy are recorded 

for each independent trial on 2-bit XOR, and 4-bit OR dataset. 

4.1 The 2-Bit XOR Dataset 

The first test problem is the 2-bit XOR Boolean function of two binary inputs and a single 

binary output. In the simulations, we used 2-5-1, CSBPRNN network for two bit XOR 

dataset. Table 1, shows the CPU time, number of epochs, MSE and the Standard Deviation 

(SD) for the 2 bit XOR tested on CSBPRNN, ABCLM, ABCBP, ABCNN, and BPNN 

algorithms. Table 1 shows the MSE performance comparison of CSBPRNN, ABCBP, 

ABCLM, ABCNN, and BPNN for the 2-bit XOR. Table. 1 shows that the proposed 

CSBPRNN algorithm successfully avoided the local minima and converge the network 

within 327 epochs. From this, we can easily see that the proposed CSBPRNN can con-

verge successfully for almost every kind of network structure. Also CSBPRNN has less 

MSE with high accuracy when compared with other algorithms.  

Table 1. CPU Time, Epochs, MSE Accuracy, and Standard deviation for 2-5-1 ANN Structure 

Algorithm BPNN ABCBP ABCNN ABCLM CSBPRNN 

CPUTIME 42.64 172.33 121.74 123.95 54.65 

EPOCH 1000 1000 1000 1000 327 

MSE 0.22066 2.39E-04 0.12500 0.1250 0 

SD 0.01058 6.70E-05 1.05E-06 1.51E-06 0 

Accuracy (%) 54.6137 96.4723 74.1759 71.6904 100 
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4.2 The 4-Bit OR dataset 

The second dataset selected for training the proposed CSBPRNN is 4-bit OR dataset. 

In 4-bit OR, if the number of inputs all is 0, the output is 0, otherwise the output is 1. 

Again for the four bit input we applied 4-5-1, recurrent neural network structure. Table 

2 illustrates the CPU time, epochs, and MSE performance accuracy and SD of the pro-

posed CSBPRNN, ABCBP, ABCLM, ABCNN and BPNN algorithms respectively. 

From Table 2, we can see that the proposed CSBPRNN algorithm outperforms other 

algorithms in-terms of CPU time, epochs, MSE, accuracy, and SD. For the 4-5-1 net-

work structure CSBPRNN again has 0 MSE, 100 percent accuracy and 0 SD of the 

MSE which is better than the BPNN, ABCNN, ABCBP, ABCLM algorithms. 

Table 2. CPU Time, Epochs, MSE Accuracy, and Standard deviation for 4-5-1 ANN Structure 

5 Conclusion  

Nature inspired meta-heuristic algorithms provide derivative-free solution to optimize 

complex problems. A new meta-heuristic search algorithm, called cuckoo search (CS) 

is used to train BPRNN to achieve faster convergence rate, minimize the training error, 

and to increase the convergence accuracy. The proposed CSBPRNN algorithm is used 

to train network on the 2-bit XOR, and 4-Bit OR benchmark dataset. The results show 

that the proposed CSBPRNN is simple and generic for optimization problems and has 

better convergence rate, Standard Deviation (SD), and high accuracy than the ABCLM, 

ABCBP, ABCNN, and BPNN algorithms. In future, the proposed algorithm 

CSBPRNN will be trained and tested on different benchmarks data classification tasks. 
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