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Preface

The organizers of the IIE Asian Conference 2013, held July 19-22, 2013 in Taipei,
Taiwan, are pleased to present the proceedings of the conference, which includes
about 180 papers accepted for presentation at the conference. The papers in the
proceedings were selected from more than 270 paper submissions. Based on input
from peer reviews, the committee selected these papers for their perceived quality,
originality, and appropriateness to the theme of the IIE Asian Conference.
We would like to thank all contributors who submitted papers. We would also like
to thank the track chairs and colleagues who provided reviews of the submitted
papers.

The main objective of IIE Asian Conference 2013 is to provide a forum for
exchange of ideas on the latest developments in the field of industrial engineering
and management. This series of conferences were started and supported by the
Institute of Industrial Engineers (IIE) in 2011 as a meeting of organizations
striving to establish a common focus for research and development in the field of
industrial engineering. Now after just 2 years of the first event, the IIE Asian
Conference has become recognized as an international focal point annually
attended by researchers and developers from dozens of countries around the
Asian.

Whether the papers included in the proceedings are work-in-progress or finished
products, the conference and proceedings offer all authors opportunities to
disseminate the results of their research and receive timely feedback from
colleagues, without long wait associated with publication in peer-reviewed journals.
We hope that the proceedings will represent a worthwhile contribution to the
theoretical and applied body of knowledge in industrial engineering and manage-
ment. We also hope that it will attract some other researchers and practitioners to join
future IIE Asian Conferences.

Finally, the organizers are indebted to a number of people who gave freely their
time to make the conference a reality. We would like to acknowledge Dr. Ching-Jong
Liao, the president of the National Taiwan University of Science and Technology
(Taiwan Tech), and all faculties and staffs in the Department of Industrial
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Management at the Taiwan Tech, who have contributed tremendous amount of time
and efforts to this conference. The Program Committee would also like to express its
appreciation to all who participate to make the IIE Asian Conference 2013 a
successful and enriching experience.

Program Committee of IIE Asian Conference 2013
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An Optimal Ordering Policy

of the Retailers Under Partial Trade
Credit Financing and Restricted Cycle
Time in Supply Chain

Shin’ichi Yoshikawa

Abstract The traditional EOQ (Economic Order Quantity) model assumes that
retailers’ capitals are unrestricting and the retailer must pay for items as soon as
the retailer receives them from suppliers. However, this may not be true. In
practice, the supplier will offer the retailer a delay period. This period is known as
the trade credit period. Previously published papers assumed that the supplier
would offer the retailer a delay period and the retailer could sell goods and earn
interest or investment within the trade credit period. They assumed that the sup-
plier would offer the retailer a delay period but the retailer would not offer the
trade credit period to his/her customer. We extend their model and construct new
ordering policy. In this paper, the retailer will also adopt the partial trade credit
policy to his/her customer. We assume that the retailer’s trade credit period offered
by the supplier is not shorter than his/her customer’s trade credit period offered by
the retailer. In addition, they assumed the relationship between the supplier and the
retailer is one-to-one. One thing we want to emphasize here is that the supplier has
cooperative relations with many retailers. Furthermore, we assume that the total of
the cycle time is restricted. Under these conditions, we model the retailers’
inventory system to determine the optimal cycle times for n retailers.

Keywords EOQ model - Partial trade credit - Supply chain

1 Introduction

Inventory management is to decide appropriate times and quantities to produce
goods. It has a significant impact on the costs and profitability of many organi-
zations. In general, the EOQ model is still a widely used model to guide the
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2 S. Yoshikawa

management of inventories in many industrial enterprises and service organiza-
tions. The EOQ captures the trade-off between inventory carrying cost and
ordering cost for each item with accuracy.

Until now, the EOQ model assumes that the retailer’s capitals are unrestricting
and the retailer must pay for the items as soon as the retailer receives the items from
the supplier. However, this may not be completely true. In practice, the supplier will
offer the retailer a delay period. This period is called the trade credit period. During
this period, the retailer can sell goods and earn interest or investment (Chang et al.
2001; Chen and Chuang 1999; Kim et al. 1995; Hwang and Shinn 1997).

We extend their model and construct new ordering policy. We reconstruct an
ordering policy to stimulate his/her customer demand to develop the retailers’
replenishment model. The retailer will adopt the partial trade credit policy to his/
her customer (Huang and Hsu 2008). We assume that the retailer’s trade credit
period M offered by the supplier is not shorter than his/her customer’s trade credit
period N offered by the retailer (M > N). Moreover, the problem we want to
emphasize here is that the supplier has cooperative relations with n retailers.
Furthermore, we assume that the total of the cycle time offered for n retailers is
restricted. Under these conditions, we model an optimal ordering policy to
determine the optimal cycle times for n retailers. This model can be formulated as
a mathematical problem.

2 Model Formulations
2.1 Notation

The notations used in this paper are as follows: D: demand rate per year; A:
ordering cost per order; c: unit purchasing price per item; /: unit stock holding cost
per item per year excluding interest charges; o: customer’s fraction of the total
amount owed payable at the time of placing an order offered by the retailer,
0<o <1, I, interest earned per $ per year; /,: interest charged per $ in stocks per
year by the supplier; M: the retailer’s trade credit period offered by supplier in
years; N: the customer’s trade credit period offered by retailer in years; T: the cycle
time in years; TCV(T): the annual total inventory cost, which is a function of T;
T*: the optimal cycle time of TCV(T).

2.2 Assumptions

(1) Demand rate is known and constant; (2) shortages are not allowed; (3) time
period is finite; (4) the lead time is zero; (5) [, >1,, M > N; (6) when T > M, the
account is settled at 7 = M and the retailer starts paying for the interest charges on
the items in stock with rate /,. When T <M, the account is settled at T = M and
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the retailer does not need to pay any interest charges; (7) the retailer can accu-
mulate revenue and earn interest after his/her customer pays for the amount of
purchasing cost to the retailer until the end of the trade credit period offered by the
supplier. That is, the retailer can accumulate revenue and earn interest during the
period N to M with rate /, under the condition of the trade credit.

2.3 Model Formulation

From the above notation and assumptions, we construct a model. First, we must
consider all the inventory costs. That is, the annual total inventory cost consists of
the following four elements.

1. Annual ordering cost is as follow: AT.
2. Annual stock holding cost (excluding interest charges) is as follow:

3. According to Assumption 6, there are two cases to occur in costs of interest
charges for the items kept in stock per year. Annual interest payable is as follows

DTh
7

cID(T — M)*
— gy M<T. 0,N<T<M T<N

4. According to Assumption 7, there are three cases to occur in interest earned per
year. Annual interest earned is as follows:
sI,D[M? — (1 — &)N?] sI,D[2MT — (1 — «)N? — T?)
s M<T,
2T 2T

L N<T<M

T
sI,D M—(l—oc)zv—o‘7 , 0<T<N.

From the above arguments, the annual total inventory cost for the retailer can be
expressed as TCV(T) = ordering cost + stock-holding cost 4 interest payable
cost — interest earned. That is, it is formulated as follows:

TCV(T) T>M,
TCV(T) ={ TCV,(T), N<T<M,
TCVs(T), O0<T<N,

A DTh chD(T —M)* sI.DM* — (1 — o)N?)
TCVA(T) ==+ ——+ 7 - 5T ,
A DTh sI,LDR2MT — (1 — 2)N? — T
TCV,(T) = =+ —— — ¢
A DTh T
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Since TCV|(M) = TCV,(M) and TCV,(N) = TCV3(N), TCV(T) is continuous
and well-defined. All TCV,(T), TCV,(T),TCV3(T) and TCV(T) are defined on
T > 0. Also, TCV(T), TCV,(T) and TCV5(T) are convex on T > 0. Further-
more, we have TCV{(M) = TCV}(M) and TCV;(N) = TCV}(N). Therefore,
TCV(T) is convex on T > 0.

. According to Assumption 7, there are three cases to occur in interest earned per
year. Annual interest earned is as follows:

s ) L )
oM 2;1 IV <, SPRMT (21T N 1) Ner<m,

T
sI,D M—(1—a<)N—°‘7 . 0<T<N.

From the above arguments, the annual total inventory cost for the retailer can be

expressed as TCV(T) = ordering cost + stock-holding cost + interest payable
cost — interest earned. That is, it is formulated as follows:

TCV\(T), T>M,

TCV(T) = { TCV,(T), N<T<M,
TCV4(T), 0<T<N,
A DTh cD(T —M)* sI,DIM* — (1 — a)N?)
TCV(T) = =+ —— -
A DTh sI,D]2MT — (1 — «)N* — T?]
TCVy(T) = =+ —— —
CV,(T) T—|— 5 T ,
A DTh T
TCV;(T) = 74+ =5 = sL.D {M —(1- a)N%} .

Since TCV,(M) = TCV,(M) and TCV,(N) = TCV3(N), TCV(T) is continuous
and well-defined. All TCV,(T), TCV,(T), TCV5(T) and TCV(T) are defined on
T > 0. Also, TCV(T),TCV,(T) and TCV(T) are convex on T > 0. Further-

more, we have TCV{(M) = TCV}(M) and TCV}(N) = TCV}(N). Therefore,
TCV(T) is convex on T > 0.
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3 An Optimal Ordering Policy of the Retailers
Under Partial Trade Credit Financing
and Restricted Cycle Time

We consider an optimal ordering policy of the retailers for the following problem:
(1) inventory problem we propose here is in the EOQ model; (2) the number of the
retailers is n; (3) the summation of each cycle time #; (i = 1,2, .. .,n) is restricted
to Tp; (4) we allocate the restricted cycle time Ty to n retailers to minimize the
summation of total inventory cost.

To solve the problem, we use the inventory model we have already discussed in
previous section. First, we formulate the cost function for each retailer. Next, we
lead to all retailers’ total cost function.

Let #; be a cycle time for retailer i (i = 1,2,...,n). Then we obtain the fol-
lowing total inventory cost function for retailer i:

TCVy;(t:), i > M;,
TCV,'(Z‘,') = TCVQi(li), NigtiSMh
TCV3(t;), 0<t; <N,
Here, new subscript i represents the retailer’s number i (i = 1,2,...,n). From the

above expression, the summation of total inventory cost is shown as follows:

ZTCV[(t[), i=1,2,...n, (1)
i=1

Therefore, an optimal ordering policy of the retailers under trade credit financing
and restricted cycle time we propose here is represented as follows:

Minimize } " TCVi(1), (2)
i=1

subject to ZligTo, >0 (1=1,2,...,n), (3)
i=1

Now, our aim is to minimize the objective function [Eq. (2)] under the constraints
[Eq. (3)]. We differentiate Eq. (2) with respect to ;. We obtain as follows:

M2 —s: AM?2—(1—0: N2 .
TCV! (1) = _|:2A,+C,D,M,.11a ‘“Z’Z“(M' (12N )] n Di(h,+2l,,»1k,»>7 4> M;,
_ 2
TCV,(li) _ chéi(ti) __ [2A,+.r,D,;Z o )N; Iﬁ,} +D; (]11+2S;Ie;)’ N; <t; <M,
TCV,(1;) = 4}—2 + D, (hrtipda) 0<t<N;

4)

Here, we define Aj; and A,; respectively.
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Taple 1 The rf:tailcj,r’s The range of 4 Optimal cycle time (7))
optimal cycle time £ for

Lagrange’s multiplier 1 420 \ /W
(Case 1) —00<A<0 / 24,
Dj(hi+sioiloi)—24

Table 2 The retailer’s

. N The range of 4 Optimal cycle time (7))
optimal cycle time 7 for -
Lagrange’s multiplier 1 4 %
(Case 2) Ay <2<0 PAr D1 —2)N1a

Di(hi+silei)—24

(
—00<Ai< A2i o
Di(hi+si%il,i)—27.

Table 3 The retailer’s

. T The range of 4 Optimal cycle time (7})
optimal cycle time 7 for - - -
Lagrange’s multiplier A 420 \/ZA"“ID'M" "I"’)_‘(“h'ljr'(’f‘lg‘ff‘“‘“')”i]
(Case 3) A <A<0 2Ai+ciDiM2 i —siDila[M>—(1—2;))N?]

D;(hi+cilyi)—27
Az,‘ < 2 <A1,‘ 2A;+siDi(1—a;)N?1,;
Di(hi+silo)—27
—00 <A< Ay;
A 72A,' + DlMlz(h, + S,‘Iei) — SiDi(l — O{i)Nizlei A
i = > WAVS
2M;
N 72A,' + D,‘Niz(/’l,‘ + Siailei)
2Ni2
where Ay; > Ay (i =1,2,...,n). To solve the problem, we use Lagrange’s mul-

tiplier A. The optimal solution #; for our problem is obtained from Tables 1, 2, 3
using >, 1; < Ty.

For each retailer, we rearrange {A;|1 <i<n}, {Ay|1 <i<n}, and {0} small
order, B1<B,<:--<B,<:--<By,<Bj,i1. If B;# B;y, the optimal
Lagrange’s multiplier 4* only exists in the interval By < A" <Byy1 (0<k<2n+1)
because the objective function is convex, where By = —oo and By, 1o = 0o. In this
interval, we allocate the restricted cycle time Ty to n retailers. Then, the sum-
mation of each cycle time has to be equal to 7. That is to say, using » ;_, #; = T,
we can find the optimal Lagrange’s multiplier A*.
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Table 4 The parameters for each retailer

Retailer no. D,' A,' Ci h,‘ o Iei Iki M,' N,'
1 6,100 160 100 6 0.3 0.13 0.15 0.11 0.08
2 2,600 100 90 4 0.5 0.12 0.15 0.10 0.06
3 1,500 80 80 3 0.2 0.10 0.15 0.10 0.04
4 6,300 100 110 7 0.3 0.12 0.15 0.11 0.08
5 2,650 75 92 4.5 0.5 0.12 0.15 0.10 0.06
6 1,300 130 79 3 0.25 0.10 0.15 0.10 0.045
7 5,000 100 140 7 0.4 0.09 0.15 0.10 0.08
8 2,650 98 94 4 0.5 0.12 0.15 0.10 0.065
9 1,480 75 80 3.5 0.5 0.10 0.15 0.10 0.06
10 5,950 190 98 6.5 0.5 0.13 0.15 0.11 0.08
Tablg 5 The optimal cycle  Rotailer No. 7 TCV,(iY)
time 7! for each retailer and - -
the total inventory cost 1 0.065281 139.9007
TCV,(i) 2 0.063961 381.1834
3 0.057087 903.6561
4 0.069594 785.8357
5 0.062986 377.0067
6 0.056952 913.8913
7 0.052168 211.1396
8 0.063189 340.6989
9 0.058609 862.7761
10 0.070176 88.1847
Total 0.620000 5,004.2731

4 Numerical Example

In this section, we show the numerical examples. Here, there are 10 retailers in our
model. The parameters for each retailer are shown in Table 4.

4.1 The Optimal Retailers’ Ordering Policy
with the Restricted Cycle

We consider the case of the given Ty is equal or less than the total of optimal cycle
time (0.942389). For example, we set 7o = 0.62. In Table 5, the optimal cycle
time 7' and the total inventory cost TCV;(z!) for each retailer are shown. The
optimal Lagrange’s multiplier A* = —19,244.2. The summation of the total
inventory costs are 5,004.2731.
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5 Conclusion

This note is a modification of the assumption of the trade credit policy in
previously published results to reflect realistic business situations. We assumed
that the retailer also adopts the trade credit policy to stimulate his/her customer
demand to develop the retailer’s replenishment model. In addition, their model
assumed the relationship between the supplier and the retailer is one-to-one. In this
paper, we assumed the supplier has cooperative relations with many retailers for
more suiting and satisfying the real world problems and assumed that the sum-
mation of each retailer’s cycle time is restricted. Under these conditions, we have
constructed the retailers’ inventory system as a cost minimizing problem to
determine the n retailers’ optimal ordering policy.

A future study will further incorporate the proposed model more realistic
assumptions such as probabilistic demand, allowable shortages and a finite rate of
replenishment.
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An Immunized Ant Colony System
Algorithm to Solve Unequal Area
Facility Layout Problems Using Flexible
Bay Structure

Mei-Shiang Chang and Hsin-Yi Lin

Abstract The Facility Layout Problem (FLP) is a typical combinational optimi-
zation problem. In this research, clonal selection algorithm (CSA) and ant colony
system (ACS) are combined and an immunized ant colony system algorithm
(IACS) is proposed to solve unequal-area facility layout problems using a flexible
bay structure (FBS) representation. Four operations of CSA, clone, mutation,
memory cells, and suppressor cells, are introduced in the ACS to improve the
solution quality of initial ant solutions and to increase differences among ant
solutions, so search capability of the IACO is enhanced. Datasets of well-known
benchmark problems are used to evaluate the effectiveness of this approach.
Compared with preview researches, the IACS can obtain the close or better
solutions for some benchmark problems.

Keywords Unequal-area facility layout - Ant colony optimization - Clonal
selection algorithm - Flexible bay structure - Constrained combinatorial
optimization

1 Introduction

Facility layout problems (FLPs) aim to find the optimal arrangement of a given
number of non-overlapping departments with unequal area requirements within a
facility and certain ratio constraints or minimum length constraints. The common
objective is to minimize the total material handling costs among departments.
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Recently, different ACO approaches have been used to solve various versions
of FLP problems. Most of them formulate FLP as a quadratic assignment problem
(QAP) and obtain promising solutions to several test problems (Baykasoglu et al.
2006; Mckendall and Shang 2006; Nourelfath et al. 2007; Hani et al. 2007). Such
approaches need modification in solving FLP. In addition, an ant system approach
was first presented to solve the FLP (Wong and Komarudin 2010; Komarudin and
Wong 2010). These algorithms use a FBS and a slicing tree structure to represent
the FLP respectively. The former also presents an improvement to the FBS rep-
resentation by using free or empty space. The algorithm can improve the best
known solution for several problem instances. The latter one integrates nine types
of local search to improve the algorithm performance. No doubt this heuristic
shows encouraging results in solving FLP. Moreover, an ACO is proposed to solve
the FLP with FBS (Kulturel-Konak and Konak 2011a, b). Compared with meta-
heuristics such as GA, TS, AS, and exact methods, this ACO approach is shown to
be very effective in finding previously known best solutions and making notable
improvements. Then an ACS is used to solve the FLP with FBS (Chang and Lin
2012). Compared with the previously best known solutions, the ACS can obtain
the same or better solutions to some benchmark problems. Such interesting results
inspire us to further explore the capability of applying ACS to solve the FLP.

Generally speaking, fusion of the computational intelligence methodologies can
usually provide higher performances over employing them separately. This study
proposes an immunized ant colony system (IACS) approach to solve the FLP with
the flexible bay structure (FBS). It is based on clonal selection algorithm (CSA)
and ACS.

2 Immunized Ant Colony System Algorithm
2.1 Solution Representation

We adopt the ant solution representation proposed by Komarudin (2009) for
solving FLPs. Each ant solution consists of two parts: the department sequence
codes and the bay break codes, such as (1-4-5-7-2-3-6)—(0-0-1-0-0-1). The former
represents the order of n departments, which will be placed into the facility. The
latter is n binary numbers. Here, 1 represents a bay break and 0 otherwise. We
assume that bays run vertically and the departments are placed from left to right
and bottom to top.

Komarudin (2009) presented this intuitive rule: “A department with higher
material flow should be located nearer to the center of the facility.” The heuristic
information function was defined by Eq. (3).

H
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where f;; is the workflow from i and j; x; is the x-coordinate of the centroid of the
department j; and y; is the y-coordinate of the centroid of the department j. The
rectilinear distance between the centroid of the candidate department and the
facility boundary is measured.

2.2 Procedure Steps

Based on the mechanisms of ACS and CSA, we propose a hybrid optimization
algorithm and name it immunized ant colony system (IACS) algorithm. The
overall procedure of the IACS-FBS is given below. It includes standard procedures
of ACS, i.e. parts of Step 0 (except Step 0.2), Step 2 (only N initial ant solutions
are needed), Step 3, Step 9, parts of Step 10 (except Steps 10.1, 10.4, and 10.10),
Step 13, and Step 14. Basically, we extend the study of ACS-FBS proposed by
Chang and Lin (2012) except for several minor modifications. In Step 2, ant
solutions are constructed by the space filling heuristic with having the most proper
bay number. Such a modification is made for achieving better initial solutions.

The rest of the IACS algorithm is developed according to clone selection
algorithm. First, a temporary pool is generated in Steps 1-7. The size of the
temporary pool is two times the number of the ant colony. In Step 4, certain ants
are reselected because of its diversity with the current best solution in order to
maintain the ant diversity. For the same consideration, mutated ants are generated
in Step 5. Two mutation operations are performed: swap between a department
sequence, which exchanges the positions of two departments in the department
sequence and switch of a bay break, which conditional changes the value of a bay
break code from 0 to 1 or 1 to 0. The first and the last bay break codes are fixed.
Sum of three successive values of bay break codes must be less than or equal to 1.

Next, all solutions in the temporary pool are selected for the ant colony in Step 8.
Then the ant colony is further improved by optimization searching in Step 9 and by
local searching in Step 10. It is different to the standard ACS in this step. We don’t
perform a local search to all ant solutions. We regard a local search as a mutation
operation. The mutation rate of each ant is inversely proportional to its fitness. After
the ant colony is put back a mutated ant pool. According to the mutated ants pool, a
memory pool and a candidate pool are updated in Steps 12 and 13 respectively.
Note that we don’t allow identical ants in the memory pool and the candidate pool
in order to increase the ant diversity.

The detailed steps of the IACS-FBS are listed herein.
Step 0: Parameter Setting and Initialization

Step 0.1: Set algorithm parameters of ACS, maximum number of iterations
(NI), number of ants (N), pheromone information parameter (o), heuristic
information parameter (f3), and evaporation rate (p).
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Step 0.2: Set algorithm parameters of CAS, size of memory pool (r =
N x b %), clone number of the best ant-solutions (s; = (N — r) x d %), and
clone number of the diverse ant-solutions (s, = (N —r) x (1 —d%)).

Step 0.3: Initialize iteration number counter. Set / := 0.

Step 0.4: Initialize pheromone information Tg-,Vi, Jj.

Step 0.5: Initialize the fitness value of the global best solution. Set z* = oc.

Step 1: Generate an empty memory pool M
Step 2: Generate initial candidate pool P of ant colony (2 N ants) by performing
the modified space filling heuristic proposed by Chang and Lin (2012)

Step 2.1: Initialize ant number counter. Set p = 0.

Step 2.2: Initialize the fitness value of the iteration best solution. Set z; = oo.
Step 2.3: Update ant number counter p = p + 1.

Step 2.4: Perform a procedure of ant solutions construction to create ant p.
Step 2.5: If the number of ants is less than 2 N, then go to Step 2.3; otherwise
continue.

Step 3: Evaluate the fitness of the ant colony in candidate pool P

e= > fici (d?} + d?}) +ay by —wi] b —wi]”

(2)
s I + h +

+4)  [Ub) = h] LD} — I
where c;; is the cost per unit distance from i and j; dj;- is the rectilinear distance of
the centroids from departments i and j on the x-axis; dl; is the rectilinear distance of
the centroids from i and j on the y-axis; A is the relative importance of penalty

costs and 2 =}, > 10fc; WH; []” denotes returning a positive value of a sub-

traction expression or zero, i.e. []7 = max{0,a — b}; Lb is the lower height limit
of department i; Lb) is the lower width limit of i; Ub? is the upper height limit of
i and Ub!; and Ub is the upper width limit of i and Ub!.

Step 4: Generate a temporary pool C from the memory pool M and the candidate
pool P

Step 4.1: Clone ants in memory pool M (r ants) into the temporary pool C.
Step 4.2: Clone the best ants in candidate pool P (s; ants) into the temporary
pool C.

Step 4.3: According to Eq. (3), evaluate the diversity measurement of each ant
between the best ant in the candidate pool P.

EDALEA (3)

where b; is the current bay widths; b is the best bay widths.
Step 4.4: Clone the diverse ants in candidate pool P (s, ants) into the temporary
pool C.
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Step 5: Generate a mutated ants pool C1 from the temporary pool C

Perform mutation operations of a department sequence and/or of a bay break to
all ants in the temporary pool C.
Step 6: According to Eq. (1), evaluate the fitness of all ants in the mutated ant pool
Cl
Step 7: Update the temporary pool C

If the mutated ant is better than the original one, the original ant is replaced.
Step 8: Select ant colony (n ants) from the temporary pool C
Step 9: Optimization searching of ant colony

Step 9.1: Exploit the selected regions by sending the ants for local search by
performing a state transition rule.

. J arg max[t;]" [ni-]p, if ¢ < gqo (exploitation)
j= i \ : (4)
S, otherwise (exploration)

S Pt { )" (1) /e, 1) s 7€M 5

0, otherwise

where s is a probability to locate department j after department i in the posi-
tioning order of departments; t;; is the pheromone value defined as the relative
desirability of assigning department j after department i in the department
sequence; 1;; is the heuristic information related to assigning department j after
department i in the department sequence; ¢ is a random number uniformly
distributed in [0, 1]; go is a fixed parameter (0 < gy < 1); « is a parameter
which determines the relative weight of pheromone information; and f is a
parameter which determines the relative weight of heuristic information; Pf; isa
probability of the department j of the department sequence to be chosen by an
ant k located in department i and N; is available alternatives of the department
sequence to be chosen by the corresponding ant located in department i.

Step 9.2: Update the local pheromone all the ants according to Eq. (6).

rij::(l—p)-rij+p-ro (6)

where 0 < p < 1 is the evaporation parameter; t, represents the initial level of
pheromone.

Step 10: Mutate the current ant solutions of this iteration by performing the pro-
posed local searching. The mutation rate of each ant is inversely proportional to its
fitness, that is, the mutation rate is proportional to the affinity

Step 10.1: Determine the threshold of mutation rate ¢ by Eq. (7).
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¢=N/sz,, (7)

Step 10.2: Initialize ant number counter. Set p = 0.

Step 10.3: Update ant number counter p = p + 1.

Step 10.4: Calculate the mutation rate of ant p, ¢, =1 / zp. If the value ¢, is
less than the threshold ¢, go to Step 10.5; otherwise, go to Step 10.10.

Step 10.5: Perform local search operations of a department sequence (swap,
one-insert, or two-opt, Chang and Lin 2012) and of a bay break to the ant
solution p.

Step 10.6: Calculate the fitness value Z; of the ant p after local search.

Step 10.7: Update the best solution of this iteration z;, once a new best solution
is found (z; <z)).

Step 10.8: Update the local pheromone of the mutated ant p according to Eq.
(6), if its fitness value is improved.

Step 10.9: Update the global pheromone of the mutated ant p according to Eqgs.
(8) and (9), if its fitness value is not improved.

T = (1 —p) 1+ p- Atpep (8)

Atpep = ZijeP dj + dj ©)

Step 10.10: Add ant p or mutated ant p to the mutated ants pool C1.
Step 10.11: If the number of ants is less than N, then go to Step 10.3; otherwise
continue.

Step 11: Update the memory pool M

Step 11.1: Clone the best r ants in the mutated ants pool C1 into the memory
pool M.
Step 11.2: Delete identical ants in the memory pool M

Step 12: Update the candidate pool P
Step 12.1: Delete identical ants in the candidate pool P to maintain the ant
diversity.
Step 12.2: Replace those ant solutions in the candidate pool P by the rest ants
with better fitness in the mutated ants pool Cl1.

Step 13: Update the global best solution

If 7} is less than 7', update the fitness value of the global best solution z* := z.
Step 14: Stopping criteria

If the maximum number of iterations is realized, then output the global best
solution and stop; otherwise, go to Step 4.
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3 Computational Experiments

The proposed algorithm was tested using several problem sets, as listed in Table 1.
Note that M11a and M15a were modified to allow the use of FBS representation.
The location of the last department is fixed by assigning it to the last position of the
facility, but the department fixed size constraint is relaxed. The algorithm was
coded with C++ and tested using an Intel(R) Core(TM) i7 CPU processor.

Table 2 provides the previous best-known results of the test problems. The
TACS-FBS results are compared to other FBS solutions. The comparative results
show that the ACS-FBS approach is very promising. For problem Nugl5a5, the
IACS-FBS found a new best FBS solution.

4 Conclusions

To prevent the premature convergence problem and to escape from a local optimal
solution, clone with affinity-related mutation of the CSA is utilized and combined
with the ACS in this algorithm. In this study, an IACS-FBS algorithm is proposed
to solve unequal area FLP. We regard local searching as a mutation operation and
the mutation rate is inversely proportional to its fitness. In addition, the diversities
between the current best solution are measured to help choose clone candidates.
Identical ants in a memory pool and a candidate pool are deleted to maintain the
diverseness among the ant colony. Furthermore, we revise the ACS-FBS to pro-
vide more efficient and comprehensive local exploitation, such as the construction
of initial solutions and the local search methods. Compared with existing ACO
algorithms, the proposed algorithm obtain better or at least the same solution
quality, except for problem Nugl5a4. For problem Nugl5a5, a new best FBS
solution is found.

Table 1 Problem set data

Prob. set No. of Dpt. Facility size Maximum aspect ratio
Width Height

o7 7 8.54 13.00 o™ =4
08 8 11.31 13.00 oM =4
FO7 7 8.54 13.00 oM =5
FO8 8 11.31 13.00 o™t =5
09 9 12.00 13.00 oM =45
vCl10a 10 25.00 51.00 o =5
Mlla 11 3.00 2.00 o™ =45
Ml5a 15 15.00 15.00 o =5
Nugl2 12 3.00 4.00 o =4,5
Nugl5 15 3.00 4.00 o™t =45
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Characterizing the Trade-Off
Between Queue Time and Utilization
of a Manufacturing System

Kan Wu

Abstract Characterizing system performance is essential for productivity
improvement. Inspired by the underlying structure of tandem queues, an approx-
imate model has been derived to characterize the system performance. The model
decomposes system queue time and variability into bottleneck and non-bottleneck
parts while capturing the dependence among workstations.

Keywords Queueing systems « Manufacturing systems modeling

1 Introduction

An objective evaluation of the system performance is an essential input for
manufacturing system design and productivity improvement. To quantify system
performance, performance curves (and their associated variabilities) play a key
role since they characterize the trade-off between queue time and utilization. The
performance curve is also called a characteristic curve, trade-off curve, operation
curve or queueing curve. Bitran and Tirupati (1989) used performance curves to
describe the relationship between work-in-process (WIP), cycle time and capacity.
Sattler (1996) used performance curves to determine productivity improvements of
a semiconductor fab. She assumed variability is independent of utilization and
approximated the curve by using a constant to replace the variability term in
Kingman’s G/G/1 approximation (Kingman 1965).

Since performance curves can be used to quantify the trade-off between queue
time and utilization, it would be nice if we can generate the curves analytically.
However, due to the complexity of practical manufacturing systems, it is difficult
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to take all the details into account. Hence, people sometimes model a manufac-
turing system by the aggregation approaches with a macroscopic view. Rather than
creating the curve analytically, Rose (2001), Nazzal and Mollaghasemi (2001) and
Park et al. (2001) developed the fab performance curve through simulations.
Because simulation studies are time consuming, Sattler (1996) attempted to
describe the performance curve of a fab based on Kingman’s approximation and
demonstrated how to enhance productivity through variability reduction. However,
rather than a single server, a fab is composed of a sequence of operations executed
by a series of workstations. Predicting the performance curve simply based on the
G/G/1 queue is not adequate.

Motivated by Kingman’s approximation, Yang, et al. (2007) proposed empir-
ical algorithms to generate performance curves through simulation. Two unknown
scalars and one unknown vector have to be determined through complex proce-
dures. The algorithm performs well for M/M/1 systems with various dispatching
rules, and is extended to predict the performance curve of manufacturing systems
by ignoring the dependence among workstations.

It is difficult to compute the performance curve of a practical manufacturing
system exactly. Our goal is to have a good approximation of the performance
curve by capturing the main underlying structure of a manufacturing system.
Rather than assuming stochastic independence, we can capture the dependence
among workstations by the intrinsic ratio discovered by Wu and McGinnis (2013).
Based on the intrinsic ratio, an approximate model is derived, and it performs very
well in the examined cases with complex routing, scheduling, and batching. The
objective is to find a model which can describe factory behavior through regression
analysis so that we can use only a few known throughput rates and mean queue
times to fit the model parameters. After the parameters are determined, the model
can be used to predict mean cycle time at any other utilization. Queue time
approximation for tandem queues and manufacturing systems are given in Sects. 2
and 3, respectively. Model validation is given in Sect. 4. Conclusion is given at the
end.

2 Multiple Single-Server Stations in Series

Wu and McGinnis (2013) identified the nice property of intrinsic ratio in tandem
queues, and extended the results to n single-server stations in series with infinite
buffers. Their model captures the dependence among tandem queues through so
called intrinsic ratios and considerably outperforms the previous approximate
models based on parametric-decomposition or diffusion approximations. Based on
the concept of intrinsic ratios, system mean queue time can be approximated by

" 1 1 NS
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where QT; is the mean queue time of station i in steady states, p; is the utilization
of station i, ; is the service rate of station i, and «; is the variability of station i in
the ASIA system (Wu and McGinnis 2013). f; is called contribution factor, since it
represents the percentage of station i’s ASIA system queue time contributing to the
overall system queue time as shown in Eq. (1).

Based on the property of intrinsic ratio, Procedure 1 explains how to determine
f; and approximate the mean queue time of n single-server stations in series. It
consists of two stages: decomposition and computation. Stage 1 identifies the main
system bottleneck first, and then identifies the next bottleneck within each sub-
system. A subsystem is composed of the stations from the first station to the
newest identified bottleneck (not included). At the beginning, when no bottleneck
has been identified, the subsystem is the same as the original system. The sub-
system then gradually becomes smaller until it is composed of solely one single
station, which is the first station of the tandem queue.

Procedure 1 (System Queue Time for Single Queues in Series):

Stage I: Decomposition by bottlenecks

1. Identify system bottleneck (BN;), where gy, = mingy;, for i =1 to n. Let
k=1

o If more than one station has the same minimum service rate, BN; = min i,
where =1, = pgy, .
2. Identify the next bottleneck (i.e., BNy,1) in front of the previous one (i.e., BNy),
where gy, = miny;, fori =1 to BN, — 1.

o If more than one station has the same minimum service rate, BNy,; = min I,

where p; = ugy, ., -
3. If BNy = 1, stop. Otherwise, let k = k + 1, go to 2.

Stage II: Determining the parameters

4. Letk=n,f;=1fori=1tok

5. If station k is marked as a bottleneck, f; « y; * f; fori =1 to k — 1.
Otherwise, f; « x; * fi. Stop if k = 2.

6. Otherwise, let k = k — 1, go to 5.

Figure 1 shows the bottleneck decomposition. In Eq. (1), the value of f; always
equals 1 for the system bottleneck, which implies that a unit weight is always
given to the system bottleneck. However, there will be a (non-unit) weight on all
other stations’ ASIA system mean queue times. When both x; and y;, are smaller
than 1, the contribution factor will be smaller than 1 and behaves like a discount
factor. In this situation, reducing bottleneck service time SCV brings greater
improvement on queue time than reducing non-bottleneck service time SCV.
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3 Approximate Models for Manufacturing Systems

A practical factory is much more complex than single-server queues in series. Each
workstation may have multiple servers with different capabilities and each server
may have complicated configuration and suffer different types of interruptions.
Dispatching rules other than work-conserving policies may be used. Modeling the
behavior of a factory through analyzing all details is a formidable task.

Since the intrinsic ratio captures the dependence among stations (Wu and
McGinnis 2013), our approach is to abstract a simple form from Eq. (1) to describe
the behavior of practical manufacturing systems. We hope this simple form can
capture the underlying structure of system performance. We assume system sta-
bility can be achieved when the utilization of each station is smaller than one.

Because f; is 1 at the system bottleneck, system mean cycle time can be
expressed as

n n . 1
CT:ZQY}%—PTf:Zﬁoci(—f’p.);—kPTf

i=1 4

=u + f,,( )——i—PT7 2
o <l_pBN>ruBN ,;v —Pi/ Wi ! @)

where CT is mean cycle time, BN stands for bottleneck. Hence, pgy is the bottle-
neck utilization (or system utilization). PTis mean total processing time (of a job in
a factory). Total processing time can be approximated by the cycle time of a job in
light traffic when the station has no cascading, and there is no batch and assembly.
The first term of Eq. (2) is the ASIA system mean queue time of the bottleneck, and
the second term is the gross mean queue time of the non-bottlenecks.

Queue time of tandem queues is contributed by all stations and so does its
variability. From Eq. (2), system variability is composed of two parts: the bottle-
neck and non-bottlenecks, with the bottleneck part playing a key role in heavy
traffic. The coefficient of the bottleneck (ozy) is the same as the variability in its
ASIA system. The coefficients of the non-bottlenecks (f;o;) are the weighted (by the
contribution factors) variabilities in their ASIA systems. When all service times are
exponential and the original external arrival process is Poisson, all intrinsic ratios
are one. Hence, f; is 1 and Eq. (2) reduces to the cycle time of a Jackson network.
When all service times are deterministic, the intrinsic ratios are zero for the system
bottleneck and the stations behind it. Hence, f; is zero for all non-bottlenecks and
Eq. (2) reduces to the cycle time of a Friedman’s tandem queue (Friedman 1965).
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InEq. (2), since queue time is dominated by the bottleneck in heavy traffic, we can
replace the (n — 1) non-bottleneck performance curves by (n — 1) identical com-
posite non-bottleneck performance curves. Furthermore, within the non-bottleneck
performance curves, system queue time is dominated by the performance curve of the
second bottleneck (i.e., the one with the highest utilization among all non-bottle-
necks) in heavy traffic. Therefore, a reasonable choice is to pick up the second
bottleneck performance curve to represent the composite non-bottleneck perfor-
mance curves. Based on the above observations, Eq. (2) can be simplified as

1
am( PaN ) +Zf”< ) + PT;
1 — pgy/ Mgy iZBN —Pi/ K
PBN 1 ( A/k3 )
fy [ —2BY + (n— 1)K, + PT, 3)
1 (1 - pBN) Upn ( ) : —A/ks !

pBN l < )L > 1
=k|—— | —+k - + PTy,
1<1 - pBN> Upn ? ks —A) k3 4

where 4 is the external arrival rate at the first station. In Eq. (3), the first term on
the right-hand side corresponds to the bottleneck mean queue time where k; is the
bottleneck variability. The second term corresponds to the mean queue time of
the non-bottleneck stations where k, approximates the variability of the composite
station (representing the (n — 1) non-bottleneck stations), and k3 represents the
capacity of the composite station. Note that k; is the same as apy, the bottleneck
variability in the ASIA system if the system is a tandem queue. Since there are
three parameters in Eq. (3), we call it the 3-parameter model. When there is reentry
or rework, capacity can be computed as follows,

1
i = 3wy x ST, (@)

where [ is the total reentry or rework frequency at station i, w; is the rework rate.

In addition to its simplicity, Eq. (3) considerably reduces the burden of data
collection in Eq. (2). In order to apply Eq. (2), we assume the service time SCV is
available. However, in a setting of complex machine configurations, robot
scheduling, interruptions, resource contention, reentry, and product mix, finding
out the variance of service time, where service time is the reciprocal of capacity
(Wu et al. 2011), can be a formidable task. Wu and Hui (2008) discussed the
potential issue when measuring process time in practice. Newell (1979) stated,
“In fact, in most applications, one is lucky if one has a good estimate of the service
rates (to within 5 % say); the variance rates are often known only to within a factor
of 2, seldom to within an accuracy of 20 %.” Although SCV of service time is well
defined in theory, it may not be accessible in practice.

An easy way to estimate service time SCV is to analyze historical data.
Although it is difficult to have a reliable estimate of service time SCV, it is
relatively easy if only the mean queue time is needed. In practice, observable mean
queue time (first moment estimator) is much more accessible than the intangible

cr

1%
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service times SCV (second moment estimator). In order to make queueing models
more accessible in practice, it is important to have an approach which does not rely
on the service time SCV explicitly. The historical mean queue time is a good
alternative. Indeed, except for when we construct a brand new factory, the his-
torical performance is commonly accessible in practical applications of queueing
theory. Hence, it is practical to develop an approximate model which can predict
future performance based on few reliable historical data estimates.

Compared with the approximate model by Wu (2005), Eq. (3) gauges the
variability of a manufacturing system from the viewpoint of the bottleneck while
adding a correction term to consider the impact from non-bottlenecks.

4 Model Validation

Planning and managing major defense acquisition programs (DAP) requires bal-
ancing and synchronizing design, and manufacturing across a network of dis-
tributed activities performed by independent commercial entities. To achieve this
goal, it is important to have the capability to describe the performance curve of
each independent entity accurately. Hence, a simulation model is constructed by
one of the manufacturers in a DAP using ARENA". The model (illustrated in
Fig. 2) describes the behavior of a manufacturing facility for a specific product.
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Fig. 2 Process flows of a manufacturing facility in DAP
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The output of this facility supplies critical parts to downstream assembly lines
in the supply chain. There are 14 workstations (R1, R3, R4, R5, R6, R8, R11, R12,
R13,R14,R15,R16,R17,R19) arranged in 11 main process groups (i.e., 9 process
groups use 1 workstation, 1 group needs 2 workstations, and 1 group uses 3
workstations). Four workstations have multiple servers (R5 =4, Rl11 = 2,
R15 = 2, R16 = 6), and the remaining workstations have only a single server. In
addition to workstations, each process group requires operators from one of the
three operator types (R9, R10 and R18). While the operators have their own shift
schedules (i.e., 8 h a day), machines work 24 h a day as long as a job has been
loaded by operators. Service times follow triangular distributions. Dispatching
rules at critical workstations follow the shortest remaining processing time instead
of First-Come-First-Serve (FCFS). Reentry and rework in the system are shown
in Fig. 2. 12 different raw parts arrive every 12 days with random batch sizes
following a Poisson distribution. System utilization is determined by the mean
batch size rather than the arrival intervals. Before the process can be started, raw
parts (Z1 and g2-g7) need to be assembled in front of the first process step.
Subsequently, an incomplete job has to be assembled again with some other raw
parts (g8—g12) in the middle of the process flow.

Due to shift schedule, operator availability, batch arrivals and assembly lines,
finding a reliable estimate of inter arrival and service time SCVs is difficult, not to
mention computing the cycle time. To get a reliable estimate of cycle time, we
resort to simulation. Through experimentation, the system bottleneck has been
identified as R8, which is composed of a single server, and system capacity is
about 13.7 jobs per 12 days. In total, system performance at 14 different utiliza-
tions has been simulated. The performance curve with 99 % confidence intervals is
shown in Fig. 3. The cycle time at each utilization is the average of 30 batches
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Fig. 3 Performance curve of a manufacturing facility in DAP
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from one simulation run. In each simulation run, the first 1,000—10,000 data points
are discarded for warm-up, and each batch consists of 1,500-500,000 data points.
The values of &y, k, and k3 in Eq. (3) (i.e., 3-Parameter model curve in Fig. 3)
are 0.356, 422.951 and 14.636, and the largest error is 1.38 % at 29 % utilization.
Note that the value of k3, 14.636, which represents the non-bottleneck capacity, is
greater than the bottleneck capacity 13.7 as expected. The results exhibit the
accurate prediction capability of Eq. (3) in practical manufacturing systems.

5 Conclusion

Through the nice property of intrinsic ratios, we developed analytical models to
quantify the performance of manufacturing systems. From the simulation results,
we find the intrinsic ratios discovered in tandem queues can be applied to quantify
the performance of manufacturing systems.

Although our models perform well in the examined case, the practical situation
can be much more complicated. In real production lines, dispatching rules can be
complicated especial when batching exist. Furthermore, there can be multiple
products in a production system. They may have different cycle times but share the
same resources. Those situations have not been considered in our models and will
be left for future research.
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Using Latent Variable to Estimate
Parameters of Inverse Gaussian
Distribution Based on Time-Censored
Wiener Degradation Data

Ming-Yung Lee and Cheng-Hung Hu

Abstract To effectively assess the lifetime distribution of a highly reliability
product, a degradation test is used if the product’s lifetime is highly related to a
critical product characteristic degrading over time. The failure times, as well as the
degradation values, provide useful information for estimating the lifetime in a
short test duration. The Wiener process model has been successfully used for
describing degradation paths of many modern products such as LED light lamps.
Based on this model, the lifetime of a product would follow the Inverse Gaussian
(IG) distribution with two parameters. To estimate the parameters, we propose a
method using the latent variables to obtain Latent Variable Estimates (LVE) of the
parameters of the IG lifetime distribution. The proposed LVEs have simple closed
functional form and thus they are easy to interpret and implement. Moreover, we
prove the LVEs are consistent estimates. Via simulation studies, we show that the
LVEs have smaller bias and mean square error than existing estimates in the
literature.
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1 Introduction

To increase the likelihood of observing failure in a short duration, a degradation
test is used if we can associate the lifetime of a product to certain Quality Char-
acteristic (QC). For example, Tseng et al. (2003) presented an example of Light
Emitting Diode (LED) lamps, whose life is related to the light intensity.

Suppose the value of the QC of the products degrades over time, the product
lifetime can then be defined as the time when the QC crosses a pre-specified
critical level. In this paper, we consider the Wiener process to model the degra-
dation path. Under this assumption, it can be shown that the product life follows
the Inverse Gaussian (IG) distribution. The Wiener/IG distribution model has
found many applications in certain studies. For example, see Doksum and Hoyland
(1992), Meeker and Escobar (1998), Tseng and Peng (2004), Park and Padgett
(2005), and Wang (2010).

When a degradation test is time-constrained, the failure times and the degra-
dation values of the censored units at time both contain valuable information
regarding the lifetime distribution. In this paper, we propose an estimation pro-
cedure by using Latent Variables. Closed-form Latent Variable Estimates (LVE)
of the parameters of the IG distribution are available and the LVE are proved being
consistent in Sect. 3. In addition, to compare the performance of the LVE to some
existing estimates, a simulation study is proposed in Sect. 4. We numerically
evaluate the performances of the LVE, modified E-M estimates (MEME), and
Modified MLE (MMLE), for both IG parameters with different sample sizes (For
detailed introduction of MEME and MMLE, one can refer to Lee and Tang
(2007)). Results show that the resulting LVEs can reduce the bias and variances
than that from other two estimation methods. In Sect. 5, we use our LVE for
estimating parameters of the IG distribution to existing degradation data proposed
in Lee and Tang (2007). Concluding remarks and future research topics are given
in Sect. 6.

2 Model Assumption

We assume that the transformed degradation path of the QC at time ¢, is
W(t) = nt + oB(t), t >0, where 7 is the drift parameter, ¢ > 0 is the diffusion
coefficient, and B(+) is a standard Brownian motion. Under this model, the prod-
uct’s failure time (or lifetime), denoted by 7, is the defined as the first-passage time
over a constant threshold, a. It is well-known that T follows an inverse Gaussian
distribution, denoted by IG (u, 1), with the location and scale parameters u = a/n
and A =d’ / o?. For detailed introduction and systematic overviews of the IG
distribution, one can refer to (Seshadri 1999).

For a given random sample xi,xz,...,x, from the IG(u, A) distribution, the
maximum likelihood estimates of parameters are:
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fne = > (%) and IMLE = 11 Z (1/xi = 1/ iy g)-

i=1 i=1

The discussion above works on a premise that the failure time of all test units
are observable. On the other hand, if part of the random sample is censored, the
previous MLE has no closed functional form and thus numerical procedures are
required for obtaining the estimates. To overcome this problem, we introduce the
latent variable and propose LVE in the next section to obtain simple closed-form

estimate of IG parameters.

3 Latent Variable Estimates

Assume that n independent units are tested, and, before a pre-specified test cen-
soring time 7, m of them have failed with failure times ¢, .. .,t,. The remaining
units were censored with degradation values, wy,11(7), ..., w,(7), at time 7. Using
the observed sample of these random values from a time-constrained test, we
propose LVE for both parameters by using latent variables.

3.1 The LVE of u

Suppose one can observed the degradation value of all test units at the censoring
time, then by the fact that the degradation path is a Wiener process, the observed
degradation value is a random sample of N(nt, c*t?). However, for those failed
units, the degradation value at the censoring time is unknown. Hence, we would
add a latent variable to each of the failed units and obtain a pseudo random sample
of degradation data. The following discussion illustrates how we proceed.

For the i-th failed unit (i = 1,2, ..., m) with failure time ¢,, its degradation value
at the failure time is a. If one had measured the degradation value of this failed unit
at time 7, the value is a random variable w;(7) and the difference between w;(t)
and a (the latent variable, Aw;(t)) follows a normal distribution. That is,

Awi(T)NN(n(T_ti)vaz(T_ti))7 i= 1,2,...71’1’!

The latent variable is a random variable independent from failure time, 7;
because of the independent increment property of Brownian motion. By adding the
latent variable to each failed unit, we then obtain a pseudo random sample of
degradation data, (Wy(t),..., W (), Wni1(T),...,wu(t)) where w;(t) =a+
Aw;(t). This pseudo random sample are identical and independently distributed as
the normal distribution with mean 7 (also ta/u) and variance 762 (also ta® / )
by Wiener process property.

However, different from the real random degradation values, the latent vari-
ables are not actually observable and thus we would replace them by their
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conditional expected values (i.e., n(t — ;) for Aw;(1)) and obtain the following
closed-form LVE for parameter u:

(n—m)t+ > 1
i=1
HLve = n (1)
m+ 3, wi(t)/a
Jj=m+1
3.2 The LVE of 4
Notice that since wy(7), ... Wy (1), Wint1(1), ... wy(1) are assumed to be identical

and independent normally distributed random variables. The MLE for 107 is

) l m B n
w6 = n (Z (Wi — T”I)z + Z (wj — “’I)2>-
i=1 Jj=m+1

As discussed in Sect. 3.1, each latent variable Aw;(t) follows the normal dis-
tribution. In other words, we can decompose each Aw;(t) as Aw;(t) =
n(t —t;) + AB;(t), where AB;(t)~N(0,0%(t —t;)), i=1,2,...,m. Thus, the
original MLE for 16> becomes

1

ra-z—n(i:(a—nt, +22a—nt,AB ZAB +Z '—'”’I> (2)

i=1 Jj=m+1

The random variables, AB;(7), is also independent from failure time, 7;, by
independent increment prosperity of Brownian motion. Similar to the derivation
process for fiy yg, since the latent variables Aw;(t) (and thus AB;(t)) are not
observable, we substitute them with their expected values (i.e., E(AB;(t)) = 0 and

E (AB,‘(’L’)Z) = ¢?(t — t;)) into the (2) and obtain an estimate for the parameter ¢

& = (i_ﬁl(a—m,) +1§+]( —m)>/(i§_";lt,-+r(n—m)>.

Finally, using the relationships that 4 = a/n, = a* /¢, and the estimates of u
and o, we have an estimate for 1 as

JLVE = (i ti+t(n— m)) / <i (1= ti/fuve)® + i (wj/a— ‘C/:ZLLVE)2> .

i—1 i=1 Jj=m+1
3)

Compare to the estimates in Lee and Tang (2007), advantages of using the
LVEs include closed form estimates for both IG parameters are available and thus
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easier to interpret and implement. In the next section, the comparisons of per-
formance between the LVE and some other estimates are given.

4 Latent Variable Estimates

For comparing the performance of the proposed LVE to some existing parameter
estimates in the literature, a simulation study is conducted and presented in this
section. Following the parameters used in Lee and Tang (2007), we fix the true
parameter values at u = 100, 4 = 2,500 for simulating random IG distributed
failure times, as well as the degradation values. Meanwhile, instead of the actual
censoring time, we specify the failure probability (denoted as p) before the cen-
soring time for each simulated sample. Three values of p (0.2, 0.5, and 0.8) are
used in this simulation. The actual censoring time can be easily calculated by using
the CDF of IG distribution. Different sample sizes (n = 16, 32, and 64, and 128)
are considered for studying the performance of the estimates under small and large
sample size scenarios. For each combination of experimental setting, two hundred
samples are simulated by using R Software. Each simulated sample contains both
failure times and degradation values at the censoring time. The estimates of the IG
distribution parameters using three different methods (MEME, MMLE, and LVE)
are obtained for each sample of simulated data. We calculate the sample mean and
the variance (and thus the Square roots of Mean Square Error (SMSE)) of the 200
obtained estimates for each method. Results are presented in Table 1.

Based on Table 1, both ji; v and JLvE estimates are reasonably close to the true
parameter values, even for small sample sizes. Moreover, the SMSE of i yg and

JLve decrease as the sample size increases, which provide numerical evidence that
the LVEs are consistent. Comparing to the other estimates, the LVE performs
better than MMLE and MEME in all cases with respect to both bias and SMSE

criteria. In addition, the bias and SMSE of ;IMEME are very sensitive to the failure

probability, p; both bias and SMSE of EMEME are large when p is small. Comparing
to others, the LVE would be a better estimate.

S LED Example

Tseng et al. (2003) considered the problem of determining the termination time for
a burn-in test for a LED lamp. The lifetime of a LED lamp is highly related to its
light intensity. Hence, one may define a LED lamp failed when its light intensity
decreases and becomes smaller than certain threshold (e.g., 50 % of its original
brightness).

As an illustrative example, we implement the proposed LVE for estimating the
lifetime distribution of a LED lamp. The following data was obtained from one of
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Table 1 The mean and square root of mean square error of 200 estimates of by using LVE,
MMLE, and MEME when u = 100 and 4 = 2,500 with different sample sizes

P LVE (SMSE) MMLE(SMSE) MEME(SMSE) Observed p
I A A A

n=16

0.2 100.49 2,494.91 3,063.46 2,866.14 0.19
(5.46) (1,002.10) (1,341.26) (1,225.07)

0.5 100.63 2,483.93 3,029.97 2,585.47 0.49
(5.13) (959.73) (1,274.11) (977.06)

0.8 100.51 2,529.44 3,119.25 2,533.98 0.79
(4.94) (979.39) (1,337.53) (966.71)

n=32

0.2 100.13 2,503.51 2,771.65 2,874.41 0.19
(3.69) (691.32) (804.84) (883.87)

0.5 100.23 2,506.81 2,757.69 2,620.75 0.50
(3.59) (641.61) (733.29) (675.96)

0.8 100.25 2,516.02 2,787.99 2,536.86 0.79
(3.51) (679.42) (800.22) (680.96)

n =64

0.2 100.14 2,482.12 2,619.05 2,858.00 0.20
(2.67) (459.03) (494.25) (646.08)

0.5 100.22 2,479.82 2,612.54 2,610.57 0.49
(2.62) (4,35.83) (474.44) (475.06)

0.8 100.25 2,473.34 2,611.85 2,513.43 0.80
(2.54) (448.51) (487.18) (462.88)

n =128

0.2 100.24 2,496.96 2,567.57 2,869.60 0.19
(1.93) (325.53) (339.71) (537.98)

0.5 100.27 2,500.38 2,569.16 2,625.25 0.49
(1.85) (300.44) (320.41) (345.60)

0.8 100.34 2,493.22 2,563.30 2,520.05 0.79
(1.80) (311.53) (326.83) (315.73)

the leading LED manufacturers in Taiwan. The data contains the failure times and
degradation values of LED lamps from an accelerated degradation test using
electric current = 10 amperes and temperature = 105 °C. The test censoring time
is 6,480 h. The sample size is n = 24 and there were m = 18 boundary-crossing
times (the defined failure times): 6,274.826, 6,164.547, 6,144.000, 6,102.000,
5,430.000, 6,291.087, 6,259.672, 5,261.236, 3,963.600, 6,034.026, 4,866.947,
3,508.613, 5,008.976, 2,893.333, 6,172.000, 6,158.170, 3,494.400, and 4,801.878.
The brightness of the 6 censored units at censoring time are: 0.5027, 0.5438,
0.5768, 0.5516, 0.5267, and 0.5639. The original degradation path (denoted as
L(t)) did not follow a Wiener process. However, as demonstrated in Tseng et al.
(2003), the transformed path, W(t) = —¢n(L(t°%)), can be modeled by the Wiener
process. The threshold is then a = —¢n(0.5)= 0.6932. To apply our results, the
boundary-crossing times, the censoring time, as well as the degradation values at
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the censoring time of censored units, are transformed. The resulting LVEs for the
IG parameter are fi yg= 181.39 and dLve = 16, 569. Note that distribution of 7 can
be estimated by F(t|iyg, ALvE)-

6 Summary

In this paper, a latent variable method for estimating both mean and the scale
parameters of the IG distribution is proposed. Comparing to the existing modified
maximum likelihood estimate, advantages of our method includes: (1) our esti-
mates has clear closed form solutions and thus easier to compute. (2) Simulation
results show that, with the help of the degradation values of the censored units, the
performance of LVE is better than MMLE because it has smaller asymptotic
variances of the estimators for both IG parameters. A Numerical example is also
provided for illustration of our method. A possible direction for future research is
to see whether it is better to collect first-passage times of the degradation sample
paths over certain non-failure thresholds, instead of collecting degradation values
at prescribed time points as we considered in this paper.
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Interpolation Approximations
for the Performance of Two Single Servers
in Series

Kan Wu

Abstract Dependence among servers is the root cause of the analytic intractability
of general queueing networks. A tandem queue is the smallest unit possessing the
dependence. Understand its behavior is the key to understand the behavior of
general queueing networks. Based on observed properties, such as intrinsic gap and
intrinsic ratio, a new approximation approach for tandem queues is proposed.
Across a broad range of examined cases, this new approach outperforms prior
methods based on stochastic independence or diffusion approximations.

Keywords Queueing systems - Manufacturing systems modeling

1 Introduction

In manufacturing systems, the states of the upstream and downstream workstations
are mutually dependent in general queueing networks. The dependence plays a
critical role in modeling the behavior of manufacturing, computer and commu-
nication queueing networks. To understand the impact of dependence, we study
the behavior of tandem queues which consists of two single servers in series. It is
the simplest queueing system which exhibits dependence among servers.
Virtually all existing tractable results in first-come-first-serve (FCFS) queueing
networks only hold exactly under memoryless assumptions, which can be restric-
tive. An important exception is formed by two early papers that seem forgotten but
form a cornerstone for our modeling approach. Specifically, Avi-Itzhak (1965) and
Friedman (1965) investigated the behavior of tandem queues with constant service
times. In particular, Friedman showed the following important properties. If
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customers arrive at the first stage and proceed though the stages in FCFS order with
infinite buffers, then: (a) for any sequence of customer arrival times, the time spent
in the system by each customer is independent of the order of the stages; and (b)
under certain conditions, a tandem queueing system can be reduced to a corre-
sponding system with fewer stages, possibly a single stage. This procedure is called
areduction method. Consequently, the total system queue time is determined solely
by the bottleneck workstation, i.e. the queue time of any customer equals the time
the same customer would have been waiting in the queue of a single workstation,
which is the bottleneck workstation. Therefore, we can analyze such a queueing
system exactly even though there is dependence among workstations.

Jackson (1957) and Friedman’s results seem totally different at first sight, but
indeed share a very important structure: in both, each server sees the initial arrival
process directly. In other words, in a Jackson network, all servers see Poisson
arrivals, and in a tandem queue with constant service times, the bottleneck sees the
initial arrival process. Based on this key insight, we develop new approximate
models without directly dealing with the non-renewal departure process. Based on
extensive simulations, we argue that this new approach outperforms earlier methods
by the parametric-decomposition and diffusion approximation approaches.

The rest of this paper is organized as follows. An introduction to the prior
approximate models is given in Sect. 2 and definitions of some critical terms are
given in Sect. 3. Section 4 presents the intrinsic gap and intrinsic ratio, along with
some important properties and observations of simple tandem queues. The new
approximate model is introduced in Sect. 5. In Sect. 6, we draw conclusions and
discuss future work.

2 Prior Approach

The parametric-decomposition method (Kuehn 1979) analyzes the nodes in the
queueing networks separately by assuming each node is stochastically indepen-
dent. This dates back to Kleinrocks’ independence assumption (Kleinrock 1976).
Whitt (1983) developed Queueing Network Analyzer (QNA) based on this
assumption, Kingman’s G/G/1 approximation (Heyman 1975), and Marshall’s
equation (Marshall 1968). The essential model for QNA is:

-G

;= co+2p°ct — (2p)(1 = p)uE(QT) = p*c? + (1 — p*)cl, (2)

where p is utilization, u is service rate (or capacity), g, is the standard deviation of
inter-arrival time, o is the standard deviation of service time, c, is the coefficient
of variation of departure intervals, c; is the coefficient of variation of service time
and QT is queue time.
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Reiser and Kobayashi (1974) use the diffusion process approximation to develop
analytical models of computing systems by considering service time distributions
of a general form. By using multidimensional reflected Brownian motion, Harrison
and Nguyen (1990) proposed QNET to approximate queueing networks. Dai and
Harrison (1992) developed QNET further to obtain numerical results. QNET is
based on a central limit theorem, involving a sequence of networks in which all
nodes are assumed to be in heavy traffic. Such a regime may not always be realistic
in practice and there is no guarantee on the speed of convergence.

3 Definitions

Throughout this paper, the term bottleneck refers to a throughput bottleneck,
which is the server with the highest utilization. Thus the utilization of a tandem
queue is its bottleneck server utilization.The following two idealized tandem
queue systems are the foundation for the proposed interpolation approach.

Definition 1 In a fully coupled system (FCS), the system queue time is determined
solely by its bottleneck workstation, and is the same as the bottleneck workstation
queue time would be if the bottleneck workstation sees the initial arrival process
directly.

For a given tandem queue, a fully coupled system results from assuming the
service times are deterministic. Since Friedman’s results are applicable to tandem
queues with any specified arrival process, it should be noted that an FCS may have
either renewal or non-renewal arrival processes.

Definition 2 An ASIA system is one in which it is assumed that for the work-
stations in the system, “all see initial arrivals” (ASIA) directly.

If the initial arrival process is renewal, the ASIA system queue time can be
computed by Kingman’s approximation. It should be noted that, for a tandem
queue, a Jackson network is a special case of an ASIA system, since all servers in
Jackson networks see exponential inter-arrival times.

Definition 3 For a given tandem queue, the intrinsic gap (IG) is the queue time
difference between its ASIA and fully coupled system models, i.e.,

Intrinsic Gap = QT in ASIA System — QT in Fully Coupled System. 4)
Based on the intrinsic gap, two important ratios are defined.
Definition 4 For a given tandem queue, the intrinsic ratio (IR) is defined as

Actual QT — QT in Fully Coupled System
Intrinsic Gap '

Intrinsic Ratio =

(5)
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Definition 5 For a given tandem queue, the intrinsic gap ratio (IGR) is the ratio
of its IG to its AISA system queue time, i.e.,

Intrinsic Gap
Queue Time in the ASIA System

Intrinsic Gap Ratio =

(6)

4 Properties of Simple Tandem Queues

In a simple tandem queue, the first queue time can be approximated by Kingman’s
equation if the arrival process is renewal. The challenge comes from the second
queue time, since its arrival process may not be renewal. There two possible cases:
(1) simple tandem queue with backend bottleneck (STQB), where the second
server has higher utilization, (2) simple tandem queue with front-end bottleneck
(STQF), where the first server utilization is at least as large as the second.

Accurately predicting the bottleneck queue time in STQB is important but
difficult, since system queue time is dominated by the bottleneck queue time while
the bottleneck facing a non-renewal departure process. Therefore, we will study
the behavior of the second queue time in STQB in detail.

For simple tandem queues, the ASIA system queue time of the second server

(QT13) is
Ao (G T Ch pa \ 1
on = ( 2 ) (1 - Pz) ﬂ27 @

where ¢2, is the inter-arrival time squared coefficient of variation (SCV) of the first
server, ¢2, is the service time SCV of the second server, i, is the mean service rate
of the second server, and p, is the utilization of the second server.

While the fully coupled system queue time of the second server in STQF is
zero, the fully coupled system queue time of the second server (QT%) in STQB is

given by
oTC — (Cgl +C?2) ( P2 )1 _ <C51 "‘031) ( P1 )1 (8)
2 L=py) 1y 2 lL=p1)

where ¢?, is the service time SCV of the first server, p; is the mean service rate of
the first server, and p; is the utilization of the first server, and other notation is the
same as for Eq. (7).

The intrinsic gap of the second server in STQB is

_ A 7C _ (et P\ L
G =0n - 0or _QT1_< 2 )(1_,01)/11. ®)
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In STQB, the intrinsic gap of the second server is exactly the same as the queue
time of the first server. Therefore, this intrinsic gap possesses the following nice

property.

Property 1 (Heavy Traffic Property of the Intrinsic Gap Ratio in STQB) (Heavy
Traffic Property of the Intrinsic Gap Ratio in STQB) In simple tandem queues with
backend bottlenecks, the intrinsic gap ratio of the second server goes to zero as the
traffic intensity approaches 1.

In STQB, when randomness exists, the second queue time as well as its ASIA
system and FCS queue times approach infinity when the traffic intensity (p,)
approaches 1. However, as traffic intensity approaches 1, the intrinsic gap remains
finite. Thus, the IGR of the second server goes to zero in heavy traffic.

To gain further insight into Property 1, we conducted a number of simulation
experiments for STQB. In these experiments, we assumed Poisson arrivals (i.e.
SCV = 1) and gamma-distributed service times. In a series of experiments for
“small” SCV, values for the two servers are chosen from {0.1 (low), 0.5 (med-
ium), 0.9 (high)}, resulting in nine experiment settings, i.e. (1, 0.1, 0.1), (1, 0.1,
0.5), (1, 0.1, 0.9), (1, 0.5, 0.1), (1, 0.5, 0.5), (1, 0.5, 0.9), (1, 0.9, 0.1), (1, 0.9, 0.5)
and (1, 0.9, 0.9). In each experiment, the service time of the second server is 30,
but the first service time is chosen from {10, 20, 25, 29}. Each observation in the
tables is the average of 100-200 replications. Depending on the utilization and
service times, each replication is the average of 200,000-50,000,000 data points
after a warm up period of 50 years or longer. The intrinsic ratios of the second
server in the STQB cases, when service time SCV is smaller than 1, are shown in
Fig. 1. The results come from 36 experiments. All intrinsic ratios are between 0
and 1 and show regular patterns.

When the service time variability is greater than 1, we examine the cases of
STQB. As before, we conduct 36 experiments with Poisson arrivals and gamma
distributed service times. The service times are as in the first series of experiments.
However, in this series, the service time SCV is chosen from 2, 5 or 8. Each
observation is the average of 100 replications. Each replication is the average of
200,000-1,000,000 data points after a warm up period of 50 years or longer. Based
on Fig.1, we have the following observation.

Observation 1 (Nearly-Linear Relationship) The intrinsic ratio of the second
server is approximately linear across most traffic intensities.

Because the intrinsic ratio is developed based on the ASIA system and FCS, we
can obtain the intrinsic ratio exactly when the arrival process is Poisson and the
service times are exponential or constant. When the arrival process is Poisson, the
intrinsic ratio is 1 when service times are exponential, and is O when the service
times are constant at all utilizations. The intrinsic ratio slopes are 0 in these two
cases. From the simulation results, the slope of the intrinsic ratios is also close to 0
when the service time SCV is between 0 and 1. The slopes become positive when
the service time SCV is larger than 1. Therefore, we have the following conjecture:
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Fig. 1 Intrinsic ratio when service time SCV < 1 (top) and SCV > 1 (below)

Conjecture 1 (Upper and Lower Bounds for the Second Queue Time in Simple
Tandem Queues) In a simple tandem queue with Poisson arrivals, if the service
time SCV of the first server is smaller than 1, the ASIA system queue time is an
upper bound and the FCS queue time is a lower bound of the second queue time. If
the service time SCV of the first server is greater than 1, the ASIA system queue
time becomes a lower bound of the second server queue time.

Because of Conjecture 1 and Property 1, the second queue time for STQB with
Poisson arrivals is expected to be bounded within the intrinsic gap, and the IGR of
the second server goes to zero in heavy traffic. These nice properties give us a
reliable way to estimate the second queue time in STQB.

5 Simple Tandem Queues with Backend Bottlenecks

Based on the heavy traffic property and nearly-linear relationship of the intrinsic
ratios, we propose to approximate the bottleneck queue time in STQB by

QT, = OT5 — (1 —y) x IG

g(C51+c§2>< %) )i_<1_y2)<0§1+031)( P1 )L (10)
2 L—py) 1, 2 L—p) 1y’
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where y, is the intrinsic ratio between the first and second server. When y, is 1,
Eq. (10) is the second queue time in the ASIA system. When y; is 0, Eq. (10) is the
second queue time in the fully coupled system. The heavy traffic property of the
intrinsic gap (Property 1) plays an important role in approximating the second
queue time of STQB. Since, based on Observation 1, the intrinsic ratio is finite,
when the intrinsic gap in Eq. (5) becomes small, the approximate error of queue
time, caused by the imprecise estimate of the intrinsic ratio, also becomes small.

The value of the intrinsic ratio is determined by four factors: initial arrival
process, service time ratio (first service time/second service time), and service time
SCVs of the first and second servers. If the intrinsic ratio can be approximated by
the first and second moments of the inter-arrival and service times, it can be
presented as a function of those parameters:

Intrinsic Ratio : y, = f(4, ci],STl /STz,cfl,cf,z), (11)

where 4 is the arrival rate, ST; is service time of the i-th server. The challenge is to
determine a good estimate of y,. The following heuristics are proposed for esti-
mating y,: make it equal to the coefficient of variation of the first station service
time. This heuristic is the direct result of the previous observation: When y, is
either O or 1, Eq. (10) is either the second queue time in the fully coupled system or
the ASIA system, respectively. Using csl to approximate y, seems to be a rea-
sonable choice, since cg; is O in the fully coupled system and is 1 in the ASIA
system.

When the arrival process is Poisson and service time variability is smaller than
1, the average error of the heuristic is 3.3 % (cf. 11.0 % for QNA and 13.1 % for
QNET). Since the first queue time can be computed exactly in this case, it is
important to see the impact of the errors on system queue time. If we give a weight
to the approximate errors by “Second QT/System QT”, the weighted average error
becomes 1.8 % for our heuristic, 6.3 % for QNA and 10.3 % for QNET. When the
service time SCV is greater than 1, the heuristic does not perform well. In this
situation, we may simply use QNA. We call the heuristic the intrinsic ratio (IR)
methods, since they are based on the properties of the intrinsic ratio.

6 Conclusion

We have presented a new approximation approach for estimating queue time for
simple tandem queues based on newly observed properties, namely the intrinsic
gap and intrinsic ratio. Through those underlying properties, the computation is
much simpler than the prior methods. Due to the heavy traffic property, the
resulting model performs well for simple tandem queues with backend bottlenecks.
This is very important, since the system queue time is dominated by the second
server in STQB where the second server faces a non-renewal departure process.
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In practical manufacturing system, the situation can be more complicated:
parallel batching may exist and determination of service time may not be trivial
(Wu et al. 2011). All the above will complicate the determination of the intrinsic
ratio.

Our approach to approximating queue time does not depend on assumptions
about the behavior of mathematical models. Instead, we have identified a funda-
mental property of tandem queues and exploited this property to deal directly with
dependence among workstations. We have achieved notable improvement in the
approximation errors, relatively to the prior approaches. The extension of the
current approximate models to practical manufacturing systems has been studied
by Wu and McGinnis (2012) with promising results.
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On Reliability Evaluation of Flow
Networks with Time-Variant Quality
Components

Shin-Guang Chen

Abstract In general, the reliability evaluation of a stochastic-flow network is with
time-invariant quality components (including links or vertices). However, in
practice, the quality of components for a stochastic-flow network may be variant
due to deterioration or improvement by incomplete renewal. This paper presents a
method to evaluate the two-terminal network reliability (2TNR) with time-variant
quality components. A numerical example is presented to show the application of
this method.

Keywords Time-variant quality component - Two-terminal network - Reliability -
Minimal path

1 Introduction

The network reliability with time-invariant quality components has been deeply
investigated for decades. For example, Aggarwal et al. (1975) first presented the
reliability evaluation method for a binary-state network (no flow happens). Lee
(1980) used lexicographic ordering and labeling scheme (Ford and Fulkerson
1962) to calculate the system reliability for a binary-state flow network (0 or a
positive integer flow exists). Aggarwal et al. (1982) solved such a reliability
problem in terms of minimal paths (MPs). Without MPs, Rueger (1986) extended
to the case that nodes as well as arcs all have a positive-integer capacity and may
fail. Considering that each arc has several states/capacities, such a network is
called a stochastic-flow network (Xue 1985, for perfect node cases; Lin 2001, for
imperfect node cases). Given the demand d, the system reliability is the probability
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that the maximum flow of the network is not less than d. However, in practice, the
quality of components for a stochastic-flow network may be variant due to dete-
rioration or improvement by incomplete renewal.

This paper mainly aims at the reliability evaluation of a two-terminal and
stochastic-flow network (2TNR) with time-variant quality component (nodes only)
in terms of MPs. A path is a set of nodes and arcs whose existence results in the
connection of source node and sink node. A MP is a path whose proper subset is
not a path. When the network is live, there are several MP vectors respect to
system demand d, called d-MP, can be found. Then, the network reliability is the
union probability of all those d-MPs.

The remainder of the work is described as follows: The assumptions are
addressed in Sect. 2. The network model is described in Sect. 3. Then, a numerical
example is demonstrated in Sect. 4. Section 5 draws the conclusion for this paper.

2 Assumptions

Let G = (A, B, M) be a stochastic-flow network where A is the set of arcs,
B = {b,l1 <i < s}isthe setof nodes, and M = (my, m,, ..., my) is a vector with m;
(an integer) being the maximum capacity of b;. Such a G is assumed to satisfy the
following assumptions.

1. The capacity of b; is an integer-valued random variable which takes values
from the set {0, 1, 2, ..., m;} according to an empirical probability mass
function (p.m.f.) p;, which can be obtained by a statistical observation in a
moving time frame at time ¢. Note that the capacity 0 often means a failure or
unavailability of this node at time .

2. The arcs are perfect. That is, they are excluded from the reliability calculation.

Flow in G satisfies the flow-conservation law (Ford and Fulkerson 1962).

4. The states of each node are independent from each other.

(O8]

3 The Network Model

Let mpy, mp,, ..., mp, be the MPs. Thus, the network model can be described in
terms of two vectors: the capacity vector X, = (xy,, X2y, ..., Xy;), and the flow vector
F; = (fis for --.» fz0), Where x;; denotes the current capacity of b; at time ¢ and f};
denotes the current flow on mp; at time ¢. Then, such a vector F; is feasible iff

Z
{fielbi € mp;} <m; fori=1,2,..s. (1)
=1

J
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Constraint (1) describes that the total flow through b; can not exceed the
maximum capacity of b; at time . We denote such set of F, as Uy, = {F/|F, is

feasible under M}. Similarly, F; is feasible under X; = (xy;, X2, ..., Xg) iff
Z
Z{]j-,|bi emp;}<x; fori=1,2,...,s (2)
j=1

For clarity, let Uy, = {F/F, is feasible under X;}. The maximum flow under X;

<
is defined as V(X;) = max{ ) {f:|F: € Ux}.
=1

3.1 Reliability Evaluation

Given a demand d,, the reliability R, is the probability that the maximum flow is
not less than d,, i.e., R; = Pr{X/IV(X,) > d,} at time t. To calculate Ry, it is
advantageously to find the minimum capacity vector in {X|V(X,) > d,}. A mini-
mum capacity vector X is said to be a d-MP iff (1) V(X) > d and (2) V(Y) < d, for
any other vector Y such that ¥ <X, in which ¥ < X iff y; <x;, for j =1, 2,
...,sand Y < Xiff ¥ < X and y; < x;, for at least one j. Suppose there are totally w,
d-MPs at time #: Xy, Xops ..., X, and E;; = {X/X, > X;;}, the probability R, can
be equivalently calculated via the well-known inclusion—exclusion principle or the
RSDP algorithm (Zuo et al. 2007)

Ry = Pr{X,|V(X,) > d,}
= PI'(EJEI',>
= i =0t > Pe{()Ea)

k=1 I1C{1.2,....w },[I|=k iel

where Pr{(",g; Eu} = [T} 32 paxiny wieny 46 (D)-

3.2 Generation of d-MPs

At first, we find the flow vector F;, € Uy, such that the total flow of F, equals d,. It is
defined as in the following equation

S hi=d @
=1
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Then, let F, = {F,|F, € Uy, and satisfies Eq. (4)}. We show that a d-MP X,
exists if there is a F; € F, by the following lemma.

Lemma 3.1 Let X, be a d-MP, then there is a F, € F, such that

Z
Xip = Z{ﬁ,|ai emp;} fori=1,2,...s (5)
=1

Proof If X, is a d-MP, then there is a F, such that F; € Uy, and F; € F,. Suppose
there is a k such that x;, > Z‘]Z.:,{ﬁ,mi e mp;}. Set Y, = (Vip Yo --os Yklyts Yirs
Vs Dys -+ o> Ysr) = (K16 X260 s Xty Xkt — L, Xga1ys ---» Xsr). Hence Y, < X, and F, €
Uy, (since Zj-:l{fj,|a,~ € mp;} <yy, Vi), which indicates that V(Y,) > d, and
contradicts to that X, is a d-MP. O

Given any F, € F,, we generate a capacity vector Xz, = (X1, Xas ..., Xg) Via Eq.
(5). Then, the set Q = {Xy, | F, € F,} is built. Let Q,,;, = {X/IX, is a minimal
vector in Q}. Lemma 3.1 indicates that the set Q includes all d-MPs. The following
lemma further proves that Q,,;, is the set of d-MPs.

Lemma 3.2 Q,;, is the set of d-MPs.

Proof Firstly, suppose X, € Q,,;, (note that V(X,) > d,) but it is not a d-MP. Then
there is a d-MP Y, such that Y, < X;, which implies Y; € Q and thus contradicts to
that X, € Q,,,;,,. Hence, X, is a d-MP. Conversely, suppose X, is a d-MP (note that X,
€ Q) but X; &€ Q,,;, i.e., there is a ¥, € Q such that ¥, < X;. Then, V(Y,) > d; which
contradicts to that X; is a d-MP. Hence, X, € Q,,;... O

4 A Numerical Example

Figure 1 shows a 5-nodes network. The demand is 4. Table 1 gives the results of
sampling from the throughputs of all 5 nodes in a period t = 1-20. Table 2 shows
the changes of b, quality from ¢ = 10-20 by 10 units moving time frame.

There are 4 MPs found: mpy = {b], bz, b4, bs}, mp, = {b], bz, b5}, mps = {b],
b3, by, bs}, mpy = {by, b3, bs}. All 4-MPs are generated step-by-step as follows:

Fig. 1 A 5-node network @

(] @>@
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Table 1 The raw data

t b, by bs by bs R

1 2 1 1 1 2 -

2 4 0* 3 2 3 -

3 0 1 0 1 0 -

4 1 0 1 0 2 -

5 6 2 2 3 4 -

6 2 1 2 1 3 -

7 3 2 1 1 3 -

8 5 2 2 2 4 -

9 5 2 3 3 5 -

10 4 2 2 1 4 0.0720
11 6 0 3 2 5 0.1230
12 5 3 2 3 4 0.1728
13 5 3 3 3 5 0.3087
14 0 3 2 3 5 0.4368
15 6 3 0 3 3 0.3479
16 5 3 3 3 6 0.4928
17 5 3 3 3 6 0.6561
18 4 2 1 3 0 0.5616
19 5 3 2 0 6 0.5688
20 4 3 3 3 6 0.5760

*node failure

Table 2 The changes of b, quality from 7 = 10-20

t The p.m.f of b,
0 1 2 3 4 5 6

10 0.10 0.10 0.20 0.10 0.20 0.20 0.10
11 0.10 0.10 0.10 0.10 0.20 0.20 0.20
12 0.10 0.10 0.10 0.10 0.10 0.30 0.20
13 0.00 0.10 0.10 0.10 0.10 0.40 0.20
14 0.10 0.00 0.10 0.10 0.10 0.40 0.20
15 0.10 0.00 0.10 0.10 0.10 0.40 0.20
16 0.10 0.00 0.00 0.10 0.10 0.50 0.20
17 0.10 0.00 0.00 0.00 0.10 0.60 0.20
18 0.10 0.00 0.00 0.00 0.20 0.50 0.20
19 0.10 0.00 0.00 0.00 0.20 0.50 0.20

20 0.10 0.00 0.00 0.00 0.20 0.50 0.20
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Step 1. Find the feasible vector F, = (f;, f>s, ..., fa;) satisfying both capacity and
demand constraints.

a. Enumerate f;, for 0 < f;, < 6,1 <j <4do
b. If f;, satisfies the following equations
Sutfut o+t a6, fir+for <6, f3+far <6, fi, + 3 <6,
flt +f2t +f3t +f4t =4,
then F, = F, U {F,}.
End enumeration.
The result is F,_;o = {(0, 0, 0, 4) (0, 0, 1, 3), (0, 0, 2, 2), ...,(4, 0, O,
0)}.

Step 2. Generate the set Q = {X, IF, € F,}.

a. For F, in F, do

b. xi; = fir + for + 3 + Jan X2r = fir + fon X3t = far + fan
X4t = fu + fro
x5 = fir + for + 3 + far

c. Uy, = Ux, U { X}
End for-loop.

d. For X, in Uy, do

e. If X, ¢ Q, then Q = QU {X,}.
End for-loop.
At the end of the loop: Q = {Xj,-10 = 4,0, 4,0, 4), X5,-10 = (4,0, 4,
1,4, ..., Xos,m10= 4, 4,0,4, )}.

Step 3. Find the set Q,,;, = {X/X; is a minimum vector in Q} via pairwise
comparison.

The result is €, = {Xjmi0 =@, 0, 4, 0, 4), Xemto=(4, 1, 3, 0, 4),
X10t=]0 = (47 27 25 0’ 4)7 X13f=]0 = (47 3’ 17 O’ 4)7 X15[=]0 = (47 47 Oa 07 4)}'

Finally, the probability R4.—;o can be calculated in terms of 5 4-MPs. Let
Elt = {thxt = Xlr}’ E2t = {XtIXt = Xﬁt}’ E3t = {Xl‘lXt = XlOt}a E4t = {XtIXt =

X3} and  Es; = {XMX, > Xi5;}. From Eq. (3), we get Rgy—jo=

5
Pr{|J E;} = 0.0720.
i=1

5 Conclusion

This paper proposed a reliability evaluation method for two-terminal and sto-
chastic-flow networks (2TNR) with time-variant quality component (node only) in
terms of MPs. The network reliability with time-invariant quality components has
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been deeply investigated for decades, such as the reliability evaluation of bi-state
networks, bi-state flow networks, and stochastic-flow networks. However, in
practice, the quality of components for a stochastic-flow network may be variant
due to deterioration or improvement by incomplete renewal. A numerical example
is demonstrated to explain the proposed method.

Future researches are suggested to investigate the reliability of imperfect
double-resource networks with time-variant quality components.
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Defect Detection of Solar Cells Using EL
Imaging and Fourier Image
Reconstruction

Ya-Hui Tsai, Du-Ming Tsai, Wei-Chen Li and Shih-Chieh Wu

Abstract Solar power is an attractive alternative source of electricity nowadays.
Solar cells, which form the basis of a solar power system, are mainly based on
crystalline silicon. Many defects cannot be visually observed with the conven-
tional CCD imaging system. This paper presents defect inspection of multi-crys-
talline solar cells in electroluminescence (EL) images. A solar cell charged with
electrical current emits infrared light. The intrinsic crystal grain boundaries and
extrinsic defects of small cracks, breaks, and finger interruptions hardly reflect the
infrared light. The EL image can thus distinctly highlight barely visible defects as
dark objects. However, it also shows random dark regions in the background,
which makes automatic inspection in EL images very difficult. A self-reference
scheme based on the Fourier image reconstruction technique is proposed for defect
detection of solar cells in EL images. The target defects appear as line- or bar-
shaped objects in the EL image. The Fourier image reconstruction process is
applied to remove the possible defects by setting the frequency components
associated with the line- and bar-shaped defects to zero and then back-trans-
forming the spectral image into a spatial image. The defect region can then be
easily identified by evaluating the gray-level differences between the original
image and its reconstructed image. The reference image is generated from the
inspection image itself and, thus, can accommodate random inhomogeneous
backgrounds. Experimental results on a set of various solar cells have shown that
the proposed method performs effectively for detecting small cracks, breaks, and
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finger interruptions. The computation time of the proposed method is also fast,
making it suitable for practical implementation. It takes only 0.29 s to inspect a
whole solar cell image with a size of 550 x 550 pixels.

Keywords Defect detection - Surface inspection - Solar cell - Fourier transform

1 Introduction

In recent years, the demand for solar cells has increased significantly due to
growing environmental concerns and the global oil shortage. The demand could
even be potentially boosted after the nuclear disaster in Fukushima, Japan. Solar
cells, which convert the photons from the sun to electricity, are largely based on
crystalline silicon in the currently installed solar power systems because of the
competitive conversion efficiency and usable lifespan.

Since defects in solar cells critically reduce their conversion efficiency and
usable lifetime, the inspection of solar cells is very important in the manufacturing
process. Some fatal defects, such as small cracks lying within the wafer surface
and subtle finger interruptions, may not be visually observed in the image captured
by a typical CCD camera. In order to highlight the intrinsic and extrinsic defi-
ciencies that degrade the conversion efficiency of a solar cell, the electrolumi-
nescence (EL) imaging technique (Fuyuki et al. 2005; Fuyuki and Kitiyanan 2009)
has been proposed in recent years. In the EL imaging system, the solar cell is
excited with voltage, and then a cooled Si-CCD camera or a more advanced
InGaAs camera is used to capture the infrared light emitting from the excited solar
cell. Areas of silicon with higher conversion efficiency present brighter lumines-
cence in the sensed image. Figure 1 shows the configuration of the EL imaging
system. Figure 2a shows the EL image of a defect-free solar cell. Figure 2b—d
presents three EL images of defective solar cells that contain small cracks, breaks,
and finger interruptions, respectively. The defect areas are inactive, resulting in
dark regions that are visually observable in the sensed EL image. The EL imaging
system not only shows the extrinsic defects as dark objects but also presents the
dislocation and grain boundaries with dark gray levels in the sensed image. The
background shows inhomogeneous patterns of dark blobs and clouds due to the
random crystal grains in the multi-crystalline silicon wafer. This characteristic
makes the automatic defect detection in EL images very difficult.

Recently, Li and Tsai (2011) presented a machine vision algorithm to detect
saw-mark defects in multi-crystalline solar wafers in the wafer cutting process.
The Fourier transform is used to smooth the crystal grain background as a non-
textured surface. A line detection process is then carried out for each individual
scan line of the filtered image to detect possible defect points that are distinctly
apart from the line sought.

In this study, we further the development of an automatic detection method for
critical surface defects of both exterior and interior small cracks, breaks, and finger
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interruptions of a multi-crystalline solar cell in an EL image. The small crack
appears as a thin line segment, and the break divides the infected area into a dark
and a bright region in the EL image. The disconnected finger affects the area
beneath the finger and its neighborhood and appears as a dark bar-shaped object
along the finger direction in the EL image. In order to detect such defects against
an inhomogeneous background, a self-reference scheme based on the Fourier
image reconstruction is proposed for solar cell inspection in EL images.

2 Defect Detection in Inhomogeneous Surfaces

Self-reference approaches (Guan et al. 2003) that generate a golden template from
the inspection image itself and image reconstruction approaches (Tsai and Huang
2003) that remove the background pattern have been used for defect detection in
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textured surfaces. The multi-crystalline solar cell in the EL image falls in the
category of inhomogeneous textures. Conventional self-reference or image
reconstruction methods cannot be directly extended for defect detection in
randomly textured surfaces. The Fourier transform (FT) is a global representation
of an image and, thus, gives no spatial information of the defect in the original EL
image. In order to locate a defect in the EL image, we can eliminate the frequency
components along a line with a specific slope angle in the spectrum image and then
back-transform the image using the inverse FT. The reconstructed image can then
be used as a defect-free reference image for comparison.

2.1 Fourier Image Reconstruction

Let f (x, y) be the gray level at pixel coordinates (x, y) in an EL image of size
M x N.The two-dimensional discrete Fourier transform (DFT) of f (x, y) is given by

N—-1M-1

Flu,v) = Y flx,y)-exp[=2n(“ps + )] (1)

y=0 x=0

for spectral variables u = 0, 1, 2,..., M—1 and v = 0, 1, 2,..., N—1. The DFT is
generally complex; that is F(u, v) = R(u, v) + j.I(u, v), where R(u, v) and
I(u, v) are the real and imaginary parts of F(x, y), i.e.,

N—1M—1

R(u,v) = f(x, y) - cos [Zn(“x/M + VY/N)] (2a)
y=0 x=0
N—1M—1

I(u, v) = f(x, y) - sin [Zn(”x/M + VY/N)] (2b)

I
=}
=}

x=|

3
The power spectrum P(x, y) of F(x, y) is defined as
P(u, v) = |F(u, v) |*= R*(u, v) + I*(u, v) (3)

Since the input image f (x, y) is real, the FT exhibits conjugate symmetry. The
magnitude of the transform is symmetric with respect to the DC center in the
spectrum image. Figure 3al shows the EL image of a defective solar cell that
contains a small line crack at an angle of 37°, and Fig. 3a2 is the corresponding
Fourier spectrum image. It is expected to find a 127° high-energy straight line
passing through the DC center in the spectrum image. However, the resulting
spectrum image cannot sufficiently display a visible line due to the extremely short
line segment of the small crack with respect to the whole EL image area.

In order to intensify the high-energy line for a defect with either a long or a
short line segment in the Fourier spectrum image, the original solar cell image is
equally divided into many non-overlapping subimages of smaller size. Figure 3bl
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Fig. 3 Fourier spectrum images of solar cells: al full-sized defective EL image of 550 x 550
pixels; a2 spectrum image of (al) where no lines can be visually observed; b1 small crack in a
75 x 75 EL subimage; b2 spectrum image of (b1), where a 127°-line can be distinctly observed

shows the crack defect in a 75 x 75 subimage. Figure 3b2 presents the
corresponding Fourier spectrum, where the high-energy line associated with the
37° crack is now more distinctly present at 127° in the spectrum image.

2.2 Line Detection in Spectrum Images

To automatically detect high-energy lines associated with line-shaped defects in
the Fourier spectrum image, we propose a line detection process for the task. The
Hough transform (HT) is an effective technique for line detection under noisy and
discontinuous conditions. It involves a voting process that transforms the set of
points in the image space into a set of accumulated votes in the parameter space.
A local peak larger than some threshold in the parameter space then indicates a
line present in the image space. The line equation is then solely defined by the
parameter of slope angle. The HT process scans every pixel (#, v) in the spectrum
image, and calculates the slope angle

0 =tan ' ((v —vo)/(u — up)) (4)

where (ug, Vo) is the central coordinates of the spectrum image, and is given by
(M/2, N/2) for an image of size M x N. The voting weight for the 1-D accumulator
A(0) at slope angle 0 is given by the Fourier spectrum |F(u, v)l; i.e.,

A(0) — A(0) + |F(u, v) |

A local peak with significantly large accumulated magnitude indicates a pos-
sible line in the spectrum image. Due to the inherited structure of a solar cell in the
EL image, the accumulator will show extremely high magnitudes in horizontal,
vertical, and diagonal directions, i.e., angles at 0°, 45°, 90° and 135°. Figure 4al,
bl show a defect-free and a defective EL subimage of solar cells, respectively.
Figure 4a2, b2 are the corresponding accumulators A(6) for the EL subimages in
Fig. 4al, bl, excluding the accumulated values at 0°, 45°, 90° and 135°. It can be
seen that there are no significant peaks for the Fourier spectrum of the defect-free
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Fig. 4 The accumulator A(0) of the Hough transform; al defect-free EL subimage, b1 defective
EL image with a 37°-crack; a2 accumulator A(6) as a function of 6 for defect-free sample (al); b2
accumulator A(6) for defective sample (b1)

subimage. However, there is a distinct peak at 0 = 127° corresponding to the 37°
crack in the EL subimage.

In this study, the adaptive threshold T, for 0 selection is given by the upper
bound of a simple statistical control limit, which is defined as Eq. (5):

Ty = pag) + Ko - 0a(0) (5)

where K, is user specified control constant; it is given by 2.5 in this study. Note
that we exclude 0°, 45°, 90° and 135° for the computation of the mean g, and
standard deviation 6,9, of A(0). All local maximum peaks with A(0) greater than
the angle threshold T} are recognized as suspected slope angles of defects, and are
collected in a set:

0 = { 01A(0) > ) + Ko - oa0 } (6)

Since a true line crack generally results in distinctly high-energy frequency
components in the spectrum image, setting Ky = 2.5 in this study is sufficiently
small to ensure all true crack lines in the associated spectrum image can be
selected.

2.3 Defect Detection

To tackle the problem of defect detection in an inhomogeneous surface, we
remove all the possible defects and create a near defect-free reference image from
each individual test image under inspection. This is done by assigning zero values
to all frequency components in the vicinity of each detected line with slope angle
0" in the collection ®, and then back-transforming the revised Fourier spectrum
using the inverse DFT.

Let Aw be the band-rejection width. For a given slope angle 6%, 0* € ©, the
band-rejection region is bounded by two lines L. and L. that are parallel to Ly
with a width of Aw between these two lines, as shown in Fig. 5. The bounded lines

L;. and L. are given by
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Fig. 5 Band-rejection region in the Fourier spectrum image for defect removal

Ly : (u—up)tan 0" — (v—vy) —b =0 (7a)
Ly :(u—up)tan0* — (v —vy) —b=0 (7b)

where b = (Aw/2) /cos 0.

For any pixel (u, v) in the Fourier spectrum image that lies within the band-
rejection region, i.e. Lg >0 and L. <0, the associated F(u, v) is set to zero. To
preserve the background pattern in the reconstructed image, all frequency com-
ponents lying within a small circle with the DC as the center must be retained
without changing their spectrum values. Based on the removal process discussed
above, the revised Fourier spectrum is given by

F(u V) = 0, lf(Lér >0 and Ly <0) & (u_”0)2+(V—v0)2>r2
, F(u,v), otherwise

In this study, the circular radius r is set to 4 for a 75 x 75 EL subimage.
The self-reference image of an inspection image f (u, v) of size M x N can now be
reconstructed by the inverse discrete Fourier transform. Hence,

=
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Defects in the EL subimage can be easily identified by subtracting the original image
f (u, v) from the reconstructed image f (x, ). The difference between f (u, v) and

f(x, y) is given by
AF(x, y) =[x, ) = f(x, y) | ©)

The upper bound of a simple statistical control limit is thus used to set the
threshold for segmenting defects from the background in the difference image
Af (x, y). The threshold for Af (x, y) is given by

Tar = pag + Kay - 0ar (10)

where par and oar are the mean and standard deviations of Af (x, y) in the whole
image, and Ky is a pre-determined control constant. The detection results can be
represented by a binary image, wherein the pixel (u, v) with Af (x, y) > Tasis a
defect point and is marked in black. It is otherwise a defect-free point and is
marked in white in the binary image. Figure 6al, bl show, respectively, a
defect-free and a small crack subimage. Their reconstructed images are presented
in Fig. 6a2, b2. Figure 6a3, b3 are the corresponding difference images Af (x, y).
The results show that the reconstructed image of the defect-free sample is similar
to its original one, and no significant differences are found in the difference image.

@) @) (a3)

(b3)

Fig. 6 Image reconstruction and image difference: al defect-free EL subimage; b1 defective EL
subimage; a2, b2 respective reconstructed images; a3, b3 respective difference images
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Fig. 7 Detection results on defect-free and defect solar cells: al-c1 EL subimages d1 EL
subimages with small cracks; el EL subimages with breaks; f1 EL subimage with finger
interruption; a2—f2 respective segmentation results

3 Experimental Results

This subsection demonstrates the detection results of various multi-crystalline
solar cells in EL images. The parameter values are fixed with band-rejection width
Aw =5 and control constant Kxr= 1 for all test samples in the experiment.
Figure 7al—cl shows a set of three defect-free EL subimages of various solar cell
surfaces, where random dark regions are present in the background. The detection
results of Fig. 7al—c1 with the same parameter setting are present in Fig. 7a2—c2.
The results show uniformly white images and indicate no defects in the original
EL images. Figure 7d1-fl present, respectively, small cracks, breaks and finger
interruption in the EL subimages. All three defects appear with cloud-shaped
backgrounds in the EL images. The detection results are displayed as binary
images, and are shown in Fig. 7d2—f2. The results indicate that the proposed self-
reference method with the Fourier image reconstruction can well detect the small,
local defects in EL images with inhomogeneous backgrounds.

In an additional experiment, we have also evaluated a total of 323 EL
sub-images of solar cells, of which 308 are defect-free samples and 15 are
defective samples containing various defects of small cracks, breaks, and finger
interruptions. The proposed method, with the same parameter settings of Aw = 5
and Kjr= 1, identifies correctly the defects in all 15 defective samples, and
declares no false alarms for all 308 defect-free samples.

4 Conclusions

In this paper, we have proposed a self-reference scheme based on the Fourier
image reconstruction to detect various defects in multicrystalline solar cells.
Micro-cracks, breaks, and finger interruptions are severe defects found in solar
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cells. The EL imaging technique is thus used to highlight the defects in the sensed
image. Experimental results show that the proposed method can effectively detect
various defects and performs stably for defect-free images with random dark
regions in the background. The proposed method is efficiently applied to a small
subimage and achieves an average computation time of 0.29 s for a whole solar
cell image of size 550 x 550 pixels.
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Teaching Industrial Engineering:
Developing a Conjoint Support System
Catered for Non-Majors

Yoshiki Nakamura

Abstract Previously, business managers and college students seem to have not
given enough thought to the study of Industrial Engineering (IE). Increasingly,
however, they have become conscious of the importance of IE. In fact, many have
started to consider the topic to be useful and critical for their future career. This
being the case, it seems highly valuable to develop an educational program which
deals specifically with both operation and concept of IE. The program so devel-
oped will help improve those who have already studied IE; at the same time, the
system would likewise enhance and broaden the knowledge of those whose focus
has been confined only to business management. This study tries to create an
educational program which conjoins two different faces of business management.
On one hand, the program targets on those who have an extensive experience in
business management. On the other hand, the system likewise centers on those
who know little about business management but have studied IE in the past. By
using this cross cutting support method, two different will equally enhance their
total knowledge of business administration.

Keywords Industrial and systems engineering education - The support system

1 Introduction

Both business administration students and company presidents should study
industrial engineering (IE) because it is basic and essential to all business activity.
“Cost management,” “work study,” and “KAIZEN,” are among important IE
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activities. Furthermore, effective IE study should include an understanding of the
interrelationship between this course and student’s or manager’s prior knowledge.

In a typical Japanese college, three major methods are applied to teaching
business management. First is the teacher—student lecture, wherein teacher’s
lectures are generally one-sided and the contents, even of the same subject, differ
depending on the lecturer. Also, unfortunately, knowledge learned is applied only
after graduation.

Second is the “case study,” in which teachers present students with a theme
based on a real business incident or situation (Alavi and Gallupe 2003; Gorman
et al. 1997; Lambert et al. 1990; Mallick and Chaudhury 2000). Typically, students
study the case in groups. The students discuss the given case, and present the
answer and problem-solving by their own opinions in the case. The case study
differs from lecture-style teaching in that students can simulate a company’s real
work situation. They conduct business meetings and also learn practical business
management science in a simulated setting. The problem in this teaching method,
however, is that the teachers’ expectations and students’ problem-solving
outcomes do not always coincide.

The third approach is the educational business game (Graham and Gray 1969;
Nonoyama et al. 2002; Riis 1995; Tseng 2009). This is a management game
simulator that is based on actual business activities. It teaches such business
aspects as management and the flow of funds through a game. As the teacher
makes the computer program for the students, they learn what the teacher’s wants
them to. The downside of this teaching method is its strong “game” element. It
also begs the question as to whether the game allows students to actually use their
own information, knowledge, and reasoning in their decision-making.

Regarding the above-mentioned lecture method and under current educational
conditions, we consider that there are two techniques in ideal lecturing: the first is
students thinking and problem-solving using their own hands. The second is the
student can feel and understand the relationship between the business and the
contents the student learned through the support system. That system makes to
similar to a real business situation wherein students learn business practical
content and the study the student studied before.

This study proposes an educational program wherein students can study IE
knowledge through the support system. The objective is to understand the inter-
relationship between new IE learning and prior knowledge and the influence both
these factors have on each other. Concretely, students will form teams and use the
mini-belt conveyor and miniature cars for their study. In preparing for the simu-
lation, they must study the major IE fields of production management, cost
management, work study, and KAIZEN activity. Because the students’ learning
process is hands on, I will build the support system wherein the relationship
between students’ prior knowledge and the knowledge they acquire during the
program is observed. For example, how the students understand the influence of
“hands-on work” on “business activities and the financial statement” will be
observed.
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2 The Outline of the Program
2.1 Set the Situation and the Contents of the Methodology

The subject in this educational program is an automobile industry. The company is
the mid-sized car company and with a low profit margin. We chose the automobile
industry because it is a manufacturing industry and its basic business operations
include procurement, manufacturing, and sales (Fig. 1).

As a result, it is easy for the learner to devise a business plan and marketing
analysis and understand the company’s competitor. The methodology chosen
involves making a team wherein students decide who plays the role of COE, CTO,
etc.

In this instance, “the learner” is the student who studies the program and “the
educator” is the teacher who manages and operates the educational program.

At the beginning of the program, the learner will be given the market and in-
house information, a miniature automobile block, a belt conveyor and a support
system file made by MS Office Excel. The activity flow will proceed as follows:

(1) Information analysis and forming a decision on the goal rate for the profit
margin: learners determine how many cars are to be produced, i.e., the planned
production amount. To arrive at this decision, the learners analyze the
economic trends, competitor information, and in-house information about the
company’s finances from the financial statements.

(2) Simulate production experience.

(3) The proposal and the execution of KAIZEN.

(4) Examination of the miniature car’s material and environmental elements.

(5) Discussion of the rate of the goal rate whether approaching the learner’s set.

In the “marketing” class, for example, students study the importance of the
market, competitor information, and the need for business analysis. It is, however,

Mid Sized
Car Company

Business
management

(In-house
information)

activity

Research and
development, 7
toimer, GBI\ Supplier

KAIZEN activity
Manufacturing

Fig. 1 Program situation
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difficult to see the linkage between these studies and decision-making in the actual
business activity. As a result, in Step 1, the learner will analyze this information
and arrive at a decision on “the amount of planned production” and “the goal for
the profit rate.” (Details follow).

In Steps 2 and 3, the learners actually make the miniature car and measure the
standard work and standard time. They also implement the KAIZEN process and
address the environmental problem.

For the cost reduction at Step 4, they must decrease the automobile’s materials
cost. At the same time, they have to sell the new vehicle to attain the desired goal
profit rate. Thus, the learners propose a sellable and popular automobile.

In Step 5, through activities 2, 3, and 4, the learners determine how close they
are to the target. If they cannot achieve the set goal, they will determine what the
problem is. By carrying out activities outlined in these steps and by having an
access to the support system, students will visually understand the relationship
among the goal profit rate, production, and the financial statements.

By following these steps in sequence, the learner can simulate business
management, and especially the analysis, planning, and implementation phases as
well as KAIZEN and the feedback. In this study, it is possible to conduct business
management through the experiential and synthetic study, even in a university class.

2.2 The Program’s Plan and Flow

The following table shows the flow of this educational program in a university
class. The schedule was modeled on the typical Japanese university business class
and is comprised of fifteen weekly 90-min sessions (Table 1).

Week 1:

The educator lectures on the educational program, its purpose, goals, and
meaning. The learners form a team of three to four members. For the purposes of
the team’s function, its collegial decision-making nature is understood.

The team decides on the company name, the business philosophy, and each
member’s role. For unity among the team members in terms of awareness of the
program’s direction, these decision items will be set.

Weeks 2 and 3:

In the in-house analysis, the learner will examine the financial statements and
propose the problem and plan for improvement. The financial analysis framework
is used for the business analysis. To calculate the profit rate, this program uses
business indicators and “the standard comparison method” with the industry
average. If the rate is calculated to be lower than the industry average, it presents a
problem for the learners’ company. Each team calculates the indicator and
determines and presents its own problems.
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Table 1 Program schedule

Week Contents Notes

1 Lectures on the educational program

2 In-house analysis 1 Financial analysis

3 In-house analysis 2

4 Market and competitor analysis 1 Using information sheet
5 Market and competitor analysis 2

6 Decides the amount of the production and the goal profit ~ Using support system

rate
Midterm presentation

8 Simulate production experience 1 Study standard time and
cost

9 Simulate production experience 2 KAIZEN process

10 Simulate production experience 3

11 Sell, cost and environmental acuities 1

12 Sell, cost and environmental acuities 2

13 Sell, cost and environmental acuities 3

14 Sell, cost and environmental acuities 4

15 Final presentation

Weeks 4 and 5:

As for the market and competitor analysis, the learner is given Information
sheet and examines it in relation to how it affects the company. This sheet is
composed of macro information and the information on market conditions and the
competitor environment. The macro environmental information includes the
political environment, the economy, and social and technological factors. Market
information consists of the purchase environment, the production situation, and
sales factors. Competitor information relates to market share, profitability, and the
trends in competitor company factors.

Week 6:

Using week 5 analysis, the team decides the amount of the production and the
goal profit rate. After deciding on the production figures, they determine the sales
data set and calculate the profit rate with the assistance from the support system.

Week 7:

To clarify what they have learned and accomplished, the team presents the
results of the first six weeks’ exercises. After the learner’s presentation, the edu-
cator gives some answers example on the study that the learners might have. Every
learner is in agreement with the direction of the study. For example, the educator
might point out two things: lower sales and higher cost. Subsequently, this edu-
cator challenges them to achieve “more than 4 % of the rate of ordinary profit
divided by capital” and “more than 2.8 % of the rate of ordinary profit divided by
sales.”
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Weeks 8-10:

The learner actually produces the miniature automobile in the standard time and
work set by the educator. After production, they discuss “unreasonable, unfruitful,
and uneven production” and propose the KAIZEN plan. The support system
provides information on the KAIZEN plan and reduction of labor cost. In week 10,
the learner must make a presentation on the KAIZEN plan.

Weeks 11-14:

During this period, the learners consider two things: lowering the cost of
materials and increasing sales. Lowering the material cost is studied according to
the figures on the overall automobile. These costs are subject to an environmental
index; however, recently in manufacturing, a product’s environmental impact must
be considered. This program, therefore, presents the indicators of the automobile’s
effect on the environment. The more environmentally friendly the car, the higher
the environmental indicators. Keeping this in mind, the learner understands the
relationship between the cost and the environment.

In this program, more than 80 indicators are required for an automobile to be
certified as a low-fuel consumption and low-smog emission vehicle. The student
needs these indicators to sell the car they develop. Moreover, they need to
repeatedly meet the standard of workmanship, the production time, and the
KAIZEN until the goal profit rate is accomplished.

Week 15:
The learners make their final presentation.

3 Details of the Support System

In this program, the learner can visually check the support system’s influence
when they propose the KAIZEN and accordingly change the automobile materials.
Figure 2 shows the system flow.

The answers from the educator are “more than 4 % of the rate of the ordinary
profit divided by the entire capital amount” and “more than 2.8 % of the rate of
the ordinary profit divided by the sales.” This problem has to be solved in two
ways: “lower the cost” and “increase the sales.”

In the “lower the cost” criteria, using the scroll bar of the material cost and the
labor cost adjusts the “more than 2.8 % of the rate of the ordinary profit divided by
the sales” through the support system (1). The former method does not achieve the
“more than 4 % of the rate of the ordinary profit divided by the entire capital
amount.” Through the support system (2), the scroll bar, cash deposits, accounts
receivable, the money due from accounts, products, semi-finished products,
materials in process, and raw materials, all have to be reduced to meet the
objectives (Fig. 3).
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The contents of the

solving problem
student needs

v v

More than 4% of the rate of More than 2.8% of the rate of the
the ordinary profit divided by ordinary profit divided by the
the entire capital amount sales
Increase the sales lower the cost
through the new car
development
Propose a sellable and direct direct labor direct
popular automobile materials cost cost department cost
Examine the
h h
environmental ¢———» Cut t, ¢ Cutt ?
mateials work time

indicators

Fig. 2 System flow

In addition, the support system alone (2) does not improve the rate of the
ordinary profit divided by the all capital. After scrolling the bar (2), the support
system (3) has to be displayed. From screen (3), the learner recognizes that, above
all else, they must make an effort to increase sales. In the “saving labor costs sheet,”
the support system shows the time and width required to cut this cost. On the basis
of this sheet, the learners discuss work improvements and attempt to achieve labor
cost savings. The “saving materials cost sheet” shows the structure and price of
parts. It needs to reach the width reduction from the support system (1).

Learners also have environmental indicators. As a result, in developing the new
automobile they need to achieve an environmental index above 80 in addition to
material cost savings and higher sales at same time.

Through using the support system, the learner can understand their IE
knowledge.
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Fig. 3 Support system

4 Conclusion and Future Prospect

This paper presents a proposal for the educational program that addresses the IE
study not only for the major’s. Especially, IE’s basic studies, KAIZEN, standard
time and work, cost management, environmental activity and new product
development, are able to exercise by their own hand. Through this program, the
learners are is to understand not only IE concept, but also the relationship between
new IE learning and prior knowledge which they have already.

We implemented this program with university students, a total of 23 students in
4 teams. A questionnaire survey was conducted after the program had ended to
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evaluate learning effectiveness. From the free comment, “I acquired the
knowledge about IE and the relationship with the finance,” “the importance of
team work and discussion,” etc. We believe that this program proposed in this
paper is useful to study IE’s elements and knowledge the learners studied before.

Future issues to be addressed include (1) implementation of the program for
large numbers of learners, (2) the addition of the case, not only automobile
industry but also the other manufacturing industries, and (3) enhancement of the
support system.

Acknowledgments This research was supported by Grant-in-Aid for Young Scientists (B),
(23710179) in Japan.
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An Automatic Image Enhancement
Framework for Industrial Products
Inspection

Chien-Cheng Chu, Chien-Chih Wang and Bernard C. Jiang

Abstract Image enhancement methods play a key role in image preprocessing.
In practical, to obtain product characteristics, image enhancement methods are
usually selected by trial-and-error or by experience. In this chapter, we proposed a
novel procedure to automatically select image enhancement procedures by using
singular value decomposition to extract features of an image. Forty-five industrial
product images from literature and local companies were used in the experiment.
The results showed that the contrast values had no significant differences with the
literature. The study results implied that the system could automatically applied
and effectively improve the image quality.

Keywords Visual inspection - Singular value decomposition - Feature database

1 Introduction

In practical applications, to increase the efficiency of the machine vision inspec-
tions, the inspection must use image enhancement to increase the contrast and
decrease noise before detecting the objects. Most image enhancement methods are
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independent and based on supervised techniques. For example, Wang et al. (2011)
proposed multivariate analysis to automatically build an image enhancement
model. However, the method must know the corresponding enhancement method
of the training images. Therefore, a non-supervised image enhancement mecha-
nism is needed in practice.

Image enhancement technology usually relies on differences in the grey levels
and their structures to describe the image features. Yeh et al. (2003) proposed a
histogram equalization scheme to enhance multi-layer ceramic chip capacitors
(MLCC) surface defect features and a median filter was then used to denoise and
maintain image sharpness. Ko (2002) used a fast Fourier transform and selected
different kinds of masks to remove high-frequency data and thereby enhance
fingerprint images. Kang and Hong (2000) utilized a wavelet transform to enhance
medical ultrasound images and remove noise. Tsai and Lin (2002) used a Gaussian
algorithm to smooth the images and make traditional coefficient correlation more
effective. Szydlowski and Powatka (2012) used image normalization to overcome
chatter images taken under different illumination conditions. Withayachumnankul
et al. (2013) revealed the green channel of the original image. To assist the
interpretation, the intensity of the image is inverted and then normalized to 0-255
in order to increase the contrast. The experiments show that the algorithm reveals
cracks with high accuracy and high sensitivity.

From the above discussion, if fast image enhancement techniques can be pro-
posed and put into practical application, these can shorten the time needed for
detection and fill the demand of manufacturers for faster inspection. In this
chapter, the extraction of image features through singular value decomposition
(SVD) was proposed to use of these features as a basis for the construction of the
database. The proposed procedure can quickly to automatically select the appro-
priate image enhancement methods.

2 Methodology

Assume that an image matrix size is m X n. The matrix can find an SVD to make
A = UZVT, where Uis anm X m unitary matrix, X is anm x nrectangular diagonal
matrix with non-negative real numbers on the diagonal and V is an n X n unitary
matrix. The diagonal entries X, , of X are known as the singular values of A. Let %, ,
return the value of location (7, n) in the matrix. The size of the matrix is m X m and
m > n. In this study, UZHVT was used to determine the basic structure for the
image’s features required for classification. Each image obtained by UX; ; V' can
obtain one feature matrix that most closely represents the original image.

After the SVD extraction, the inspected image may be divided according to two
conditions. If the database already has a similar feature set, the classified image
should be set to the feature’s group. If the database system cannot find similar
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images using the SVD feature, the process sets the image as a new group. Finally,
we obtain the highest matching process, and save it in the database for future use.
The SSIM index calculation formula

Cuy + €)oo + €
(#)ZC + #3 + C]) (0')2( + 0'3 + Cz)

SSIM (x,y) = (1)

where u, is the mean of x, u, is the mean of y, g, is the standard deviation of x, g,
is the standard deviation of y. C; used in order to avoid obtaining ,u)% + ,u% close to

or equal to zero. Let C; = (K 1L)2 and L be a dynamic range that is assumed by the
image’s pixel range. For example, for an 8-bit image, the dynamic range is from 0
to 255. At the same time, K; < 1 is a very small value, and this definition also
applies to the contrast comparison function and structure function. Let C, =
(KzL)z7 K> < 1, this design is also used in order to prevent the denominator from
approaching or becoming equal to zero.

The contrast value and entropy were used to estimate the results and determine
the proposed method compared to the method in literature. The contrast value was
a method that uses frequency to evaluate the quality of an image. The definition of
the contrast value is as follows

Z M><N @)

where, M x N is the image size, (i, is the mean of grey levels equal to f, ny is the
sum of grey levels equal to f.

Next, the enhancement process stresses the foreground and makes the back-
ground inconspicuous. In other words, it aims to filter noise and cause the useless
information to disappear, thus improving the thresholding. Entropy can measure
the degree of data, and higher entropy means that more information in a group of
data may exist in the foreground. Thus, for the enhancement process, higher
entropy is better. The definition of entropy is as follows

Z(p f) xnp(f)) 3)

where, p(f) =ns /(M x N)

3 Experiment Analysis

The 45 test images (Fig. 1) obtained from literature (Chen 2003; Tsai et al. 2003;
Yeh et al. 2003; Chen 2005; Lin and Ho 2005) were used to set up the database and
to create an automatic enhancement method. These are images that are mainly
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Fig. 1 The part of experiment images

obtained from electronic products, including capacitors, integrated circuit (IC),
ball grid array (BGA), printed circuit board (PCB) and flexible printed circuit
(FPC). Also, the research used common image enhancement methods to establish
the automatic selection model for image enhancement. They included the uniform
filter, histogram equalization, Gaussian filter, median filter and the sobel operator.

Tables 1 and 2 shows the analysis results of all images in the Fig. 1 and their
calculated contrast values and entropy. From Tables 1 and 2, we can deduce that
all of the entropy index results for the proposed methods are better than those in
literature. The average entropy of the image relative to previous research increased

Table 1 Average contrast and entropy results using the proposed method

Image type  Proposed method

Contrast Entropy
Before After Difference (%) Before After Difference (%)
A 44.8453 45.0917 0.54 6.4288 6.4531 0.37
B 50.7090  45.1997 —10.86 6.7541 6.7390 —-0.22
C 46.0046  42.5420 —-17.53 5.9323 5.9951 1.06
D 36.6257 32.7884 —10.48 6.5143 6.3502 —2.52
E 58.3931 53.8714 —-17.74 7.2699 7.3040 0.47
F 35.2855 30.8388 —12.60 6.4283 6.2788 —2.33
G 40.7573 37.9707 —0.683 5.4003 5.5108 2.05
H 52.9750 51.4671 —2.84 6.8421 6.9394 1.42
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Table 2 Average contrast and entropy results using the literature method

Image type  Literature’s method

Contrast Entropy
Before After Difference (%) Before After Difference (%)
A 44.8453  74.8553 66.92 6.4289  5.6038 —12.83
B 50.7090  45.1997 —10.86 6.7541 6.7390 —0.22
C 46.0046  42.5420 —7.53 5.9323  5.9951 1.06
D 36.4902 0.2274 —99.38 6.5143  0.3059 —95.30
E 58.3931 53.8714 —7.74 7.2699  7.3040 0.47
F 35.2855 0.2234 -99.37 6.4283  0.2979 —-95.37
G 40.7573  71.5022 75.43 54003  4.4139 —18.27
H 52.9750  48.5487 —8.35 6.8421 6.8770 0.51

to 17.54 %. Using a paired ¢ test, we compared the different significances for the
proposed method and that in literature.

For contrast value, the 95 % CI for the mean difference was (—19.67, 20.37)
and a p value = 0.968. This result shows that there are no significant differences in
the contrast value between the proposed method and that in literature. For entropy
index, the proposed method of increase is greater than the literature methods.

4 Conclusions

This research proposed an SVD-based framework to choose suitable enhancement
methods that can quickly and effectively solve practical inspection problems.
When compared with the methods in literature, this method provides a better
unsupervised learning mechanism. As opposed to supervised methods, this method
does not require pre-learning or specific characteristics. Therefore, this application
is more flexible, but requires more technical knowledge to realize further
improvements.
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Ant Colony Optimization Algorithms
for Unrelated Parallel Machine
Scheduling with Controllable Processing
Times and Eligibility Constraints

Chinyao Low, Rong-Kwei Li and Guan-He Wu

Abstract In this paper, we consider the problem of scheduling jobs on unrelated
parallel machines with eligibility constraints, where job-processing times are
controllable through the allocation of a nonrenewable common resource, and can
be modeled by a linear resource consumption function. The objective is to assign
the jobs to the machines and to allocate the resource so that the makespan is
minimized. We provide an exact formulation of the addressed problem as an
integer programming model. As the problem has been proven to be NP-hard even
for the fixed job-processing times, two ant colony optimization (ACO) algorithms
based on distinct procedures, respectively, are also presented and analyzed.
Numerical results show that both the proposed algorithms are capable of solving
large-sized problems within reasonable computational time and accuracy.

Keywords Scheduling - Unrelated parallel machines - Eligibility constraints -
Resource allocation + Ant colony optimization

1 Introduction

We consider the problem of scheduling jobs on unrelated parallel machines with
eligibility constraints to minimize the makespan (the maximum completion time).
The processing time of a job is dependent on both the machine assigned and the
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amount of resource allocated. If job-processing times are fixed, the problem has
been shown to be NP-Hard in the strong sense. Furthermore, Lenstra et al. (1990)
showed that no approximation algorithm can achieve a worst-case ratio smaller
than 3/2, unless P = NP.

In most classical machine scheduling models, job-processing times are gener-
ally treated as constant values and known in advance. However, in various realistic
situations, jobs may also require, apart from machines, certain additional limited
resources (e.g., manpower, electricity, catalyzer) for their performing, and the
processing times can be considerably affected by consumption of such resources.
In these situations, both the job scheduling and the distribution of limited resources
to individual operations should be taken into account and coordinated carefully so
as to optimize system performance.

The majority of works on scheduling models with controllable job-processing
times have been presented for various single machine problems, such as those
described in the review provided by Shabtay and Steiner (2007). Only a few
studies have dealt with multi-processor systems. Jozefowska et al. (2002) pre-
sented a tabu search algorithm to deal with the identical parallel machine make-
span problem under given resource constraints. Jansen and Mastrolilli (2004)
proposed approximation algorithms for the problem of scheduling jobs on identical
parallel machines, in which the processing times of the jobs were allowed to be
compressed in return for compression cost. Shabtay and Kaspi (2006) examined
the identical parallel machine scheduling problems with controllable processing
times to minimize the makespan and total flow time. Mokhtari et al. (2010) sug-
gested a hybrid discrete differential evolution algorithm combined with variable
neighborhood search for a permutation flow shop scheduling problem, in which the
processing times can be controlled by consumption of several types of resources.
The objective was to minimize both makespan and total cost of resources.

As can be seen, most of the aforementioned studies assumed that each job can
be processed on any machine. Nonetheless, this assumption usually deviates from
the real-world situation. The presence of eligibility constraints is consistent with
many manufacturing environments, for instance, a work center may be composed
of different sets of machines with different capability for their performing, and so
the jobs must be processed on the machines that can satisfy its process specifi-
cation. Therefore, we concern on the general problem, where eligibility constraints
may exist.

The remainder of this paper is organized as follows. The problem definition and
formulation are presented in Sect. 2. In Sect. 3, we give the detailed steps of the
proposed ACO algorithms. Computational results are shown in Sect. 4. We
demonstrate that our applications of these ACO algorithms are efficient in
obtaining near-optimal solutions for industrial sized problems. Finally, some
concluding remarks are given in Sect. 5.
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2 Problem Description and Formulation

There are n independent non-preemptive jobs have to be processed on m unrelated
parallel machines. Each job j is considered available for processing at time zero,
requires a single operation and can be processed only on a specific subset M; of
machines. The processing time of job j on machine i ( € M;, j=1,2,...,n) is
controllable, and can be modeled as a linear decreasing function of the amount of a
nonrenewable resource, ry;, used for its processing: p;(rj) = bj — aj - ryj, where
b; and a; are the normal processing time and resource compression rate,
respectively. It is assumed that r;; € [, f3;], where a;; and f3;; are given bounds,
and the total resource consumption cannot exceed the limited value R,
R > Y1 min{oyli € M;}. Without loss of generality, we assumed that all by, a;;,
a;, B; and R are positive integers. The objective is to determine the optimal
assignment of the jobs to the machines and resource allocation, such that the
schedule makespan C,,,, is minimized.

Let x;; denote binary variables equal to 1 if job j is processed on machine i and 0
otherwise. Let y; be the amount of resource used for processing job j. With the
above notation the problem under consideration can be formulated as follows:

Min Cpp (1)

subject to

ZiEM/-Xij: 1 +m Zlé/\/ljxl]’ VJ: 1727...,7’1, (2)
Yo ) Sy < DT (e By)y Vi=1.20m, 3)
Zf:lyf <R, (4)

ijlx,,»- (by — aijyj) < Cpary, Vi=1,2,...m, (5)
x;€{0,1}, Vi=1,2,...m, Yj=12,..,n, (6)
yi€{0,1,...,R}, Yj=1,2,...n (7)

Constraint (2) ensures that each job is assigned to exactly one of its eligible
machines. Constraints (3) and (4) guarantee that the amount of resource allocated
to jobs are within the resource limits. Constraint (5) states that the total processing
on each machine is a lower bound on the makespan. Constraints (6) and (7) define
the value ranges of the variables. This model includes m + 2n + 1 constraints,
m - n binary variables and n standard variables.
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3 Solution Procedures

The ACO algorithm (Dorigo and Gambardella 1997) is essentially a population-
based metaheuristic that imitates the cooperative behavior of real ants to tackle
combinatorial optimization problems. The basic component of ACO is the sto-
chastic solution construction mechanism. At each iteration, the artificial ants in
ACO choose opportunely the next solution component to be appended in the
partially constructed ones based on the favorability (pheromone values) and the
cost (heuristic information) of adding the component, until a complete solution to
the problem is reached. Once all ants have constructed their solutions, some of
them are used for performing an update of the pheromone values. This will allow
the succeeding ants to generate high quality solutions over time.

In this section, we propose two ACO algorithms based on distinct solution
construction mechanisms for solving the addressed problem. The main idea in the
first algorithm (ACO-I) is to simultaneously determine the assignment of the jobs
to the machines and the amount of resource allotted for their performing during the
solution construction process; while the solution procedure of the second algo-
rithm (ACO-II) is composed of two phases, in which an initial schedule is gen-
erated with the constant job-processing times, and then the total processing on
each machine is compressed in terms of the makespan using a resource allocation
mechanism.

3.1 Development of the First Proposed ACO algorithm
(ACO-I)

3.1.1 Solution Construction

In ACO-I, the pheromone information is represented by the matrix [z(i,j,)] which
describes the favorability of allocating r units of resource to job j on machine i. Let
U be the sets of unscheduled jobs, and M ; be the set of the machines that are
considered available for processing job j with respect to the eligibility and resource
constraints. Given the amount R’ of available resource, the upper bound on the
consumed resource amount corresponding to machine-job pair (i,j) will be

B = min{ (R’ — Z min{oyi € Mj/})vﬂgj} (8)
‘ JeUj#j

As a result, the probability of allocating r units of resource to job j on machine
i€ Mj can be computed as follows:
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i = {arg maXieU,re[mj,ﬁE-]{[T(iaAjr)]a~[’1(iajr)}ﬂ W@l ifa<a } ©)

J, otherwise

where the random variable J, is selected according to the probability distribution
given by

[<(isi)]* Inii)"[8(i,)) i o
Plinr) = Dsctsctng RN Wik 000k )T i€ Ure o, by (10)
0 otherwise

Of which, the heuristic information #(i,j,) and d(i,j,) are defined as

1

77(17]r) - b — ai; - r
y y

and

B R —r

B S kv pyymin{ i € My}
Besides, o, f3, and y are, respectively, the parameters representing the relative

influence of pheromone and heuristic information, ¢ is a random number uni-

formly distributed in [0, 1] and g is a parameter that determines the exploitation
and exploration properties of the algorithm.

o(i,Jr)

(12)

3.1.2 Local Pheromone Update

After an ant has constructed a complete solution, the local pheromone update
procedure is implemented to evaporate the pheromone values in each link (i,j,)
selected by the ant in order to avoid premature convergence. The update rule is
given by

(i) — (1—0)-1(i,j,) + 01 (13)

where 0 < 6 < 1 is the evaporation rate and 7 is the initial pheromone value.

3.1.3 Global Pheromone Update

Once all of the k ants have constructed their solutions (i.e., an iteration), the
iteration-best solution s and the best-so-far solution s”* will update the phero-
mone values to enforce the exploitation of search. This update rule is defined as

(i) — tije) + p- {W"-CP(ijy) + W - C¥(ij,) — 2(ijr)}  (14)
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Of which, the parameter p is evaporation rate (0 < p < 1), C*(i,j,) is set to 1 if
link (i,j,) € s*, and 0 otherwise. w (0 < w < 1) and w"* are the parameters
(w? 4 w? = 1) representing the relative influence of the iteration-best solution
and the best-so-far solution. Note that the update rule presented here is based on
the Hypercube framework (Blum and Dorigo 2004), which automatically rescales
the pheromone values and thereby bound them to the interval [0, 1].

3.2 Description of the Second Proposed ACO Algorithm
(ACO-II)

In contrast to the ACO-I, the solution procedure of the ACO-II consists of two
stages: assignment then allocation. In the assignment stage, the job-processing times
are regarded as constant (i.e., p; = b; — a; - o; Vi € M, j = 1,2,...,n), and the
pheromone information is represented as an m X n matrix where each element
7(i,j) of the matrix describes the favorability of assigning job j to machine i.
Accordingly, the probability of choosing job j to be appended on the machine i € M f
can be computed as follows:

i {argmaxd-eu{w,j)]“ W'y ifa<a } )

J otherwise

where J is a random variable selected according to the probability distribution
given by

(<)) - [n(is))” Y
p(i,j) = Do ltih]) - ko) ficev (16)
0 otherwise
Of which, the heuristic information #(i,) is defined as
. 1
n(i,j) == (17)

pij = bij — aij - %;

After the jobs on each machine have been specified, the update of the phero-
mone values is carried out according to

1(i,j) = (1=0) - 2(j) + 0 -7 (18)

Then, in the second stage we apply the following algorithm to determine the
optimal resource allocation for the machine-job assignment generated. This
resource allocation procedure was originally proposed by Su and Lien (2009) for
identical parallel machine problem. Here, we generalize with slide modification
the procedure to the case of unrelated machines. Define M, as the set of machines
with maximal completion time. Let {i,j} be the machine-job pair determined in
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the assignment stage and R be the amount of remaining available resource. A detail
description of the algorithm is presented below.

Step 0 Set Tiijy = %} ieM;,j=12...,n

Step 1 IfR > |M,|, then go to Step 2; Otherwise, go to Step 5

Step 2 Determine the job j such that f§ (ijy = 0, then set ag; ; = 0. Identify job ¢
on machine k € M, with the largest ag . If ai , # 0, then go to Step 3;
Otherwise, go to Step 5

Step 3 Update ry =rpy + L By =Byy — 1. R=R —1 and M, =
{M,}\{k}, then go to Step 4

Step 4 If R # 0 then return to Step 1, else go to Step 5

Step 5 Calculate the resource allocation ry;;; and terminate the procedure.

Finally, the resulted iteration-best solution and the best-so-far solution are used
for performing an update of the pheromone values. This update rule is expressed by

(i) — t(ij) + p- {w" - CP(ij) + w” - C”(ij) — =(i.))}  (19)

4 Computational Results

The ACO algorithms shown in the previous section were coded in C++ and
implemented on a 2.80 GHz AMD Athlon IT CPU personal computer. The test
problems we considered include the problems with 2, 3, 5, 10 machines and 3, 5,
10, 20, 30, 50 jobs. Normal processing times of jobs were generated from a
discrete uniform distribution in the interval [1, 100]. The amount of available
resource, the resource compression rate, and the bounds of consumed resource
amount associated with each machine-job pair followed the discrete uniform
distributions defined by the interval that satisfy the addressed resource constraints.
For each problem size (m x n), 3 test problems were generated and the algorithms
were executed 10 times for each problem. Let C,,(H) be the value of the
objective function obtained by algorithm H, and thus the optimality gap can be
defined as G,y (H) = Cpee(H) — optimum/optimum. Note that the optimal
solution was obtained by solving the presented integer programming model with
LINGO 11.0. For cases when an optimal solution cannot be obtained within a time
limit 10,800 s (3 h), the optimality gap was calculated as G (H) = Cpax(H) —
Cax(ACO — 1)/Cpax(ACO —T). The computational results for all test problems
are given in Table 1.

As the results show, both the algorithms performed well based on the averages
of optimality gap and solution time for small sized problems. The algorithms
attained optimal solutions in 9 problems out of 27 tested problems. Note that for all
the small-sized problems evaluated, the solutions are the same in 10 runs of each
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Table 1 Evaluation results of the proposed ACO algorithms

m X n Lingo ACO-1 ACO-II
Avg.sol.  Avg. gap (%) Avg.sol. Avg.gap (%) Avg.sol. Avg. gap (%)
time (s) time (s) time (s)
2x3 11.33  0.00 5.26 0.00 11.60 0.00
3x3 18.33  0.00 5.33 0.00 10.40 0.00
2x5 962.00  0.00 7.76 0.00 11.53 0.00
3x5 2,750.67  0.00 6.56 0.39 11.26 0.17
2x10 etl - 1823 - 2670 2.89¥
5x20 e tl - 44.53 - 49.58 5417
5x30 e.tl - 117.20 - 93.13 4.36"
5x50 etl - 23236 - 141.16 3417
10 x 50 e.t.1 - 228.40 - 121.13 5.15%

e. t. 1. = Exceed time limit; ¥ gap calculated based on C,,e(ACO — 1)

test problem. This signified the robustness of the suggested algorithms. The results
also evinced that the ACO-I generated similar, actually better on average, solu-
tions in a short computation time as compared to the ACO-II. Additionally, the
superiority of the ACO-I got more significant with the increase of the problem
size. In summary, the suggested ACO algorithms can effectively solve the
addressed problem to a certain scale in terms of the tradeoff between solution
quality and computation time.

5 Conclusions

In this work, we introduce the problem of minimizing the makespan on a set of
unrelated parallel machines with controllable processing times and eligibility
constraints. This problem has been formulated as an integer programming model.
Due to its computational complexity, two ACO-based heuristics are also presented
and analyzed. Numerical results for problems with up to 50 jobs demonstrate that
both the ACO algorithms can obtain the optimal or near optimal solutions for
small and medium sized problems in a very short computation time, and the first
proposed algorithm (ACO-I) outperforms the second proposed algorithm (ACO-II)
in the case of relatively large-sized problems. Further research might extend our
study to multi-stage scheduling problems, and consider other performance mea-
sures such as number of tardy jobs, maximum tardiness, and total weighted
completion time.
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General Model for Cross-Docking
Distribution Planning Problem
with Time Window Constraints

Parida Jewpanya and Voratas Kachitvichyanukul

Abstract The research studies a cross-docking distribution planning problem that
consists of manufacturers, cross-docking centers and customers. It is focused on
how to distribute and receive products within time interval restrictions of each
node. This means that the manufacturer has specific time intervals for releasing
products to be shipped to destinations, the cross-docking centers have time
intervals to receive products from manufacturers and to release them to customers,
and the customers also have their time intervals for receiving the products. A
mixed integer programming model is formulated to deal with this time interval
restrictions by including time window constraints at each level in the network.
Also, the multiple types of products and consolidation of customer orders are
considered. The objective function is to minimize the total cost which combines
the transportation cost and inventory cost. A LINGO program was improved from
Jewpanya and Kachitvichyanukul (General model of Cross-docking distribution
planning problem. In: Proceedings of the 7th international congress on logistics
and SCM systems, Seoul, 2012) to efficiently handle the problem with time
window constraints. Some example problems are solved to demonstrate the opti-
mal distribution plan of the cross-docking distribution planning problem under the
limitation of each time window.
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1 Introduction

Cross-docking is one of the more important distribution techniques in the supply
chain network. It is used to eliminate the storage cost by reducing the amount of
products stored in the cross-docking station or cross-docking center by delivering
to destinations as soon as possible (Santos et al. 2013). The cross-docking concept
may also be used to improve the customer satisfaction level (Dondo and Cerda
2013). Some example indicators for customer satisfaction level are on-time
delivery and percentage of demand served. These mean that the quantity of goods
must meet requirements within the customer expected time. Therefore, in a cross-
docking distribution system, products are transported by manufacturers or sup-
pliers to the cross-docking center where multiple products will be consolidated by
customers order. After that, the delivery process will begin by sending those
products to each customer. Therefore, typical operations at the cross-docking
center include: (1) products arrived at the cross-docking center are unloaded at the
receiving dock; (2) products are split into smaller lots and consolidated with other
products according to customer orders and destinations; and (3) Products are
moved to suitable location on the shipping dock and are loaded into truck for
transporting to customer (Arabani et al. 2009).

As the function of cross-docking network is to reduce the inventory and to
satisfy the customer need, not only that the quantities of products must meet the
requirements but they must also be delivered within the time constraints of the
network. This is because in real operations, suppliers, distribution center and
customers may have specific time periods to ship and receive products. This is
normally referred to as time window constraint. When time windows are fixed, the
uncertainty of daily operations can be reduced and the service level can be
improved. Ma et al. (2011) and Jai-oon (2011) studied the cross-docking distri-
bution problem with time window constraint in the network. The model is for
single product and has discrete time window constraint of manufacturers for
shipping products to the destinations. Jewpanya and Kachitvichyanukul (2012)
extended the model to handle multiple products and continuous time window
constraints.

A good cross-docking distribution plan can help the network to reduce the
transportation delay, to minimize the freight transfer time from supplier to cus-
tomer, and to lower relevant costs such as transportation cost and inventory cost.
This paper focuses on the problem of how to deliver products from manufacturers
to customers to reduce such costs as transportation cost and inventory cost that also
takes time constraints into consideration. It extends the cross-docking distribution
planning model in Jewpanya and Kachitvichyanukul (2012) to include time win-
dows for all parties: manufacturer time windows, cross-docking time windows and
customer time windows as shown schematically in Fig. 1. Moreover, multiple
products and consolidation of customer orders are included. A general mathe-
matical model for cross-dock distribution planning is given in the next section.
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Fig. 1 Cross-docking distribution network with time windows

2 The Mathematical Model

The mathematical model for the cross-docking distribution planning problem with
time window is based on the model from Jewpanya and Kachitvichyanukul (2012).
This study extends the model to consider the restricted time interval of
Manufacturers (i), Cross-docking center (k) and Customers (j) in the cross-docking
network and the consolidation of products by customer orders. The constraints are
added to the model to cover the general situations often occurred in the distribution
network planning.

Indices:

i Origin node i=1,2,...,1
Jj Destination node j=12,...,J
k Cross-docking center k=1,2,...,K
r Product type r=12,..,R
t Time Tmin S t Tmax
Parameters:

Q The truck capacity

Cl’.j The set up cost of truck from location i to j

Ci The set up cost of truck from location i to k

il The set up cost of truck from location & to j

(continued)
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(continued)
Dﬁj The distance from manufacturer i to customer j
D} The distance from manufacturer i to cross-docking center k
D;c’jf The distance from cross-docking center & to customer j
1 The cost of a unit distance
H The cost of handling a unit product r for a unit time at cross-docking center
ij Total shipping time on route (i, j)
G, Total shipping time on route (i, k)
ZI{ Total shipping time on route (k, j)
e The starting time points of manufacturer i
(pﬁ"’ The ending time points of manufacturer i
chu The starting time to receive and release products at cross-docking center k
<P The ending time to receive and release products at cross-docking center k
er The starting time to receive products for customer j
(pjc The ending time to receive products for customer j
T in The minimum times
Tonax The maximum times
M;, The demand of product type r for customer j
Sir The supply capacity of manufacturer i of product type r

Decision variables:

!
Vij,
11
Vi
"
Vig
Zrk/
/
P ijrt
/!
P ikrt
7
Pl
/
Ty
/
(p[j
"
Tik

"

Pik

"
T ki

"

Pij

The number of truck used on (i, j) at time ¢

The number of truck used on (i, k) at time ¢

The number of truck used on (%, j) at time ¢

The number of product r in cross-docking center k at time ¢

The quantity of product r delivery from manufacturer i to customer j at time ¢

The quantity of product r delivery from manufacturer i to cross-docking center k at time ¢
The quantity of product r delivery from cross-docking center k to customer j at time ¢
The feasible starting time points of manufacturer i that can deliver the product to customer j
The feasible ending time points of manufacturer i that can deliver the product to customer j

The feasible starting time points of manufacturer i that can send products to cross-docking
center k

The feasible ending time points of manufacturer i that can send products to cross-docking
center k

The feasible starting time points of cross-docking center k that can deliver the product to
customer j

The feasible ending time points of cross-docking center k that can deliver the product to

customer j
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Objective function:

Minimize f = (COSTtransportation + COSTinventory)
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The two main costs included in the decision are transportation cost and
inventory cost. The transportation cost consists of three types of links in the
network. The first type of links are the links from manufacturers to cross-docking
centers (i, k). The second type of links are from manufacturers directly to cus-
tomers (7, j). And finally, links from cross-docking centers to customers. In each
link, the costs that concern about the number of truck are considered; the setup cost
of truck and the unit distance cost. The inventory cost is calculated from the
change of inventory level in the cross-docking centers at time ¢, and the cost of
handling a unit product for a unit time at cross-docking center.

The objective function is to be minimized subjected to the constraints as
described in the next section.

2.1 Time Window Constraint

In real operations, suppliers, distribution centers and customers may have specific
time periods to ship and receive products. This is the time window constraint. If it
can be managed in proper way, it may lead to high distribution efficiency in the
cross-docking network. Therefore, the model considers the time windows for all

links between parties in the cross-docking network, customer [t};, ¢};], manufac-

turer to cross-docking center [t};, ¢}], and cross-docking center to customer

[t}/» @4;]- The important time window constraints are formulated below:

T}, = Min {x|x = [(‘EJC - Gy), (qojc —Gy)land x € [7}', ¢}']} foralliandj (1)
¢} = Max {x|x = [(z{ — G})), (¢f —G})]and x € [z}, ¢}']} foralliand;
2)

T = Min {x|x = [(z{” — G}), (of® — Gy)]and x € [V, ¢¥]} forall iandk

3)
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ol = Max{ix = (<7 — G}), (o — G| and x € [2, Y]} for all i and k
(4)

i = Min{x|x = [(z} — G{)), (¢f — G}})]and x € [t{”, o]} forall kand;j
(5)

@y = Max{x|x = [(T]C - Gy), ( — Gyj)]and x € [7(P, o(P]} for all kandj
(6)

Time window constraints are separated into three groups. The first group
include Constraints (1) and (2) describe the feasible starting time and ending time
for manufacturers i to deliver the products directly to customers j within the
receiving feasible starting time and ending time of customers j [Tf, qojc] The sec-
ond group, constraints (3) and (4) are the feasible starting time and ending time for
manufacturer to release products to cross-docking center. Another group includes
Constraints (5) and (6) describe the feasible starting time and ending time for
cross-docking center k to deliver the products to customer j within the receiving
feasible starting time and ending time point of customers.

The first group of time window constraint, manufacturers can directly send
products to customer within the customer expected time. For example, if the
release time windows of manufacturers are: [t¥, ] = [t} )] = [8.00, 8.50],
(7Y, 3] = [8.50, 10.50] and the customers has accepted time: [tf, ¢f] =

[t§, ¢§] = [14.00, 17.00] and suppose the shipping time from manufacturer to this
customer is 7.50. Therefore, the release times of manufacturers that can deliver
products to customers within expected time of customers [t};, @;;| are from con-

straints (1) and (2) and the results are:

7}, = Min{x|x =[(14.00 — 7.50), (17.00 — 7.50)] = [6.50,9.50] and
[6.50,9.50] < [8.00,8.50]} = 8.00

¢}, = Max{x|x =[(14.00 — 7.50), (17.00 — 7.50)] = [6.50,9.50] and
[6.50,9.50] € [8.00,8.50]} = 8.50

Therefore, the release time of manufacturerl that can send products to
customerl is [8.00, 8.50].

In the same way with the first group, the time window that manufacturer can
release products to customer via the cross-docking center in constraints (3) and (4).
For instance, the same manufacturer above send products to the cross-docking
center that opens at 10.30 and closes at 11.45. The shipping time from manu-
facturer to this cross-docking center is 1.40. Therefore, the release time for
manufacturer to send product to cross-docking center is [8.90, 10.50].

The last group, the time windows for the cross-docking centers, they are the
time window that cross-docking center can send products to customer so that it can
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reach the customers within expected receiving time window ([t}j¢;;]). For
example, the expected time of customer [t, ¢{] = [14.00, 17.00]. And the time
the cross-docking can operate is from 10.30 to 11.45. The transportation takes time
for 2.90. The release time window of cross-docking center to customer can be
calculated following Egs. (5) and (6).

" = Min{x|x =[(14.00 — 2.90), (17.00 — 2.90)] = [11.10, 14.10] and
[11.10, 14.10] € [10.30, 11.45]} = 11.10

¢}; = Max{x|x =[(14.00 — 2.90), (17.00 — 2.90)] = [11.10, 14.10] and
[11.10, 14.10] € [10.30, 11.45]} = 11.45

Thus, the release time window at cross-docking center that can send products
to customer is [11.10, 11.45]. This time window model is more general when
compare with Jewpanya and Kachitvichyanukul (2012). It can solve the realistic
time window problem. This is because the model can deal with every party
within the distribution network, i.e., manufacturers, cross-docking centers and
customers.

2.2 Supply and Demand Constraint

To satisfy the customer needs, all of requirements must be carefully considered.
The quantities of products that are sent to customers must meet the customer
demand and they must not exceed the supply of manufacturer.

Z

K P

Z Z P+ Z Z Pl =M, for alljandr (7)

lltr ltr

q’v K P
Z ZP,,,, + Z iplk,, <S;, for alliandr (8)
j=1 t= ‘L" =1 t= 1:

Constraint (7) ensures that the number of products delivered to customer must
meet the customer demand while constraint (8) confirms the total quantity of
products shipped from manufacturers do not exceed the available supply.
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2.3 Constraints of Inventory in Cross-Docking Center
and Volume Constraints with Customer Order
Consolidation

The cross-docking center can be seen as a warehouse where a reduced quantity of
products is stored in a short term stock. Constraint (9) ensures that the flow of
product at each cross-docking center at each time is non-negative. Constraint (10)
indicates that there are no products in each cross-docking center at the starting
time point. Constraint (11) states the number of product in each cross-docking
center at time 7.

Z x>0 for all rand k, T]fD <t< @ED (9)

Zik Ty, =0 for all rand k (10)
J
Zoki =Zris 1+ZPM S Py, for allkandr, 1P <r<of®  (11)

<P,,

Zzpwgv;, Q foralliand; (12)

f‘Cr—

ZZP,M_ h. -0 for alliandk (13)

t=1y r=1

"

P R
Z ZP;(']'” <V -Q for all kandj (14)

(= .L./// r=1

It is common to consolidate products from different manufacturers by customer
order to improve transportation efficiency. Constraints (12), (13) and (14) combine
products into a larger volume for each customer before it is allocated to truck
which has a fixed capacity and this is done on a product basis with order
consolidation.

3 Time Window Constraint for LINGO Model

Time window in cross-docking distribution planning model should consider the
specific releasing time of manufacturers, the expected receiving time of customers,
also the receiving and shipping time windows of cross-docking center. Time
window constraint should be carefully handled because it can help to reduce the



General Model for Cross-Docking Distribution Planning Problem 97

inventories and waiting time of products in the storage site. Furthermore, this may
lead to customer satisfaction.

In this study, the time window model in LINGO is extended from Jewpanya and
Kachitvichyanukul (2012). The previous time window model deals only with
manufacturer and customer time windows. That is not proper for the realistic
operation. Therefore, this paper, the time window model of LINGO was designed
to cover time windows for all parties follow the constraint in Sect. 2.1. Moreover,
it is modified to reduce the running time by improving a part of time window
constraint in the LINGO model.

For LINGO model, the time window was considered as an index in the program
that was run from a beginning time (7},,;,) to an ending time (7,,,,,) in very routes of
network consist of, route from i to j and route i to k to j (for all i, j, k). Jewpanya
and Kachitvichyanukul (2012) specified the beginning time is the time that first
manufacturer can send products to the destinations. And, the ending is the time
that the last customer can receive the products. For example, in Table 2, T, is
8.00 and T,,,, is 17.00. From 8.00 to 17.00, there are 900 index combination that
must be run in every route (i to j and i to k to j) in order to find the best answer.
This make the running time quite long.

Therefore, the development in this study is to reduce the combination of time
index in the LINGO model. The beginning time (7,,;,) and ending time (7,,,,) are
separated into two groups. The first group is 7,,;, and T,,,, of route manufacturers
to customers (i to j). The second is for route manufacturers to cross-docking center
to customers (i to k to j). In the first group, T,,,;, is considered from the beginning
that the first manufacturer can send products to the customers. For example, the
same problem above (Table 2), the starting time considered (7,,;,) is 8.00. But for
T,uax Will consider the time that last manufacturer can release the product to
customers within the customer expected time. This can be calculated follows this:

Tax = max(pf — G}), forall i, j

If the shipping time from manufacturer to customer (Gj;) is showed at Fig. 2,
T,ax 1s 11.4. By considering this, the LINGO model needs to generate index

Fig. 2 Shipping time for CML Chi2 ChLE
example in Sect. 3 _ i MF1 450 408 390
Distance_@.3) LF2 408 | 336 | 360
S - MF1 7.50 6.80 6.50
Shipping T_6.3) L2 630 | 560 | 6.00
CD1
- MF1 120
Distance_(GX) M2 108
e MF1 2.00
Shipping T_@{ X) 2 1.80
CMI | ChB | chi |
Distance_(kj) CD1 114 180 150
[Shipping i) CD1 190 | 300 | 250 |
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combination from 8.00 to 11.40 that is only 300 combinations in every possible
route for link manufacturer to customer. It can be seen that the combination is
reduced from 900 to 300 in each i to j.

The second group is for the link manufacturer to cross-docking center to
customer (i to k to j). T,,;, is still same with the first group. For the ending time, T},
is indicated that last cross-docking center can release the product to customers
within the customer expected time are investigated. And the calculation is this:

Tax = max(q)jc — G;Cj)7 for all k,]

Therefore, in the second group, 7,,.. is 15.1. The index generated will be 710
combinations. It means that the time in every route in the second group (i to
k to j) will run only 710 combinations. That also reduced from 900.

With the improvement, the solution can be seen in the next section, the
illustrative examples to explain the operation of cross-docking distribution with
time window constraint in Sect. 4.1 and Comparison of the computational time in
Sect. 4.2.

4 Computation Results
4.1 The Distribution Planning Results

The cross-docking distribution planning problems are solved using the model in
this paper in order to find the optimal distribution plan under the limitation of time
window. There are three problems instances used as illustrative examples are

Table 1 Test problem instance

Instance  Test set name Manufacturers  Cross-docking  Customers No. of
centers products type

1 2MF 1CD 3CM 2P 2 1 3 2

2 2MF 2CD 3CM 3P 2 2 3 3

3 3MF 2CD 4CM 3P 3 2 4 3

Table 2 Specific data for problem instance 1

2MF_1CD_3CM_2P Manufacturer  Cross-docking center Customer
MFlI MF2 CDI1 CMl CM2 CM3
Time Starting time  8.00 8.50 10.00 14.00 14.45 12.00
Ending time  8.50 10.50 13.00 17.00 17.00 16.50
Supply/demand P1 2,000 200 250 300 500

P2 600 2,500 300 600 200
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Table 3 Specific data for problem instance 2

2MF_2CD_3CM_3P Manufacturer Cross-docking center Customer
MF1 MF2 CD1 CD2 CMl CM2 CM3
Time Starting time ~ 7.30 8.50 10.00 10.00 13.50 1445 13.50
Ending time  12.00 12.00 13.00 13.50 17.00 17.00 16.50
Supply/demand  P1 2,000 200 250 300 500
P2 0 2,500 300 600 200
P3 2,200 0 100 0 250

Table 4 Specific data for problem instance 3
3MF_2CD_4CM_3P Manufacturer Cross-docking Customer
center

MF1 MF2 MF3 CDlI CD2 CM1 CM2 CM3 CM4

Time Starting time 7.30 8.50 8.50 7.00 8.00 13.50 14.45 13.50 15.00
Ending time 8.50 10.50 10.00 15.50 14.20 17.00 17.00 17.00 17.00
Supply/demand P1 2,000 200 O 250 300 500 O
P2 0 2,500 600 300 600 200 O
P3 2,200 1,000 400 100 0 250 650

Table 5 Distribution plan for problem instance 1

From  Depart time To Arrival time  Inventory  Inventory time  Amount of
Pl P2

MF1 8.30 CD1 10.30 - - 500 -
MF1 8.50 CD1 10.50 - - 350 -
MF1 9.39 CD1 11.19 - - - 200
MF2 9.65 CD1 11.45 - - - 600
MF2 10.30 CD1 12.10 - - 200 300
CD1 10.30 CM3  12.80 - - 500 -
- - - - CD1 10.50-11.44 350 -
CD1 11.19 CM3  13.69 - - - 200
CD1 11.45 CM2 1445 - - 300 600
- - - - CD1 11.45-12.09 50 -
CD1 12.11 CM1 14.01 - - 250 300
Total costs 107,251.30

Inventory cost 255.50

Transportation cost 106,995.80

given in Table 1. The key elements in the examples include number of
manufacturers, cross-docking centers, customers and products.

Detailed information of each problem is showed in Tables 2, 3 and 4. Those
problems are the cross-docking distribution planning problem that has the
limitation of time in each node, manufacturer node, cross-docking center node and
customer node. Moreover, it has the different supply and demand as indicated in
the Table.
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After solving the model using LINGO software, the distribution plan of the
problem instance 1 is shown in the Table 5. The plan of distribution start at time
8.30 manufacturer 1 sends 500 units of product P1 to cross-docking center 1 and it
arrives at time 10.30. Then, time 8.50, manufacturer 1 release products P1 350
units to the same cross-docking center arrive at 10.50. After that at time 9.39 and
9.65, manufacturer 2 ships 200 and 600 units of product P2 to the cross-docking
center 1. They arrive at 11.19 and 11.45 respectively. The other details are shown
in Table 5.

From the planning result in Table 5, the arrival time of every destination must
be within their expected time window. For example, MF1 release P1 to CD1, the
depart time from MF1 is 8.30 and it arrived CD1 at 10.30. In this case, the time
window of CD1 is [10.00, 13.00]. It means that CD1 can receive the products
because it arrives within expected time of CD1.

For instances 2 and 3, the distribution plan of products are indicated in Tables 6
and 7.

These results can provide the distribution plan of the cross-docking distribution
planning problem that has the minimum total cost. Moreover, this plan satisfied the
time window constraints of manufacturers, cross-docking centers and customers in
the cross-docking network.

Table 6 Distribution plan for problem instance 2

From Depart time To Arrival time  Inventory Inventory time Amount of
Pl P2 P3

MF1 8.50 CD1  10.50 - - 850 - 350
MF2  10.01 CD2 11.59 - - 200 - -
MF2  10.50 CD1 1230 - - - 300 -
MF2  10.50 CD2  12.08 - - - 800 -
- - - - CDl1 10.50-10.98 850 - -
- - - - CDl1 10.50-10.99 - - 350
- - - - CDl1 10.99-11.44 550 - -
- - - - CDl1 11.00-11.59 - - 100
CD1 11.00 CM3  13.50 - 300 - 250
- - - - CD1 11.45-11.59 250 - -
CDl1 11.45 CM2 1445 - - 300 - -
CD2 11.59 CM3 1351 - - 200 - -
CD1 11.60 CM1 13.50 - - 250 - 100
CD2 12.08 CM2 14.58 - - - 600 -
CD2  12.08 CM3  14.00 - - - 200 -
CD1 12.30 CM1 1420 - - - 300 -
Total costs 117,203.20

Inventory cost 661.50

Transportation cost 116,541.70
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Table 7 Distribution plan for problem instance 3
From Depart time To Arrival time Inventory Inventory time Amount of

P1 P2 P3
MF1 8.50 CD1l 1050 - - 850 - -
MF2 9.20 CD1  11.00 - - - - 250
MF2 9.74 CD1 1154 - - - 200 -
MF2  10.05 CD2 11.65 - - 200 900 -
MF2  10.09 CD2  11.69 - - - - 750
- - - - CD1 10.50-10.99 600 - -
CD1  10.50 CM1 1350 - - 250 - -
- - - - CD1 11.00-11.44 100 - -
CD1 11.00 CM3 1350 - - 500 - 250
CDl 1145 CM2 1445 - - 100 - -
CD1 11.54 CM3  14.04 - - - 200 -
CD2  11.65 CM1 14.75 - - - 300 -
CD2  11.65 CM2 1445 - - 200 - -
CD2  11.69 CM1 1479 - - - - 100
CD2  11.69 CM2 1449 - - - 600 -
CD2  11.69 CM4 15.01 - - - - 650
Total costs 162,612.30
Inventory cost 241.50
Transportation cost 162,853.80

Table 8 Computational time
Instance  Test set name Computational time (s) Improve time (%)
Previous solution Current solution

1 2MF 1CD 2CM 2P 60.50 0.70 98.84
2 2MF 1CD 2CM 3P 103.55 1.26 98.78
3 2MF 1CD 3CM 2P 143.32 23.85 83.35
4 2MF 2CD 3CM 3P 154.34 45.09 70.78
5 2MF 2CD 4CM 4P 204.40 55.46 72.86
6 3MF 1CD 2CM 2P 561.11 102.20 81.78
7 3MF 1CD 4CM 2P 879.70 239.98 72.72
8 3MF 2CD 4CM 3P 1249.94 522.78 58.17
9 3MF 2CD 5CM 4P 2390.03 908.57 61.98
10 4MF 2CD 5CM 5P 3398.22 1269.90 62.63

4.2 Comparison of the Computational Time

The LINGO model from Jewpanya and Kachitvichyanukul (2012) is improved to
deal with all time window constraints and to reduce the running time of program
that have explained in Sect. 3. Ten problem instances were run with the original
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model and with the revised model in this paper. The result shows in Table 8.
It demonstrates that the computational time is improved from the previous work
average 76.19 %.

5 Conclusion

This research presented a formulation of the cross-docking distribution planning
model with multiple products, order consolidation and time windows that was
extended from the previous work to consider all of time window in the cross-
docking network, manufacturers, cross-docking center and customers. This model
is linear and can be solved by LINGO for small problem sizes. Three small
distribution planning problems are used to illustrate the model. The results indicate
that this model can obtain the distribution plan with minimum cost and under the
limitation of time windows. Moreover, ten instances were run with two models
those are current model and previous model obtained from Jewpanya and
Kachitvichyanukul (2012) by using LINGO to compare the computational time.
The results show that the improved LINGO model can find solutions in much
shorter time with average improvement of about 76.19 %.
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A New Solution Representation
for Solving Location Routing Problem
via Particle Swarm Optimization

Jie Liu and Voratas Kachitvichyanukul

Abstract This paper presents an algorithm based on the particle swarm optimi-
zation algorithm with multiple social learning terms (GLNPSO) to solve the
capacitated location routing problem (CLRP). The decoding method determines
customers clustering followed by depot location and ends with route construction.
The performance of the decoding method is compared with previous work using a
set of benchmark instances. The experimental results reveal that proposed
decoding method found more stable solutions that are clustered around the best
solutions with less variation.

Keywords Location routing problem - Particle swarm optimization - Solution
representation + Decoding

1 Introduction

Location routing problem (LRP) is basically an integration of two sub-problems: a
strategic location-allocation problem (LAP) and an operational vehicle routing
problem (VRP) (Bruns 1998). LRP shares the common properties of LAP and
VRP both of which are strong NP-hard problems. The comprehensive review on
Location routing problem can be found in (Nagy and Salhi 2007). The synthesis of
LRP study with a hierarchical taxonomy and classification scheme as well as
reviews of different solution methodologies are given in (Min et al. 1998).
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Liu and Kachitvichyanukul (2012) proposed a decoding method for solving
general LRP based on GLNPSO framework (Pongchairerks and Kachitvichyanukul
2009). This paper improved the decoding method in Liu and Kachitvichyanukul
(2012) and tested the method using the benchmark instances from the website of
http://prodhonc.free.fr/Instances/instances_us.htm.

The remainder of this paper is organized as follows. Section 2 describes the
problem and introduces the literature reviews. Section 3 describes the solution
representation and the decoding method. The results of the computational exper-
iments are provided in Sect. 4. Conclusions are given in Sect. 5.

2 Problem Definition and Related Works

This paper considers the discrete location-routing problem (CLRP) with the
capacity constraints on both depot and route and with the homogeneous fleet type
and unlimited number of vehicles. Early exact algorithms for the problem inclu-
ded: Laporte and Nobert (1981), Averbakh and Berman (1994), Laporte et al.
(1986), and Ghosh et al. (1981).

Some of the more recent heuristic algorithms for LRP are cited here. Wu et al.
(2002) decomposed LRP into two sub-problems of LAP and VRP and solved the
two sub-problems in an iterative manner by simulated annealing based with a tabu
list to avoid cycling. Prins et al. (2006a) combined greedy randomized adaptive
search procedure (GRASP) with a path relinking mechanism to solve the LRP with
capacitated depots and routes with homogeneous fleet and unlimited vehicle. Prins
et al. (2006b) and Duhamel et al. (2008) proposed different memetic algorithms by
hybridizing genetic algorithm with a local search procedure (GAHLS) and dif-
ferent chromosomes. Liu and Kachitvichyanukul (2012) proposed an algorithm
based on GLNPSO for solving CLRP.

This paper proposed a new solution representation that extends the work by Liu
and Kachitvichyanukul (2012). The solution representation and decoding method
is given in the next section.

3 Solution Representation and Decoding Method

An indirect representation is used in this paper. A particle position [01;, 01, ...,
Oly], is transformed into selected locations, customer assignment and service
routes via the decoding process. For LRP problem with n depots and m customers,
the dimension of the particle is n + m. Each dimension of the particle is initialized
with random number between 0 and 1. Figure 1 illustrates a sample particle for an
LRP problem with 3 depots and 10 customers.
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Fig. 1 Example of one particle for LRP with 3 depots and 10 customers

Fig. 2 Depots priority
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The decoding of depot priority and customer priority are shown in Figs. 2, and 3.
Priority sequence is sorted in ascending order of the value of each dimension.

Given that the coordinate of a location i is denoted as (xi,y;), the Euclidian
distance between any two locations i,j is given in Eq. (1).

dy =G — 5)* + O, 3 (1)

Two proximity matrices are created for clustering of customers and depots. The
customers proximity to the depots shown in Table 1 for the sample particle given
in Fig. 1. Similarly, the customers proximity to other customers can be formed as
shown in Table 2.

The clustering for the proposed decoding method is based on the customers
selected from the priority list given in Fig. 3 so customer 4 is used as the center of
the first group. From Table 2, the customers that are closed to customer 4 are
customers 5, 3, and so on. The clustering of the customers based on Fig. 3 and
Table 2 are shown in Fig. 4. The next unassigned customer on the priority list is
customer 10, and it is used to form the second group, etc. The geometrical center
of each group is calculated and the distance between the depots and the

043 (052 022 |0.11 |033 | 062 |0.67 |053 |0.2]1 |0.16

@ _jm g9 Js s fu = & Js |7 |

Fig. 3 Decoding customers priority
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Table 1 Proximity matrix of

Customers

relative position between

customers to depot D1 c3, cl, ¢5, c2, c4, c6, c8, 9, cl0, c7
D2 c2,¢9, cl, c5, ¢4, c7, c3, c8, c6, cl0
D3 c6, cl0, c7, cl, ¢9, c2, ¢5, c3, ¢8, c4
Tab!e 2 Pr.().ximity matrix (?f Sequence of distance in ascending order
relative position between pair
customers cl 9,2,3,5,7,4,8,6, 10
c2 1,9,5,3,4,7,8,6, 10
c3 58,4,1,2,9,6,7, 10
c4 53,8,2,1,9,6,7, 10
c5 4,3,2,1,8,9,7,6, 10
c6 10,1,7,8,3,9,5,2,4
c7 9,1,2,6,5,3,10,4, 8
c8 3,4,5,1,2,6,10,9,7
c9 7,1,2,5,3,4,6, 8, 10
cl0 6,8,1,3,7,9,5,2,4
‘B
P 10
group 1: 4, 5,3 Left: 10,9,1,2,8,6,7 o o, A
group 2: 10,6,8 Left: 9,1,2,7 59 et D1 ve
group 3: 9,7,1 Left: 2 *1 o3
@
A 2, centerd )
group 4: 2 Py X v
" 7

Fig. 4 Grouping process for all customers

geometrical centers are then used to assign customer group preference to depot as
shown in Table 3. Finally, the routes are constructed by lowest cost insertion

heuristic and the routes are given in Fig. 5.

4 Computational Experiments

Benchmark test datasets for general capacitated LRP are obtained from the website
with URL, (http://prodhonc.free.fr/Instances/instances_us.htm). The objective is
the total cost which is defined as the sum of the opening cost for depots, the fixed
cost of routes, and the total distance times 100.

The decoding methods are implemented in C# programming language under
Microsoft Visual studio. NET4.0. The GLNPSO algorithm from the ET-Lib object
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Table 3 Proximity matrix of Group 14

relative position between

groups and each depot D1 g2 g3 gl g4
D3 g2 23 g4 gl
D2 g4 23 gl g2

Distribution for LRP

D2

Route3 * 7

Fig. 5 The distribution for LRP example using the proposed decoding

Table 4 Parameters setting of GLNPSO for CLRP

Parameters Value

Number of particle 20, 40, 50

Number of iteration 100 ~ 1,500

Number of neighborhood (NB) 5

Inertial weight (w) Linearly decreasing from 0.9 to 0.4
Acceleration constant, cp, cg, cl, cn 1,1, 1,1

library is used (Nguyen et al. 2010). The experiments are carried out on a desktop
computer with Intel (R) Core(TM)2 Quad CPU, Q9550 @ 2.83 GHz, 2.83 GHz,
3.00 GB of RAM.

The parameters used in the experiments are based on previous study by (Ai and
Kachitvichyanukul 2008), as shown in Table 4, the number of particles and
number of iteration are fixed with respective to different size of instance.

The two decoding methods are tested with 30 problem instances. The solutions
and the comparisons with best known solution (BKS) and solutions by other
heuristics are listed. The two main measurements are the percent deviation from
the best known solution (DEV) and the computational time (CPU). The results are
shown in Table 5.

As shown in Table 5, the proposed decoding yields 1 new BKS out of 30
problem instances. However, the variation of solution is much smaller with only 4
instances have DEV over 5 %, and only 2 instances DEV over 10 % while most of
the instances are below 5 %. For type “a” instances, computer times by these two
decoding methods are closed, but for type “b” instance, time required by the
proposed decoding is much shorter.
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Table 5 The solution quality and solution times

Instance BKS Liu and Kachitvichyanukul (2012) Proposed decoding
Cost DEV % CPU Cost DEV % CPU

20-5-1a 54,793 54,149 —1.18 1 55,034 0.44 1
20-5-1b 39,104 44,297 13.28 5 41,929 7.22 2
20-5-2a 48,908 50,369 2.99 1 48,895 —0.02 1
20-5-2b 37,542 41,511 10.57 5 38,966 3.79 2
50-5-1a 90,111 92,685 2.86 20 93,290 3.53 18
50-5-1b 63,242 63,485 0.38 58 64,418 1.86 28
50-5-2a 88,298 97,419 10.33 17 91,797 3.96 17
50-5-2b 67,340 70,819 5.17 50 68,949 1.94 26
50-5-2BIS 84,055 87,085 3.13 18 85,367 1.56 18
50-5-2bBIS 51,822 58,674 13.22 57 54,973 6.08 25
50-5-3a 86,203 90,761 5.29 20 87,962 2.04 18
50-5-3b 61,830 66,361 7.33 55 63,998 3.51 27
100-5-1a 275,993 295,690 7.14 152 288,328 4.47 120
100-5-1b 214,392 229,490 7.00 372 220,752 297 231
100-5-2a 194,598 193,946 —0.34 145 198,223 1.86 183
100-5-2b 157,173 156,246 —0.59 361 159,446 1.45 251
100-5-3a 200,246 206,087 291 148 206,710 3.23 184
100-5-3b 152,586 154,587 1.31 433 154,741 1.41 248
100-10-1a 290,429 285,164 —1.81 153 322954 11.20 186
100-10-1b 234641 231,802 —1.21 370 272,556  16.12 247
100-10-2a 244265 242,890 —0.56 163 248,806 1.86 184
100-10-2b 203,988 203,790 —0.10 426 207,502 1.72 249
100-10-3a 253,344 247,379 —2.35 160 262,405 3.58 185
100-10-3b 204,597 200,579 —1.96 530 209,540 242 249
200-10-1a 479,425 496,553 3.57 1,358 48,989 2.18 1,962
200-10-1b 378,773 384,811 1.59 3,160 385,785 1.85 2,383
200-10-2a 450,468 472,770 491 1,346 457,168 1.48 1,963
200-10-2b 374,435 386,670 3.28 3,682 381,297 1.83 2,366
200-10-3a 472,898 478,828 1.25 1,324 480,348 1.58 1,935
200-10-3b 364,178 368,360 1.15 2,993 370,746 1.80 2320

As seen in Table 5, decoding method from Liu and Kachitvichyanukul (2012)
can reach more best known solutions than the proposed decoding method. How-
ever, the proposed decoding method is more consistent in that the average gap
between the solutions and the BKS are much smaller. For decoding method from
Liu and Kachitvichyanukul (2012), the preclustering of customers around the
depot restricted the route construction that frequently leads to suboptimal routes.
For medium and larger problem instances, more grouping combinations can be
formed and the drawbacks had less effect on the search results. It can be seen from
Table 5 that the proposed decoding method is more consistent and the average gap
is less than 5 %. This is expected since the design of the decoding method is aimed
at increasing the diversity of routes formed in the route construction step. For
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problem instances 2, 19, and 20, further investigation should be carried out to see
if there is any problem specific situations that prevent the route construction to
reach better routes.

5 Conclusion

This paper proposed a solution representation and decoding method for solving
CLRP problem using GLNPSO. The proposed solution representation is evaluated
on a set of benchmark problem instances. Based on the experimental results, the
following conclusions are drawn:

e The proposed decoding method is more consistent than that by Liu and Ka-
chitvichyanukul (2012), the average gap is below 5 % with only a few problem
instances with gap higher than 5 %.

e Liu and Kachitvichyanukul (2012) can reach better solutions more often but the
average performance is poorer.

e The comparison of computational time is inconclusive. More experiments with
larger samples are required to make a definite conclusion.
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An Efficient Multiple Object Tracking
Method with Mobile RFID Readers

Chieh-Yuan Tsai and Chen-Yi Huang

Abstract RFID (Radio Frequency Identification) technology originally is
designed for object identification. Due to its relatively low cost and easy
deployment, RFID technology becomes a popular approach for tracking the
positions of objects. Many researchers proposed variant object tracking algorithms
to quickly locate objects. Although these algorithms are efficient for certain
applications, their tracking methods are limited on multiple objects with fixed
RFID readers or single object with mobile RFID readers. None of them focus on
tracking multiple objects with mobile RFID readers. To bridge this gap, this study
develops an efficient multiple object tracking method with mobile RFID readers.
First, the omni-directional antenna in a mobile RFID reader is used to judge the
annular regions at which objects locate by adjusting the reader’s reading range.
Second, the directional antenna in the mobile RFID reader is used to judge the
circular sectors of objects according to the received signal strengths in each
direction. Third, four picking strategies are proposed to decide whether an object is
picked in current step or later step. Finally, the simulated annealing algorithm is
performed for all objects in the list of current step to generate the picking sequence
with shortest distance. The experiments show that the proposed tracking method
can help users find multiple objects in shortest distance.

Keywords RFID - Multiple object tracking - Picking sequence - Simulated
annealing (SA) algorithm
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1 Introduction

In recent years, many object tracking technologies has been developed such as
GPS, infrared technology, radar, ultrasonic, and Radio Frequency Identification
(RFID). Each technology has its own advantage and limitation. For example, GPS
localization technology is popular in navigation field but not suitable for indoor
environment. The equipment cost for infrared technology is low but line-of-sight
and short-range signal transmission is its major limitations. RFID is a communi-
cation technology which receives many attentions in the fields of entrance man-
agement, logistics and warehouse management, medical care, and others.

In recent years, RFID technology has been successfully applied to object
localization. However, a lot of RFID readers might be required to precisely esti-
mate the accurate object position. Lionel et al. (2004) proposed a LANDMARC
method that uses reference tags to reduce the cost and to improve the localization
accuracy. Shih et al. (2006) and Zhao et al. (2007) proposed different approaches
to improve LANDMARC method. Another important research area is to search
objects using mobile RFID reader. That is, a user holds a mobile RFID reader and
moves in the searching area to find objects. When the user receives the signal from
an object, he/she will know the object is within the range. However, a user needs to
move constantly with try and error approach to determine object position. Song
et al. (2007) aimed at the mobile localization and proposed a prototype system.
Bekkali et al. (2007) used two mobile readers to locate objects and used a filter to
reduce the localization variation.

To improve the performance of object searching using mobile RFID readers,
this study develops an efficient multiple object tracking method with mobile RFID
readers. First, the omni-directional antenna in a mobile RFID reader is used to
judge the annular regions at which objects locate by adjusting the reader’s reading
range. Second, the directional antenna in the mobile RFID reader is used to judge
the circular sectors of objects according to the received signal strengths in each
direction. Third, four picking strategies are proposed to decide whether an object is
picked in current step or later step. Finally, the simulated annealing algorithm is
performed for all objects in the list of current step to generate the picking sequence
with shortest distance.

2 Methodology
2.1 Objects Tracking in Two Stages

In the first stage, a user takes a mobile RFID reader to scan objects when he/she
moves to a desired position (called detecting point). The received signal strength
(RSS) in the reader is used to determine the distance between the mobile reader
and the object. That is, the annual region at which an object locates can be
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(a) (b) (c)

Fig. 1 a The mobile RFID reader. b Omni antenna. ¢ Yagi antenna

determined. In the second stage, the direction (circular sector) of the object can be
determined if the signal is received from the direction. By matching both annual
region and circular sector, object position can be estimated. To achieve the above
goal, this research adopts the mobile reader having two channels. Each channel
connects to different antennas having different reading ranges and functions. Omni
antenna is used in the first stage to scan objects, while Yagi Antenna is used to
point out object direction in the second stage. Figure 1 visually shows the mobile
RFID reader, Omni antenna, and Yagi antenna used in this study.

2.2 Object Picking

After finishing the first and second stage, a user will know which sub-area that an
object is in. However, the precise position of the target object in the sub-area is not
clear unless the user moves to the sub-area and takes a look. Therefore, this
research suggests the user move to the center of the sub-area first, then moves
along the arc of the sub-area to see where the target object is. If the object is found,
then he/she will pick the object. Figure 2 shows a user moves toward left first
(route 1). If the user could find the target object, he/she will pick the object and go
to the next target object sub-region; otherwise, the user moves back the central
point and search objects in the reversed direction (route 2).

2.3 Searching Route

As mentioned in Sect. 2.1, a user moves a fixed distance to detecting point then
scan whether there is object in the current reading range. Since the exact location
of an object is unknown, this research adopts the creeping line search style with S
route to find objects as shown in Fig. 3. Starting from the initial position, a user
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Fig. 2 Object picking in the
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moves a fixed distance D each time and operates the mobile reader for object
detection in the detecting position. It is clear that there is overlapped scanning area
in two neighboring search points so that no area will be missed.

2.4 Path Planning

After generating the pick list, the system will arrange the picking order. Starting
from detecting point A, a user picks all objects in the list, and then move to
detecting point B. However, in each detecting point, the system will generate a
shortest-path. Some assumptions are made to have the shortest path planning:
(1) Moving path between target objects is without directionality, in other words, is
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a symmetric TSP problem. (2) All objects could be picked directly (Complete
Graph). (3) The sub-area center is known in advance. (4) Each object can be
picked only once. (5) N objects been picked from A to B is known. To solve the
above problem, this research uses the simulated annealing (SA) algorithm to
obtain the shortest path.

3 Case Study

The multiple objects searching method is programed using Microsoft Visual
Studio 2005. The simulation program will derive the quantity and coordination of
detecting points if the size of searching area is provided. In each detecting point,
the program will determine how many objects should be picked by four strategies.
Under the same strategy, simulated annealing algorithm will calculate the optimal
picking path. Figure 4 shows the interface of the developed multiple objects
searching program.

For example, the largest read range for a reader is 80 m in which each power
level of the reader is 10 m. The searching area is 540%540 m”. A user starts to
search objects at (50, 0). Figure 5 shows the user moving path. The red block
expresses the detecting point, and the black route means the path the user will
follow. The start point of this route is from (50, 50), pass through (50, 160), and to
(50, 270).
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Fig. 4 User interface of the system



116 C.-Y. Tsai and C.-Y. Huang

Fig. 5 The picking path (50,270)
example o
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4 Conclusions

To reduce the searching space and time for finding objects, this research proposes
a multiple objects search method. Each object is embedded with an active RFID
tag. A user holds the mobile RFID reader installed with Omni antenna and Yagi
antenna to detect objects. According to two-stage approach, a user can know which
sub-area an object is. The final pick route will be determined by the simulated
annealing method. Currently, only squared area is considered. It will be worth-
while to develop a searching method for any kind of shape. In addition, no obstacle
is considered in current method. However, obstacles might prevent user’s move-
ment. It is suggested that future works can include obstacle consideration.
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A New Bounded Intensity Function
for Repairable Systems

Fu-Kwun Wang and Yi-Chen Lu

Abstract Lifetime failure data might have a bathtub-shaped failure rate. In this
study, we propose a new model based on a mixture of bounded Burr XII distri-
bution and bounded intensity process, to describe a failure process including a
decreasing intensity phase, an increasing phase, and an accommodation phase for
repairable systems. The estimates of the model parameters are easily obtained
using the maximum likelihood estimation method. Through numerical example,
the results show that our proposed model outperforms other existing models, such
as superposed power law process, Log-linear process-power law process, and
bounded bathtub intensity process with regard to mean square errors.

Keywords Bathtub-shaped failure rate - Bounded intensity function - Maximum
likelihood estimation - Repairable system

1 Introduction

In some situations, lifetime failure data might have a bathtub-shaped failure rate.
These models can be categorized into three types to describe the bathtub-shaped
intensity function: a single model (Crevecoeur 1993; Xie et al. 2002; Lai et al.
2003; Liu and Wang 2013), mixture models (Lee 1980; Pulcini 2001a, b; Guida
and Pulcini 2009), and a mixture of two distributions (Jiang and Murthy 1998;
Block et al. 2008, 2010).
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In our literature review, some mixture models propose to describe the bathtub-
shaped intensity such as the superposed-power law process (S-PLP) model by
Pulcini (2001a, b) and the bounded bathtub intensity process (BBIP) model by
Guida and Pulcini (2009). The failure intensity functions of S-PLP model and
BBIP model are defined as

By, tp—1, Bt p—
;‘(t)sfPLP:/ll(t)+;“2(t):a_:(a_])ﬂ 1+oc_j(oc_2)ﬂ 17 IZO, OC],,B],OQ,ﬂZ >Oa
(1)

and
20 gpp = M (1) + 7a(t) = ae® + o[l —T], a,b,0,f>0,1>0. (2)

However, for the increasing intensity phase when the system age grows, the
failure intensity should tend to become constant in wear-out conditions for large
system ages, if the repairs were exactly minimal. This result is often known as
Drenick’s theorem. It can be noted that failure intensity should be bounded and
tend to become constant in the failure pattern of deteriorating systems. The S-PLP
model cannot be applied to Drenick’s theorem and has two drawbacks:

1—00

At)s PLPﬂoo and A(t)s_p;p — 00. Therefore, Guida and Pulcini (2009) pro-
posed the BBIP model to satisfy Drenick’s theorem and overcome these two

drawbacks. This BBIP model has overcome the drawbacks of A(f)gp;p %4 and

1—00
M0 gpip — o
However, Krivtsov (2007) showed that the NHPP’s rate of occurrence of fail-

ures formally coincides with the intensity function of the underlying lifetime
distribution. Therefore, other lifetime distributions (lognormal, normal, Gumbel, a
mixture of underlying distributions, etc.) could be chosen for the ROCOF of the
respective NHPPs. This finding motivates us to formulate a new mixture model
based on the Burr XII distribution in order to describe the bathtub-shaped failure
rate.

2 New Model

The proposed bounded model is obtained by combining two independent NHPPs,
the first being a bounded intensity process with decreasing intensity function

kete!
Al(t) = —_ ,c,k>0,1>0, 3
() =a+7"— ac > G)
where a is a positive constant and k and ¢ are the shape parameters; the second
being a bounded intensity process (Pulcini 2001a, b) with increasing bounded
intensity function
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Jo(t) =a[l =], o, f>0, 1>0. (4)
Thus, the intensity function of the proposed model is established as

c—1

2 = () + da(t) =at Lol = eP], a e ka f>0, 120, (5)

1+

where the parameters a and a + o are the values of the failure intensity at t = 0
and 7 — oo, respectively. The first derivative is equal to a/f at t = 0. The mean
cumulative number of failures for the proposed model is given by

m(t) = /Ol (a e : Fofl - e<ﬁ“>])du — a4+ kIn(1 + f)+aﬁ<% . e/s‘).
(6)

3 Parameters Estimation

If the data are time-truncated (say T), then the likelihood function is given as

L(aacyk,a,ﬁhl,lz,..., 1_‘[/L tl —m(T (7)

Then, the log-likelihood function is given by
T -1
{ (l—e/f)]—[aT+kln(1+TC)]—aﬁ{E1+eﬁ].
(8)

The parameter estimates in (8) can be determined by general-purpose optimi-
zation function from R Development Core Team (2013).

In testing for a trend with operating time for time-truncated data, the Laplace
statistic and the MIL-HDBK-189 statistic are defined as

and

Z= 22111(;) ~7*(2n). (10)
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Firstly, we assess the presence or absence of a trend in these data. In this study,
we evaluate the Laplace statistic and MIL-HDBK-189 statistic, which are able to
provide evidence of a monotonic trend when the null hypothesis is an HPP (Vaurio
1999). From these studies, we can conclude that LA and Z are effective in
detecting monotonic trends with efficiency better or roughly equal to many other
tests that are mathematically more complex (Kvaloy and Lindqvist 1998).

Glaser (1980) has obtained sufficient conditions to ensure whether a lifetime
model has a bathtub failure rate or not. In this study, we use a graphical method
based on the total time on test (TTT) transform (Barlow and Campo 1975;
Bergman and Klefsjo 1982). It has been shown that the failure rate is increasing
(decreasing) if the scaled TTT-transform is concave (convex). In addition, for a
distribution with bathtub (unimodal) failure rate, the TTT-transform is initially
convex (concave) and then concave (convex) (Aarset 1987).

We evaluate the performance of the model using the mean of squared errors
(MSE). The MSE is defined as

n

1 -
MSE:EZ[m(t,») - (11)
i=1
where 7(#;) is the estimated cumulative number of failures at time #; obtained from
the model and y; is the total number of failures observed at time #; according to the
actual data. For MSE, the smaller the metric value, the better the model fits.

4 Tllustrative Examples

The data concerned the powertrain system of a bus (Guida and Pulcini 2009). We
take the travel distance as the time (unit = 1,000 km) to compare the proposed
model with the S-PLP, LLP-PLP, and BBIP models; the parameter estimates were

Fig. 1 TTT plot on the 55 10
observations in Bus 510
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Table 1 Comparison of different models for example 1

Model Estimated parameters log-likelihood MSE
S-PLP o; = 7.32 —161.639 10.81
B, = 0.6919
w0 = 48.62
B> = 1.754
LLP-PLP a = 0.3443 —160.268 12.93
b = 10.0602
o = 33.3399
B = 1.5962
BBIP a = 0.3693 —159.6792 9.10
b =10.1103
o = 0.2016
B = 150.82
Proposed model a=154x 107" —160.9126 9.01
¢ = 53.57
k= 0.0174
o = 0.2045
B =168.71

Notea=154 x 1077 ~ 0
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Fig. 2 Plots of A(z) against time ¢ for example 1

obtained using general-purpose optimization function from R Development Core
Team (2013).

Example 1: We considered the data that is time-truncated at T = 394.064. The
Laplace statistic and the MIL-HDBK-189 statistic for the above data are
LA = 1.61 and Z = 90.31, respectively, which provide a result in the trend test.
The p-values of Laplace statistic and MIL-HDBK-189 statistic are 0.054 and
0.086, respectively; therefore, we can know the data should be non-monotone. The
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TTT plot is shown in Fig. 1. The scaled TTT-transform is initially convex and then
concave, which indicates that the data have a bathtub-shaped failure rate
characteristic.

The comparative results of our proposed model and the other models (S-PLP,
LLP-PLP and BBIP) are shown in Table 1. It appears that our proposed model fits
these data better than the other models in MSE. Figure 2 depicts the plots of /(r)
against time t for the different models and shows a bathtub-shaped curve during
test time. The use of the S-PLP and LLP-PLP models could lead to wrong con-
clusions in such situations because their failure intensity tends to infinity as t tends
to infinity. Thus, it appears that the bounded type model provides a better repre-
sentation than the no bounded model or partially bounded model for situations of
the large system ages.

5 Conclusions

The S-PLP model is one of the mixture models used for the bathtub-shaped failure
intensity during the development test phase for a system. However, the intensity
function of the S-PLP model does not satisfy Drenick’s theorem and has two
unrealistic situations for the bathtub-shaped failure intensity case. Recently, Guida
and Pulcini (2009) proposed the BBIP model to overcome these two drawbacks. In
this study, we have proposed a new mixture model for bathtub-shaped failure
intensity. Results obtained from numerical examples show that our proposed
model outperforms the other models in terms of MSE for Bus510. We conclude
that our proposed model can compete with BBIP in some bathtub-shaped failure
intensities for a repairable system.
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Value Creation Through 3PL
for Automotive Logistical Excellence

Chin Lin Wen, Schnell Jeng, Danang Kisworo,
Paul K. P. Wee and H. M. Wee

Abstract Change is the only constant in today’s business environment. Flexibility
and adaptability have become key factors of organizational success. In today’s
global business environment, organizations not only faced with issues of where to
source their parts but also how to ship and store these parts effectively and effi-
ciently. This issue is magnified as the complication of the products produced
increases. Automotive industry has highly complicated parts which are sourced
from around the globe. Through 3PL strategies, an automotive manufacturer can
minimize downtime risk, reduce delivery lead time and ultimately improve its
ability to adjust to the changing market demand. In this paper, we investigate the
logistic factors affecting the automotive industry and discuss the challenges. An
actual case study from DB Schenker, a German 3PL company, is used to illustrate
the benefits of an effective VMI, information technology and inventory tracking in
the supply chain. It can synchronize information and physical flow of goods across
the supply chain. DB Schenker uses state-of-the-art storage and order-picking
technologies in order to meet the very precise production time schedule, while
keeping warehouse costs to a minimum.
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1 Introduction

At the start of the second automotive century, the global car industry finds itself in a
major phase of transition and arguably, in one of its most interesting times. Beyond
the days of Henry Ford, high-variety mass production, and the early adoption of
lean production concepts, the global car industry currently faces significant
uncertainty of how to regain profit-ability, which averages at less than 4 % EBIT
(Earning Before Interest and Taxes) at present. The industry is threatened by global
production over-capacity and rising stock levels of unsold vehicles. Vehicle man-
ufacturers have attempted to meet future challenges through a series of (often
doubtful) global mergers and acquisition, hoping for better economies of scale
through platform and component sharing. At the same time, previous core com-
petencies, such as component or module assembly, are being outsourced to large
first tier suppliers some of which have already over-taken their vehicle manufac-
turer customers in terms of turnover and size. Further uncertainty stems from the
European End-of-Life-of-Vehicle legislation, requiring manufacturers to recycle
95 % of the total vehicle by 2015. If implemented in its current form, this will make
this reverse flow of parts and materials an integral part of the supply chain.

2 Related Literature
2.1 Third Party Logistic

A third-party logistics provider (abbreviated 3PL, or sometimes TPL) is a firm that
provides service to its customers of outsourced (or “third party”) logistics services
for part, or all of their supply chain management functions. Third party logistics
providers typically specialize in integrated operation, warehousing and transpor-
tation services that can be scaled and customized to customers’ needs based on
market conditions and the demands and delivery service requirements for their
products and materials. Often, these services go beyond logistics and included
value-added services related to the production or procurement of goods, i.e.,
services that integrate parts of the supply chain. Then the provider is called third-
party supply chain management provider (3PSCM) or supply chain management
service provider (SCMSP). Third Party Logistics System is a process which targets
a particular Function in the management. It may be like warehousing, transpor-
tation, raw material provider, etc.

3PL logistics service advantages e.g., provide quality delivery on services for
the local retail market. Has multiple routes, parcels cover districts. All employees
must receive on-the-job training to ensure the quality of logistics services. Has a
customer hotline, with the delivery of purchase to meet customers needs for
logistics.
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LSPs provide for their customers traditional logistics services such as trans-
portation and warehousing, and supplementary services such as order adminis-
tration and track-and-trace services suppliers and customers in supply chains
(Hertz and Alfredsson 2003). They handle larger shares of their customers’
activities and are therefore significant actors in supply chains.

The pursuit of improved efficiency performance in logistics operations is a
constant business challenge (Tezuka 2011). One initiative that is proving pro-
ductive and allows businesses to concentrate on their core competencies is the
outsourcing of the logistics function to partners, known as third-party logistics
(3PL) providers. 3PL providers provide an opportunity for businesses to improve
customer service, respond to competition and eliminate assets (Handfield and
Nichols 1999). Many 3PL providers have broadened their activities to provide a
range of services that include warehousing, distribution, freight forwarding and
manufacturing.

2.2 Automotive Industry

In the recent years, the automotive industry has shown an increased interest in lead
time reduction. Shorter lead times (Erdem et al. 2005) Increase responsiveness to
market changes and Reduce pipeline inventory, and Improve customer
satisfaction.

The total lead time depends on: the time between receiving an order from the
customers or dealers and launching the production of this order, the manufacturing
lead time, and the time to ship the final product to customers. With the JIT
systems’ emphasis on balancing the mixed model assembly lines, especially on
reducing the variation of the consumption rate of the parts (Kubiak 1993).

3 Case Study

The case study is developed base on the following questions.

1. How company makes sure that the several tier on suppliers have capable
information system to automated messaging when they have shortages of
material?

2. How to make all the dealers confidence with 3PL to work together in outbound
logistic?
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4 Discussion
4.1 Vendor Managed Inventory

The supplier decides on the appropriate inventory levels of each of the products
and the appropriate inventory policies to maintain these levels. In most cases, the
customers tend to avail themselves of a Third Party Logistics provider to manage
their vendor-managed-inventory hub.

Vendor managed inventory (VMI) is a business models in which the buyer of a
product (business) provides certain information to a vendor (supply chain) supplier
of that product and the supplier takes full responsibility for maintaining an agreed
inventory of the material, usually at the buyer’s consumption location. A third-
party logistics provider can also be involved to make sure that the buyer has the
required level of inventory by adjusting the demand and supply gaps (Southard and
Swenseth 2008).

As a symbiotic relationship, VMI makes it less likely that a business will
unintentionally become out of stock of a good (Cetinkaya 2000) and reduces
inventory in the supply chain (Yao et al. 2007). Furthermore, vendor (supplier)
representatives in a store benefit the vendor by ensuring the product is properly
displayed and store staffs are familiar with the features of the product line, all the
while helping to clean and organize their product lines for the store.

One of the keys to making VMI work is shared risk. In some cases, if the
inventory does not sell, the vendor (supplier) will repurchase the product from the
buyer (retailer). In other cases, the product may be in the possession of the retailer
but is not owned by the retailer until the sale takes place, meaning that the retailer
simply houses (and assists with the sale of) the product in exchange for a prede-
termined commission or profit (sometimes referred to as consignment stock). A
special form of this commission business is scan-based trading whereas VMI is
usually applied but not mandatory to be used.

DB Schenker was one of the first 3PLs to develop VMI and supplier park
solutions for the Electronics and Automotive industries. DB Schenker apply the
latest techniques and systems to provide services ranging from material consoli-
dation at origin, order management, inbound transportation, line-side feeding,
order sequencing, quality assurance, kitting and pre-production preparation or un-
packaging/packaging services in addition to a range of tailored solutions to support
your production.

4.2 Information Technology

Strong information technology systems are increasingly a core competence to
ensure competitiveness. Bar Code and Pick by Voice are valuable technologies for
tracking inventory in the supply chain. It can synchronize information and physical
flow of goods across the supply chain.
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A barcode is an optical machine-readable representation of data relating to the
object that contains information (as identification) about the object it labels.
Originally, barcodes systematically represented data by varying the widths and
spacing of parallel lines and sometimes numerals that is designed to be scanned
and read into computer memory. Voice-directed warehousing (VDW) refers to the
use of the speech recognition and speech synthesis software to allow workers to
communicate with the Warehouse Management System in warehouses and dis-
tribution centers.

One of the great productivity benefits of voice-based systems is that they allow
operators to do two things at once whereas other media used in warehouses such as
paper or radio frequency terminals tend to require that you surrender the use of at
least one hand or you have to stop and read something before proceeding. This
productivity benefit tends to be inversely related to the fraction of an operator’s
day spent walking. Information technology is a vital element for providing pro-
fessional and reliable forwarding and logistics services around the world. DB
Schenker is capable of efficient electronic interchange of all relevant shipping
information, lead times, performance indicators, etc. Unified worldwide infor-
mation and communication systems are the backbone to handle shipments not only
physically, but also informational to the satisfaction of the clientele. Sophisticated
methods such as SWORD, EDI, tracking incl. electronic proofs of delivery
(ePOD), barcoding /scanning and mobile communications ensure efficient pro-
cesses and smooth flow of information between DB Schenker, the local subsidi-
aries and branches and not least the customers.

5 Conclusion

The thrust of any 3PL-generated VMI program is the reduction of inventory while
maintaining customer service and production leveled. The economy continues to
put pressure on many industries and the automotive industry is no exception. One
of the key supply chain issues facing automakers today involves long order-to-
delivery lead times and unreliable production schedules that lead to excess
inventory throughout the value chain. Providing a sophisticated production supply
to the plant, 3PL has had a significant role to play in the automotive manufac-
turer’s new record. Main recipes for success are the Just-in-Time and Just-in-
Sequence strategies, KANBAN, VMI hub, warehouse management system and
Value Added Services. JIT has served as a very effective method in the automotive
industry for managing functions such as production, purchasing, inventory control,
warehousing and transportation. It’s potential benefits are limitless. Sustainability
is becoming an increasingly important criterion for automotive logistics. 3PLs
have to be adaptable and be able to offer solutions at early stages. JIT II is an
extension of the vendor managed inventory concept. This could be further dis-
cussed in the future on how a 3PL could contribute its solution to this concept.
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Dynamics of Food and Beverage
Subsector Industry in East Java Province:
The Effect of Investment on Total Labor
Absorption

Putri Amelia, Budisantoso Wirjodirdjo and Niniet Indah Arvitrida

Abstract Gross Regional Domestic Product (GRDP) gives an overview of
economic development performance in over time. The GRDP value in East Java
province is increasing in every year, but this value cannot reduce unemployment
rate. The existing of economic development condition is not able to absorb the
large number of unemployment where the number of work force is also increasing
in the period of time. These phenomena will influence social and economic
problems in a region. Investment is one of ways that could be used in order to
increase the field of business and reduce the unemployment rate. In this paper,
describes the industrial development in food and beverage industries subsector in
East Java. By using system dynamic approach, it will construct the change of
business investment related to labor absorption in East Java which is affected by
economic and climate change of industrial business factors. This research will
consider several policy scenarios that have been taken by government such as
changes in the proportion of infrastructure funds, the proportion of aid investment
by government and licensing index. This scenario could reach the main objective
of the system.
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1 Introduction

Economic growth is one of indicators to see development results that has been
done. It defines as the increasing value of goods and services that produced by
every sector of the economy in a region. Many ways have been done by the local
government in order to develop economy in a region. One of the ways that taken
by government is making local government law number 22 of 1999 about regional
autonomy and law number 32 and 33 of 2004 about fiscal balancing between
central and local government. Then, economic growth in each region especially in
each province in Indonesia will be more optimal.

The GRDP value in each region will give an overview of economic develop-
ment performance in every year. Base on Central Bureau of Statistics in Indonesia
shows five major islands in Indonesia which has the highest GRDP value is Java
Island. On this island, the highest GRDP value is DKI Jakarta province which has
Rp 862,158,910,750,000, and then the next highest province is an East Java
province Rp 778,455,772,460,000.

The GRDP value in each region will give the overview of economic
development performance in every year which consist agriculture, mining and
quarrying, manufacture industry, electricity gas and water supply, construction,
trade hotel and restaurant transportation and communication, banking and other
financial intermediaries, and services sector. From nine economic sectors, manu-
facturing industry sector is an important sector from other sector development. The
increase output of manufacturing industry will affect the increase number of
products in other sectors. Therefore, the manufacturing sector is often regarded as
the leading sector from another sector in economic sector (Arsyad 2000).

In the GRDP comparison at current price between DKI Jakarta and East Java
province, it is known that manufacturing industry sector is the third-largest con-
tributing sector in economic sector. Moreover, the amount of manufacturing
industry GRDP sector in DKI Jakarta province is least than in East Java province.
East Java province has a larger industrial area than DKI Jakarta province which is
7.40380 ha. Therefore, East java province has a bigger opportunity to open the
industrial business than in the DKI Jakarta province.

The amount of GRDP contribution in current market still cannot absorb the
large number of unemployment in East Java province. In fact, economic devel-
opment has not been able to create the increase of job opportunities faster than the
labor force. Based on Table 1 it showed that unemployed people in East Java have
not absorbed fully in every sector in the economy sector.

Table 1 East java province labor force in 2005-2009

Period Labor force Employed Unemployed
2009 20338568 19305056 1033512
2008 20178590 18882277 1296313
2007 20177924 18811421 1366503

2006 19244959 17669660 1575299
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Food and beverage industry subsector is part of the manufacturing industry
sector which gives the significant contribution in the economic development. In
addition, this sector also contributed a great contribution in employment. The
manufacturing industry contribution to the economic development in four con-
secutive years from 2005 to 2008 is 12.4, 14, 14.5, and 15.4 %. The amount of the
contribution sector was offset by the labor contribution in East Java province
which is 20, 21, 21, and 21 % (BPS 2010a, b). This value gives a larger contri-
bution than economic development contribution. Moreover, food and beverage
industry is a kind of labor-intensive industries. Labor-intensive industries are one
of the type industries which oriented to the largest labor rather than in the capital
industry for purchasing a new technology. If this subsector is continued to be
developed, it will get the large labor absorption.

Investment is an attempt that can be done to support the increase of industries
tin a region. The increase of investment will influence production capacity in
industrial sector. Then, it will also impact the increase of output value in the
regional development sectors, economic growth, and the personal real income
(Samuelson 1995). Due to the increase of personal real income, it will affect the
purchasing of goods and services produced in a region. Moreover, it will influence
the living standard and community prosperity in a region (Yasin et al. 2002).
Eventually, the huge number of demand can encourage the number of investment
projects in an area.

Investment activities, investors always have many considerations in invest-
ment decisions. One of the factors is investment climate. The Circumstances of
investment climate depends on the potential and the economic crisis (Sarwedi
2005). Based on the existing data on the Regional Autonomy Committee (2008),
East Java province has a rating of 6 from 33 provinces in Indonesia in case of
investment climate index. Based on these data it can be seen that the province of
East Java province is still not capable of being a top choice in making invest-
ments. Although, there are various regulations and policies that are made by
central and local governments in order to increase investment attractiveness
such as infrastructure policies, regulations regarding business licensing, tax and
others.

In short, in order to increase the investment, it is needed the favorable
investment climate. The right of investment climate will trigger the increment of
investment industry. Then it will also affect the number of labor absorption and
reduce the unemployed. In fact the investment climate in the region is always
changing according to the state economy, and other factors that influence it. As a
result, it will impact the uncertainty and dynamics of the industrial investment and
also change the unemployed people in a region. Therefore, in this research will be
discussed about the influence food and beverage industry sub-sectors investment to
the labor absorption in East Java by using systems dynamic approach. This method
could describe climate change investment due to changes in business and
economic factors in East Java. Simulation model will also be considered the
regulations and current policies that have been made by central government or
local government. Then, in order to know the hole of the system, it can be known
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the main variable main variables that can affect the amount of the food and
beverage industry investment. Finally, it can be known the right policy that can be
conduct to the system through the alternative policy scenario.

2 Conceptual Model of System Dynamic

Conceptualization model begins with identifying variables that interact and
influence in the system. Identification variables are given by knowing the char-
acteristics and behavior of the investment system in food and beverage industry.
Variables that exist in the study were obtained from the literature, brainstorming,
and government ministry such as the Department of Trade and Industry,
Investment Coordinating Board and Central Bureau of Statistics.

Moreover, the indentified variable has been done in order to analyze the cause
and effect relationship between variable in system. In Fig. 1, it will provide a
general overview of the system. There are 2 kind of loop which is negative and
positive loop. Positive loop was illustrated by the red line flow, and the negative
loop was illustrated by the blue line flow. One example of a positive causal loop
consists  “investment-production-infrastructure availability-energy cost-input-
value added” variable (Fig. 1). Then, One example of a negative causal loop
consists “investment-other cost-input-value added” variable (Fig. 1).

] lb()l demand

export national labor wage
tariff mt.ome rill

unemploy: ed

rent cost

flabor ¢
labor import labor cost

force pmduLl tariff \
dema md

opulation
p p m\\ material cost

. mput
fuel cost electricity cost +#7,)
\
& N P
infrastructure energy cost

zn‘aluiubilityg\_/‘

the availability of

labor force GDRP ercapita’ indirect
\ tax
luensmg index,
GDRP"-/

m\cstmunt -
depreciation,

attractiveness a
\ /-wi nterest rate
L investment
T

Fig. 1 Causal loop diagram

other cost
+




Dynamics of Food and Beverage Subsector Industry 137

3 System Dynamic Simulation

In the food and beverage industry system, there are 6 main modules which consists
investment module, industry module, labor module, GRDP module, transportation
infrastructure module, and investment attractiveness module (Fig. 2). Moreover, 6
main modules will interact with each other. In each main module contains many
variables which are interacting with other variables. In this system, the period of
simulation will run from 2006 to 2025. The long period of the system is based on
the long term development plan targets by East Java government (Fig. 3).

4 Verification and Validation

Verification model aims to examine the error and ensure the model that is built
according to logic research problem. Verification is done by checking formulations
(equations) and checking unit variables. Otherwise, validation model aims to
examine that the model could represent the real system. The validation test
consists of structure model test, model parameters test, extreme conditions test,
and behavior model test using Barlas method (1996).

Fig. 2 Main module Transportation
infrastructure
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Fig. 3 Simulation model. a Industry sub module, b Investment sub module, ¢ Labor sub module,
d Transportation infrastructure sub module, e GRDP sub module, f Investment attractiveness sub
module

5 Policies Scenario

Improvements scenario are done to increase food and beverage industrial
investment and reduce the unemployment. In each scenario, it considers 2
scenarios which increases and decreases the value of decision variables.

5.1 Scenario 1: Changes in Infrastructure Funds

The value of infrastructure fund variable will give a major impact on the infra-
structure availability and value added that has been produced by all sector. In this
scenario will conduct two scenarios which increase the value to be 0.15 in the
first scenario, and decrease the value to be 0.05 in the second scenario (Table 2).



Dynamics of Food and Beverage Subsector Industry 139

Table 2 Scenario 1: changes in infrastructure funds

Control variable Lower limit Upper limit Existing Scenario 1 Scenario 2
Infrastructure 0 1 0.1 0.15 0.05

Table 3 Scenario 2: changes in investment assistance fund

Control variable Lower limit  Upper limit  Existing Scenario 1~ Scenario 2
Infrastructure proportion 0 1 0.000017  0.000034 0.000005

Table 4 Scenario 3: changes in regional licensing index

Control variable Lower limit Upper limit Existing Scenario 1 Scenario 2
Licensing index 0 1 0.73 0.83 0.5

Based on the simulation results is known that the growth rate of food and beverage
industrial investment scenario 1 is increasing 0.08 %. Otherwise, the growth rate
of food and beverage industrial investment scenario 1 is decreasing 0.02 %. In the
terms of workforce, it is known that the unemployment rate on average each year
in the first scenario has decreased 0.01 % and it will increase 0.01 in the second
scenario.

5.2 Scenario 2: Changes in Investment Assistance Fund

In every year, the government has provided investment funds especially on small
business loans. On this scenario will be changes in the proportion of investment
funds that provided by the local government. Based on the simulation results, it is
known that the growth rate of food and beverage industrial investment in scenario
1 is increasing 0.001 %. Then the growth rate of food and beverage industrial
investment in scenario 2 is decreasing 0.0009 %. In the terms of workforce, it is
known that the unemployment rate in the first scenario decreased 0.0004 %, and
then the value in the second scenario increased 0.0002 % (Table 3).

5.3 Scenario 3: Changes in Regional Licensing Index

In this system, licensing has a role to increase the investment attractiveness in a
region. Based on the simulation results, it known that growth rate investment in
scenario 1 increased 0.02 %, and in scenario 2 decreased 1.4 %. In the terms of
workforce, it is known that the unemployment rate in the first scenario decreased
0.004 %, then an increase in the second scenario of 0.01 % (Table 4).
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6 Conclusions and Research Recommendations

The development food and beverage industry depends on the amount of invest-
ment in this subsector. The amount of investment depends on opportunities for
foreign and domestic investment. In order to know the right policy that related to
investment. In this research, there are three scenarios which consists changes in the
proportion of infrastructure funds, changes in investment assistance fund and
changes in the investment index. Based on a scenario, it showed that the most
influential to increase investment and labor absorption is first scenario which is
increasing proportion of infrastructure funds.

Recommendation for future research can focus in the special industrial scale
such as large and medium industries or micro and small industries. In addition, the
future research can conduct about other sectors that can give the most effect to
food and beverage industry sectors such as trade and transport sectors.

Acknowledgments This research is supported by the Department of Trade and Industry in East
Java province and East Java Investment Coordinating Board to Mr. Arya as Department Industry
in East Java province and Mrs. Desi as staff East java Investment Coordinating Board for their
supports of domain knowledge and data collection.

References

Arsyad L (2000) Ekonomi Pembangunan. Sekolah Tinggi Ilmu Ekonomi Yayasan keluarga
Pahlawan Negara. S. YKPN. Yogyakarta

Barlas Y (1996) Formal aspects of model validity and validation in system dynamics. System
Dynamics Review 12:3. Wiley

BPS (2010) Keadaan Angkatan Kerja di Provinsi Jawa Timur 2010. Surabaya, Badan Pusat
Statistik Jawa Timur

BPS (2010) Pertumbuhan Ekonomi Jawa Timur Tahun 2010. Surabaya, Badan Pusat Statistik
Jawa Timur

Samuelson (1995) Intellectual property rights and the global information economy. J Commun
ACM 39:7

Sarwedi (2005) Investasi Asing Langsung di Indonesia dan Faktor yang mempengaruhinya.
Jurnal Akuntasi dan Keuaangan 4:17-35

Yasin, Baihagi et al (2002) Pemograman visual 2002. Surabaya



Solving Two-Sided Assembly Line
Balancing Problems Using an Integrated
Evolution and Swarm Intelligence

Hindriyanto Dwi Purnomo, Hui-Ming Wee and Yugowati Praharsi

Abstract Assembly line balancing problem (ALBP) is an important problem in
manufacturing due to its high investment cost. The objective of the assembly line
balancing problem is to assign tasks to workstations in order to minimize the
assembly cost, fulfill the demand and satisfy the constraints of the assembly
process. In this study, a novel optimization method which integrates the evolution
and swarm intelligence algorithms is proposed to solve the two-sided assembly
line balancing problems. The proposed method mimics the basic soccer player
movement where there are two main movements, the move off and the move
forward. In this paper, the move off and the move forward are designed based on
the specific features of two-sided assembly line balancing problems. Prioritize
tasks and critical tasks are implemented in the move off and move forward
respectively. The performance of the proposed method is compared to the heuristic
and ant colony based method mentioned in the literature.
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1 Introduction

Assembly line balancing problem (ALBP) is an important problem in manufac-
turing due to the higher investment cost; it comprises all the decisions and tasks
including the system capacity (Boysen et al. 2007). An assembly line is a
sequential workstation that is connected by material handling system (Askin and
Standridge 1993). Based on the task orientation, ALBP is commonly classified into
one-sided assembly line and two-sided assembly line. One-sided assembly line
balancing problems (OALBP) is the most widely studied assembly line balancing
problem (Lee et al. 2001) while little attention has been given for the two-sided
assembly line balancing problems (TALBP). However, TALBPs are very impor-
tant for large-sized products such as buses and truck (Kim et al. 2000, 2009).

The objective of the assembly line balancing problems is to assign tasks to
workstations in order to minimize the assembly cost, fulfill the demand and satisfy
the constraints of the assembly process. The ALBP is an NP-hard combinatorial
problem (Gutjahr and Nemhauser 1964). Therefore, heuristic and meta-heuristic
methods are commonly used to solve these problems; they are: genetic algorithm
(Kim et al. 2000, 2009), ant colony optimization (Simaria and Vilarinho 2009),
simulated annealing (Ozcan 2010), particle swarm optimization (Nearchou 2011),
and bee colony optimization (Ozbakir and Tapkan 2011).

In this paper, we proposed a new method that combines the basic concept of
evolution algorithm and swarm intelligence algorithm to solve two-sided assembly
line balancing problem. The method mimics the soccer player movements in
deciding their position based on the ball and other player’s position. The rest of the
paper is organized as follows. Section 2 describes the TALBP model. Section 3
explains the proposed method. Section 4 explains the implementation of the
proposed method in TALBP. Section 5 presents the experiment and discusses the
results. Conclusion and future directions are presented in Sect. 6.

2 Two-sided Assembly Line Balancing Problem

The two-sided assembly lines consist of workstations that are located in each side
of the line, the left side and the right side. A mated workstation performs different
task simultaneously on the same individual product. The tasks directions are
classified into: left (L), right (R) and either (E). The consideration of the assembly
direction may result in idle time (Ozcan 2010) or interference (Simaria and
Vilarinho 2009).

The primary objective of the TALBP is minimizing the number of workstations
for a given cycle time C which is equivalent to reducing the idle time d as much as
possible. Assembly lines with a small amount of idle time offer high efficiency.
The assembly line efficiency is defined as:
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Besides decreasing the idle time, the tasks should be distributed as equally as

possible to balance the workload of the workstations. The average idle time in a

workstation is given by:
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azwcfzizl t; (2)
w

Then, the workload balance between workstations is formulated as:
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Equation 1 is a maximization function while Eq. 3 is a minimization function.
The objective of the proposed TALBP model is defined as:

Maximize F = oWE — BWB (4)

where o and f§ are the weight for work efficiency and workload balance
respectively.

3 The Proposed Method

P(X) = Py; SX) = Sp; /* Initialize players and substitute players
B = best (P(X)) /* Initialize ball dribbler
P,(X) =P (X) /* initialize player’s best position

While termination criteria not met
Fori=1:p
If random < m

X! = move_offf Xt ,)
If random <1
Xi = move_forward ( X¢,X},B)

Endif
Else
X, = move_forward( X! _,, X} B)
Endif
Endfor

Update_ball_dribbler(P, B)
If random < k
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Subs (P, S)
Endif
Update_ player_best_position(P, P))
Update_subs_player_knowledge(P, S)
Endwhile

4 Implementation of the Proposed Method for TALBP
4.1 Initialization

In this paper, we adopt the COMSOAL heuristic method proposed by Arcus
(1966) to encode the problems into the proposed method. In assigning tasks into a
workstation, a modification of ‘assignable task’ by Gamberini et al. (2006) is
implemented as ‘prioritize tasks’. In a prioritize task, its predecessor tasks have
been assigned and its processing time is shorter than the remaining workstation
available time. Prioritize tasks can minimize the chance of creating long idle time
due to opening new workstation.
The procedure for the initialization is as follow:

Step 1  Open the first mated-workstation. The left side workstation w; = 1 while
the right workstation w, = 2. List all unassigned tasks UT

Step 2 From UT, list all prioritize tasks (PT). If PT = @, then set PT as list of
tasks in which their predecessor have been assigned

Step 3 Select a task from PT based on the selection rules

Step 4  If the selected task has specific operations direction; put the task in the
appropriate side. If the finish time of the task is less than the cycle time
C, put the task in the current workstation, otherwise open new
workstation based on the task specific operations direction. If the
selected task can be placed in either side, select the side in which it
completes early. If both sides have the same finish time, then select the
side randomly

Step 5 Remove the selected task for UT

Step 6  If all tasks have been assigned, then stop, otherwise, go to step 2

In step 3, five selection rules are used by the same probability. (1) MAX-RPW
that selects a task having the maximum Ranked Positional Weight (RPW).
(2) MAX-TFOL that select a task having the maximum total successors. (3) MAX-
FOL that selects a task having the maximum number of direct successors.
(4) MAX-DUR that selects a task having the maximum operation time and
(5) random selection.
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Fig. 1 Move off for TALBP
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4.2 The Move Off

In this paper, the move off is performed by reassigning tasks start from the ran-
domly selected mated-workstations. Assume the selected mated-workstation r = 1
(the mated-workstation consist of workstation 1 and 2), then the reassignment
process is started from workstation 3. The move off procedure is illustrated in
Fig. 1.

4.3 The Move Forward

In the move forward, the ball position B, the current player position Y* and the
player best position Yi are considered to decide the new player position. The move
forward will transmit the tasks that are assigned in the same workstation in all the
three position mentioned above (B, Y! and YZ) while the remaining tasks will be
reassigned. In reassigning the tasks, ‘critical task’ by Kim et al. (2009), is con-
sidered. Critical task is such a task in which at least one of its predecessors and one
of its successors are assigned in the same pair of workstation. This implies than the
critical task must be assigned in the same workstation with its predecessor and
successor; therefore, it should be sequenced early.

5 Experimental Results and Discussion

Five benchmark problems, P12, P16, P24, P65, and P148 are used to measure the
performance of the proposed method. Problems P12 and P24 can be found in Kim
et al. (2000), while P16 is described in Kim et al. (2009). P 65 is formulated by Lee
et al. (2001), while P148 is created by Bartholdi (1983). The modification of P148
as in Lee et al. (2001) is used where the processing time of tasks 79 and 108 were
changed from 281 to 111 and from 383 to 43. The parameter of the proposed
method was set as the following: probability of move off m = 0.5, probability of
move forward after the move off | = 0.3 and the probability of substitution
k= 0.1
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Table 1 Result for small size problems

Problem C LB MIP The proposed method
Mean Min Max

P12 5 5 6 6.0 6 6
7 4 4 4.0 4 4
P16 16 6 6 6.0 6 6
22 4 4 4.0 4 4
P24 18 8 8 8.0 8 8
25 6 6 6.0 6 6

The experiments were run 10 times for each problem. The number of maximum
objective function evaluation for P12 was 500, P16 and P24 were 5000, P65 was
10,000, and P148 was 20,000. The number objective function evaluation means
the number of objective function being evaluated during the search process
(Table 1).

For the small size problems, the proposed method is compared to the Mixed
Integer Programming, which is an exact solution method. Columns C and LB
represent the given cycle time and the lower bound respectively. The results of the
experiments show that the proposed method achieved the optimal solution for all
given problems (Table 2).

For the large size problems, the proposed method is compared to heuristic rules
H and group assignment G proposed by Lee et al. (2001) and the 2-ANTBAL
proposed by Simaria and Vilarinho (2009). The experiment results show that the
proposed method clearly outperforms the heuristic rules and group assignment
procedure as it produces better solution or at least the same, for all problems.
When compared to the 2-ANTBAL, the proposed method perform better in

Table 2 Result for large size problems

Problem C LB 2-ANTBL (Simaria and Lee et al. (2001)  The proposed method
Vilarinho 2009)

Mean Min Max H G Mean Min  Max
P65 326 16 17.0 17 17 17.7 17.4 17.0 17 17
381 14 148 14 15 15.7 15.0 14.7 14 15
435 12 13.0 13 13 14.0 13.4 13.0 13 13
490 11 12.0 12 12 12.1 12.0 11.2 11 12
544 10 108 10 11 11.5 10.6 10.2 10 11
P148 204 26 26.0 26 26 27.8 27.0 26.0 26 27
255 21 21.0 21 21 22.0 21.0 21.0 21 21
306 17 18.0 18 18 19.3 18.0 17.0 17 18
357 15 154 15 16 16.0 15.0 15.0 15 15
408 13 140 14 14 14.0 14.0 13.0 13 13
459 12 120 12 12 12.1 13.0 12.0 12 12

510 11 11.0 11 11 12.0 11.0 11.0 11 11
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6 problems, perform the same in 6 problems (mainly because the solutions are
already the optimal solutions).

Generally, we can conclude that in term of the number of workstations, the
proposed method outperforms the 2-ANTBAL proposed by Simaria and Vilarinho
(2009) and both approached methods proposed by Lee et al. (2001).

6 Conclusions

In this study, we develop a new meta-heuristic method based on the integration of
evolution algorithm and swarm intelligence algorithm to solve two-sided assembly
line balancing problems. In order to obtain a good solution, we proposed a method
that mimics the movement behavior of soccer player. It incorporates the infor-
mation sharing mechanism as well as the evolution operators in its two basic
movements, the move off and the move forward. The movements are used to
balance the intensification and diversification.

The basic principle COMSOAL heuristic is adopted in the move off and moves
forward. The prioritize tasks and critical task are implemented in the move off and
move forward respectively. The superior performance of the proposed method was
illustrated in the experiments results. The proposed method is restricted to sim-
plified model of soccer player movements; therefore, more research is necessary to
elaborate and improve the method. For further research, the proposed method can
be implemented on mixed model and stochastic assembly lines.
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sustainable concerns. First of all, a multi-objective mixed integer programming
model capturing the tradeoffs between the total cost and the carbon dioxide (CO,)
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1 Introduction

Recent years, carbon asset became a critical subject to global enterprises. Global
enterprises need to provide effective energy-saving and carbon-reduction means to
meet the policies of Carbon Right and Carbon Trade (Subramanian et al. 2010). In
this scenario, forward and reverse logistics have to be considered simultaneously
in the network design of entire supply chain. Moreover, the environmental and
economic impacts also need to be adopted and optimized in supply chain design
(Gunasekaran et al. 2004; Srivastava 2007). Chaabane et al. (2012) introduce a
mixed-integer linear programming based framework for sustainable supply chain
design that considers life cycle assessment (LCA) principles in addition to the
traditional material balance constraints at each node in the supply chain. The
framework is used to evaluate the tradeoffs between economic and environmental
objectives under various cost and operating strategies in the aluminum industry.

This paper applies multi-objective genetic algorithm (MOGA) to solve a
closed-loop supply chain network design problem with multi-objective sustainable
concerns. First of all, a multi-objective mixed integer programming model cap-
turing the tradeoffs between the total cost and the carbon dioxide emission is
developed to tackle the multi-stage closed-loop supply chain design problem from
both economic and environmental perspectives. Then, the proposed MOGA
approach is used to deal with multi-objective and enable the decision maker to
evaluate a greater number of alternative solutions. Based on the MOGA approach,
the multi-objective optimization problem raised by the model is finally solved.

The remainder of this paper is organized as follows. Section 2 introduces the
multi-objectives closed-loop supply chain model and the proposed MOGA.
Experiments are conducted to test the performance of our proposed method in
Sect. 3. Finally, conclusions are summarized in Sect. 4.

2 Multi-Objective Closed-Loop Supply Chain Design
2.1 Problem Statement and Model Formulation

This section will firstly propose a multi-objectives closed-loop supply chain
(MOCLSCD) model to discuss the relationship of forward and reverse logistics, the
plant locations of forward and reverse logistics, the capacity of closed-loop logis-
tics, and carbon emission issues. Next, decision makers have to determine the
potential location and quantity of production and recycling units in forward and
reverse logistics, furthermore, design the capacity and production technology level.

This investigation assumes manufacturers will recycle, reuse, and refurbish the
EOL products though the RC process. The EOL product collection includes that
product recycling from customers or used product markets. Any EOL products
which cannot be used or recycled will leave the supply chain via disposal process.
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Thus, a multi-stage and multi-factory closed-loop supply chain structure will be
formed as Fig. 1.

Decision makers have to determine the potential location and quantity of
recycling units, furthermore, design the capacity based on recycle quantity from
customers as shown in Fig. 2a. The production unit capacities may expand or
shrink due to uncertain material supply, customer demand, and recycling in
Fig. 2b. Reverse logistics and capacity increasing result in more carbon emission
in closed-loop supply chain than open-loop supply chain. Effective means such as
eco-technologies or lean management are necessary for manufacturers to reduce
carbon emission at a lower cost.

Based on the above assumptions and challenges, this paper will discuss the
relationship of forward and reverse logistics, the plant locations of reverse
logistics, the capacity of closed-loop logistics, and carbon emission issues. The
proposed new closed-loop supply chain model is expected to reach the environ-
mental and economical benefit by considering various levels of carbon emission
manufacturing process and invested cost. The assumptions used in this model are
summarized as follows:

The number of customers and suppliers and their demand are known.

Second market is unique.

The demand of each customer must be satisfied.

The flow is only allowed to be transferred between two consecutive stages.
The number of facilities that can be opened and their capacities are both
limited.

6. The recovery and disposal percentages are given.

Dbk e =

Forward Supply Chain Problem Definition
Raw Material
. Suppliers Production Units Customers
: - > . =P Forward flow
5 ‘ “a, e L4 - A= Reverse flow
\ - \, " . Y ¢ . Raw material suppliers
e I. _____ 8-
- iruintey E . customers
. Recycle units
Return I{.- :.': Second Market
Reverse Supply Chain

Fig. 1 The structure of sustainable closed-loop supply chain
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(a)

Plant of Reverse Chain

Capacity design
From previous stage —3 Technology 1

Technology 2
From secondary market =—3 : _l

——> To production unit

=——> To next stage

Technology T

Disposal process

(b)

Production Unit
Existing capacity

From previous stage  —3 Expending capacity
Technology 1

» To next stage

: ; Tochnology 2
From reverse chain > S

Technology T

Fig. 2 The characteristics of closed-loop supply chain. a Recycling unit in reverse supply chain.
b Production unit in forward supply chain

Multi-Objective Closed-Loop Supply Chain Design (MOCLSCD) Problem:
The purpose of the MOCLSCD model aims to identify the trade-off solutions
between the economic and environmental performances under several logistic
constraints. The economic objective, F; = PC + BC + MC + CEC + TC +
DC, is measured by the total closed-loop supply chain cost. The environmental
objective, F;, = PCOE + BCOE + TCOE, is measured by the total carbon (CO,)
emission in all the closed-loop supply chain.

Economic objective (F):

Total material purchasing cost (PC)
Total installation cost (BC)

Total production cost (MC)

Total capacity expansion cost (CEC)
Total transportation cost (TC)

Total disposal cost (DC).

SNk D=

Environmental objective (F,):

1. Total production carbon emission (PCOE)
2. Total installation carbon emission (BCOE)
3. Total transportation carbon emission (TCOE).
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Constraints:

Dk e =

Material supply constraints

Flow conservation constraints

Capacity expansion and limitation constraints
Transportation constraints

Domain constraints.

2.2 Multi-Objective Genetic Algorithm

In this section, a novel multi-objective genetic algorithm (MOGA) with ideal-point
non-dominated sorting is designed to find the optimal solution of the proposed
MOCLSCD model. First of all, the proposed ideal-point non-dominated sorting for
non-dominated set is as follows.

b.

F,— Fmin Fy— Fmin
! ! 1 2
Calculate  (F/,F 2)x,-_ ( P ,':.lnan » ,i.znm

VF? + F7 between (Fj, F3) - and zero, where (Fy, F»),, is an element in non-
dominated set; FI"™* and F5* are the highest values of the first and second
objectives among experiments; F {“i" are F ;“i" the lowest values of the first and
second objectives among experiments.

Sort the distances dist,,, Vi

) and the distance dist,, =

which leads to the proposed MOGA in the following.

1.

Chromosome representation for initial population: The chromosome in our
MOGA implementation is divided into three segments namely Popen, Pca-
pacity, and Ptechnology, according to the structure of the proposed MOC-
LSCD model. Each segment is generated randomly.

Flow assign and fitness evaluation: The flow assign between two stages
depends on the values of the two objectives F, F,. Respectively, the flow with
minimum values of F, F, simultaneously will be assigned firstly. On the point
of this view, the proposed ideal-point non-dominated sorting is performed again
on the priority of flow assign. The fitness values of F; and F, are then
calculated.

. Crossover operators: Two-Point Crossover is used to create new offsprings of

the three segments Popen, Pcapacity, and Ptechnology.
Mutation operators: The mutation operator helps to maintain the diversity in the
population to prevent premature convergence.

. Selection/Replacement strategy: The selection method adopts the (u+4) method

suggested by Horn et al. (1994) and Deb (2001).

. Stopping criteria: There are two stopping criteria proposed. Due to the time

constraints in the real industry, the first stopping criterion of the proposed
MOGA approach is the specification of a maximum number of generations. The
algorithm will terminate and obtain the near-optimal solutions once the
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iteration number reaches the maximum number of generations. In order to

search better solutions without time-constraint consideration, the second stop-

ping criterion is the convergence degree of the best solution. While the same
best solution has not been improved in a fixed number of generations, the best
solution may be convergent and thus the GA algorithm is automatically
terminated (Fig. 3).

Initial Population

\

A

v

Factory Open/Close
(Binary Chromosome)

Capacity Level
(Integer Chromosome)

Technology Level
(Integer Chromosome)

v

’ Repair Mechanism ‘

v

’ Fitness Evaluation ‘

’ Non-dominated sorting ‘

’ Update Pareto Set ‘

Termination Generate New

End .. . [
Condition Population P(t+1)
Factory Open/Close | Capacity Level | | Technology Level
A 4 ; Y i A 4 ‘
Crossover Crossover Crossover
Mutation Mutation Mutation
I I
L J
v
’ Merge ‘
’ Repair Mechanism ‘
’ Fitness Evaluation ‘
’ Non-dominated sorting ‘

v
Select pfrom
’ Update Pareto Set the (U+A)

Fig. 3 Flow chart of the proposed multi-objective genetic algorithm (MOGA)
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Fig. 4 Non-dominated set
for CPLEX method, PSO
method, and the propose
MOGA
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This section gives the experimental results. As an example, we implement the
MOGA approach on the MOCLSCD model with 2 stages, 2 facilities in each stage,
4 capacity levels, and 4 technology levels. Figure 4 shows the non-dominated set
for CPLEX method, PSO method, and the propose MOGA. Figure 5 shows the
optimal 2 stages-2 facilities supply chain design results.
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Fig. 5 Optimal 2 stages-2 facilities supply chain design
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4 Conclusions

In this work, we firstly proposed a multi-objectives closed-loop supply chain
(MOCLSCD) model. Next, a novel multi-objective genetic algorithm (MOGA)
with ideal-point non-dominated sorting is used to solve the model. The experi-
mental results show the efficiency of the proposed MOGA when comparing with
CPLEX method and PSO method.
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Abstract Most systems fail when a certain amount of reliability quantities have
exceeded their threshold levels. The typical example is cumulative damage model
in which a system is subjected to shocks and suffers some damage due to shocks,
and fails when the total damage has exceeded a failure level K. This paper pro-
poses the following reliability model: Faults occur at a nonhomogeneous Poisson
process and the system fails when N faults have occurred, which could be applied
to optimization problems in computer systems with fault tolerance, and we sup-
pose that the system is replaced before failure at a planned time 7. Two cases
where the threshold fault number N is constantly given and is a random variable
are considered, we obtain the expected cost rates and discuss their optimal
policies.
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1 Introduction

Most systems often fail when a certain amount of quantities due to various causes
have exceeded a threshold level. The typical example is the cumulative damage
model in which systems are subjected to shocks and suffer some damage due to
shocks, and fail when the total damage has exceeded a failure level (Nakagawa
2007). This is called the cumulative process in stochastic processes (Cox 1962;
Nakagawa 2011). There are continuous wear models in which the total damage
increases with time ¢ and the system fails when it has exceeded a failure level
(Reynols and Savage 1971; Lehmann 2010). In some actual cases, an amount of
damage due to each shock might not be estimated exactly, and so that, the total
damage could not be estimated statistically. In these cases, we could estimate the
damage on system only by counting the number of shocks up to present.

However, when shock occurrence becomes not so clear for counting and varies
according to some stochastic process, we need to estimate its approximate cumulative
distribution function. So that it will become much difficult to perform maintenance
for this kind of failure mechanism. Take fault tolerance in computer systems (Adb-El-
Barr 2007) as an example, the system will fail or be a low efficiency state when total
number of faults exceeds some level, but this level is actually a non-transparent
variable for system maintainers. There has been summarized many maintenance
models to improve computer reliability in (Nakamura and Nakagawa 2010);
However, almost all discussions have based on constant failure threshold level.

We propose that almost all failure thresholds are random for any failure
mechanism, and this paper considers the following models: Faults occur at a
nonhomogeneous Poisson process (Nakagawa 2011), and the system fails when
n faults have occurred. We suppose that the system is replaced before failure at a
planned time 7 and obtain analytically expected replacement cost rate and its
optimal policy. A threshold number n in the above model might be actually
uncertain, but could be estimated statistically by using the past data. When 7 is a
random variable N, we obtain expected cost rate and make similar discussion of
deriving optimal policy.

2 Model Formulation

We consider the following operating system: Faults of the system occur at a non-
homogeneous Poisson process with a mean-value function H(f) = f(; h(u)du, and it
fails when n (n = 1,2, - - -) faults have occurred and undergoes only minimal repair
before its failure. Letting M(f) be the number of faults in [0, 7] (Nakagawa 2007),

Hi(1) = Pe{M(t) = j} = Bl =10 (j=0,1,2,--"), (1)

and E{M (1)} = H(1).
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2.1 Constant n

Suppose that the system is replaced before failure at a planned time T
(0<T < 00), then the probability that the system is replaced at time T before fault
nn=1,2,--)is

and the probability that it is replaced at fault n before time T is
Pr{M(T)>n} = Z Hi(T

Thus, the mean time to replacement is

TPr{M(T) < n—l}+/Tthr{M 2:1/ . (2)
=0

Therefore, the expected cost rate is

ey — (en — CT)r_lzéHj(T)
Ci(T;n) = ——— — : (3)
I AON

j=0

where ¢y = replacement cost at time 7" and cy = replacement cost at fault n with
cy > cr. Clearly,

C(T; 00) = lim C(T; n) =

n—oo

_’Z

which decreases with T from oo to 0.

When n = 1, C(T; 1) agrees with the expected cost rates of an age replace-
ment (Nakagawa 2005).

We find an optimal T} (0 <7 < co) which minimizes C,(7T;n) for a specified n
(1 <n<o0). It can be easily seen that

C(0;00) = %in(l)Cl(T; n) = oo,
CN
Ci(00;00) = TILrlgC Ci(Tin) = —. 4)
2 Jo Hj(n)dr
=

Differentiating C;(T;n) with respect to T and setting it equal to zero,



160 X. Zhao et al.

where
h(T)anl (T)

O(T;n) = — =
;)Hf(T)

Y

which decreases strictly with n from i(T) to 0. So that, the left-hand side of (5)
goes to 0 as n — oo, i.e., T, becomes large for large n.
Letting L;(T;n) be the left-hand side of (5),

Li(0;n) = %iLI})Ll(T; n) =0,

Li(oo;n) = lim Li(T;n) = Q(c0,n) Z/Oool-lj(t)dt -1,

T—
00 s

n—1 T "
Ly(T;n) = Q'(T, H)Z/O Hy(t)dt.
=0

Therefore, if Q(T;n) increases strictly with 7 and

n—1 [o'e)
0em . [ =
=00

b
CN —Cr

then there exists a finite and unique T (0 <7, <oo) which satisfies (5), and the
resulting cost rate is

Ci(T,5n) = (en — er)Q(T,; n). (6)

Furthermore, it is assumed that #(7T') increases strictly for n = 1 and increases
for n>2. Then, prove that Q(T; n) increases strictly with 7. It is trivial that
O(T; 1) increases strictly. For n > 2,

<[H<T>]"‘1/<n - 1)!)'
o LH(T) /1)
WO{HMD] /0= DY S5 0= 1 =TV
. 2
(s (H()Y /1)

which implies that Q(T; n) increases strictly.

0,
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2.2 Random N

Next, a threshold number n is not constant and is a random variable N, i.e.,
Pr{N =n} =p,(n=1,2,---)and P, = 3/, pj, where Poc = 3, p; = 1. Then,
the expected cost rate in (3) is easily rewritten as

CN—(CN—CT)Zzolan" 1H( T)

C(T;N) = o
| Zn 1DPn Z fO
and (5) is
00 n—1 T .
Q(T; N) anl Dn Zj:() /0 H,'(I)dt — Z s Z ._ CN i CT
where

> 1an" 'H( T)

If Q(T; N) increases strictly with T and

n—1 00
0l 7 mn - [ Har >
=0

then there exists an optimal Ty (0 < Ty < co) which satisfies above conditions,
and the resulting cost rate is

CN—CT7

Ci(Ty; N) = (en = er)Q(Ty; N). ©)

It is assumed that %, 1 = ppi1 /(1 — P,)(n=10,1,2---), which is called the
discrete failure rate (Nakagawa 2005), and increases strictly with n. This means
that the probability of exceeding a threshold number N increases with the number
of faults. Then, we prove (Nakagawa 2011) that

S pd[HD" /(=D Y {[HT)]"/nl}
S P g {HDY /iy 2020 (1= Po){[H(T)]"/nl}

increases strictly with T.
Differentiating above equation with respect to 7,

—.

(3o (1= P){[H(T))"/n!}) —i(l‘ P,) ]n, f:pm



162 X. Zhao et al.

The expressions within the bracket of the numerator is

(1-P,)(1 = P)(hpy1 — hjs1)

(n_l)' j' \lipn)(lipj)(hn“ﬁlihj‘f’l)
n=1 ©j=0 :

LS S )

- &

00 n—1 n—1 J
= LN b1 P = hy)(n— ) > 0,
n=1 (l’l 1) J=0 T

1 —Py)(1 = Pj)(hnt1 — hjs1)

which implies that when A, increases strictly, Q(T; N) also increases strictly
with T.

We have neglected the cost for minimal repair due to each fault. The expected
number of minimal repair until replacement is

n—1 00 n—1
D H(T) +(n=1)Y H(T)=n—1=>"(n—1-j)H{(T).
j=0 j=n j=0

Letting c); be the cost for minimal repair, the expected cost rate in (3) is

o g O ey = en) ST H(T) + el — 1 = 53 (n = 1 - (D)
A o Iy s |
(1)

which agrees with that of the periodic replacement when cy = ¢y (Nakagawa
2005). Furthermore, the expected cost rate in (7) is

CN — (CN — CT) - pn'il[-]j(T) —|—CM[n —1- ”i:l (l’l —1 —J)I‘I](T)]
61(T, N) n=1 j=0 Jj=0

imﬁﬂﬂww
(12)

As further studies, we could make similar discussions for deriving optimal
policies which minimize the expected cost rates C;(T; n) and Cy(T; N).
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Table 1 Optimal T and T;, when H(t) = *,p, = pg" ' and n = 1/p

n enfer =2 enfer =5 en/er =10
[ Ty T, Ty T, Ty
2 1.160 0.857 0.719 0.413 0.564 0.274
3 1.349 0.799 0.949 0.390 0.795 0.259
4 1.541 0.773 1.161 0.380 1.008 0.235
5 1.725 0.759 1.357 0.374 1.205 0.249
7 2.063 0.743 1.710 0.368 1.558 0.245
10 2.510 0.732 2.170 0.364 2.020 0.242
15 3.149 0.723 2.822 0.360 2.674 0.240
20 3.701 0.719 3.382 0.358 3.235 0.239
50 6.163 0.712 5.866 0.355 5.723 0.237

3 Numerical Example

Suppose that p, =pg" '(n=1,2,---;0<p<1) with mean 1/p, and h(t)
increases strictly to h(oco) = lim k(z). Then, (8) is
1—00

T
W(T) / PGy _ | — PN = T (13)
0 CN —Cr
whose left-hand side increases strictly with 7 from 0 to A(T) fOT e PHdr — 1.
Therefore, if h(co) > cy/(cy — cr) [y° e PPdt, then there exists a finite and
unique 7y (0 < Ty < oo) which satisfies (13), and the resulting cost rate is

Ci(Ty; N) = (en — er)h(Ty). (14)

It can be easily seen that T increases with p to the optimal time of an age
replacement (Nakagawa 2005) for p = 1, because the left-hand side decreases
with p.

Table 1 presents optimal T and Ty, when H(t) =2, p, = pq" ' and n=1/p
for ey/er =2,5,10 and n = 2, 3, 4, 5, 7, 10, 15, 20, 50.

4 Conclusions

We have discussed replacement models with constant and random threshold
number of faults. That is, faults occur at a nonhomogeneous Poisson process and
the system fails when a constant number n faults and random number N faults have
occurred. We have supposed that the system is replaced before failure at a planned
time T and obtained the expected cost rates and discussed their optimal policies.
From numerical analysis, we have found that both optimal times 7, and T, have
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the same properties with cost rate cy/cr but different for n = 1/p. Replacement
models with random threshold failure level would be a more practical extension of
classical methods, which could be done further in the following studies.
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A Multi-Agent Model of Consumer
Behavior Considering Social Networks:
Simulations for an Effective Movie
Advertising Strategy

Yudai Arai, Tomoko Kajiyama and Noritomo Ouchi

Abstract It is essential for a firm to understand consumer behavior in order to
advertise products efficiently on a limited budget. Nowadays, consumer behavior
is highly complex because consumers can get a lot of information about products
from not only firm’s advertising but also social networking services. The purposes
of this study are to construct consumer behavior model considering social net-
works and to demonstrate an effective weekly advertising budget allocation in
order to increase the number of adopters of products. First, we developed a multi-
agent model of consumer behavior taking the movie market as an example. In our
model, each agent decides whether or not to watch a movie by comparing the
weighted sum of “individual preference” and “effects of advertising and word-of-
mouth (WOM)” with “individual threshold.” The scale-free network is used to
describe social networks. Next, we verified the accuracy of the model by com-
paring the simulation results with the actual sales figures of 13 movies. Finally, we
showed an effective weekly advertising budget allocation corresponding to movie
type by simulations. Furthermore, it was demonstrated that the weekly advertising
budget allocation gives greater impact on the number of adopters of products as
social networks grow.
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1 Introduction

Understanding consumer behavior is essential for firms in order to advertise their
products efficiently on a limited budget. Nowadays, consumer behavior is highly
complex because consumers can get a lot of information about products from not
only firm’s advertising but also social networking services such as Twitter and
Facebook.

Lots of studies have been made on consumer behavior models including dif-
fusion models (e.g. Mansfield 1961; Bass 1969; Mahajan et al. 1990; Libai et al.
2009). However, there are few works that tried to develop the model incorporating
social networks’ effects. Meanwhile, there are several studies linking consumer
behavior models and firms’ strategies (e.g. Kamimura et al. 2006; Tilman et al.
2007). For example, Kamimura et al. (2006) demonstrated the effective way of
weekly advertising budget allocation in the movie market. However, it does not
consider the existence of social networks. In addition, the characteristics of movies
are not considered although the effective way of weekly advertising budget allo-
cation might depend on the characteristic of products.

The purposes of this study are to construct consumer behavior model consid-
ering social networks and to demonstrate an effective weekly advertising bud-
get allocation in order to increase the number of adopters of products. In this study,
we pick up consumer behavior in the movie market because it is strongly influ-
enced by the effects of advertising and word-of-mouth (WOM).

Section 2 presents model construction. In Sect. 3, we demonstrate simulation
results. Finally, Sect. 4 summarizes new findings, implications for firm’s strategy.

2 Model Construction

In this study, we developed a consumer behavior model considering social net-
works’ effects by using multi-agent simulation taking the movie market as an
example. Multi-agent simulation can simulate the actions and interactions of
autonomous agents with a view to assessing their effects on the system as a whole.
In our model, 1,000 agents are created in a grid size of 50 x 50 cells. Agent
i decides whether or not to watch a movie at time ¢ by comparing the weighted sum
of “individual preference (P,;t)” and “effects from advertising and WOM (E,-J) ?
with “individual threshold (7;).” By using weighted parameter (g;), the condition
where agent i decides to watch a movie is defined as depicted in inequality (1).

aixPi,,—&—(l—a,-) XE,',[>TZ' (1)

“Individual preference (P,-,,)” represents agent i’s degree of preference of the
movie. P;; is computed by Eq. (2).
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P;; = (pb+ adv + pre) « F*(t) x I’ x Df (2)

where pb: the effect of production budget, adv: the effect of advertising budget,
pre: the effect of the previous movie’s sales figure, F*(¢): variation of interest for a
new movie over time, I7: individuality of agent i, and D;: dummy variable
denoting whether or not agent i has an interest in the genre of the movie (D; = 1 if
agent i has an interest, D; = 0 if agent i does not have an interest).

Only if agent i has an interest in the genre of the movie, individual preference is
computed. FP(#) is a decreasing function of ¢. In our model, we set F¥(r) = 0.94'
according to Kamimura et al. (2006).

“Effects of advertising and WOM (Ei,,)” is the sum of “effects of advertising

(Aiy)” and “effects of WOM (W;,)” as depicted in Eq. (3).
Eiy=A; + Wiy 3)
A;, is computed by Eq. (4).
Aiy=adv x R* x I! x G*(1) (4)

where RA: reliability of information source (mass media), I;“: agent i’s suscepti-
bility of advertising, G*(¢): variation of advertising effect over time.

We set GA(t) = B* x FA(t). B is a fixed value. FA(¢) = 0.7 (t<0),FA(t) =
0.94(t >0), following to Kamimura et al. (2006). In Sect. 3.2, we change F*(t)
corresponding to advertising budget allocation patterns.

Regarding W;,, in this study, we consider three resources of WOM; “neigh-
bors,” “Internet sites” and “social networks.” Thus, W;, is the sum of the effects

of neighbors WOM (Z,N:N1 w; J,t>’ the effects of Internet WOM (Zklel Wik) and

the effects of social networks WOM (Z?ﬁl wi_,l,,) as depicted in Eq. (5).

Ny N, Ny
Wi, = g Wijs + E Wik + g Wil (5)
= =1 =1

where w;j;, wir, and w;;,: the effect of WOM agent i received from agent j, k and
I, respectively, Ny, N; and Ns: the number of agents who can affect agent i’s
effects of neighbors WOM, Internet WOM and social networks WOM,
respectively.

In this model, Ny and Nj are the number of agents who are within 3 x 3 cells,
21 x 21 cells around agent i, respectively. Ny is the number of agents who have a
link with agent i and are within 21 x 21 cells around agent i.

The scale-free network (Barabashi and Albert 1999) can be used to describe
social networks. We create the links between agents, which denote the social
networks, by using the scale-free network.

w; ;. is computed as depicted in Eq. (6). w;x, and w;;, are computed in a similar
way.
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Table 1 The differences of

BY RV
three WOM resources
Neighbor High (0.32) High (2)
Internet site Low (0.15) Low (1)
Social networks Medium (0.24) Medium (1.5)

(): values used in the model

Table 2 Parameters for

individual threshold Category Proportion (%) - B
Innovator 2.5 4 1
Early adopter 13.5 6 3
Early majority 34 9 6
Late majority 34 11 6
Laggards 16 13 3

(6)

W — (pb +adv + pre) x RV x 0; x I x G (t)(before release)
i RatingScore x RV x 0; x I x GY(t)(after release)

where RY: reliability of information source, I}": agent i’s susceptibility to WOM,
O;: agent j’s ability to impart information, G" (t): variation of frequency of chats
about the movie over time.

We set GV (t) = BY x F"(¢). BY is a fixed value. FV(¢) = €'(t<0),F"(¢) =
0.94/(+ > 0), following to Kamimura et al. (2006). Because it can be considered
that the values of BY and RV are different depending on the information sources,
we set these parameters as shown in Table 1.

Individual threshold is computed by Eq. (7).

Ti:O(—Fﬂxr (7)

where o, f: coefficient determining individual threshold, r: an uniform random
number between 0 and 1.

Agents are characterized as innovators, early adopters, early majority, late
majority and laggards according to Rogers’ diffusion theory (Rogers 1962). The
values of o and f differ depending on these characteristics as shown in Table 2.

3 Simulations
3.1 Model Validation

We validated the proposed model by comparing the simulation results (S) with
actual data (A) in terms of the cumulative number of movie viewers every week.
As sample data, we selected 13 movies as listed in Table 3. They include the top
five box-office movies in 2010 and “Kings Speech”, the academy award for best
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Table 3 List of 13 movies

Title Sales figure  Production Rating
budget score
Toy story 3 $415,004,880 $200,000,000 8.84
Alice in wonderland $334,191,110 $200,000,000 7.18
Iron man 2 $312,433,331 $170,000,000 7.27
The twilight saga: eclipse $300,531,751  $68,000,000 6.86
Inception $292,568,851 $160,000,000 8.25
Harry potter and the deathly hallows: part I $294,980,434 $125,000,000 7.92
Shrek forever after $238,319,043 $165,000,000 5.75
The book of eli $94,822,707  $80,000,000 6.33
The social network $96,619,124  $40,000,000 8.23
The town $92,173,235  $37,000,000 8.54
Red $90,356,857  $60,000,000 7.8

Percy jackson and the olympians: the lightning $88,761,720  $95,000,000 7.03
thief

The king’s speech $138,797,449  $15,000,000 8.25

100% Toy Story 3 100% Alice in Wonderland

80 80

60 60 /P

40 40

20 20

0 actual simulation 0 actual === simulation
1234567891011121314151617181920 123456789101112131415161718

Fig. 1 Trends in actual data and simulation results

motion picture of 2010. The data in Table 3 are available at “The Numbers (http://
www.the-numbers.com)”. In addition, in our study “Rotten Tomatoes (http://
www.rottentomatoes.com/)” was also referred.

We conducted simulations 30 times in each movie. Simulations period is from
four weeks before the release date (r = —4).

Figure 1 shows examples of trends in cumulative adoption rate of actual data
and simulation results. Cumulative adoption rate is calculated by dividing the
number of cumulative movie viewers in each week by the total movie viewers of
Toy Story 3, which number of total movie viewers is the largest.

Table 4 summarizes the mean error rate. The error rate (E) is computed by Eq. (8).

Sk — Ak
s -

As shown in Table 4, mean error rates can be considered to be small. These
results demonstrate that our proposed model can describe the actual consumer
behavior.

Ek


http://www.the-numbers.com
http://www.the-numbers.com
http://www.rottentomatoes.com/
http://www.rottentomatoes.com/
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Table 4 Mean error rates

Movie Mean error rate (%)
Toy story 3 3.73
Alice in wonderland 3.99
Iron man 2 2.37
The twilight saga: eclipse 9.51
Inception 4.01
Harry potter and the deathly hallows: 3.60
part I
Shrek forever after 8.56
The book of eli 6.60
The social network 9.43
The town 8.67
Red 7.07
Percy jackson and the olympians: the 6.24
lightning Thief
The king’s speech 11.40

3.2 Application to Advertising Strategy

To clarify the effective way of weekly advertising budget allocation, simulations
were conducted by using proposed model. We set four patterns of advertising
budget allocation, (1) focusing on around a release date (standard), (2) focusing on
before a release date (before), (3) focusing on after a release date (after) and
(4) same weight during period (constant), as demonstrated in Fig. 2.

Additionally, we divide movies into four types by consumers’ expectation for a
movie and rating score as shown in Table 5. Expectation is estimated by the effect
of production budget, advertising budget and previous movie’s sales figure. We
analyze the impact of characteristic of movies on the number of movie viewers.

Furthermore, in order to clarify the impacts of social networks on the number of
movie viewers, we set the following two conditions; (a) social networks WOM is
not considered, (b) social networks WOM is considered.

Figure 3 compares the total number of movie viewers in each situation with the
one in the case of (Type 1, Standard, (a) not considered).

120 %
release
100
< 80 j
N’
< 60
3
40
20
0 Standard Before After Constant week
4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 1011 12 13 14 15 16 17 18 19

Fig. 2 Four patterns of advertising budget allocation
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Table 5 Four movie types

Type Expectation Rating score
1 High High
2 Low High
3 High Low
4 Low Low
Type 1 vpe
140 % (a) not considered || (b) considered 60 (a) not considered - (b) considered
90  +— 40 -
40 |- 20—
-10 T T T 0 T : .
Standard ~ Before After Constant Standard ~ Before After Constant
60 % Type 3 309 Type 4
a) not considered considered Q) not considered u considered
b 25 b i
50 20
40 — — — — 15 +—
30 10 +—
5
20 T : : w0 : : :
Standard  Before After  Constant Standard ~ Before After Constant

Fig. 3 The comparison of simulation results

In type 2, allocating the budget mainly after release is the best way, while
standard allocation is the best way in type 1 and type 4. This might be because a
positive WOM is stimulated by effects of advertising after release, and it leads
more people to watch a movie. On the other hand, in type 3, allocating the budget
mainly before release becomes the best allocation. This result suggests that it is
effective to acquire lots of movie viewers by effects of advertising before negative
WOM spreads.

In addition, the difference of number of movie viewers between allocation
patterns becomes larger when social networks WOM is considered.

4 Conclusions

We constructed a consumer behavior model considering social networks and
verified that our proposed model can describe the actual consumer behavior. Then
we applied the model to an advertising strategy by conducting the simulation of
effective weekly advertising budget allocation. As a result, we clarified that there
are effective weekly advertising budget allocations corresponding to the
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characteristic of movie products. In addition, it was demonstrated that the differ-
ence of weekly advertising budget allocation give a lager impact on the number of
adopters as social networks grow.

As future work, applying the model to other market should be required.
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Government Subsidy Impacts

on a Decentralized Reverse Supply
Chain Using a Multitiered Network
Equilibrium Model

Pin-Chun Chen and I-Hsuan Hong

Abstract Government subsidies to reverse supply chains can play important roles
in driving or curtailing the flows of recycled items. We examine the impacts of
exogenous subsidies on recycled material flows in a decentralized reverse supply
chains where each participant acts according to its own interests. We outline a
multitiered model of the supply network from sources of scrap electronics, col-
lectors, processors and demand markets. The individual behavior of each player is
governed by participants’ optimality conditions, which are mathematically trans-
formed into a variational inequality formulation. The modified projection method
is utilized for solving the equilibrium quantities and prices of each participant. We
investigate the impact of alternate schemes of government subsidies on decisions
of the equilibrium quantities, prices and the total amount collected. For the case
studied in this paper, the best tier selection between collectors and processors for
government subsidies in terms of the total collected amount is located in collectors
in laptop reverse supply chains.
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1 The Decentralized Reverse Supply Chain Network

Government provides subsidies for recycling in reverse supply chains for envi-
ronmental consciousness and further usages. Collectors and processors can obtain
subsidies from government as incentives which effectively assist in recycling and
recovery of e-scrap products. In Taiwan, a semi-official organization supervised by
the Environmental Protection Administration (EPA) collects processing fee and
subsidizes the associated collectors and processors, yet the discussion on the
appropriate subsidy target is neglected. Some research related to the government
subsidized e-scrap reverse supply chain regarded the organization between the e-
scrap source and the refurbished product demand market as only one party and
some classed the recycling system into two or more parties, yet so far the allo-
cation of government subsidies has been overlooked.

The purpose of this study is to analyze how to appropriately allocate govern-
ment subsidies to collectors and processors in a reverse supply chain consisting of
four tiers of decision makers: sources of e-scrap, collectors, processors, and
demand markets. In Sect. 2, we present a four-tiered network equilibrium model
for reverse supply chain management. In Sect. 3, the case study based on a laptop
computer reverse production system in Georgia, United States is demonstrated and
the impact of the government subsidy policies on recycled e-scrap products is
discussed. The summary is drawn in Sect. 4.

2 The Multitiered Network Equilibrium Model
for Decentralized Reverse Supply Chain Management

A multitiered network model is developed for investigating the impact of gov-
ernment subsidies on the behaviors of individual entities in a reverse supply chain.
The network consists of four tiers of entities, including r sources of e-scrap
products, m collectors, n processors and o demand markets. A source of e-scrap
products is denoted by A. A collector is denoted by i, who collects e-scrap products
and may further disassemble e-scrap products to separate components and mate-
rials from e-scrap products. A processor is denoted by j, who converts e-scrap
products into more fungible commodities that are sold to customers in demand
markets. Let S; denote the government subsidy that collector i can receive by
selling e-scrap products collected to processor j, while Sy denotes the government
subsidy that processor j can receive by dissembling or refurbishing processes and
then selling e-scrap products to demand market k.

The objective of the sources of e-scrap, collectors and processors is to maxi-
mize their own profits, while the customers in the demand markets have to satisfy
the market equilibrium conditions. From definitions of variational inequality
problem (Ben-Arieh 1999) and supply chain network Cournot-Nash equilibrium
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(Nagurney and Yu 2012; Nagurney and Toyasaki 2005), we propose the varia-
tional inequality formulation to specifically discuss the government subsidy
impacts on the total collected amount in a e-scrap reverse supply chain.

2.1 The Behavior of the Sources of E-scrap Products

The sources make profit from selling e-scrap products to collectors. Let g,,; denote
the nonnegative amount of e-scrap products that is allocated from source /i to
collector i, where h=1,..., r; i =1,..., m. We denote the transaction cost
between source / and collector i by c¢j; and assume that

cni = cnilgni), h=1,...r;i=1,...,m. (1)

Each source receives revenue from selling e-scrap products to collectors. We let
D};; denote the price that source i charges collector i for a unit of e-scrap products.
Each source & seeks to maximize the total profit with the optimization problem by

Max ZPTmC]m - Z chi(Gni) (2)
1 1

Pthisqni <
i—
subject to
gni>0,i=1,...m. (3)

Equation (2) states that a source’s profit is equal to sales revenues minus the
costs associated with transactions between sources and collectors.

2.2 The Behavior of the Collectors

Collectors purchase e-scrap products from the sources, and sell them to processors
after sorting or dismantling e-scrap products. Collectors transact both with the
sources and processors. Let g;; denote the nonnegative amount of materials from
collector i to processor j, where i = 1,...,m; j = 1,...,n. Each collector receives
revenue from selling e-scrap products to processors after initial sorting or disas-
sembling processes. We let p; denote the price that collector i charges processor
Jj for a unit of e-scrap products. In addition, we recall that the price p},; denotes the
price that collector i pays source j for a unit of e-scrap products. We denote the
transaction cost between collector i and processor j by ¢;; and assume that

c,-j:c,-j(q;j),i:l,...,m;jzl,...,n. 4)

A transportation cost paid by collector i between each collector i and source #,
denoted by ¢;;, and assume that
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Chi=Cnilgri), h=1,...r;i=1,...,m. (5)

The cost to collect e-scrap products at collector i is denoted by ¢; and is assumed to
be

c,-:c,-(Qz),izl,...,m. (6)

A collector can receive a government subsidy. We let S;; denote the subsidy that
collector i can receive by selling e-scrap products to processor j and assume that

S,j]-ZS,-j(q,-j),i:l,...,m;j:l,...,n. (7)

A collector seeks to maximize the total profits and collector i’s optimization
problem can be formulated as

n r n " &
Max > pagdi = Y Prdni — Y <i(qi) = D enlgn) —ci(Q%) + D S;(4y)
i 4T =1 =1 h=1 J=1
(8)
subject to

Z qij < Z Ghis 9)
=1 =1

qhizoah:1;"'7r;qij207j:13"'an' (10)

Equation (8) states that a collector’s profit is equal to the sales revenue plus the
subsidies minus the costs.

2.3 The Behavior of the Processors

Processors purchase e-scrap products from collectors, and sell them to the demand
markets after processing e-scrap products. The processes include smelting or
refining materials into pure metal streams (Sodhi and Reimer 2001) and refur-
bishing or recovering the e-scrap products. Let g, denote the nonnegative amount
of materials that is allocated from processor j to demand market k& where
j=1..mk=1,..0.

Each processor receives revenue from selling processed e-scrap products to
different demand markets. We let p3; denote the price that processor j charges
consumers at demand market & for a unit of e-scrap products. The transaction cost
between processor j and demand market k is denoted by cj and is assumed to be

ek =cilqn), j=1,...mk=1,...0. (12)

We denote a transportation cost paid by processor j between processor j and
collector 7, denoted by ¢;;, and assume that
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8,:]-=éij(q,~j),i:1,...,m;j:1,...,n. (13)

A processor has a processing cost to smelt, refine, refurbish or recover e-scrap
products at processor j is denote by c¢; and is assumed to be

¢ =¢(0Y,i=1,...,n (14)

A processor can receive a government subsidy. We let S, denote the subsidy
that processor j can receive by selling one unit of processed e-scrap products to
demand market k and assume that

S =Si(q),j=1,....nyk=1,...,0. (15)

A processor seeks to maximize its total profits and processor j’s optimization
problem can be formulated as

o m o m o
1;’1133: > i — i — Y cilan) — Y eg(aq) —i(Q7) + D Sulqw)
vk =1 i=1 k=1 k=1

i=1

(16)

subject to

Zij§ Zqijy (17)
k=1 i=1

gij>0,i=1,...,m; qx>0,k=1,... 0. (18)

Equation (16) states that a processor’s profit is equal to the sales revenue plus
the subsidies minus the costs.

2.4 The Demand Markets and the Equilibrium Conditions

Consumers at demand markets transact with processors. We denote the transpor-
tation cost between demand market k and processor j by Cj, and assume that

E‘jkzéjk(qjk),j:1,...,n;k:17...70, (19)
We assume that the demand function of demand market k is
dk:dk([M),k: 1,...,0, (20)

where p, is the vector of the collective price of demand markets, and we denote
the price of demand market k by p,.

The equilibrium conditions for consumers at demand market k are identical to
the well-known spatial equilibrium conditions (Nagurney et al. 2002) and are
dictated by the following conditions for all processors.
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R =Py if g3 >0,
S T ik (g A 21
Dajic T Cjk (%k) > P if g =0, (21)

d(pi) (22)

Conditions (21) guarantee that the transaction isn’t unprofitable; Conditions (22)
guarantee that demand is feasible. The modified projection method (see Ben-Arieh
1999; Ceng et al. 2010; Nagurney and Zhang 1997; Zeng and Yao 2006) is utilized
to solve the proposed variational inequality formulation.

3 Case Study of the Laptop Computer Reverse
Supply Chain

3.1 Case Study Overview and Data Input

Based on Hong et al. (2012), we model the laptop computer reverse supply chain
in Georgia as a four-tier network, which consists of twelve sources of e-scrap,
twelve collectors, three processors and three demand markets. Table 1 gives the
detailed geographical information about the four tiers in Georgia’s case.

Given the ground and ocean transportation costs from Hong et al. (2012), we
estimate the unit transportation costs between tiers. We use the information given

Table 1 The geographical information of the laptop computer reverse supply chain

Node type Node State/country  County/city
Sources of e-scrap (tier 1) and collectors (tier 2) S; = C; Georgia Gordon
S, =GC, Georgia White
S;=0C;3 Georgia DeKalb
S4=0Cy Georgia Meriwether
S5 =Cs Georgia Oconee
S = C¢ Georgia Bibb
S, =C Georgia Richmond
Sg = Cg Georgia Chattahoochee
So = Cy Georgia Toombs
Si0 =Cyo Georgia Dougherty
Si1 =Cy; Georgia Ware
S12 = Cy, Georgia Chatham
Processors (tier 3) and demand markets (tier 4) P, =Dy Georgia Marietta
P, =D, Tennessee Nashville

P; = D; Nigeria Lagos
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Table 2 The impact of subsidy on total material flows

Total material flows (laptop unit) Scenario 1 Scenario 2 Scenario 3 Scenario 4
a=0 a=2.88 a=144 a=2.88
b =2.88 b=0 b =144 b =288

l.by=-1;b_4=0,0 5332.06 6367.92 5724.42 6403.08

2.by=—1;b_y = —-05, =05 2774.51 3280.59 2980.51 3349.53

3. by =—1; by = —0.8, =0.5 2346.70 2770.19 2506.48 2843.15

4. by =—1;b_y = —0.8, 0.8 2006.60 2379.20 2161.50 2446.50

S5.by=—-1b_y=-1,-1 1625.89 1972.08 1773.92 2037.92

in Khetriwal et al. (2009) to estimate the unit collection cost, unit processing cost
and transaction cost, and data in Yoshida et al. (2009) to estimate market demand.

We assume that demand functions are linear functions with a slope vector
b = [by b_4] and a constant intercept a, where b, denotes the coefficient of price
in demand market k = 1, 2, 3 and b_ 4 denotes the coefficients of prices exporting
to others. We vary b_ as five different combinations to study the impact of other
demand markets on the total material flow. The demand functions are dy(p,) =
—0973 py + b_y p_y + 580, k = 1, 2, 3. We define the government subsidy in
a linear form and assume that the subsidy functions for collector i and processor
jare Sj=aq;, i=1,2,.,12;j=1,2,3, Sy =bgy, j=1,2,3; k=1, 2,3,
where a and b are indicated in Table 2.

3.2 Case Study Result and the Impact of Subsidies on Flows

We investigate the impact of government subsidies on the total collected amount,
where the government only puts the subsidy at collectors (Scenario 1), processors
(Scenario 2), both equally at collectors and processors (Scenario 3), and at col-
lectors and processors with a double subsidy (Scenario 4). The corresponding total
material flows under each scenario with different combinations on demand func-
tions are shown in Table 2.

4 Summary

We investigate the individual behaviors of a decentralized reverse supply chain
system, and formulate the general network as a variational inequality problem to
obtain the equilibrium prices and material flows between tiers. From a large-scale
case study, we construct a multitiered reverse supply chain network of laptop
computers in Georgia, USA under four different subsidy scenarios. Several insights
are drawn: (1) government subsidies efficiently encourage collectors and processors
to recycle and remanufacture scrap laptop computers; (2) a higher level of subsides
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results in a higher total collection flow; (3) the scenario allocating all subsidies to
collectors (upstream) outperforms the scenario allocating subsidies to processors
(downstream) in terms of the total flow.
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A Capacity Planning Method
for the Demand-to-Supply Management
in the Pharmaceutical Industry

Nobuaki Ishii and Tsunehiro Togashi

Abstract In the pharmaceutical industry, in order to secure a reliable supply of
drags, the manufacturer tends to possess a production capacity much higher than
the market demand. However, because of the severe competition and increasing
product variety, the demand-to-supply management, which strategically supplies
products to the market based on a collaborative strategy with the sales function and
the production function in order to maximize profit, becomes a critical issue for
any manufacturer in regards to improving his competitiveness and sustainability.
In this paper, we propose a capacity planning method and a tool, developed with
an engineering consulting company that can be used to support the demand-to-
supply management in the pharmaceutical industry. The method synthesizes an
initial manufacturing process structure and the capacity of each process unit based
on the demand forecast and candidate equipment specifications at the first step.
Then it improves the process structure in a step-by-step fashion at the second step.
The developed tool supports the development and evaluation of the process
structure from the perspective of the utilization of each process unit, investment
cost, operation cost, and so on. We show the effectiveness of the developed
method and the tool through a case study.

Keywords Demand-to-supply management - Engineering economy - Facilities
planning

N. Ishii (D<)

Faculty of Information and Communications, Bunkyo University, 1100 Namegaya,
Chigasaki 2538500 Saitama, Japan

e-mail: ishii @shonan.bunkyo.ac.jp

T. Togashi
CM Plus Corporation, 6-66 Sumiyoshi, Naka-Ku, Yokohama 2310013, Japan
e-mail: togashi@cm-plus.co.jp

Y.-K. Lin et al. (eds.), Proceedings of the Institute of Industrial 181
Engineers Asian Conference 2013, DOI: 10.1007/978-981-4451-98-7_22,
© Springer Science+Business Media Singapore 2013



182 N. Ishii and T. Togashi

1 Introduction

Over the last several decades, manufacturing industries have faced big changes in
the business environment such as increasing global competition, increasing
demand uncertainties, and so on. To survive and succeed in this severe business
environment, manufacturing industries have been keen to improve their compet-
itiveness with the introduction of advanced manufacturing technologies. For
instance, SCM (Supply Chain Management) (Simchi-Levi et al. 2008) is expected
to shorten lead times, reduce inventory levels, increase sales, and improve their
capability to quickly respond to the market.

However, the shorted lead times, reduced inventory levels, and increased sales
do not always attain the profit maximization. As Matsui (2009) pointed out by
using the pair-strategic chart, the collaborative decision making among different
functions, especially the sales function and the production function, is necessary to
attain the profit maximization. Thus, most industries have recognized that the
demand-to-supply management, which strategically supplies products to the
market based on a collaborative strategy with the sales function and the production
function in order to maximize profit, is critical for implementing successful SCM
and for establishing a sustainable company in today’s business environment.

It is also the same in the pharmaceutical industry. In the past, in order to secure
areliable supply of drags, the pharmaceutical manufacturer possessed a production
capacity much higher than the market demand. Strong demand and long product
life cycles also justify such excess capacity. However, the increase of cost and
term length in the research and development of new drugs in the market carries
substantial risk in the pharmaceutical industry. In addition, because of the popu-
larity of generic drugs, most pharmaceutical manufacturers are under increasing
pressure to change from mass production to small-lot production, and also to
reduce manufacturing cost. For these reasons, successful implementation of the
demand-to-supply management is a critical issue in the pharmaceutical industry. In
particular, the advanced capacity planning for flexible production in response to
the demand variation is required.

In this paper, we propose a capacity planning method and a tool, jointly
developed by an engineering consulting company, CM Plus Corporation in
Yokohama, Japan, intended to support the demand-to-supply management in the
pharmaceutical industry. The method synthesizes an initial manufacturing process
structure and the capacity of each process unit based on the demand forecast and
candidate equipment specifications at the first step. Then it improves the process
structure in a step-by-step fashion at the second step. The developed tool supports
the development and evaluation of the process structure from the perspective of
the utilization of each unit, investment cost, operation cost, and so on. We show
the effectiveness of the developed method and the tool through a case study.
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2 Overview of the Demand-to-Supply Management
and Capacity Planning

One of the goals of demand-to-supply management is to improve corporate sus-
tainability under today’s uncertain and unforeseeable market conditions. The
overall framework of demand-to-supply management consists of the business
lifecycle management, the demand-to-supply strategic management, and demand-
to-supply management (Hayashi et al. 2009) as depicted in Fig. 1.

The business lifecycle management creates products and markets, and designs a
business plan from a long-term strategic perspective. Any company must decide
the right withdrawal time from the market of matured products. The system for the
long-term strategic perspective supports decisions for product release and revision
as well as decisions for product portfolio management to improve corporate
sustainability.

The demand-to-supply strategic management creates the demand development
plan and the supply system plan, which are made based on the collaborative work
by the sales function and the production function for maximizing profit from a
mid-term perspective. The demand development plan includes the marketing
strategy, pricing strategy, etc. The supply system plan includes the structure of
production system, capacity expansion, outsourcing, etc.

From the short-term perspective, the demand-to-supply management creates the
collaborative demand-to-supply plan, based on the strategic map developed using
the concept of a pair-matrix table (Matsui 2002). The collaborative demand-to-
supply plan is used to control the production rate as well as demand rate to
maximize the profit in the uncertain business environment. An application soft-
ware tool for the collaborative demand-to-supply planning, called the planner, is

Goal: Sustainability Improvement

Product, Market,

Business Life | Business Plan Long-term
. Strategic
N M Cycle Goal: Maximum P erspegctiv e
ana;%ement Profit
Market Penetration, | ]
i/}"OdllJCISDDCVlelOPmCm, l_‘ Demand Development
arket Development, Plan 3
Diversification Demand-to- | guoply System Plan Mid-term
(Product-Market Supply Strategic Strategic
Growth Matrix ) Management Perspective
T
1:@} Demand Development
Market Methods, Supply System O
Planning Methods Collaborative
Demand-to-
Short—tgrm Demand-to- | Supply Plan
Strategic Supply —
Perspective Management

Fig. 1 An overall framework for demand-to-supply management
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designed and demonstrated (Matsui et al. 2006; Hayashi et al. 2009). In most
companies, Enterprise Resource Planning (Monk and Wagner 2008) has been
widely implemented for corporate core information systems since the middle of
the 1990s. ERP is a type of software application that fully integrates core business
functions, including transaction processing, management information, etc. How-
ever, most ERP packages do not include the concept of demand-to-supply man-
agement. The planner is expected to complement the demand-to-supply
management functions with EPR.

As a supply system planning method in the demand-to-supply strategic man-
agement from a mid-term strategic perspective, Ishii et al. (1997) developed a
process synthesis method in consideration of the product lifecycle scenario and
equipment reliability. Ishii (2004) developed a heuristic procedure for planning
flexible production systems. Matsui et al. (2007) applied the procedure to making a
mid-term supply system plan. In addition, Ohba et al. (2013) analyzed a rate of
utilization on process unit for maximizing profit from the demand-to-supply
strategic management perspective. However, those methods show no procedure
and tool to design and assess the process structure and capacity in detail.

The capacity planning method and the tool explained in this paper are devel-
oped to design and evaluate the process structure and capacity of each process unit
for the pharmaceutical manufacturing process. It works within the supply system
planning method in the demand-to-supply strategic management from a mid-term
strategic perspective. The tool supports the design and evaluation of the process
structure from the perspective of utilization of each unit, investment cost, opera-
tion cost, and so on.

3 A Capacity Planning Method

The capacity planning method consists of the steps as shown in Fig. 2.

Product mix analysis evaluates the middle-term demand forecast on products.
Material balancing calculates the quantities of raw materials required and products
produced in consideration of the standard yield ratio in each process unit. Material
balances provide the basic data for sizing equipment. Lot sizing determines pro-
duction lot size of each product, and equipment allocation selects equipment in
each process unit. Since lot sizing affects the number of changeovers and required
capacity of each process unit, lot sizing and equipment allocation must be decided
concurrently. Operation analysis evaluates the utilization, production time, and so
on based on the lot sizing and equipment allocation of each lot in each process
unit.

The method determines an initial manufacturing process structure and capacity
of each process based on the demand forecast from product mix analysis and
specifications in the equipment list at the first step. Then it improves the process
structure in a step-by-step fashion at the second step by changing lot sizing and
equipment allocation repeatedly until the utilization, production time, and lot size
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Fig. 2 An overall framework of capacity planning method

are validated in the operation analysis. When the utilization, production time, and
lot size are not validated, the product mix analysis is reconsidered so as to match
feasible supply capacity.

Figure 3 shows the structure of the capacity planning tool, which is jointly
developed by CM Plus Corporation in Yokohama, Japan and Bunkyo University,
based on the pharmaceutical manufacturing model.

The tool, where the pharmaceutical manufacturing process is embedded, has the
capability to synthesize an initial manufacturing process structure and the capacity
of each process unit, and to simulate the utilization, production time, and lot size.
It also provides supports for validating lot sizing and equipment allocation in each
process unit, and for improving the process structure.

Fig. 3 Structure of the Capacity Planning Support System
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4 An Example Problem

In this paper, we use the drag manufacturing process for solid dosage forms,
shown in Fig. 4, as an example problem for demonstrating the effectiveness of the
developed capacity planning method and the tool.

In this example, we assume 16 products are manufactured from four kinds of
tablets. Namely, final products are diversified by the packaging variation as shown
in Fig. 5. The amount of total annual production assumed 2,100 million tablets
(MM Tablet). In addition, the amount of annual production of each product is
shown in Table 1. The equipment specifications to be selected by the capacity
planning method are assumed as shown in Table 2.

Table 3 shows the capacity plan, i.e., selected equipment and the number
products for manufacturing in each process unit, allocated by the developed
capacity planning method and the tool. In addition, utilization of equipment is
shown in Table 3. In this case, the process structure is made so as to attain around
85 % utilization by the minimum investment cost.

Raw Materials

L weighing
7 Tablet

.. . . Camera
Mixing [—* Tableting — Coating [ Inspection Carton
Packed
Blister . Finished
Packaging Cartoning = Products

Blister Packed

Fig. 4 A drug manufacturing process for solid dosage forms

Fig. 5 Diversification of Tablet Blister Pack Carton Packing
final products (Final Products)

10
Tablets/Pack

sheet/Carton

sheet/Carton

10
sheet/Carton

20
sheet/Carton

Drug A
(Tablet Type)

14 Tablets
Tablets/Pack
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Table 1 Annual production of each product

187

Product Annual production (MM  Conversion
Tablet Blister type Carton type Tablet/Year) (Tablet/Carton)
(Tablet/Pack) (Sheet/Carton)
X 10 A: 10; B: 20 A: 300; B: 200 A: 100; B: 200
14 A: 10; B: 20 A: 300; B: 200 A: 140; B: 280
Y 10 A: 10; B: 20 A: 200; B: 100 A: 100; B: 200
14 A: 10; B: 20 A: 200; B: 100 A: 140; B: 280
Z 10 A: 10; B: 20 A: 100; B: 100 A: 100; B: 200
14 A: 10; B: 20 A: 50; B: 50 A: 140; B: 280
w 10 A: 10; B: 20 A: 50; B: 50 A: 100; B: 200
14 A: 10; B: 20 A: 50; B: 50 A: 140; B: 280
Table 2 Equipment list
Process Equipment Capacity  Unit Changeover Investment
(Hr/Co) cost
(MMIJPY)
Tableting #1 Tablet press 1,667 Tablet/Min. 0.5 31
#2 Tablet press 3,333 1.0 50
#3 Tablet press 6,667 1.5 80
Coating #1 Coater 660,000 Tablet/Cycle 6.0 94
#2 Coater 937,500 6.0 120
#3 Coater 1,875,000 6.0 195
Camera inspection #1 Camera inspection 2,000 Tablet/Min. 0.5 37
#2 Camera inspection 4,000 1.0 60
#3 Camera inspection 6,000 1.5 80
Blister packaging #1 Blister packer 3,000 Tablet/Min. 1.0 62
#2 Blister packer 6,000 2.0 100
Cartoning #1 Cartoner 100 Carton/Min. 0.5 32
#2 Cartoner 200 1.0 53
#3 Cartoner 300 1.5 70

Table 3 A Capacity Plan (T:Tablet C:Carton Y:Year)

Process Equipment No. of No. of  Production Utilization (%)
equipment allocated (MM T/Y) Production Changeover
Products
Tableting #3 Tablet press 6 4 2,645 68.9 14.1
Coating #3 Coater 4 4 2,381 39.7 39.7
Camera #2 Camera 2 2 510 66.4 6.25
inspection inspection
#3 Camera 4 2 1,632 70.9 14.1
inspection
Blister pack  #1 Blister 1 2 202 70.2 10.0
packer
#2 Blister 5 6 1,919 66.6 19.0
packer
Carton #3 Cartoner 1 16 14 MM C/Y) 50.2 28.1
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5 Conclusion

In this paper, we proposed a capacity planning method and a tool, jointly devel-
oped by an engineering consulting company, CM Plus Corporation in Yokohama,
Japan, intended to support the demand-to-supply management in the pharmaceu-
tical industry. The method synthesizes an initial manufacturing process structure
and the capacity of each process unit based on the demand forecast and candidate
equipment specifications of each process unit at the first step. Then it improves the
process structure in a step-by-step fashion at the second step. We showed the
effectiveness of the developed method and the tool through a case study.

There are several issues that require future development. For example, an
algorithm to find optimum lot sizing and equipment allocation simultaneously
should be developed. In addition, the function that evaluates the process structure
using production scheduler should be developed to improve the accuracy of the
capacity plan.
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Storage Assignment Methods Based
on Dependence of Items

Po-Hsun Kuo and Che-Wei Kuo

Abstract According to historical customer orders, some items tend to be ordered
at the same time, i.e., in the same orders. The correlation of items can be obtained
by the frequency of these items present at the same orders. When the dependent
items are assigned to adjacent storage locations, order pickers will spend less time
to complete customer orders, compared to the other storage assignment which
treats items independently. This research provides optimization models to make
sure that the storage locations of highly dependent items are nearby. Although the
provided nonlinear integer programming can be transformed to a linear integer
model, it is still too complex to deal with large problems. For a large number of
items, two heuristic algorithms are proposed according to properties of optimal
solutions in small problems. Numerical experiments are conducted to show the
results of the proposed algorithms with the comparison of the random and class-
based storage assignment.

Keywords Storage assignment - Item dependence - Order picking - Optimization
models - Heuristic algorithms

1 Introduction

Order picking is one of the most popular research topics regarding warehouse
operations since time and labors used are much more intense compared to the other
operations in the warehouse (Heragu 1997). Therefore, significantly reducing cost
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in order picking processes will result in significant improvement in the supply
chain. One way to make this improvement is to develop a more efficient storage
assignment method. Traditional methods existed for storage assignment policies in
warehouses are random storage, class-based storage, and dedicated storage. The
class-based storage and dedicated storage locate fast-moving items close to I/O
point so that the distance involved in picking routes can be reduced. In a unit load
order picking perspective, class-based and dedicated storage are indeed effective
because items are independent. However, when all items in an order should be
retrieved together, the distances between these items become critical, but class-
based and dedicated storage which only consider independent item demands are
less effective.

This research focuses on the importance of item correlations as a way of
reducing the total travel distance in one picking route. The proposed optimization
model ensures that items which tend to be ordered together are located nearby.
However, due to the complexity of the problem, it is practically not easy to obtain
optimal solutions for large problems. Therefore, following some properties of the
optimal solutions in small problems, two heuristic algorithms are proposed to deal
with large problems. Finally, numerical experiments are conducted to compare the
performances between proposed heuristic algorithms and traditional storage
assignment policies such as random and class-based storage.

2 Literature Review

The storage part of a warehouse consists of SKU-department assignment, zoning,
and storage location assignment. The decisions regarding to SKU-department
assignment are assigning items to different warehouse departments and space
allocation. In a warehouse with zones, the assignment of SKUs to zones and
pickers to zones are also important issues. The storage location assignment can
have various decisions to make according to policies used in each warehouse, such
as random, class-based and dedicated storage.

A number of methods of order picking can be employed in a warehouse, such as
single-order picking, batching and sort-while-pick, batching and sort-after-pick,
single-order picking with zoning, and batching with zoning (Yoon and Sharp
1996). Each order picking method consists of some or all of the following basic
steps: batching, routing and sequencing, and sorting Gu et al. (2007).

According to Tompkins et al. (2003), order picking is the process of picking
products from the storage locations to fill customer orders, and is known as the
most important activity in warehouses. Surveys have shown that order picking
consumes more than 50 % of the activities in a warehouse. It is therefore not
surprising that order picking is the single largest expense in warehouse operations
(Heragu 1997).

The most common objective of order-picking systems is to maximize the ser-
vice level subject to resource constraints such as labor, machines, and capital
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(Goetschalckx and Ashayeri 1989). Also, short order retrieval times imply high
flexibility in handling late changes in orders. Minimizing the order retrieval time
(or picking time) is, therefore, a need for any order-picking system.

There are numerous ways to assign products to storage locations within the
storage areas. Three most frequently used storage assignment are: random storage,
dedicated storage, and class-based storage. For the importance of reducing order
picking time, however, traditional literatures miss the issue of dependence in
customer demand. It has come to our attention that if items in the same order are
located as close to one another as possible, the travel distance could be signifi-
cantly reduced. Rosenwein (1994) describes an optimization model that identifies
clusters of warehouse items that tend to be ordered together. Jane and Laih (2005)
construct a model using a similarity measurement which measures the
co-appearance of any two items in customer orders, and then develop a heuristic
algorithm to balance the workload among all pickers in different zones. Unlike any
other clustering or family grouping literatures where a storage area is separated
into several clusters and random assignment is applied within the clusters, this
paper focuses on assigning related items as close as possible to achieve minimum
travel distance during one single pick.

3 Model Establishment

Travel distance will decrease if these correlated items are located around each
other. The proposed method is to assign these items close to each other so the order
picker can travel a shorter distance while retrieving multiple items during one
picking route. This paper focuses on single block, single-level warehouses with
manual order picking operations in which the order picker walks or drives in the
pick area to retrieve items. Picked items are placed on a pick device and the order
picker takes it with him/her and proceeds to the next item. Every storage location
has the same size, and the length and width of a storage location are the same. The
I/O point is located at the left lower corner of the warehouse.

Notation used in the optimization model and heuristic algorithms is listed as
follows:
N Number of items = Number of locations in the warehouse
a, b Index of items, a,be{1, 2,3,...,N}
iJ Index of locations, i, je{1,2,3,....N}

X - 0, [If item a is not assigned to location i
GV 1, If item a is assigned to location i

Y. — 0, [If item b is not assigned to location j
b1, If item b is assigned to location j
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Distance from location i to location j

P, , Probability of both item a and b being requested in the same order, which
can be obtained from the co-appearance frequency of a and b in the
warehouse’s historical data.

The major existed storage policy which also considers item popularity is class-
based storage. The reason why this model is developed is that an order may
contain more than one item. When there are multiple items in an order, it is not
suitable for class-based storage because the probability of all items being in the
same class is low. The items in an order may be located across the warehouse, in
order to reduce the travel distance involved in an order, the correlations of any two
items become important information. In this model, the correlation information of
two items a and b, P, ,, is considered. This information can be obtained from the
co-appearance frequency of any two items in same orders from the warehouse’s
historical statistic data. The reason of using exactly two items’ correlation and not
three or more items’ correlation is that the problem will become too complex and
virtually impractical to solve. If only one item frequency is considered, it will be
the same as class-based storage.

Minimize Z Z Pup - Dij-Yap; (1)

a<b i#j

Subjectto » X,;=1, a=1, 2,...,N 2)

> Xei=1,i=1,2...,N (3)

Yo ij<Xai,a<be(l,..., N),i#je(,...,N) 4)
Yo ij<Xp;, a<be (1,...,N), i#je(1,...,N) (5)
S Yabij=NN-1)/2 (6)

a b i j
Yopi;>0,a<be(l,...,N), i#je(1,...,N) (7)

The objective of the model, (1), is to assign items with higher correlations as close
as possible. Equations (2) and (3) indicate that item a will be located in one of the
storage locations, and location i is occupied by one of N items. Equations (4) and
(5) are required because Y, ; ;; cannot exceed either X, ; or X ; due to the
assumption that the variables are binary. Given that the constant N is the total
number of items or locations in the warehouse, as Eq. (6) shows, the sum of all
Y., », i, j should be exactly the number of all possible combinations of any two items
or locations, that is C} . Otherwise, all Y, ;;’s will be zero due to the minimization
objective.
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The problem can relate to a knapsack problem because the decision of the
problem is whether an item needs to be put in a location or not. A knapsack
problem is an example of a NP-complete problem and a knapsack problem can be
solved in pseudo-polynomial time by dynamic programming. However, any single
item has limited optional locations (based on the properties provided) because the
decision for the assigned locations will affect the objective function value. In other
words, multiple locations lead to a large number of possible solving combinations
and increase the complexity of the problem. As a result, the problem is NP-hard. It
is clear that finding optimal solutions to large problems will take a lot of time.
Therefore, two algorithms are developed to find heuristic solutions of large
problems.

In Algorithm 1, the warehouse is transformed into one-dimensional scale before
the assigning process begins. The reason is to reduce the number of situations of
any two locations with equal distances in the two-dimensional warehouse. After
the assignment is finished, the one-dimensional assignment result is transformed
back to its original two-dimensional warehouse locations. As a result, if the
warehouse shape is closer to one-dimension scale, for instance, flat and wide,
algorithm 1 will be more effective.

Algorithm 1

1. Number the location closest to I/O as 1.

2. Number the other storage locations based on the sequence of D, j, j # 1. After
the numbering scheme, the two-dimensional warehouse becomes one-
dimensional scale.

3. Assign items A and B with least popularities to location 1 and location N. The
set of assigned items is S = {A, B}.

4. Assign item C with the largest popularity to the central location of the
sequence. S = § + C.

5. Search for the first gap from location 1. The gap indicates that locations
between the assigned items X and Y are not occupied.

6. Assign item i with the maximal value of Py; + Py, i # S to the center of the
gap. S = S + i (the new assigned item).

7. If all items are assigned, go to step 8. Otherwise, go to step 5.

8. Transform the one-dimensional scale to the original warehouse configuration.

In algorithm 1, the distance factor of the objective function is simplified by
transforming the warehouse into one-dimensional sequence. However, this pro-
cedure does not accurately interpret the meaning of the objective function that both
correlation probability (P) and distance (D) should be considered at the same time.
Therefore, another algorithm, algorithm 2, is developed to check the effect of
considering both factors simultaneously.

Algorithm 2

1. Assign items A and B with least popularities to location 1 and N, where
location 1 is closest to I/O and location N is furthest from I/O. The set of
assigned items is S = {A, B}.
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2. Assign item C with the largest popularity to the central location. S = S + C.

3. Assign item i to location [ with é‘s/lfgz 32>~ Px; - Dy for all unassigned items
ISl X I

i and locations /. X € S (assigned items), and the location of assigned item X is
Ix € Ig (occupied locations), S = S + i (the new assigned item).
4. Repeat step 3 until all items are assigned.

4 Numerical Examples

In this section, a set of small examples with 8 items are presented. Three P,
matrixes are randomly generated from O to 0.5. The shapes of warehouses used in
the example are 2 x 4 and 4 x 2 (columns x rows), and the configuration of
parameters w, (the width of each pick aisle), w. (the width of each cross aisle), and
wy (the length and width of one storage location) are listed in Table 1. In the
example, the optimal solutions obtained from AMPL optimization software are
presented to compare with both algorithms and random and class-based storage.

In the above examples, algorithm 2 performs better than algorithm 1 in the
2 x 4 cases, and algorithm 1 does better than algorithm 2 in the 4 x 2 case. The
reason might be the shape property mentioned in Sect. 3, algorithm 1 will be more
effective if the warehouse is wide and flat.

Compared to the optimal solutions, the algorithms appear to have very small
differences, and the other storage policies also have small differences. The reason
for such small differences might be the objective function containing too much
information so that the improvement in the algorithms is hard to see.

Table 1 Examples of a warehouse with 8 items

Config. Results
Random Class-based Alg. 1 Alg. 2 Optimum

2 x4 Pab 1 1.92958 2.11296 1.93996 1.86759 1.7025
Wy =w, =1 Pab 2 2.03775 1.78435 1.84521 2.0022 1.64872
W, =2 Pab 3 1.95539 2.03687 1.85773 1.84422 1.63214
4 x2 Pab 1 4.26611 5.0153 3.81442 3.84555 3.66269
Wy =w, =1 Pab 2 4.27593 3.84111 3.76357 3.86013 3.57586
w, =2 Pab 3 4.26611 3.94976 3.59457 3.96918 3.35801
2 x4 Pab 1 3.29724 3.5391 3.29698 2.96615 2.91804
Wy =W, =2 Pab 2 3.52026 3.08925 3.05077 2.96401 2.81039

w, =3 Pab 3 3.35083 3.56994 3.09147 3.25288 2.73515
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5 Conclusions

This research wants to improve the efficiency of order picking processes. Order
picking is one of the most expensive operations in the warehouse. Therefore, it is
also a critical part of the warehouse, even in the supply chain. One way to improve
the order picking processes is to enhance the efficiency of storage assignment
policies. In this research, a linear integer programming model is developed to
ensure the highly related items are located nearby. As mentioned in Sect. 3, this
model is NP-hard, so it is very difficult to solve large problems. Therefore, two
heuristic algorithms are proposed to deal with large problems. After the algorithms
are proposed, the data results are compared with random and class-based storage
policies.

In this research, the distance function in Sect. 3 provides a way to obtain the
shortest distance between any two locations in the warehouse, which can be very
useful in developing storage assignment policies. Furthermore, the main difference
from the other literatures is that this research considers items’ correlations. Unlike
the clustering assignment methods, there is no cluster in the developed assignment
methods. Every item is assigned to the location according to certain calculations in
order to shorten the distances between correlated items. The information of
interrelated items is an important factor to optimize storage assignment methods,
and applying this information to improve order picking process is the main con-
tribution of this research.
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Selection of Approximation Model

on Total Perceived Discomfort Function
for the Upper Limb Based on Joint
Moment

Takanori Chihara, Taiki Izumi and AKkihiko Seo

Abstract The aim of this study is to formulate the relationship between the total
perceived discomfort of the upper limb and perceived discomforts of each degree
of freedom (DOF). The perceived discomforts of each DOF were formulated as
functions of the joint moment ratio based on the results of previous study, and then
the function approximation model for the total perceived discomfort was inves-
tigated. The summary score of the rapid upper limb assessment (RULA), which is
assumed as the total perceived discomfort, and the perceived discomforts of each
DOF were taken as the objective and explanatory variables respectively. Three
approximation models (i.e., the average, maximum, and radial basis function
(RBF) network) were compared in terms of the accuracy of predicting the total
perceived discomfort, and the RBF network was selected because its average and
maximum error were lowest.

Keywords Perceived discomfort - Function approximation - RULA - Radial basis
function network - Psychophysics - Biomechanics

1 Introduction

The physical workload should be evaluated quantitatively and objectively so as to
design a work environment that reduces the workload and prevents musculo-
skeletal disorders. In addition, the time that can be allocated to improve work
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environments are decreasing with each passing year, in conjunction with the
shortening of the development period. That is, an ergonomic physical load eval-
uation should be performed effectively in a short time. Biomechanical analysis
evaluates the physical load based on the equilibrium of force with a rigid link
model of the human body (Chaffin et al. 2006). The reactive moment on each joint
against external forces (hereafter referred to as “the joint moment”) is regarded as
the indicator of physical load. The joint moment can be calculated by computer
simulation such as commercial digital human software (LaFiandra 2009); there-
fore, the evaluation with biomechanical analysis can be applied to the efficient
ergonomic design of work environment (Chaffin 2007).

In our previous study, we formulated the relationship between the perceived
discomfort and joint moment for twelve joint motion directions of the upper limb
(Chihara et al. 2013). However, the study has not investigated the evaluation
method for total perceived discomfort of multiple joint moments. The total per-
ceived discomfort function should be formulated so as to determine the order of
multiple design solutions of work environment. Several observational methods
such as RULA and OWAS are used to assess the total physical workload
(McAtamney and Corlett 1993; Karhu et al. 1977). These methods are easy to use,
but they cannot perform detailed evaluation of total workload, because their
worksheets roughly classify the postures of workers and lifting weights. In addi-
tion, the observation methods consider only the weight of load handled, but they
do not consider the direction of force.

The objective of the present study was to formulate the relationship between the
total perceived discomfort of the upper limb and perceived discomforts of each
joint motion. The biomechanical analysis was performed based on the classifica-
tion of postures and load in the RULA. The summary score of RULA was set as
the objective variable, and the perceived discomforts of each degree of freedom
(DOF) were set as the explanatory variables. The response surfaces of total per-
ceived discomfort were approximated by three different approximation models: the
average, maximum, and radial basis function network (RBF) (Orr 1996). The
accuracy of response surfaces was compared, and the proper approximation model
was investigated.

2 Method
2.1 Selection of Calculating Condition from RULA

The calculating conditions of biomechanical analysis (i.e., the posture of the upper
limb and the weight of load handled) were determined based on the posture and
load classification of the RULA. In the RULA method, the sub-summary scores
are calculated for the two groups: the arm and wrist (Group A), and the neck,
trunk, and leg (Group B). Then the summary score is calculated by sum of the two
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Upper arms 1 2 2 3 4
« Add 1 if shoulder 00°+ Table for upper limb posture
is raised Wrist
« Add 1 if upper Upper |Lower|_1 4
arms is ubd.ucled arm | arm ‘Wrist twist
* Subtract 1 if 1 2|1 2|1 2|1 2
leaning or T |1 2|2 2|2 3|3 3
supporting the ° N . °_90° I D
weight of the arm 20 0" 550 20°-45 45°-90 1 2 |2 2|2 2|3 3|3 3
3 2 3|3 3|3 3|4 4
Lower arms T |2 3|3 3|3 4[4 4
1 2 Add Lif 2 2 |3 3|3 3|3 4|4 4
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. working across g 3 44 d]4 4]5 S
100°+ the midline of L |3 3]4 4[4 4[5 5
the body or 3 2 3 4|4 4[4 4|5 5
out to the side B 4 414 414 5|5 5
1 4 414 4[4 55 5
60°-100° 0°—60° 4 2 |4 4|4 4|4 5|5 5
3 4 414 5|5 5|6 6
Wrist 1T |5 5[5 5[5 6[6 7
1 2 15° 5 2 5 6|6 66 7|7 7
3 6 6|6 7|7 7 8
‘E;@ HQ@ T |7 7|7 7|7 8|8 ©
s
T < o 6 2) 8 8|8 8|8 9]9 9
15 3 9 919 919 919 9

* Add 1 if wrist is bent
‘Wrist twist away from the midline

*Mainly in mid-range of twist: 1

« At or near the end of twisting range: 2 Force or load

*No resistance or load less than 2 kg (intermittent): +0

Muscle use *Load 2-10 kg (intermittent): +1
*Mainly static, e.g. held for longer than 1 min. *Load 2—-10 kg (static or repeated): +2
or repeated more than 4 times/min: +1 *More than10 kg or repeated or shocks: +3

Fig. 1 RULA sheet for the arm and wrist (Group A) (Source McAtamney and Corlett (1993)
RULA: a survey method for the investigation of work-related upper limb disorders, Appl Ergon,
24(2), 91-99)

sub-summary scores. In this study, we focused on the total perceived discomfort of
the upper limb; hence, the criteria of Group A in the RULA were used to select the
calculating conditions. The calculation of sub-summary score for Group A consists
of four parts on the upper limb posture (i.e., the upper arm position, lower arm
position, wrist position, and wrist twist), one part on duration of muscle use, and
one part on the amplitude of load handled. Each part has several ranges which are
assigned a score as shown in Fig. 1. First, the score for the posture part is
determined based on the worksheet for the posture score shown in Fig. 1. The
scores for the duration of muscle use and the amplitude of load are added to that of
the posture part, and then the sub-summary score for the upper limb is obtained.

In this study, the levels of each part for the biomechanical analysis were
determined as shown in Table 1. Among the six parts of Group A, the wrist twist
and the duration of muscle use were ignored, because these conditions have not
been considered in the previous research (Chihara et al. 2013). With respect to the
remaining four categories, we selected the almost middle value of the ranges as the
levels for calculating conditions. In addition, to cover all scores of RULA effi-
ciently, the one condition was selected when the multiple conditions had the same
score. Then, the five, three, four and three levels were determined for the upper
arm position, lower arm position, wrist position, and amplitude of load handled
respectively; thus, the number of calculating conditions was 180. It should be note
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Table 1 Calculating conditions of biomechanical analysis

Category Items of each category Level Level Level Level Level
1 2 3 4 5
Upper Flexion angle of shoulder joint (deg) 0 0 65 135 135
arm  Abduction angle of shoulder joint [deg] 0 45 0 0 45
Lower Flexion angle of elbow joint (deg) 80 120 120 NA NA
arm  Internal rotation angle of shoulder joint 0 0 40 NA NA
(deg)
Wrist Flexion angle of wrist joint (deg) 0 10 50 50 NA
Ulnar deviation angle of wrist joint (deg) 0 0 0 30 NA
Force Load (N) 0 59 137 NA NA

that the sub-summary score of calculating conditions depicted in Table 1 range
from 1 to 10. In addition, the sub-summary score is normalized to [0, 1], and the
normalized score is used as the objective variable for the function approximation.

2.2 Biomechanical Analysis for Selected Conditions

The biomechanical analyses were conducted for the selected 180 conditions so as
to calculate the joint moments. The digital human model for the analysis was
constructed based on the 50 percentile of Japanese male (Kouchi and Mochimaru
2005). That is, 171 cm in body height and 63.7 kg in body weight. The joint
moments for each DOF were calculated by the biomechanical analysis. Then the
calculated joint moments were divided by the maximum joint moment of each
joint motion direction (hereafter referred to as “the joint moment ratio r (r = [0,
11)”). Here, the maximum joint moments that human can exert were quoted from
Chaffin et al. (2006). The perceived discomfort of each joint motion direction was
calculated by the following equations (Chihara et al. 2013):

B 0.986
1 +exp{—7.56(r — 0.354)}

fi(r) (1)

B 0.978
1 +exp{—9.93(r — 0.234)}

fa(r) 2)
where f; and f> denote the perceived discomfort scores for except the elbow flexion
and the elbow flexion respectively. In addition, it should be note that f; and f>
range from O to 1; and the higher score indicates the higher physical load. In this
study, the upper limb has 6 DOF: the three DOF of the shoulder joint (i.e.,
extension—flexion, adduction—abduction, and internal rotation—external rotation),
one DOF of the elbow joint (i.e., extension—flexion), and two DOF of the wrist
joint (i.e., extension—flexion and ulnar deviation-radial deviation). Therefore, the
perceived discomforts of six DOF were calculated.
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2.3 Approximation of Total Discomfort Function
and Evaluation of Appropriate Model

We assume that the total discomfort is dominated by the average of discomforts of
each DOF in the range that the discomforts of each DOF are relatively low.
However, the total discomfort may be dominated by the maximum value of dis-
comforts of each DOF in the range that one or more discomforts of each DOF is
relatively high. In addition, it is possible that the relationship between the total
discomfort and the discomforts of each DOF is a weakly nonlinear function.
Therefore, in this study, the three function approximation models were used: the
average model, maximum model, and RBF. The RBF performs well in terms of
accuracy and robustness, irrespective of the degree of nonlinearity (Jin et al. 2001).
Among the three models, the average and maximum models are set as follows:

6
a~;w,-
T=—¢" G)

T = a - maxw; 4)

where T and w; denote the total perceived discomfort (i.e., the objective variable)
and the perceived discomfort of ith DOF (i.e., the explanatory variable), respectively,
and a is regression coefficient. The normalized sub-summary score of RULA is set as
the objective variable, and the perceived discomforts of the upper limb are set as the
explanatory variables. The regression coefficient is obtained by the least-square
method. The parameters proposed by Kitayama and Yamazaki (2011) are adopted for
the prediction by the RBF. Please refer to Orr (1996) about the details of RBF. In
addition to all calculating conditions, the response surfaces were approximated for
two groups of calculating conditions that were divided based on the amplitude of
discomforts of each DOF. In this study, the calculating conditions was divided into
the low discomfort group that the all discomfort scores of each DOF below 0.5, and
the high discomfort group that one or more discomfort scores exceeds 0.5.

The accuracy of the three response surfaces were compared by the average
absolute error (AAE). The AAE for ith function model was calculated as follows:

n A
|G- Ty
AAE =" (5)

n

where, T; and Tl-j denote the normalized sub-summary score and the approximated
total perceived discomfort for j-th calculating condition of the biomechanical
analysis 7z is the number of the calculating conditions that are used for constructing
the response surfaces. The AAEs of response surfaces are compared between the
three approximation models. One-way ANOVA was conducted at the 5 % sig-
nificance level, and post hoc tests were carried out to compare the three models.
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Table 2 Regression
coefficient of the average and
maximum models

Approximation models ~ Low group  High group All

Average 3.53 1.70 1.79
Maximum 1.86 0.745 0.783

3 Result

The total perceived discomfort was predicted by using the calculating data of the
low discomfort group, high discomfort group, and all data. Here, low group and
high group had 77 and 103 data respectively. Table 2 shows the regression
coefficients of the average and maximum models for each data set group. The
result of ANOVA shows that there is the main effect of approximation model
irrespective of the data set groups. Figure 2 shows the AAE of the three
approximation models. Among the three models, the AAE of RBF is significantly
lower than that of the average and maximum models irrespective of the data set
group. Compared with the average and maximum models, in the case of low
group, there is no significant difference, but the AAE of the average model is lower
than that of the maximum model. In contrast, in the case of high group, the AAE of
the maximum group is lower than that of the average model with 1 % significant
level. Moreover, in the case of all calculating data, the AAEs of the average and
maximum models are almost the same.

4 Discussion

According to Fig. 2, the accuracy of the average model is greater than that of the
maximum model in the case of low discomfort group. Therefore, in the range that
the discomforts of DOF are relatively low, the total discomfort is more affected by
the average of discomforts of each DOF than by the maximum value of them. In

Fig. 2 Comparison of 0.35 i
average absolute error o %
between the three 0.30 - _#x ek A =
. : * %k T
approximation model 0.25 - —
020 B Average
< O Maximum
< 0.15 A
O RBF
0.10 4
0.05 -
0.00 -

Low High All
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addition, the accuracy of the maximum model is greater than that of the average
model in the case of high discomfort group; hence, the total discomfort is affected
by the maximum value of the discomforts of each DOF in the range that the
discomforts of DOF are relatively high. This is consistent with the premise that the
relationship between the total discomfort and discomforts of each DOF varies by
the amplitude of discomforts of each DOF.

The AAEs of RBF are lower than that of the average and maximum models
irrespective of the amplitude of perceived discomfort. The RBF can predict
nonlinear functions with good accuracy; therefore, the relationship between the
total perceived discomfort and discomforts of each DOF may be nonlinear. In
addition, the RBF shows the best accuracy in the case of all calculating condition.
The AAE of the RBF for the all condition is approximately 8 %, so that the
response surface predicted by the RBF perhaps has the sufficient accuracy. Thus,
the RBF is preferable approximation method as the total perceived discomfort
function among the three approximation models. However, lots of data sets are
required to construct the response surface with sufficient accuracy by using the
RBF. Therefore, when the sufficient number of data sets can be obtained, the RBF
is recommended. However, when a number of data sets are hardly obtained, the
average and maximum models may be used depend on the amplitude of dis-
comforts of each DOF. That is, when the discomforts of each DOF are relatively
low, the average model is recommended; conversely, when they are relatively
high, the maximum model is recommended.

5 Conclusions

In this study, function approximation model for the total perceived discomfort of
the upper limb is investigated. The major findings are as follows:

1. In the range that the discomforts are relatively low, the average model provides
better fit as the total perceived discomfort function than the maximum model.
Conversely, in the range that the discomforts are relatively high, the maximum
model provides better fit than the average model.

2. The AAE of the RBF is the lowest among the three function approximation
models irrespective of the data set group. Therefore, the RBF is the preferable
approximation model among the three models.
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Waiting as a Signal of Quality When
Multiple Extrinsic Cues are Presented

Shi-Woei Lin and Hao-Yuan Chan

Abstract While quality of a product or a service is considered one of the most
important factors that influence consumer satisfaction, evaluating and determining
product or service quality can be difficult for many consumers. People thus usually
rely on extrinsic cues or surrogate signals of quality to tackle the information
asymmetry problems associated with product/service quality. Unfortunately,
research which has empirically documented the link between quality signals and
perceived quality focus mainly on the situation where there exists only a single
extrinsic cue. This study aims to investigate the interaction effect between multiple
cues or signals on perceived quality. In particular, “waiting” or “queuing” in this
study is no longer treated as a phenomenon that solicits disutility or negative
emotions, but considered a signal of quality that has positive effect on consumer
evaluation or satisfaction. Furthermore, this study hypothesized that the “waiting”
can only be a positive signal under some specific situations especially when other
quality signals (i.e., price and guidance) co-exist, and used experiments to rigor-
ously test the hypotheses. By considering multiple cues simultaneously, this study
lead to a better understanding of when and to what extent waiting can be use as a
quality signal, and thus extend the original theory proposed by other researchers.
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1 Introduction

Although many researchers have empirically verified the causal effect between
product quality and customer satisfaction and/or willingness to buy (Baker et al.
2002; Cronin and Taylor 1992), pointed out that the quality of a product or service
is sometimes very difficult to observe or evaluate objectively and customers
usually relies on some extrinsic cues or signals to determine the quality (Boulding
et al. 1993). In the literature related to the signals or indicators of quality, one of
the most common themes focuses on the positive relationship between price and
perceived quality, as well as the contextual or situational factors that may mod-
erate this relationship. Near 100 relevant studies in the past 30 years have been
reviewed and summarized by Brucks et al. (2000).

Other than the effects of price or brand name, Giebelhausen et al. (2011)
proposed and experimentally showed that waits can also function as a signal of
quality. After all, it is easy to find circumstances in which consumers are willing to
wait. However, the relationship between waiting and quality perception of a
product or service is relatively unclear, compared to the relationship between price
or brand name and perceived quality. In traditional management point of view and
in most academic literature, waiting is usually described as a phenomenon that
cause negative emotions of consumers and have negative impacts on consumers’
evaluation of products or services (Berry et al. 2002; Hui and Tse 1996; Baker and
Cameron 1996). However, in recent years, business practitioners and marketing
managers may deliberately create “must wait” situation or even deliberately
increase the waiting time. For example, store may provide only limited space for
waiting so that the customers must line up on the sidewalk. Giebelhausen et al.
(2011) provided an explanation for this phenomenon. They believed that letting
customer wait can increase the perceived quality (of a product or service), satis-
faction, and intention to buy. In other words, while waiting may have negative
emotional impact, it can also be treated as a positive signal of quality.

Although many theoretical and empirical research have been conducted to
explore or investigate variables that can be used as signals of quality, most of the
investigations focus on investigating one specific factor. However, several signals of
quality usually exist simultaneously in the real world business practices. The one-
factor-at-a-time approach used in previous studies may overlook important inter-
actions between different signals. For example Monroe and Krishnan (1985) found
that the effect of price on quality perception is moderated by the variable brand name.
Without a factorial experiment design, this interaction cannot be easily identified.

Thus, in this study, we use a similar paradoxical view of waiting proposed by
Giebelhausen et al. (2011) to study the positive effect of waiting on quality per-
ception and purchase intention. In particular, we intend to investigate the inter-
actions between wait and price, and try to determine that whether effect of wait as
a indicator of quality will be suppressed or be strengthened when the signal of
price is considered concurrently.
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By using rigorous experiments to verify the main and interactions effects of
wait and price, the main contribution of the present research include: (1) confirm
that waits can have a positive impact on quality perception and at the same time
identify the underlying mechanism through which the effect operates to make sure
the effect is not caused by other confounding factors or lurking variables, (2)
experimentally evaluate the signal effect of wait under different prices to test
whether the “economic value of wait” is moderated by price, which is a com-
monly used signal and is sometimes called a “surrogate for quality” in the absence
of other information. This study thus lead to a better understanding of when and to
what extent waiting can be use as a quality signal, and thus extend the original
theory proposed by other researchers.

2 Methods
2.1 Research Model

Based on the literature review, price and waiting may function as signals for
quality when there is information asymmetry between buyers and sellers (Spence
2002; Volckner and Hofmann 2007; Giebelhausen et al. 2011). Furthermore,
Kirmani and Rao (2000) pointed out that a customer usually consider several
intrinsic and extrinsic cues or signals (e.g., price, warranty, country of origin,
brand name) simultaneous to form his/her quality perception when evaluating the
quality of a product or a service. However, there may be some interaction effects
between various cues or signals of quality. Miyazaki et al. (2005) suggested that
when the information presented in two or more signals is consistent, these sig-
naling factors may complement each other, further increasing a customer’s quality
perception. On the other hand, if the information from multiple signals is incon-
sistent, Miyazaki et al. (2005) suggested that the signal containing negative
information may become more dominant.

Therefore, this study aims to examine whether there is an interaction effect
between extrinsic quality signals price and wait. In particular, we are also inter-
ested in investigating the effect of waits on quality perception and satisfaction
when it is co-existed with different signals or under different contexts. Based on
the research framework, we summarized the four hypotheses proposed as follows.

Hypothesis 1 There is a positive main effect of a wait such that quality perception
will be greater when a wait is present than when a wait is absent.

Hypothesis 2 There is a positive main effect of price such that quality perception
will be greater for the high-priced product (or service) than the low-priced product
(or service).

Hypothesis 3 There is an interaction between price and the presence of a wait. In
particular, for a low price service, the presence of a wait increases perceived
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quality. However, for a high price service, the presence of wait has smaller effect
on perceived quality.

Hypothesis 4 Perceived quality function as a mechanism by which price and the
presence of a wait influences purchase intentions.

2.2 Design and Participants

According to the literature, consumers usually rely on the extrinsic cues or
alternative signals to determine the quality of a product or a service when there is
no sufficient information (about the product or service) available or when the
product or service quality is ambiguous. This study thus focuses on the cases
where the consumers are making their first-time consumption and are not very
familiar with the product or service.

In particular, the experiment design of this study allow participants (i.e., con-
sumers) received two signals (price and wait) simultaneously. Furthermore, dif-
ferent contexts (the scenario related to the product or service consumption) are
constructed to mimic the realistic consumption environments. A survey are finally
employed to collect the measures of quality perception and satisfaction of the
participants, and statistical tests were conducted to determine whether proposed
hypotheses can be supported by the data.

This study use a two-factor within-subject experimental design. To avoid the
carry-over effect and to make participants less easy to see the whole picture of the
experiment (and avoid the possible biases that may have caused), two different
decision contexts are considered in this study. Both decision contexts is related to
restaurant service settings, but one is serving the western style food and the other is
serving the Japanese noodle soup. The study utilized a 2 (price: high, low) x 2
(wait: absent, present) design. The price levels or the levels of stimuli are based on
the market research of the general price range of the same products or services in
Taiwan, and different menus each containing a sequence of dishes are designed
and presented to the participants. The low-price and high-price settings for the
menu of steak house (western style food) are around NT$200 and NT$1200,
respectively. The low-price and high-price settings for the menu of Japanese
noodle house are around NT$100 and NT$300, respectively. For manipulating the
factor of wait in the experiment, in the “wait absent” condition, the scenario
indicated that the waiting area was empty and the customer can be seated right
away. However, in the “wait present” condition, the customer is notified that no
more reservation can be taken and he/she need to wait 25-30 min to be seated.

While the within-subject design employed in this study has the strength of
making experiment more efficient, there are also threats to the internal validity of
this design such as the carry over or order effects. It is possible that effects from
previous treatments (scenario) may still be present when testing new treatment
(scenario), thus affecting or biasing the outcome. One solution to the problem of
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carryover effects is to counterbalance the order of treatment levels. Thus, different
subjects are randomly assigned to different scenarios in different orders.

3 Preliminary Results

SPSS statistical package was used to perform the analysis. Quality perception
measures of participants were analyzed by means of the two-way within-subject
ANOVA with two levels of price (high, low) and two levels of wait (absent,
present). All main effects were found to be statistically significant. The main effect
of price showed that high price led to higher quality perception than did low price,
F(1, 171) = 25.930, p < 0.01). The main effect of wait also showed that the
presence of wait led to higher quality perception than did the absence of wait, F(1,
171) = 28.622, p < 0.01). Our hypotheses 1 and 2 are supported by the pre-
liminary results of the data analysis.

On the other hand, Although we hypothesize that here is an interaction between
price and the presence of wait (partially based on Miyazak (Miyazaki et al. 2005)),
the interaction effect between price and wait on quality perception was not sig-
nificant (F(1, 171) = 0.244, p = 0.622). In particular, while we suggested for a
low price service, the presence of a wait increases perceived quality, and for a high
price service, the presence of wait has smaller effect on perceived quality, no
significant trend were identified. The seemly parallel interaction plots also con-
firmed this finding.

4 Conclusion

Multiple signals or cues of quality usually exist simultaneously in the real world
business practices, but most of the study conducted in this field use the one-factor-at-
a-time approach by focusing on one specific factor. In this study, We intend to
investigate the important interactions between different signals which were usually
over-looked. In particular, we aim to investigate interactions between wait and
price, and try to determine that whether effect of wait as a indicator of quality will be
suppressed or be strengthened when the signal of price is considered concurrently.

Although significant price and wait effects were found in our analysis, showing
that both price and wait can function as signals of quality. The interaction effect
between price and wait on quality perception was not significant. Other variables
or moderators, such as the consumer’s motivation, might need to be taken into
consideration to further clarify this issue.
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on the Behaviors of Health Care
Professionals
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Abstract Human’s behavior and attitude can be highly influenced by two types of
relationship, communal relationship and exchange relationship, and the moral-
oriented social norms and the money-oriented market norms applied mechanically
in these two relationships, respectively. While there is a great deal of general
literature discussing the effect of relationship types on interpersonal interaction,
there are limited number of studies focusing on the relationship types between
organizations and their members and whether the introduction of monetary
incentives affect the relationship types. Taking healthcare industry as an example,
this study aims to explore how the types of relationship (communal vs. exchange
relationship) between hospitals and medical staffs influence their attitude. Fur-
thermore, we also want to investigate whether different types of reward (monetary
vs. nonmonetary incentives) provided by hospitals affect or alter the types of
relationships a medical staff originally had. We expect the results of this study can
provide some suggestions for designing compensation plan in healthcare industry
and important general managerial implications to managers in other industries.
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1 Introduction

In human society, whether it is about the interaction of the interpersonal rela-
tionship in our daily life or about the consumption, competition and cooperation in
business practices, our behavior and attitude can be highly influenced by the social
factors such as the two main types of relationship, communal relationship and
exchange relationship. Because these two relationship types can be differentiated
based on the underlying norms or motivation for giving benefits to the partner, the
moral-oriented social norms and the money-oriented market norms can thus be
applied mechanically in the communal relationship and exchange relationship,
respectively.

Clark and Mills (1979) is considered the first article to propose the qualitative
distinction between communal and exchange relationships. Since then, researchers
in psychology, sociology, and business have been conducted many studies to
experimentally or empirically investigate how the communal relationship and
exchange relationship influence the patterns of human behavior. Clark and Mills
(1993) experimentally demonstrate the validity of the distinction between the
communal of relationship and exchange relationship relations. Furthermore, while
Clark and Mills (1979, 1993) suggested that the two major relationships are
mutually exclusive. Johnson and Grimm (2010) put forward a different viewpoint.
They think communal relationship and exchange relationship are not diametrically
opposed to each other and are not located at the different ends of the spectrum of
the relationship. In other words, Johnson and Grimm (2010) believe that in the
pursuit of different personal goals, an individual person is indeed possible to
possess both relationships.

In addition to the discussion and investigation of basic concepts and charac-
teristics of the two types of relationships, many researchers have also examined the
impact of the introduction of the monetary reward on the communal and exchange
relationships. For example, Heyman and Ariely (2004) found that money (or even
when people were subliminally primed to think about money) will make people feel
more self-sufficient, and thus become more isolated and become (more selfish) and
less willing to help others. Heyman and Ariely (2004) also found that as long as the
emphasis is on monetary rewards or exchanges, the market norms will be triggered
automatically. They further pointed out that social norm is usually the motivations
that really can drive the members in an organization to maximize their efforts.

Early research related to communal and exchange relationships focuses more
on investigating the relationships between people (e.g., in the study of friendship
and love). In recent years, researchers have extend the theoretical framework and
these two types of relationships to explore and explain the relationship formed
between people and brands (see, for example, Aggarwal 2004). Heyman and
Ariely (2004) discussed another possible extension of this framework to the
relationship between an organization and people within the organization. It should
be noted, however, that there have been few attempts to test the effects of
(organization) relationship norms on employee’s attitude and behavior.



Effect of Relationship Types on the Behaviors 213

In the healthcare industry, in light of recent major changes in the medical
marketplace make the health care administrators focus more on the efficiency of
the operations of a health care institutes. The efficiency may be achieved by more
stringent control and more immediate monetary incentives for performance of the
health care professionals. The relationship between health care professionals and
the organizations (or administrations) thus gradually shift from communal rela-
tionship to exchange relationship. This study thus aim to investigate how the
financial incentives and non-financial incentives affects work attitude or behavior
of health care workers (e.g., physicians, nurses) with different relationship norms.

In particular, this study use an experiment to explore how the types of rela-
tionship (communal vs. exchange relationship) between hospitals and medical
staffs influence their attitude. Furthermore, we also investigate whether different
types of reward (monetary vs. nonmonetary incentives) provided by hospitals
affect or alter the types of relationships a medical staff originally had. This study
adopt the psychology priming skills to trigger the relationship norms between the
medical staffs and organizations, and use a questionnaire as a measure scale to
evaluate the participants responses or evaluation of the organization’s action
(reward).

By experimentally testing the motivational crowding effect in health care
professionals, this study intends to check whether the extrinsic motivators such as
monetary incentives can undermine intrinsic motivation. After all, if the rela-
tionship norm and incentives are inconsistent, the crowding out effect may actually
lower the performance when extra incentives are provided. We expect the results
of this study can provide some suggestions for designing compensation plan in
healthcare industry and important general managerial implications to managers in
other industries.

2 Conceptual Framework and Experiment
2.1 Conceptual Framework and Hypothesis

The conceptual model being proposed in this study is that healthcare professionals
(i.e., employees of a healthcare institute) evaluate the healthcare institute and its
actions depending upon whether the actions violate or conform to the norm of their
relationship (with the organization). However, it is important to note that
employee-organization relationships are different from interpersonal relationships
in several respects. For example, healthcare professionals’ relationships with
institutes almost always involve some degree of monetary exchange.

The study thus examine participants’ (i.e., doctors’ and nurses’) reactions to
being provided different types of incentives (monetary or financial incentives vs.
non-monetary incentives) offered by the organization. The participants were first
exposed to a description of a prior relationship between a doctor or a nurse and a
hypothetical hospital. These descriptions were used to trigger either the communal
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or exchange relationships and the norms associated with these relationships. Next,
the scenario described the hospital’s incentive scheme (i.e., rewards) for the extra
effort made by the medical professionals. The very timely and direct pecuniary
reward in response to the extra effort violates the norms of communal relationship,
but conform to the norms of exchange relationship. Based on the conceptual
framework discussed above, several hypothesis are formulated as follows.

Effect of relationship type on the attitude of health care professionals
toward the hospital

Based on the review of the literature, this study suggests that the relationship
type between a health care professionals and the hospital will affect the attitude
and the evaluation of the medical staffs on the organization. Hence, the following
hypotheses are proposed:

Hypotheses 1 Relationship types have a significant impact on the health care
professionals’ attitude and evaluation of the hospital.

Hypotheses 1a Relative to health care professionals in an exchange relationship,
those in a communal relationship with the hospital will evaluate the hospital more
positively.

Effect of relationship type on the attitude of health care professionals
toward different incentive or rewarding scheme

This study also suggests that the conformity and violation between relationship
norms and the organization’s actions (or strategies) will have significant impacts
on the health professionals evaluation of the actions (or strategies) of the orga-
nization. In other words, when monetary rewards is provided, it is predicted that
the communal medical staffs evaluate this rewarding policy negatively relative to
exchange type medical staffs. Hypotheses 2a, 2b are as thus proposed as follows:

Hypothesis 2a Relative to subjects (i.e., healthcare professionals) in an exchange
relationship, those in a communal relationship with an organization (i.e., hospital)
will evaluate the monetary reward more negatively than when a non-monetary
reward scheme is imposed.

Hypothesis 2b Relative to subjects (i.e., healthcare professionals) in an exchange
relationship, those in a communal relationship with an organization (i.e., hospital)
will evaluate the organization more negatively than when a non-monetary reward
scheme is imposed.

2.2 Designs and Experiments

The experiment was a 2 x 2 between-subject design with Relationship Type
(communal, exchange) and Reward Type (monetary incentive, non-monetary
incentive) as the between-subject conditions. Although doctors and nurses are both
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work for the benefits of patients, their duties in a hospital can be quite different.
The underlying mechanism of relationship building and the effects of relationship
norms on their attitude or behavior might also be different. Thus, we conducted
separate experiments to test the effects on doctors and nurses. They are, in total,
80 doctors and 80 nurses from hospitals in Taiwan were recruited through notices
posted on the web site. The experiment (read the scenario and answer the ques-
tions) usually took about 10 min.

The questionnaire used to measure subjects’ or participants’ attitude or
behaviors is divided into three parts. The first part exposed a description of the
(prior) relationship between the healthcare professional and a hypothetical hos-
pital. When reading this description, the participant was asked to projected himself
or herself into the condition of the scenario. In other words, the description was
served as a stimulus of priming and was aimed at triggering the relationship norms.
After the description, several questions were used to check the success or failure of
priming. The second part is the description of the incentive scenarios or incentive
schemes proposed by the hospitals (which may conform or violate the relationship
norms of specific groups of participants). At the end of second part, participants
responded to questions about the evaluation of the hospital’s incentive scheme and
the evaluation measure of the hospital, which are aimed at testing hypotheses
discussed above. All items in part 2 were measured on a seven-point scale. Finally,
the third part include demographic variables used for measure the characteristics
of the participants as well as the characteristics of the healthcare institute where
the participant works.

3 Preliminary Results
3.1 Manipulation Check

After the participants were exposed to the relationship manipulations, they were
administered a questionnaire designed to assess the effectiveness or success
of priming (i.e., the relationship manipulation). We found that after priming,
communal participants felt that the organization gives them warm feelings, the
organization cares about the needs of their employees, and the employees in the
organization are happy to help others without asking for an instant and comparable
benefits for return. To further assess whether the relationship manipulations
actually occurred, the participants were asked to imagine the hospital coming alive
and becoming a person. Most of the communal participants considered their
relationship with the organization as “friend”.

Similarly, we found that after priming, exchange participants felt that they pay
more attention to their own interests than the overall interests of the hospital, and
they carefully calculate their gain and loss to make sure they get fair salaries.
When these exchange participants were asked to imagine the hospital coming alive
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and becoming a person, most of them considered their relationship with the orga-
nization as “businessman”. Thus, the manipulation check showed that the priming
for both the communal relationship and exchange relationship (and the corre-
sponding norms) was successful.

3.2 Reaction to Incentive Scheme and Overall Evaluation
of the Hospital

There are, in total, six questions used to evaluate participants’ evaluation of the
incentive scheme proposed by the hospital and the hospital as a whole. Both
measures (each created by combining three questions) achieved reasonable reli-
ability and validity. The results showed that when there is a conflict or violation
between the relationship norms and incentives (e.g., communal relationship norm
and monetary incentive scheme or exchange relationship norm and non-monetary
incentive scheme), participants tend to evaluate the scheme and the hospital as a
whole relatively negative. On the contrary, the conformity of relationship norms
and incentive schemes lead to relatively positive evaluations. These findings are
consistent with what are predicted by the conceptual model.

4 Conclusions

Taiwan’s brain drain is considered one of the most alarming threats to its sus-
tainable development. In healthcare industry, the brain drain issue is even more
serious. The administrators or managers of healthcare organization needs to
shoulder its share of responsibility by creating a more attractive environment for
doctors and nurses. According to the results of this study, incentive schemes can be
effective mainly when they are conform with the underlying relationship norms of
the doctors and nurses. A poor incentive system without taking relationship norms
into consideration thus may decrease the healthcare professionals’ evaluation of
the hospital, their job satisfaction and their organizational commitment in the long
run.

The results of this study thus can provide some guidelines for designing
incentive schemes in healthcare industry and offer important general managerial
implications to managers in other industries.
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Abstract This paper studies a dynamic parallel machine scheduling problem in a
hybrid flow shop for semiconductor back-end assembly. The facility is a multi-
line, multi-stage with multi-type parallel machine group, and orders scheduled
with different start time. As a typical make-to-order and contract manufacturing
business model, to obtain minimal manufacturing lead time as main objective and
find an optimal assignment of production line and machine type by stage for each
order as main decisions. Nevertheless, some production behavior and conditions
increase the complexity, and including order split as jobs for parallel processing
and merged completion for shorten lead time. Complying quality and traceability
requirement so each order only can be produced from one of qualified line(s) and
machine type(s) and all jobs with the same order can only be produced in same
assigned line and machine type with stochastic processing time. Lead time is
counted from order start time to completion, including sequence dependent setup
times. As a NP-hard problem, we proposed a simulation optimization approach,
including an algorithm, particle swarm optimization (PSO) to search optimal
assignment which achieving expected objective, a simulation model to evaluate
performance, and combined with optimal computing budget allocation (OCBA) to
reduce replications. It provides a novel applications using simulation optimization
for semiconductor back-end assembly as a complex production system.
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1 Introduction

The semiconductor industry was originally highly integrated from IC design to
manufacturing by integrated device manufacturers (IDMs). However, this industry
has been decentralized approximately for thirty years because of technological
differences, core business focus, and cost scale. The industry was split into the IC
design house (i.e. fabless), which focuses on the value creation of IC functions for
devices or applications, manufacturing also separate wafer foundry and probe (or
wafer sort) as front-end, and assembly and final test as back-end. Back-end
assembly is the process to pick up die from wafer and package integrated circuits
(ICs), which are key components of most electronic devices. The back-end
assembly may be an offshore of IDM or an individual company serves as a virtual
factory for fabless and IDM. The lead time of front-end is relative longer than
back-end and customers will request back-end assembly to provide a short but
robust lead time service to absorb fluctuation instead of physical ICs inventory. It
becomes the key as an order winner in this kind of typical make-to-order (MTO)
and contract-manufacturing model.

Some criteria of order winner are delivery reliability and speed. In general,
back-end assembly adopt bottleneck scheduling to schedule the start time and
estimate ship of date but more challenges from practice is that bottleneck shifting.
There are two reasons caused. The first one is parallel processing of jobs. There are
too many jobs split by order for shorten lead time. The second is dynamic routing
with conditions for these jobs. While lots of jobs in the production system, each
job has alternatives in production line and machine type, and thus the possibility of
bottleneck shifting is raised. In this research we proposed a methodology using
simulation optimization by particle swarm optimization. We aim to obtain minimal
manufacturing lead time through optimal assignment of production line and
machine type for each order. Before proposed it, the production system of back-
send assembly is stated below and problem statement in later section.

1.1 System Description of Back-End Assembly

The production system of back-end assembly is a classical product layout.
Through these processes, the die in the wafer will be picked up and packaged as
IC. The typical main assembly operations include multiple stages as Fig. 1.
“Tape”, “back grind”, “de-tape/mount” and “saw” are the wafer base operations.
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Fig. 1 Main operations of back-end assembly

After these operations, the die on the wafer are able to pick up at “die bond” stage.
“Die bond” attaches a die to a substrate or lead frame by using adhesives. In the
“wire bond” stage, the lead is bound, the die is held, and the substrate or lead
frame is linked by using gold or copper wires, thus connecting the die to the outer
circuit. In the “mold” stage the circuits of components are molded to protect them
from outside forces and strengthen their physical characteristics. “Mark,” “trim/
form” or “ball placement,” and “final vision” are straightforward operations that
complete the assembly process (Zhang et al. 2007).

The input of the production system is wafer. Considering quality traceability,
the wafer with a specific lot number and each lot number has around twenty five
wafers based foundry process. Customers will release the order to back-end
assembly with identified demand quantity and wafers lot numbers as input. Back-
end assembly will schedule them the start time using bottleneck (normally is wire
bonder) scheduling daily. Considering management span, a flow shop will set five
hundreds to one thousand wire bonders, i.e. if demand is over than the line size,
there will be another production line as product layout base, and thus there will be
a multi-line environment. As previous description, a lot of stages are in production
line. Each stage has different machine types with different numbers cause of
precision level of product specification or equipment technology evolution. During
the process, the order split size is based on movement quantity of a job. In general,
the movement quantity is determined by how many die in a magazine which
contains some pieces of lead frame or substrate which contains some pieces of die.
Thus, a lot of jobs spilt from orders are in the system. The system output is IC.
From system management, manufacturing lead time is one of system performance
indicator. The complexity comes from these jobs with alternatives in line and
machine type selection as dynamic routing.

2 Problem Statement

From system description, some characteristics are summarized by three perspec-
tives. The first is physical layout, including numbers of production line and
numbers at each stage by machine type and line. It is also a system constraint by
capacity view. The second is product attributes, including capability, split size
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rules and processing times. Capability means that each product can be produced in
specific line and machine time from qualification concept. Split size rule is to
determine movement quantity of a job so that the jobs of an order can be parallel
processed for lead time shorten. Processing time is defined by product and
machine type at each stage. It is a stochastic times with a distribution. The third is
related with the physical entity flow in the system. An order introduced some
information demand quantity, start time and product type. Once an order enters
into production line, the whole lots are wafer base before die bond stage. After die
bond, the order is split as a job per predefined split rule and identified by a serial
number based on original order number. As variety order size and predefined split
rule, each order generated different numbers of job and parallel processed in the
production system. For traceability and quality concerns, each job not only
constrained into predefined (qualified) line and machine type for production but
also has to keep same line and machine type for the same order. Only all jobs
completed, and the order completed to count manufacturing lead time. During
process, if jobs between in and out are different product type, and there will be a
sequence dependant setup times.

Even there are lots of stages in production system, the most critical stages with
regard to manufacturing lead time are die bond, wire bond and molding. We will
include these three stages as our study assumption. A lot of orders and jobs in the
production system and constrained by capacity, capability and physical entity flow
rules. The decisions are order assignment to which production line and to which
machine type for their counter jobs and obtain minimal average manufacturing
lead time.

3 Literature Review

More attentions on dynamic scheduling since the production system with some
events, like processing time is non-deterministic, loading limit and dynamic routing
(Suresh et al. 1993). This problem is an extension of hybrid flow shop scheduling
problem (HFSSP). Ribas et al. (2010) recently reviewed published papers about this
topic and classified the HFSSP from the production system and solution procedure
perspectives. As a NP-hard problem, simulation optimization is a general approach.
Carson and Maria (1997) defined simulation optimization as the process of finding
the best input variable values among the possibilities without explicitly evaluating
each value. The use of heuristic methods such as GA, evolutionary strategy, sim-
ulated annealing, tabu search, or simplex search is common. Chaari et al. (2011)
adopted the genetic algorithm (GA) for the demand uncertainty of robust HFSSP.
Chaudhry and Drake (2009) used the GA for machine scheduling and worker
assignment to minimize total tardiness. Chen and Lee (2011) presented a GA-based
job-shop scheduler for a flexible multi-product, parallel machine sheet metal job
shop. Anyway, simulation approach consumed times since the system is stochastic.
To reduce simulation times, Chen et al. (2000), Chen and Lee (2011) proposed
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optimal computing budget allocation (OCBA) as the ultimate simulation resource
and applied in product design (Chen et al. 2003).

The PSO algorithm shares many similarities with evolutionary computation
techniques such as GAs. It was proposed by Kennedy and Eberhart. The system is
initialized with a population of random solutions and searchers for optima by
updating generations. However, unlike GA, the PSO algorithm has no evolutionary
operators, such as crossover and mutation. In the PSO algorithm, the potential
solutions, called particles, move through the problem space by following the
current optimum particles. Kuo and Yang (2011) compared GA and PSO based
algorithm and found the PSO is better than GA base.

4 Proposed Methodology and Illustration

4.1 Simulation Optimization Methodology Based PSO
Combined with OCBA

As Fig. 2, we proposed a simulation optimization methodology based on PSO
combined with OCBA to find the optimal assignment achieving our objective. We
apply PSO as our searching engine for optimization and apply a simulation tool to
evaluate performance or fitness. We also apply OCBA for simulation replications
reduction. The basic steps are stated as below:

Step 1: Parameters setting for PSO and OCBA
The parameters of PSO include population size, weight, learning factor ¢l and

c2. For OCBA, parameters are initial replications of simulation (ng), total simu-
lation budget (T), incremental replications (A) and P{CS}*.

Step 2: Initial population
According the parameter of population size, it generated multiple alternatives
for further evaluation.

Step 3: Evaluation of performance or fitness and combined with OCBA

There are three sub-steps. The first is to evaluate all alternatives of initial
population using ng times of replications for each one. The second is to calculate
P{CS} and check if reach the P{CS}*. If achieved, go to step 4 or do more
replications based on A and continue to the second sub-step.

Step 4: Update the Pbest and Gbest

For each particle, it will generate a new fitness and compared with before, and
the better one is the Pbest; for particle, it will find the best Pbest as Gbest.
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Fig. 2 Simulation optimization methodology based on PSO combined with OCBA

Step 5: Update velocity and position according to Eq. (1) and (2)
Each particle was updated for velocity and position.
Vinew =W - Vioig + c1rand() - (Pi — Xjoia) + c2rand() - (G — Xioia) (1)
Xinew = Xiold + Vipew (2)
Step 6: Check if met condition of termination

As the loop, while if it met condition of termination. In general, the generation
of PSO or T reached. If it is not optimal, go to step.
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4.2 Encoding and Decoding Design

The PSO is normally adopted in a continuous space. As our study, it is discrete
type so we have to encode using a special approach for encoding and decoding.
We use a matrix table to define all alternatives in line assignment and machine
type assignment for each order in Tables 1, 2 and 3. In the Fig. 3, we separate two
segments for line and machine type assignment. First segment means line
assignment for each order; and second one means machine assignment by die
bonder, wire bonder and mold system for each order. Using order 2 as an example,
original line assign number is 1.2, refers table x, it was decoded as line 2. For
machine type, the original number for wire bonder is 1.3, round up to 2. Since it is
assigned in line 2, so refers table z, it was decoded as machine type, DB4.

4.3 Illustration by Simple Case

The simple case includes three orders and related parameters were set: w = 0.8;
cl =1;¢c2 =2;n5=10; A = 100; T = 300; P{CS} = 0.9. Available line(s) and
machine type(s) list as Tables 1, 2 and 3. We adopt three approaches and com-
pared their performance of manufacturing lead time and replications in Table 4.

Table 1 Available line assignment for orders

Order 1 Order 2 Order 3
Numbers of available line 1 2 1
Position 1 Line 2 Line 1 Line 1
Position 2 - Line 2 -

Table 2 Available machine type assignment for orders in line 1

Order 1 Order 2 Order 3
Stage DB WB MD DB WB MD DB WB MD
Numbers 3 2 2 2 2 3 1 3 2
Position 1 DB1 WBI1 MD1 DB1 WB2 MD2 DB3 WB1 MD2
Position 2 DB2 WB3 MD4 DB2 WB3 MD3 - WB3 MD4
Position 3 DB3 - - MD4 - WB4 -

Table 3 Available machine type assignment for orders in line 2

Order 1 Order 2 Order 3
Stage DB WB MD DB WB MD DB WB MD
Numbers 1 3 2 2 2 1 2 2 3
Position 1 DB2 WB2 MD1 DB1 WBI1 MD3 DB2 WB2 MDI1
Position 2 - WB3 MD2 DB4 WB3 - DB4 WB3 MD2

Position 3 - WB4 - - - - - - MD4
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Fig. 3 Encoding and decoding illustration

Table 4 Comparison among different approaches

Approaches Assignment Lead time (s)  Replications  p-value
Exhaustive method  (1,1,2,2,3,1,1,4,1,3,3,6)  123563.2 306900 -

PSO (2,1,2,4,3,6,1,4,5,3,3,6)  124379.7 54900 0.067355879
PSO + OCBA (2,1,1,4,3,6,2,4,1,33,1) 1244774 34740 0.076163638

Compared with exhaustive method

PSO can find an optimal solution but less replication. If it is combined with
OCBA, it reduced more replications. Both PSO base approaches are statistically
significant differences compared with exhaustive method by t-test. The p-value is
greater than 0.05.

5 Conclusions

This is a NP-hard problem since the system is complex with many characteristics
of back-end assembly, especially faced a dynamic routings with sequence
dependent setup times. Simulation is visible so practitioners preferred but lack of
optimization, and it also has concerns on long replications cause of stochastic
properties. As our study, it conquers the weakness and obtains a good result
without statistically significant differences with exhaustive method. This study
inspired us to apply this methodology in system performance improvement if the
system behavior, constraints, objectives and decision variables and optimization
approach can be well defined. As a simulation base approaches, it also can
compare more scenarios and explore the influence on other performance like
utilization, delivery robustness and predict coming bottleneck shifting issue heads
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up some actions. It is helpful for practitioners using academic approach to improve
system performance. It also provides opportunity to find more insights in rela-
tionship between system performance and system characteristics.
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Effect of Grasp Conditions on Upper
Limb Load During Visual Inspection
of Objects in One Hand

Takuya Hida and Akihiko Seo

Abstract Automated visual inspection systems based on image processing tech-
nology have been introduced to visual inspection processes. However, there are
still technical and cost issues, and human visual inspection still plays a major role
in industrial inspection processes. When a worker inspects small parts or products
(e.g., lens for digital cameras, printed circuit boards for cell phones), they suffer
from an upper limb load caused by handling objects in one hand and maintaining
this awkward posture. Such workload causes damage to the hands, arms, and
shoulders. So far, few studies have elucidated the effect of upper limb loads.
Therefore, we conducted an experiment where the subjects were assumed to be
visually inspecting small objects while handling them with one hand, and inves-
tigated the effect of grasp conditions on the upper limb load during tasks. We used
electromyography, the joint angle, and subjective evaluation as evaluation indices.
The results showed that the upper limb load due to the grasp condition differed
depending on the upper limb site. Therefore, it is necessary to consider not only
the muscle load but also the awkward posture, the duration of postural mainte-
nance, and subjective evaluation when evaluating the upper limb load during such
tasks.
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1 Introduction

Visual inspection is a method to certify the quality of products in industries (Cho
et al. 2005). By visual inspection, an inspector evaluates the surface characteristics
of objects. These characteristics are divided into two types: one that can be defined
and detected as a physical quantity, and the other that cannot. The latter type can
only be evaluated by human, and there remain major needs for human visual
inspection.

Ergonomics research has been trying to alleviate the physical and mental
workloads that inspectors suffer from. Those loads come from the long time of
fixation of sight on objects and maintenance of working posture (Liao and Drury
2000). Inspectors stay sitting and use a microscope or a magnifier (Yeow and Sen
2004). These are mainly mental work which results in mental workload (Lee and
Chan 2009) and visual fatigue (Jebaraj et al. 1999). Additionally, in recent years,
there is another style of inspection which involves grasping and handling of parts
or products by the inspector. Repetitive motions, maintenance of the elevation of
upper limb, and awkward postures are observed in this new style, which are
suspected to cause more upper limb disorders than in the traditional style of
inspection.

The authors have so far conducted researches on the upper limb load during
inspections with handling of objects (Hida and Seo 2012; Hida et al. 2013a, b).
This research targets the visual inspection of rather small objects (e.g., camera
lenses and printed circuit boards of cellular phone). This sort of work does not
overload the musculoskeletal system of the inspector thanks to the small weight of
the objects. However, there are still considered to cause large workload on the
upper limb as it involves handling of objects by one hand and maintenance of the
elevation of upper limb. In order to clarify this workload, we conducted an
experiment where the subjects were assumed to be visually inspecting small
objects while handling them with one hand, and investigated the effect of grasp
conditions on the upper limb load during tasks. We used electromyography, joint
angle, and subjective evaluation as evaluation indices.

2 Method
2.1 Subject

The subjects were 6 healthy male and 6 healthy female university students with no
pain in their upper limbs. The means and standard deviations of age, height, and
body mass were 22.5 + 0.8 years, 166.6 = 10.7 cm, and 55.8 £ 12.4 kg,
respectively. All the subjects were right-handed. The experiment was conducted
on the right upper limb.
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Fig. 1 Work posture
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2.2 Experimental Procedure

The subjects grasped an inspection object at 45 degrees downward from the eye
level with right hand in a sitting posture (see Fig. 1). The shape of the object was a
cube with a side length of 60 mm and a weight of 8 g. The object had a hole which
was 4 mm in diameter and 20 mm in depth. One symbol out of five was placed at
the bottom of the hole. As it was at the bottom, visible range of symbol was limited
(see Fig. 2). The subjects were asked to inspect the object visually and read out the
shape of the symbol. Experimental conditions were divided into six grasp types
(see Fig. 3). These were randomized to eliminate the effect of the order.

2.3 Measurement Data and Analysis Method

In this research, surface electromyography (called EMG) was used to evaluate the
muscle load of the upper limb by the upper limb motion. The percentage of maxi-
mum voluntary contraction (%MVC) was calculated using the ratio of muscle

Fig. 3 Grasp types
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activity for a task to the MVC. Moreover, joint angle was measured to evaluate the
joint load of the upper limb by postural maintenance. In addition to these quanti-
tative evaluations, subjective evaluation was also collected. We applied an analysis
of variance (ANOVA) for each measurement value. The factors were subject and
grasp type. In addition, Tukey’s test was employed as a follow-up test of the main
effect. The significance level was set at 5 % for both tests.
(1) EMG

EMG was measured by using an active electrode (SX230-1000; Biometrics
Ltd.). The muscle measurement sites of EMG were as follows: upper part of the
trapezius muscle, clavicular part of the pectoralis major muscle, middle part of the
deltoid muscle, the biceps brachii muscle, the round pronator muscle, the flexor
carpi ulnaris muscle, the extensor carpi radialis longus muscle, and thenar muscle.
Upper part of the deltoid muscle performs elevation of scapula; clavicular part of
the pectoralis major muscle performs flexion and adduction of shoulder joint;
middle part of the deltoid muscle performs abduction of the shoulder joint; the
biceps brachii muscle performs flexion of elbow joint; the round pronator muscle
performs pronation of forearm; the flexor carpi ulnaris muscle performs flexion
and adduction of wrist joint; the extensor carpi radialis longus muscle performs
extension and abduction of wrist joint; and the thenar muscle performs abduction,
adduction, flexion, and opposition of thumb (Criswell 2010). Using all of the
above EMG sites, we were able to evaluate the upper limb load during the task.

The measured EMG was converted to %MVC for each muscle. The muscle
load was then evaluated by means of the average of %MVC for each subject.
(2) Joint angle

To measure the joint angle, we used 3D sensor (9 Degrees of Freedom Razor
IMU; SparkFun Electronics). This sensor can measure triaxial terrestrial magne-
tism, triaxial acceleration, and triaxial angular velocity. The measurement position
were upper arm, forearm and back of the hand. It is possible to calculate each joint
angle from sensor orientation and inclination angle.
(3) Subjective evaluation

Subjective fatigue was evaluated in four body areas: neck, shoulder, elbow, and
wrist. In addition, overall subjective fatigue of upper limb and difficulty of taking a
posture were also evaluated. The range of rating scale is 1 (feel no fatigue at all or
feel no difficulty at all) to 5 (feel highly fatigued or feel so difficult).

3 Result and Discussion

3.1 EMG

Figures 4, 5, and 6 show %MVC of clavicular part of the pectoralis major muscle,
the flexor carpi ulnaris muscle, and the extensor carpi radialis longus muscle
respectively. Every measurement of %MV C showed a significant main effect with
respect to grasp types.



Effect of Grasp Conditions 233

Fig. 4 %MVC of clavicular 30
part of the pectoralis major m

25

20

%MVC [%]

10 4| [

A B C D E F
Grasp types

Fig. 5 %MVC of the flexor 30

carpi ulnaris m
25

20

15

%MV C [%]

A B C D E F
Grasp types

Fig. 6 %MVC of the 30
extensor carpi radialis

longus m 25

20

15

%MV C [%]

A B C D E F
Grasp types

The %MVC of the clavicular part of the pectoralis major muscle was greater
with the grasp types B and F. These grasp types require the subject to place his/her
forearm in parallel to his/her midline. We consider this to be the cause of the
observed higher muscle load, as the clavicular part of the pectoralis major muscle
performs the horizontal flexion of shoulder joint. The %MVC of the flexor carpi
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ulnaris muscle was the greatest with the grasp type C. The grasp type C requires
the subject to keep his/her line of sight perpendicular to the surface to be inspected
by means of the ulnar and palmar flexion of wrist joint. These movements are
performed by the flexor carpi ulnaris muscle, hence the observed highest load.
The %MVC of the extensor carpi radialis longus muscle was the greatest with the
grasp type F. The grasp type F requires the subject to keep his/her line of sight
perpendicular to the surface to be inspected by means of the radial and dorsal
flexion of wrist joint. These movements are performed by the extensor carpi
radialis longus muscle, hence the observed highest load.

As above, the body site where muscle load is greater is different by means of
grasp type. Therefore we have to evaluate these values synthetically, not indi-
vidually. To achieve it, we calculated the square sum of all the %MVCs for each
level, and took the sum as the evaluation index of the integral workload of the
upper limb muscles (see Fig. 7). As the result of this calculation, the grasp type C
had the greatest value for the square sum, and the grasp type D had the least.
Therefore, with respect to EMG, we can see that the grasp type D has the least
workload on muscles, and we recommend it.

3.2 Joint Angle

In order to evaluate the joint angle, we do not deal with each measurement at an
individual joint, but define a value of cumulative displacement of joint angles and
use it. The definition goes as follows. First we take, for each joint, the difference
between the joint angle of a neutral position and the joint angle of working posture.
Note that the joint may have more than one degrees of freedom (DOFs); in that
case, each DOF has its own neutral position and we take the difference for each
neutral position. Second, we take the absolute values of the differences. The
cumulative displacement is then defined to be the sum of these absolute values.
Details of the DOFs for joints are as follows. Shoulder joint has three DOFs
(abduction—adduction, flexion—extension, and internal-external rotation), elbow
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joint has one DOF (flexion—extension), forearm has one DOF (pronation-supina-
tion), and wrist joint has two DOFs (radial-ulnar flexion and palmar- dorsal
flexion). We give the values of cumulative displacement in Fig. 8. Figure 9 gives
the pronation-supination angles of forearm.

As a result, the cumulative displacement was the greatest for the grasp type C
and the least for the grasp type A. Looking into each joint, the grasp type C had the
greatest displacement along all the DOFs of shoulder joint and along one DOF of
wrist joint.

3.3 Subjective Evaluation

Figure 10 shows the subjective fatigue of the overall upper limb. Figure 11 shows
the difficulty of taking a posture. Both subjective evaluations indicated the highest
score with the grasp type C, and the lowest with the grasp type A. With the grasp
type C, the trend of the subjective evaluation was consistent with the trend of EMG
or joint angle.
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3.4 Comprehensive Evaluation

Three evaluation indices above coincide with others about the source of the
greatest workload on the upper limb, which is the grasp type C. It is clear from this
fact that the grasp type C should be avoided as it is the worst in terms of muscle
load, working posture, and subjective evaluation. On the other hand, these indices
give different answers about the best grasp type which poses the least upper limb
load. Namely, the grasp type D was the best in terms of muscle load, and the grasp
type A was the best in terms of working posture and subjective evaluation.

This difference can be reasoned by the pronation-supination angle of forearm
(see Fig. 9). With the grasp type D, supination angle is almost at the maximum
range of motion although muscle load is small. This large movement of forearm
should have affected negatively on working posture and subjective evaluation. In
other words, the grasp type D is the best if muscle load alone is evaluated, while
the grasp type A is recommended after taking into account the loads on joints by
supination, subjective load, and the difficulty of taking working posture.
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4 Conclusions

We conducted an experiment on the upper limb load during a sort of human visual
inspection which involves the grasping of the object with one hand. We evaluated
six different types of grasp. The evaluation indices were electromyography, joint
angle, and subjective evaluation. As a result, the grasp type C was evaluated to be
the worst and we recommend to avoid it. The best and recommended grasp type
differed between evaluation indices. It was grasp type D in terms of muscle load,
and grasp type A in terms of working posture and inspector’s subjective evalua-
tion. Therefore, in order to evaluate the workload of inspection and similar pro-
longed light load works, there would always be a need for the subjective
evaluation of posture taking and keeping.
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A Process-Oriented Mechanism
Combining Fuzzy Decision Analysis
for Supplier Selection in New Product
Development

Jiun-Shiung Lin, Jen-Huei Chang and Min-Che Kao

Abstract The selection of well-performed supplier involved in new product
development (NPD) is one of the most important decision issues in the contem-
porary industrial field, in which the collaborative design is common. This paper
proposes a systematical process-oriented mechanism combining fuzzy arithmetic
operations for solving supplier selection problem in the NPD stage. In the pro-
posed mechanism, the Design Chain Operations Reference model (DCOR)
developed by Supply Chain Council (SCC) is adopted to describe NPD processes
between the business and the candidate suppliers. These processes are deployed by
four-level framework, including the top level, the configuration level, the process
element level, and the implementation level. Then, the design structure matrix
(DSM) is used to analyze the process relationship based on the results from the
implementation level. The original DSM is partitioned by the Steward’s method to
get reordered DSMs with the interactive process information with respect to the
metrics provided by the DCOR. The fuzzy decision analysis is executed to obtain
the weighted aggregated scores with respect to the DCOR metrics and to select the
best suppliers for different components. Finally, a practical case in Taiwan is
demonstrated to show the real-life usefulness of the proposed mechanism.

Keywords New product development (NPD) - Supplier selection - DCOR -
Design structure matrix (DSM) - Fuzzy decision analysis
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1 Introduction

Dramatically global competition and consumers’ needs diversity have resulted in
shortening product life cycle and increasing complexity in new product develop-
ment (NPD). To maintain competitive advantages, many companies have placed
an emphasis on cultivating the core competences of product development.
Selecting the best suppliers involved early in the NPD stage, which is also called
the early supplier involvement (ESI), plays a strategic role in the degree to which
an organization is able to achieve its goal of developing a new product. Appar-
ently, it is a major factor in customer satisfaction, product quality, cost reduction,
risk sharing (Johnsen 2009). Therefore, developing a mechanism to select well-
performed suppliers involved early in the NPD stage is one of the most important
decision issues in the contemporary industrial field.

In the past several decades, the supplier selection problem has received con-
siderable attention from both practitioners and researchers (De Boer et al. 2001;
Ho et al. 2010). From the viewpoint of contemporary supply chain management,
many companies regard their suppliers as partners, not adversaries. Hence, an
interesting topic relating to the ESI has gradually received more attention in the
past two decades. Obviously, the supplier selection involved in the NPD stage is
essentially the multi-criteria decision-making (MCDM) process. In many real-
world situations, the MCDM process usually involves uncertainty. Zadeh (1965)
was first to present fuzzy set theory. This theory provided a good methodology for
handling imprecise and vague information. Kumar et al. (2004) provided a fuzzy
goal programming approach for solving a vender selection problem with three
objectives. Tang et al. (2005) applied the fuzzy synthesis evaluation method to
assess the design scheme in part deployment process. They determined eight
influencing factors for facilitating the selection of suppliers involved in NPD
projects. Carrera and Mayorga (2008) considered three indicators: supplier char-
acteristics, supplier performance, and project characteristics. They applied mod-
ular fuzzy inference system to the supply chain for the selection of suitable
suppliers engaged in the NPD. Oh et al. (2012) proposed a decision-making
framework using a fuzzy expert system in portfolio management for dealing with
the uncertainty of the fuzzy front-end of product development.

Most previous researches on supplier selection involved in the NPD did not
consider interactive process information among the design chain members. To
integrate this information into the decision of selecting the best suppliers involved
in the NPD, this paper proposes a process-oriented mechanism combining fuzzy
arithmetic operations for solving supplier selection problem in the NPD stage, in
which simultaneously takes the interactive process information and linguistic
information into consideration in the decision-making process. The proposed
mechanism can provide practitioners with selecting the best suppliers involved
early in the NPD stage.
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2 Description of the NPD Process Information

Implementing a NPD project requires the team consisting of members from a
variety of companies at different locations. They work together to solve specific
product issues and exchange information each other. Hence, a well-defined
information exchange and communication platform is necessary for the members
involved in NPD collaboration so as to achieve the synergy. In 2006, Design Chain
Operation Reference Model (DCOR) was first introduced by Supply Chain
Council (SCC). The DCOR can be adequately used as a platform for the design
chain partners.

The DCOR is a process-oriented four-level deployment architecture, as illus-
trated in Fig. 1. The Level 1, called the top level/process types, consists of five
management processes (i.e., plan (P), research (R), design (D), integrate (I), and
amend (A)). The Level 2, called the configuration level/process Categories,
includes product refresh, new product, and new technology. For example, based on
the research (R) process of the Level 1, the processes of the level 2 are divided into
three categories: research product refresh (R1), research new product (R2), and
research new technology (R3). The Level 3, called the process element level/
decompose processes, deployed from the Level 2, includes input, output, metrics,
and best practices. According to the company’s requirements, these processes are
deployed to the Level 4, called the implementation level/decompose process
elements.

The DCOR also defines five process performance metrics that can be used
as indices for selecting the best suppliers in the NPD stage. The five metrics are
(1) reliability, (2) responsiveness, (3) agility, (4) cost, and (5) asset. Each metric
includes several sub-metrics (Nyere 2009). The DCOR provides practitioners with
a common reference model that allows the effective communication between
companies and their design chain partners. It is important that benefits and com-
petition of a company can be improved by applying collaborative new product
development and design.

Although the DCOR provides a process reference model for the practitioners, it
does not systematically present the interactive process information among the
design chain members. The Design Structure Matrix (DSM) is suited for con-
verting the process information of the Level 4 in the DCOR to the interactive
process information we want. By using the partition rule presented by Steward
(1981), the process information is divided into three types: parallel, sequential, and
coupled/interdependent processes. The DSM is able to capture the interactive
processes (i.e., coupled/interdependent processes). In this paper, these coupled/
interdependent processes are applied to express the interactive process information
from the Level 4 of the DCOR in the NPD stage.
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Fig. 1 Four levels of DCOR

3 The Proposed Process-Oriented Mechanism

In this section, we provide a process-oriented mechanism combining fuzzy deci-
sion analysis for solving supplier selection problem in NPD. Twelve steps of the
proposed mechanism are presented as follows:

Step 1. Define the scope of supplier selection in the NPD stage for an enterprise.
Step 2. According to the requirements of the enterprise, establish D-L1-M (DCOR
Level 1 Model) based on the top level of the DCOR.
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Step 3.
Step 4.
Step 5.

Step 6.
Step 7.

Step 8.

Step 9.

Step 10

Step 11.

Step 12

Generate D-L2-M (DCOR Level 2 Model) based on the configuration

level of the DCOR.

Form D-L3-M (DCOR Level 3 Model) based on the process element

level of the DCOR.

Build D-L4-M (DCOR Level 4 Model) based on the implementation

level of the DCOR.

Transform D-L4-M into the DSM, called the original DSM.

Get the reordered (partitioned) DSM by applying the Steward’s method

(Steward 1981) to partition the original DSM.

Construct fuzzy evaluation representation based on the DCOR metrics.

The linguistic weighting variables are used to assess the importance of

the metrics and the linguistic rating variables are utilized to evaluate the

performance for candidate suppliers with respect to each metric. The
linguistic weighting variables and the linguistic rating variables are
measured by nine linguistic terms, respectively. For simplicity, but
without loss of generality, these linguistic terms are assumed in this

paper to be represented as triangular fuzzy number (TFN) expressed by a

triple (a, b, c).

Determine fuzzy weights of the metrics and fuzzy scores for candidate

suppliers with ferred to TFNs. The fuzzy weight of metric j is denoted as

W = (wjl S Wi, wj3). Hence, the fuzzy weight matrix is W = [ij] of size

1 x n. The fuzzy score for candidate supplier i with respect to metric j is

denoted as fcij = (x;.jl ,x;jz,x;ﬁ).

. Form fuzzy decision matrix by normalizing fuzzy scores for each
candidate supplier. The fuzzy decision matrix is X = [X,]] of size
m X n, where X;; denotes normalized fuzzy score of candidate supplier
i with respect to metric j.

Get fuzzy weighted composite scores for each candidate supplier (¢;)
and construct the weighted composite fuzzy score matrix by

C=[x] W], i=12,,mj=1,2n

. Defuzzify the fuzzy weighted composite scores into the crisp real
values. The defuzzified value corresponding ¢; is calculated by
¢ = (ci1 + cip + cip + ¢i3) /4. Select the best supplier with the highest
defuzzified value.

4 A Practical Application

In this section, a practical application is used to demonstrate the real-world
usefulness of the proposed mechanism. The company Y, founded in 1984, is a

world-cla

ss computer manufacturing company in Taiwan. To meet rapidly

growing demand of the 4G LTE (Long Term Evolution) tablet personal computer
(LTE-T PC) in the near future, the company Y is planning to select the best
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suppliers involved early in the NPD of the LTE-TPC so that it can be launched
earlier than other competitors. The five main modules of the LTE-TPC are the
the mainboard module (candidate suppliers are AS and GA), the LCD module
(candidate suppliers are CM, HA, and AU), the Wi-LAN and Wi-WAN module
(candidate suppliers are BR and IN), the Touch sensor module (candidate suppliers
are TP, YF, JT, and HT), and the NFC module (candidate suppliers are NFC, WT,
and BR). It is critical to select the abovementioned suppliers involved early in the
NPD (Step 1). We recommend that the decision makers of the company Y adopt
the proposed mechanism since it is suitable for the NPD of the LTE-TPC. The
product development meeting including the project manager, key parts’ engineers,
procurement staffs, and related suppliers is convened, and then the D-L1-M
(Step 2) is established based on the LTE-TPC schedule for time to market. The
D-L2-M (Step 3), the D-L3-M (Step 4), and the D-L4-M (Step 5) are deployed in
order. Due to the limit of the paper length, only the D-L1-M associated with the
LCD module is presented here, as displayed in Fig. 2.

After building the D-L4-M, all the process information between the company Y
and its suppliers are completely presented. To further obtain the interactive pro-
cesses, the D-L4-M is transformed into the DSM (Step 6). Steward’s method is
adopted to partition the DSM to get the reordered DSM, as shown in Fig. 3. Then,
the interdependent DSM is extracted from the reordered DSM (Step 7).

Supplier Your Company

(WLAN & WWAN)

E

BR

|

IN

(MainBoard)

Y Company

Fig. 2 D-L1-M of the LTE-TPC
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Table 1 Linguistic variables for the weighting and rating

Linguistic weighting

Linguistic rating

TEN (a, b, ¢)

Definitely low (DL)
Very low (VL)

Low (L)

Medium low (ML)
Medium (M)
Medium high (MH)
High (H)

Verv high (VH)
Definitely high (DH)

Definitely poor (DP)
Very poor (VP)
Poor (L)

Medium poor (MP)
Fair (F)

Medium good (MG)
Good (G)

Very good (VG)
Definitely good(DG)

(0, 0, 0.125)

(0, 0.125, 0.25)
(0.125, 0.25, 0.375)
(0.25, 0.375, 0.5)
(0.375, 0.5, 0.625).
(0.5, 0.625, 0.75)
(0.625, 0.75, 0.875)
(0.75, 0.875, 1)
0.875, 1, 1)

Based on the DCOR, the structure of the metrics, including five main metrics
and their corresponding submetrics is proposed to evaluate the best NPD module
suppliers. The linguistic weighting and rating variables are measured by nine
linguistic terms, as shown in Table 1 (Step 8). The fuzzy weights of the metrics
and scores of candidate suppliers for the LCD module are determined by the
members participated in the LTE-TPC project team. The results are shown in
Tables 2 and 3 (Step 9). From Tables 2 and 3, we can get fuzzy weight matrix and

fuzzy decision matrix (Step 10).

According to Step 11, the weighted composite fuzzy score matrix can be
obtained. For example, the fuzzy weighted composite fuzzy score of candidate
supplier CM for the LCD module is
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Table 2 The fuzzy weight of the metrics

Weighting Expert

e e Ee; Mean
Reliability H VH H (0.67, 0.792, 0.917)
Responsiveness H MH MH (0.54, 0.667, 0.792)
Agility M MH M (0.42, 0.542, 0.667)
Cost VH VH DH (0.79, 0.917, 1)
Assets VL L VL (0.04, 0.167, 0.292)

Table 3 The fuzzy ratings of three candidate suppliers for the LCD module

Rating Item Supplier
CM HA AU
Reliability % On-time to MG G G
commit
# of design errors VG G G
Document G MG MG
complete
Perfect Integration G MG VG
Mean (0.625, 0.75, (0.563, 0.688, (0.625, 0.75,
0875) 0.813) 0. 875)
Responsiveness Research cycle G F G
time
Design cycle time G F G
Integrate cycle time G MG G
Mean (0.625, 0.75, (0.417, 0.542, (0.625, 0.75,
0.875). 0.667) 0.875)
Agility Pilot build time G MG MG
Amend cycle time MG G F
Re-plan frequency MG- F MG
Mean (0.542, 0.667, (0.5, 0.625, 0.75)  (0.458, 0.583,
0.792) 0.708)
Cost. Plan Cost G G VG
Research Cost G VG G
Design Cost G G VG
Integrate cost G G G
Amend cost MG MG MG
Mean (0.6, 0.725, 0.85) (0.625, 0.75, 0.875) (0.65, 0.775, 0.9)

Cen = [(0.625,0.75,0.875)(0.625,0.75,0.875)(0.542,0.667, 0.792) (0.6, 0.725,0.85)(0.475, 0.6, 0.725)]-
[(0.67,0.792,0.917)(0.54,0.66,0.792)(0.42,0.542,0.667) (0.79,0.917, 1.00) (0.04,0.167,0.292) "
= (1.476,2.219,3.08).

Similarly, Cps = (1.326,2.04,2.87), Cay = (1.482,2.24,3.09). Then, the
defuzzified value is calculated by using Step 12. These resulting values are
Cem = 2.249, Cys = 2.069, and Cay = 2.263. As a result, the best supplier for
the LCD module is AU since it has the highest crisp real value.
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5 Conclusions

The supplier selection involved in the NPD stage is a complicated MCDM
problem, in which ambiguous and linguistic decision information is usually
encountered. Based on the DCOR structure, this paper have developed a process-
oriented mechanism combining fuzzy arithmetic operations for supporting a
company to select the best suppliers involved early in the NPD stage. The four-
level deployment framework of the DCOR can clearly and completely express all
NPD process information among design chain members. The DSM can adequately
be used to transform the process information deployed from the DCOR into the
interactive process information. Such interactive information is a critical com-
munication media between the company and its suppliers across the design chain.
The main contribution of this paper is to incorporate the NPD interactive process
information into the supplier selection mechanism. Based on the practical illus-
tration, it is concluded that the proposed mechanism can be a useful methodology
for making supplier selection decision.
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Reliability-Based Performance Evaluation
for a Stochastic Project Network Under
Time and Budget Thresholds

Yi-Kuei Lin, Ping-Chen Chang and Shin-Ying Li

Abstract This study develops a performance indicator, named project reliability,
to measure the probability that a stochastic project network (SPN) can be suc-
cessfully completed under both time and budget thresholds. The SPN is repre-
sented in the form of AOA (activity-on-arc) diagram, in which each activity has
several possible durations with the corresponding costs and probability distribu-
tion. From the perspective of minimal path, two algorithms are proposed to gen-
erate upper and lower limit vectors which satisfy both time and budget,
respectively. Next, the project reliability is evaluated in terms of such upper and
lower limit vectors. The procedure of reliability evaluation can be applied to the
SPN with arbitrary probability distribution. Such an indicator is a beneficial factor
of the trade-off between the time and budget in a decision scenario.

Keywords Project reliability - Stochastic project network (SPN) - Minimal path -
Activity-on-arc (AOA)

1 Introduction

This paper discusses a novel performance index for a stochastic project network
(SPN), called project reliability, and defines it as the probability that the project is
completed within the given time and budget. A network technique is proposed to
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evaluate the project reliability. For the project manager, such an index is regarded
as a decision factor of the trade-off between the given time and budget. Relevant
literatures are reviewed as follows.

A project can be modeled as a project network (a graph with nodes and arcs) to
portray the interrelationships among the activities of a project. A project network
can be represented in either activity-on-arc (AOA) diagram. In AOA diagram,
each activity is represented by an arc. A node is used to separate an activity from
each of its immediate predecessors. Hiller and Liberman (2005) indicated AOA
has fewer nodes than AON (activity-on-node) for the same project and thus most
project networks are represented in AOA. A project is affected by uncertainties,
and thus activity durations of the project should be stochastic (Pontrandolfo 2000).
Such a project is usually modeled as an SPN, in which each activity has several
durations with a probability distribution. The minimal path (MP) technique is a
widely used to evaluate the reliability of a network, where an MP is a sequence of
arcs from a source to a sink which contains no cycle (Zuo et al. 2007; Lin 2008). It
implies that an MP is a path whose proper subsets are no longer paths (Lin et al.
1995). Since MP is based on the AOA diagram, it is a practical way to evaluate
reliability for the SPN in terms of MP.

2 Stochastic Project Network Model

This study proposes an MP-based procedure that firstly finds all upper and lower
limit vectors for the given time and budget in terms of MP, in which the activity
durations and their corresponding costs and probability distributions are proposed
by the activity contractors. Subsequently we evaluate the project reliability
through such vectors for an SPN.

Assumptions:

1. The duration of each g; is an integer value: x;; <xp <x3 < ... <X;, with given
probability distribution and its corresponding cost c¢; takes a value:
Cil > Cip > Ci3 > ... > Ciy;-

2. The activity durations of different a; are s-independent.

2.1 Project Model Construction and Reliability Definition

Let G = (N, A) denote an SPN with N representing the set of nodes and A =
{aili = 1,2, ..., n} representing the set of arc (activities), where n is the number of
activities. The duration vector X = (x1,x2, ...,x,) is defined as the current
duration state of G where x; represents the current duration of activity a;.

The proposed performance index, project reliability, is defined as the proba-
bility that the project completion time and cost under X does not exceed T and B,
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respectively. The project reliability is represented as Ryp(X) = Pr{X|

T(X)<Tand B(X)<B} =Pr{X|X € Xrp}, in which X € Xyp means that
X satisfies (7, B). In order to calculate such a probability, we proposed a meth-
odology for (7, B)-UL and (7, B)-LL to depict the boundaries of X7 p. That is, the
project reliability is equal to the probability of X between (7, B)-UL and (7, B)-LL.

2.2 Upper Limit Vector and Lower Limit Vector

Time constraint 7T is utilized to bound the maximal duration vectors among all
X € Xrp; while the budget constraint is utilized to bound the minimal duration
vectors. Following are definitions for (7, B)-UL and (7, B)-LL of Xy .

Definition 1 A duration vector X is a (T, B)-UL if X € Xt and T(Y) > T for
each duration vector Y such that Y > X.

Definition 2 A duration vector X is a (T, B)-LL if X € Xt and B(Y) > B for
each duration vector Y such that Y < X.

In order to generate all (7, B)-UL and (7, B)-LL, we define a pseudo duration
vector Z = (zy, 2, ..., Z,) and a pseudo cost vector V = (vq, va, ..., v,), respec-
tively. Each pseudo duration z; satisfies z; € {x;;, x;1 + 1, x5 + 2, ...}, i =1, 2,
..., n. Similarly, each pseudo cost v; satisfies v; € {Ciyi> Ciwi + 1, Ciwi + 2, ...},
i=1,2, ..., n In order to obtain all (7, B)-UL, for each mp;, we first generate the

pseudo duration vector Z satisfying Za_emp.z;: T. Subsequently, for each Z,
e ¢/

generate the largest X such that B(X) < B and X < Z. Such X is regarded as a (7,
B)-UL candidate. Hence we generate all pseudo cost vectors V such that
vi + v2 + ... + v, = B. Subsequently, for each V, we find the largest C such that
C < V. The corresponding X of such C is regarded as a (7, B)-LL candidate if it
satisfies T(X) < T. Based on Lemmas 1 and 2, the following Algorithms I and II
are proposed to generate all (7, B)-UL and (7, B)-LL, respectively.

Algorithm I: Generate all (7, B)-UL

Step 1. Find all pseudo duration vectors Z = (zi, 22,..., Z,) satisfying both con-
strains (1) and (2).

ZaiEmiji =T ]: 1,2, o m, and (1)

7z >x;1 fori = 1,2, ...,n,where z; is an integer value. (2)

Step 2. Utilize the following equation to find the largest duration vector X such
that X < Z.
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w; f iw-é i .
x,-:{x‘l iwi =% i=1,2, .. .n (3)

X 1 X < 2 <Xj(g1)

Step 3. Remove those X with B(X) > B. Then the remainder is the set of (7, B)-
UL candidates.

Step 4. Find all (7, B)-UL from these candidates by using the following procedure,
i.e. to remove the non-maximal ones from the candidate set.

Algorithm II: Generate all (7, B)-LL

Step 1. Find all pseudo cost vectors V = (vy, va,..., v,) satisfying both constrains
(4) and (5).

Vit =B, (4)

ViZCiw;, i:1727 s (5)

where v; is an integer value.

Step 2. Utilize the following equation to find the largest cost vector C for each
V such that C < V.

cip if v;>¢;
Ci:{t] i — Cil i=1.2

cip if ¢y > vi>cir I (©6)

Step 3. Transform each C from Step 2 to the corresponding X and then remove
those X with T(X) > T. Then the remainder is the set of (7, B)-LL
candidates.

Step 4. Find all (7, B)-LL from these candidates by using the following procedure,
i.e. to remove the non-minimal ones from the candidate set.

2.3 Evaluation of Reliability in Stochastic Project Network

We assume all (7, B)-UL from algorithm I areXj, X7, .. .,X}‘; and all (7, B)-LL
from algorithm II are X{, X5, ...,X.. Let Urp=U_ {X|X<X{} and
Lrp = UL {X|X <X!}. Since (T, B)-UL and (T, B)-LL are the upper limit and
lower limit vectors of Xy p, respectively, X7 5 can be described as

Xrp = {Urg\Lrp} U {xi.x5,.. -7Xé}7 (7)

where the first term {U TA,B\LT,B} implies that all (7, B)-LL are deleted by sub-
tracting Ly p because Xl’ €Lyp for i =1, 2, ..., gq. Note that, these (7, B)-LL
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Fig. 1 Project reliability

belonging to Ly p also satisfy X7 p, and we have to include them into X7 p by
adding the second term {X{X}, ..., X/ }. Figure 1 illustrates the project reliability,
in which P,(X) =Pr{Urp} =Pr{U_ {X|X<X"}} and P(X) =Pr{Lrp} =
Pr{U’_ {X|X <X!}}. Therefore, the project reliability is

Rrp(X) = Pr{X|X € Xz} = Pu(X) — Pi(X)
— Pe{U, (XIX < X)) - Pr{UL (X <X} + S b))

i=1

3 Illustrative Example

We utilize a simple project network composed of five activities and represented in
the form of AOA diagram as shown in Fig. 2. This example demonstrates the
procedure to generate the upper and lower limit vectors and to evaluate the project
reliability. The activity cost and the activity duration of each activity are shown in

Fig. 2 Simple project
network
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Table 1 Activity cost, activity duration and probability of each arc

a; Duration Cost (US$  Probability a; Duration Cost (US$  Probability
(weeks) 100) (weeks) 100)
1 2 8 0.3 4 2 6 0.3
3 7 0.5 3 5 0.3
4 6 0.2 4 4 0.4
2 3 8 0.25 5 3 8 0.35
4 7 0.5 4 7 0.4
5 6 0.25 5 6 0.25
3 2 7 0.2
3 6 0.5
4 5 0.3

Table 1. The project network has three minimal paths, say mp, = {a;, a,},
mp, = {ay, as, as}, and mps = {a4, as}. The case illustrates the method that
generates the project reliability of the duration within 11 weeks and the cost within
USS$ 3,400.

Algorithm I: Generate all (11, 3,400)-UL

Step 1. Find all pseudo duration vectors Z = (zy, z2,..., Z,) satisfying

1+2=11
71+z3+2z5 =11, and 9)

u+z5=11
ZI227Z223723227Z422)Z523- (10)

Thus, we have 15 pseudo duration vectors shown in the first column of Table 2.
Steps 2 to 4. We obtain six (11, 3,400)-UL: X5 = (4,5,2,4,5), X; = (3,5, 3, 4,
5),Xs=0(4,5,3,4,4),X10=04,54,4,3), X, =3,5,4,4,4)and X;», = (2, 5,
4, 4, 5) by applying Algorithm I. The calculation process is summarized in
Table 2.

Algorithm II: Generate all (11, 3,400)-LL
Step 1. Find all pseudo cost vectors V = (vy, vy,..., v,,) satisfying
Vi + vy vzt vy +vs =34 (11)
Vi>6,1m>6,v3>5,v4>4,v5>6 (12)

Steps 2 to 4. We obtain 30 (11, 3,400)-LL which are summarized in Table 3. By
adopting Algorithm II, Tables 2 and 3 shows the obtained (11, 3,400)-UL and (11,
3,400)-LL, respectively. The project reliability of duration within 11 weeks and
cost within US$ 3,400 is P,(X) — P(X) = 0.8985 — 0.065175 = 0.833325.
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Table 2 The (11, 3,400)-UL

255

Step 1 Step 2 Step 3 Step 4
Z=2,92,4,7) X, =(2,52,4,5) B(X;) = 3,100 No, X5 > X;
Z,=(2,9,3,5,6) X, =(2,5,3,4,5) B(X,) = 3,000 No, X3 > X,
Z3=1(2,9,4,6,5) X;=(2,5,4,4,5) B(X3) = 2,900 Yes, X3 is a (11, 3,400)-UL.
Z,=2,9,5174) X, =2,5,4,4,4) B(X,) = 3,000 No, X3 > X,
Zs=(2,9,6,8,3) Xs=(2,5,4,4,3) B(X5) = 3,100 No, X3 > X5
Zs=(3,8,2,56) Xs=(@3,5,2,4,5) B(Xg) = 3,000 No, X7 > X¢
Z;=(3,8,3,6,5) X;=(@3,5,3,4,5) B(X7) = 2,900 Yes, X7 is a (11, 3,400)-UL.
Zg=3,8,4,7,4) Xs=(@3,54,4,4) B(Xg) = 2,900 Yes, Xg is a (11, 3,400)-UL.
Zo=(3,8,5,8,3) Xo=(3,5,4,4,3) B(Xy) = 3,000 No, X3 > Xo
Zio=4,7,2,6,5 X, 0o=04,5,2,4,5 B(Xjp) =2,900 Yes, X;ois a (11, 3,400)-UL.
Zn=4,7,37,4 X,=4,53,4,4 B(X;;) =2900 Yes, X;;is a (11, 3,400)-UL.
Z=4,7,4,8,3) X,=4,5,4,4,3) B(X;2) =2900 Yes, X;,is a (11, 3,400)-UL.
Z3=05,6,2,7,4) X;3=(4,5,2,4,4) B(X;3) =3,000 No, X;,>X;3
Zi4=05,6,3,8,3) Xiu,4=04,5,3,4,3) B(X4) =3,000 No, X;,> X4
Zi5=1(6,52,83 X;5=(4,52,4,3) B(X;5)=23,100 No,X;,>X;s
Table 3 The (11, 3,400)-LL
Step 1 Step 2 Step 3 Step 4
Vi = (6,6, 5, 4, 1=1(6,6,54, X, =(4,54,4, TX;)=11 30 (11, 3,400)-LL:
13) 8) 3) X5 = (4,4,2,2,3),
V,=(6,6,5,5, »=1(6,6,55 X>=(4,543 TXy) =11 X;3=(4,3,3,2,3),
12) 8) 3) X7 =4, 3, 2,3, 3),
V3 = (6, 6, 5, 6, 3=10(6,6,56, X3=(4,54,2, TX3) =11 X;=(4,3,2,2,4),
11) 8) 3) X136 = (3, 5, 2, 2, 3),
V,=(6,6,57 C4=1(6,6,56 X,=(4,54,2, TX)=11 X;57=0@,4,3,2,3),
10) 8) 3) X1 =3,4,2,3,3),
Vs =(6,6,5,8,9) C5=(6,6,56, Xs=(4,5,4,2, TXs) =11 Xi60=03,4,2,2,4),
8) 3) X172 =(@,3,4,2,3),
Ve =1(6,6,59,8) Cs=1(6,6,56, Xg=(4,54,2, TXg) =11 Xy76=(3,3,3,3,3),
8) 3) X177=0@,3,3,2,4),
Vano = (12,7,5, Cz9=(8,7,54, Xzpg=(2,4,4,4, T(X309) = 11 Xous = (2, 3, 3, 4, 3),
4, 6) 6) 5) Xoue = (2,3, 3, 3,4),
Xo47 = (2,3,3,2,5),
Vizo=(13,6,5, Cs30=8,6,5,4, X330 =12,5,4,4, T(X330) = 11 Xp4s = (2, 3,2,4,4),
4, 6) 6) 5) and

X249 =1(2,3,2,3,5).
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4 Conclusions and Future Research

This study proposes the project reliability to be a performance index which is
utilized to measure whether the project can be completed under the given time and
budget or not. A procedure integrating two algorithms is developed to evaluate the
project reliability and is illustrated through a simple project network. In particular,
the proposed procedure can be applied to the SPN with arbitrary probability dis-
tribution. Activity duration and its corresponding cost are affected by the
employed resources, such as the system engineers, system analysts, and consul-
tants in the DR project. Based on this paper, future research may take the resources
allocation into consideration for the project reliability maximization. Moreover, it
is an important issue to consider the trade-off among the time, budget and project
reliability, and it can be solved by using multi-objective optimization approaches.
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Abstract A three-phase procedure is proposed to measure the performance of a
production system with intersectional lines by taking reworking actions into
account. In particular, for a production system with intersectional lines, common
station shares its capacity to all lines when processing. Hence, it is important to
analyze the capacity of the common station while performance evaluation. This
study addresses the system reliability as a key performance indicator to evaluate
the probability of demand satisfaction. First, the production system is constructed
as a production network (PN) by the graphical transformation and decomposition.
Second, capacity analysis of all stations is implemented to determine the input
flow of each station based on the constructed PN. Third, a simple algorithm is
proposed to generate all minimal capacity vectors that stations should provide to
satisfy the given demand. We evaluate the system reliability in terms of such
minimal capacity vectors. A further decision making issue is discussed to decide a
reliable production policy.
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1 Introduction

This utilizes an AOA (activity-on-arrow) network diagram approach to construct
the manufacturing system. In particular, each station in the production system has
stochastic capacity levels (i.e., multi-state) due to machine failure, partial failure,
and maintenance (Lin 2009; Lin and Chang 2011). Therefore, the manufacturing
system is also multi-state and we can treat it as the so-called stochastic-flow
network (Aven 1985; Hudson and Kapur 1985; Xue 1985; Zuo et al. 2007).
Considering reworking actions, an effective methodology is proposed to evaluate
the system reliability for such a production system. We propose a graphical
methodology to model the production system as a stochastic-flow network, named
production network (PN) herein. In particular, intersectional lines are considered.
That is, different lines share the capacity of common station. Based on the PN, we
derive the minimal capacity vectors that should be provided to satisfy the demand.
In terms of such vectors, the production manager can calculate the system reli-
ability and determine a reliable production strategy.

2 Methodology
2.1 Assumptions

1. The capacity of each station is a random variable according to a given prob-
ability distribution.

2. The capacities of different stations are statistically independent.

3. Each inspection point is perfectly reliable.

2.2 A Three-Phase Evaluation Procedure

Phase I: An AOA diagram is adopted to form a production system. Each arrow is
regarded as a station of workers and each node denotes an inspection point fol-
lowing the station. We utilize a graphical transformation and decomposition to
construct the production system as a PN.

Phase II: We determine the input amount of raw materials to satisfy the given
demand d. A subsequent calculation for the maximum output of each line is assist
to decide the demand assignment. Once all possible demand assignments are
obtained, the input flow of each station is also derived.

Phase III: According to the results of capability analysis, a simple algorithm is
developed to generate all minimal capacity vectors that satisfy demand d. In terms
of such vectors, the system reliability can be derived by several existed methods
easily. Moreover, the production manager can determine a reliable strategy to
assign the output for each line in terms of every single minimal capacity vector.
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Fig. 1 Two lines in a manufacturing system

3 Network Model Construction (Phase I)
3.1 Transformation and Decomposition

Let (N, S) be a PN with two lines, where N represents the set of nodes and
S ={sli = 1,2, ..., n; + n,} represents the set of arrows with n; (resp. n,) is the
number of stations in L; (resp. L,). Each station s; possesses a distinct success rate
pi (i.e., the failure rate ¢; = 1—p;). Two lines, say L, (consisting of sy, s,, 53, and
s4; ny = 4) and L, (consisting of ss, g, and s7; n, = 3), are layout in the pro-
duction system. The common station s, has to process WIP from both s, and s5 and
thus L, = {ss, 52, Ss, $7} as shown in Fig. 1. The input amount of each station is
shown under each arrow, where I; (resp. I,) is the input amount of raw materials
and O, (resp. O,) is units of output product for L; (resp. L,). To distinguish the
input flows from the regular process or the reworking process, we transform the
production system into a PN as Fig. 2, in which a dummy-station s is set to denote
the station s; doing the reworking action. Note that since s, serves as a common
station, it appears in both lines.

To analyze the PN in terms of paths, we decompose each line L; into two paths,

named the general manufacturing path L]@ and the reworking path L](R""*k),

where r and k are the indices to denote that defective WIP output from the rth
sequenced station are reworked starting from previous k stations. Take Fig. 2 for

instance, the set L(lG> = {s1, 52,53, 54} in line L; would be a general manufacturing

path. On the other side, the path with reworking action is L(IRB’S_]) =

{51, s2,53,55, 55,5, } where (RI3,3-1) denotes that defective WIP output from the
third sequenced (» = 3) station s5 in the line L; is reworked starting from previous
one (k = 1) station (i.e., starting from s,). For the special case that k is set to be
zero, it implies that the defective WIP is reworked at the same station (rth
sequenced station).
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Fig. 2 The transformed manufacturing network for Fig. 2

4 Capability Analysis (Phase II)

For each line L;, suppose that /; units of raw materials are able to produce O; units
of product; we intend to obtain the relationship between /; and O, fulfilling O; > d;

and 37 | d; = d, where d, s the assigned demand for line L;. Two sets, say pprir

and ‘P?"St, are defined to record the stations prior to and posterior to the station s;,
respectively. The following equation guarantees the PN can produce exact suffi-
cient output O; that satisfies demand d;.

I = dj/{ (Hmld(m Pt) + 5}‘ (Ht:x,eL(R”k) Pt) } yJj =12 (1)

The maximum output of each line is determined by the bottleneck station in that
line. Thus, we assume the input WIP entering each station s; exact equals the
maximal capacity M;. Then derive the potential output amount of s;, say ¢;, in
terms of its success rates p; and success rates of its follow-up stations (i.e.,

(Ht:sre\yposl pt)). By comparing the potential output amount of all stations, the

minimum one is the bottleneck of the line. The determination of maximum output
is shown as following equation:

(/)i = ipi { (HZZS,E‘{/P(N pt) + O(i <H1:S,E\PPOSIQWE‘.“W pt)
i i J
(1- Py,) (HMGL(R”M Pz> }’

J

)

where the index «; equals 1 for s; not on the reworking path; otherwise o; equals 0.
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To determine the input flow of each station, we utilize f; ©) and fi (Rir,r—=k)

represent the input amount of the ith station in the jth line for L ) and L Rir.r=h)

respectively. The input raw materials/WIP processed by the lth station s; should
satisfy the following constraint,

2 r,r— .
ijl (]3, +f]R| k)SM,-, i = 1,2, ..., n + ny. (3)

Constraint (3) ensures that the total amount of input flow entering station s; does
not exceed the maximal capacity M;. The term E (“ +r (R|r,r—k) ) is further

defined as the loading of each station, say w;.

Let x; denote the capacity of each station s;. The capacity x; of each station s, is
a random variable and thus the PN is stochastic, where x; takes possible values
0 =xp<xp<...<xi, =M; fori=1,2,...,n +ny with ¢; denoting number
of possible capacities of s;. Under the state X = (xy,Xa, ..., Xn,1n,), it iS necessary
that x; > w; to guarantee that s; can process the input raw materials/WIP.

5 Performance Evaluation and Decision Making
(Phase III)

Given the demand d, the system reliability R; is the probability that the output
product from the PN is not less than d. Thus, the system reliability is
Pr{XIV(X) > d}, where V(X) is defined as the maximum output under X. Any
minimal vector Y in the set {XIV(X) > d} is claimed to be the minimal capacity
vectors for d. That is, Y is a minimal capacity vector for d if and only if (1)
V(Y) > d and (2) V(Y') < d for any capacity vectors Y’ such that Y’ < Y. Given Y,
Y,, ..., Y}, the set of minimal capacity vectors satisfying demand d, the system
reliability R, is Ry = Pr{UI;:1 BV}, where B, = {X|X>Y,}.

Given two intersectional lines with a common station s.. installed in L;, we have
Ly = {51,582, -+ ySc, -+ 8u, } and Ly = {8y, 418,42 « - -sScs « - 5 Suy+n, }- The mini-
mal capacity vectors for d can be derived by the following steps.

Step 1 Find the maximum output for each path.
O max = min{¢;|i : 5; € L1} and Oy max = min{;|i : s; € Ly }. (4)
Step 2 Find the maximum output of the common station s..
Ocmax = max{(¢.|sc € L1), (¢.|sc € L2)}. (5)

Step 3 Find the demand assignment (d,,d,) satisfying d; + d, = d under con-
straints d; < Of max and ds < O max.
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Step 4 For each demand pair (d;, d>), do the following steps.

4.1. Determine the amount of input materials for each line by

Il = dl/{ (Ht:s,EL(]G) pt) + 5] (Hf:s,EL(]R”k) pl)} and 12
= dz/{ (Hr:s,eL(ZG) p’) + 0 (Hz:x,eL;R”’k) p’) } (6>

4.2. Determine the input flows for each station s;.
(G

];(9 =1 H p; for i such that s; € Lj and
t: stell‘?rior
(R|r,r—k) (R[r,r=k) (7)
i = [J; H p forisuch thats; € L™ .
1 SrE\Pyrior

4.3. Transform input flows into stations’ loading vector W = (w1, wa, ...,
Wes vy Wernz) via

wi= 300 (7 ), ®)

4.4. For each station, find the smallest possible capacity x;. such that
Xie > Wi > Xi(c—1)- Then ¥ = (y1,¥2, -+, ¥c, -+ s Yn,+n,) iS @ minimal
capacity vector for d where y; = x;. for all i.

Step 5 Apply RSDP algorithm to derive the system reliability (Zuo et al. 2007).

6 Example

Given a production system with a common station in the form of AOA diagram
(see Fig. 3). Two intersectional lines, say L; = {s1, 2,53, 54,55, 56,57} and L, =
{ss, 52, 59,510,511,512,513}, are producing products through seven stations. The
success rate and capacity data of each station is given in Table 1. We consider the
PN that has to satisfy the demand d = 240 products per hour, in which output
products are packaged into a box in terms of 24 units. By the proposed algorithm,
three minimal capacity vectors for d = 240 are derived. The derived minimal
capacity vectors are shown in Table 2. In terms of these vectors, we obtain the
system reliability R,49 = 0.91324 by the RSDP algorithm.

The production manager could further evaluate the satisfaction probability for
each demand pair in terms of its corresponding minimal capacity vector. This
probability is denoted as Ry, 4, for each demand pair D = (d,, d). Table 2 shows
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input / units of
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(leather, plastic)

Stitching Process of Footwear Manufacturing System
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Fig. 3 A production system with common station

Table 1 Success rate and capacity probability distribution of stations
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}  of products

output O units

(shoe uppers)

Station Success rate

Capacity Probability Station

Success rate

Capacity Probability

s 0.954
5 0.971
53 0.983
sS4 0.965
S5 0.975
e 0.986
57 0.991

0
60
120
180
240

180
360

30
60
90
120
150
180

80
160

120
240

60
120
180
240

36
72
108
144
180
216

0.001
0.002
0.003
0.006
0.988
0.002
0.005
0.993
0.001
0.001
0.001
0.003
0.003
0.003
0.988
0.002
0.012
0.986
0.003
0.005
0.992
0.003
0.003
0.005
0.008
0.981
0.001
0.001
0.003
0.005
0.010
0.012
0.968

Sg

S9

S10

S11

S12

513

0.961

0.978

0.972

0.975

0.989

0.993

0
60
120
180
240

30
60
90
120
150
180

80
160

120
240

60
120
180
240

36
72
108
144
180
216

0.002
0.003
0.005
0.013
0.977

0.001
0.001
0.001
0.004
0.005
0.010
0.978
0.003
0.015
0.982
0.001
0.002
0.997
0.002
0.002
0.008
0.015
0.973
0.002
0.003
0.005
0.007
0.010
0.010
0.963
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Table 2 Demand pair and corresponding satisfaction probability

Demand pair Minimal capacity vector Satisfaction

(strategy) probability

D, = (96, 144) Y, = (120, 360, 120, 160, 120, 120, 108, 180, 180, 160, Rgs 144 = 0.87189
240, 180, 180)

D, = (120, 120) Y, = (180, 360, 150, 160, 240, 180, 144, 180, 150, 160, R;20,120 = 0.87124
240, 180, 144)

D; = (144, 96) Y5 = (180, 360, 180, 160, 240, 180, 180, 120, 120, 160, Rj44.9¢ = 0.88358
120, 120, 108)

Ry, 4, for different demand pairs. The results indicate that D3 = (144, 96) with
Ry4406 = 0.88358 would be a better strategy to produce products since it has
higher satisfaction probability. Thus, the production manger may decide to pro-
duce 144 pairs of shoe uppers per hour by L; and 96 pairs of shoe uppers per hour
by L2.

7 Conclusion

This paper presents a three-phase procedure to construct and evaluate the per-
formance of production system. We evaluate the probability of demand satisfac-
tion for the production system, where the probability is referred to as the system
reliability. Such a quantitative performance indicator is scientific from the man-
agement perspective. In addition, different demand assignments may result dif-
ferent satisfaction probabilities. A reliable decision making for production strategy
relies on the overall capability analysis.
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Customer Perceptions of Bowing
with Different Trunk Flexions
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Abstract Bowing has traditionally been used to signify politeness and respect.
A chain of restaurants in Taiwan has recently required servers to bow at
a 90° angle to increase the customers’ sense of being honored. Whether bowing at
90° is accepted by most consumers remains to be determined. This study analyzed
100 valid responses by questionnaire to determine consumer feelings regarding
different degrees of trunk flexion when receiving bows. Results show that
respondents typically believe that bowing at 30° was the most satisfactory, fol-
lowed by 45°. Bowing at 45° or 60° causes customers to feel honored, and bowing
at 90° induces the feelings of surprise and novelty but produces the lowest pro-
portions of agreement to the at ease, necessary, and appropriate items. Previous
studies had well validated that, when trunk is flexed to 90°, the posture is harmful
because of the higher spinal loading. The finding of this study can be provided to
the restaurant industry as a reference for service design from the perspective of
server’s health.
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1 Introduction

Traditional service industries place heavy emphasis on service encounters to raise
customer satisfaction (Bitner et al. 1994). Because small service-based businesses
(e.g., restaurants) have low entry requirements and engage in fierce competition,
operators are constantly considering how to surprise and delight customers. In
Eastern cultures, particularly in China and Japan, a greater angle of trunk flexion
while bowing represents greater politeness and respect. A chain of restaurants in
Taiwan has recently required servers to bow at a 90° angle when arriving at and
leaving a table to increase the customers’ sense of being honored, which has been
established as a unique service feature. However, the servers in these restaurants
bow at a 90° angle approximately 500 times a day, frequently using a cervical spine
extension posture to maintain eye contact with customers. The bowing with trunk
flexion 90°, undoubtedly, has been well-recognized as an awkward and harmful
posture to the individual (DeLitto and Rose 1992; Holmes et al. 1992; Chen 1999).

Bowing has traditionally been used to signify politeness and respect. Lai (2009)
indicated that bowing to a greater angle of trunk flexion produces better customer
perceptions (of care and respect), and also indirectly improves service effects.
However, whether bowing at 90° is accepted by most consumers remains to be
determined.

This study therefore used a consumer perception survey to determine the per-
ceptions and feelings of consumers regarding to provide opinions on the optimal
angle of trunk flexion during bows, and also performed a bowing experiment to
examine the differences in spinal curves and trunk muscle activities under five
trunk positions (from upright to 90°).

2 Methods
2.1 The Consumer Perception Survey

This study distributed 122 questionnaires to determine consumer perceptions
regarding different degrees of trunk flexion while bowing. Excluding unreturned
and ineffective questionnaires, 100 valid responses were retrieved for an effective
recovery rate of 82 %. The questionnaire comprised two sections. The first section
surveyed the basic information of the respondents, including gender, age, occu-
pation, salary level, and education level. The second section used different
semantic feeling questions, asking respondents to select the bowing angle, with
which they most agreed from among five angles (0, 30, 45, 60, and 90°). The
content validity of the survey was confirmed using a pilot study and comments
obtained from three marketing experts. In addition, to increase survey validity,
photographs of five types of bows were provided along with the survey during
implementation (Fig. 1).
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0° 30° 45° 60° 90°

Fig. 1 Depictions of five bowing angles provided in the questionnaire

2.2 Survey Reliability

The second portion of this study consisted of an analysis of the reliability of the
consumer questionnaire regarding bowing, as shown in Table 1. Typically,
Cronbach o values less than 0.35 indicate low reliability and require rejection,
whereas o values greater than 0.7 indicate high reliability. The reliability values of
the questions in our survey were all greater than 0.8 (Table 1), indicating high
validity, and showing that agreement among respondents on consumer feelings of
different bowing angles exhibited high internal consistency.

2.3 Survey Criterion-Related Validity

The survey questionnaire used overall satisfaction as a criterion (Question 7) for
performing validity analysis. The Chi-square test indicated that, aside from
Question 6 (novelty), which showed no significant correlation with the criterion
(p > 0.05), the other questions exhibited high correlation with the criterion
(p < 0.001). These results show that, aside from Question 6, all of the questions
could directly explain overall satisfaction.

Table 1 Internal consistency of survey questions in the questionnaire

Questions Cronbach’s o
1. Bowing at this angle makes me feel at ease 0.835
2. I feel that bowing at this angle is necessary 0.828
3. I feel that bowing at this angle is a pleasant surprise 0.837
4. Bowing at this angle makes me feel honored 0.848
5. I feel that bowing at this angle is appropriate 0.826
6. I feel that bowing at this angle is novel 0.862
7. Overall, I am satisfied when receiving a bow at this angle 0.816
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3 Results and Discussion
3.1 Basic Sample Information of Survey

Of the 100 respondents in this study, men and women each constituted approxi-
mately half. 58 % of respondents were single. 27 % of the respondents ranged
between 21 and 25 years of age, and 20 % ranged between 26 and 30 years of age.
Half (50 %) of the respondents had an undergraduate degree. Approximately one-
third were employed in manufacturing industry, and 27 % were students. 31 % of
respondents had monthly incomes of ranged between NT$ 30,000 and 40,000.

3.2 Consumer Feelings Regarding Different Bowing Angles

Respondents were asked to select the angle with which they most agreed from five
bowing angles to determine consumer feelings toward different bowing angles; the
results are shown in Table 2. Most of the respondents considered that bowing at
90° gave them feelings of pleasant surprise and novelty (55 and 79 %). However,
45 and 60° achieved the effect of making consumers feel honored (60 %), which is
twice the proportion of the 90° bows (30 %). In summary, although 90° bows are
most capable causing people to feel pleasant surprise and novelty, 65 % of the
respondents were most satisfied with bowing angles of 30 and 45°, significantly
greater than the 20 % that most preferred 90°. In particular, respondents consid-
ered that bowing at 30° caused consumers to feel at ease (49 %), and were nec-
essary (63 %) and appropriate (47 %). If the frequencies for bowing at 45° were
added, then the proportions for the at ease, necessary, and appropriate items would
subsequently be 67, 70, and 72 %, respectively, presenting an overall satisfaction
of 75 %. In contrast, for the at ease, necessary, and appropriate items, bowing at
90° received the lowest proportion of agreement, with only 5, 1, and 3 %,
respectively. The famous insurance saleswoman Shibata Kazuko, who was ranked

Table 2 Frequency distribution for consumers expressing agree the most for different bowing
angles

Questions Agree the most
0° 30° 45° 60° 90°

49 18 24 5
63 17 19 1

8 14 23 55
10 21 39 30
47 25 25 3

3 6 12 79
35 30 15 20

. Bowing at this angle makes me feel at ease

. I feel that bowing at this angle is necessary

. I feel that bowing at this angle is a pleasant surprise

. Bowing at this angle makes me feel honored

. I feel that bowing at this angle is appropriate

. I feel that bowing at this angle is novel

. Overall, I am satisfied when receiving a bow at this angle
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first in the Japanese insurance industry for 30 straight years, insisted on bowing no
more than 45° even in Japan, a society renowned for expressing politeness through
90° bows to maintain a feeling of appropriateness between both parties (Lai and
Lin 2012); this is consistent with the results of our study.

3.3 Cross-Analysis of Respondent Traits and Bowing Angles

To determine whether respondents’ traits influenced their views of different bowing
angles, we used the Chi-square test to analyze the agree the most questions. The
results showed that gender did not influence respondents’ feelings of different
bowing angles (p > 0.05). Marital status and age had significant influences on the at
ease, necessary, appropriate, and overall satisfied items (all p < 0.05). In general,
married respondents were more satisfied with bowing angles of 60°, and unmarried
respondents preferred 30°. Respondents over the age of 31 mostly preferred 60 and
90° bowing angles, and those under 30 mostly preferred 30°. The results for marital
status may imply age factors. The level of education influenced at ease, appropriate,
and overall satisfaction (all p < 0.05). Respondents with a junior high school
education or lower were more satisfied with 60°, and those with a higher level of
education preferred 30°. The pleasant surprise, honor, and novelty items were not
influenced by respondent traits. Most respondents selected 60° and 90° for these
items, demonstrating that restaurant operators who use standardized 90° bowing
angles as a form of marketing can achieve the effects of attracting customers, and
creating an atmosphere of surprise and amazement. However, whether or not this
bowing design satisfies customers remains to be discussed. In summary, whether
male or female, the well-educated unmarried younger group tended to be more
accepting of smaller bowing angles (e.g., 30°); respondents in other groups tended
to prefer greater bowing angles (e.g., 60 or 90°).

The posture bowing at 90° would cause the lumbar spine to bend to its limi-
tation and this ‘bow-out’ posture of the back would increase the stretch on the
posterior elements of the lumbar spine and thereby raise the stress on these
structures (Lee and Chen 2000). That is, the lower back ES muscles become silent
or inactive and the forward bending moment is counteracted by the passive tension
of the muscles as well as the shorter lever arms between the discs and the posterior
spinal ligaments (DeLitto and Rose 1992; Holmes et al. 1992). This posture
undoubtedly would result in higher lower back loading.

4 Conclusion

If service industry operators endeavor to provide customers with a sense of
honored, bowing at 45 or 60° angles yields optimal effects. In contrast, bowing at
90° has the greatest capacity to evoke pleasant surprise and novelty. Respondents
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were most satisfied with a bowing angle of 30°, followed by 45°. Results show that
bowing at 90° received the smallest proportion of agreement for the at ease,
necessary, and appropriate items. Moreover, this harmful and awkward posture
would injure server’s spine, especially when daily repetitive bowings. The results
of this study can provide a trade-off consideration for service operators in
designing service encounters.
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A Pilot Study Determining Optimal
Protruding Node Length of Bicycle Seats
Using Subjective Ratings

Yi-Lang Chen, Yi-Nan Liu and Che-Feng Cheng

Abstract This study preliminarily investigated the subjective discomfort and
riding stability by requiring ten participants to ride straight-handles bicycles
equipped with five seat-protruding node lengths (PNLs, 0—12 cm, in increments of
3 cm) of seats for 20 min. Results indicated that seat PNL caused differences in
the participants’ subjective discomfort and stability scores. The various PNLs had
significantly positive (r = 0.910, p < 0.01) and negative (r = —0.904, p < 0.05)
correlations to the subjective discomfort rating for the perineum and ischial
tuberosity, respectively. However, various PNLs did not affect riding stability
during cycling. The findings of this study suggest that a 6 cm PNL is the optimal
reference for bicycle seat designs.

Keywords Protruding node lengths (PNL) - Posture analysis « Subjective ratings

1 Introduction

Previous studies have primarily focused on riding efficiency, bicycle types, and
frame size. In recent years, the focus of bicycle-related research has gradually
shifted to seat (or saddle) design (Groenendijk et al. 1992; Bressel et al. 2009).
During cycling, the contact between the seat and the buttocks is the critical cause
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of discomfort and pain. Groenendijk et al. (1992) showed that the pressure dis-
tribution on the seat demands that pads support the pelvic bones. Richmond (1994)
noted that handlebars that are set too low can also induce compression neuropathy
and certain overuse symptoms. Nakamura et al. (1995) examined four long-period
and long-distance bicycle-commuting Japanese male students and found that a
nodule had developed near each of their coccygeal regions and the shape corre-
sponded to the saddle of the bicycle.

Previous studies on bicycle seats mainly focused on analyzing traditional seats
with a protruding node length (PNL; Bressel and Cronin 2005; Bressel et al. 2007)
or analyzed seat pressure distribution for various commercial seats (Bressel et al.
2009). In summary, the most obvious difference in bicycle seats is whether they
feature protruding nodes. Whether a bicycle seat has a protruding node signifi-
cantly influences the rider’s comfort when cycling. Traditional seats with a longer
protruding node provide riding stability (Bressel et al. 2009). However, they
increase the pressure on the perineal/groin regions. Non-protruding node seats can
minimize pressure to the anterior perineum (Lowe et al. 2004), but they may also
increase the risk of falling injuries if stability is compromised. Therefore, an
appropriate PNL design is critical.

In this study, we hypothesized that an optimal PNL may exist between the
traditional and non-PNL seats and can properly maintain a degree of body sta-
bility, reduce discomfort in the perineal region. We collected data on the riders’
subjective discomfort ratings and riding stability after the participants had ridden a
straight-handles bicycle for 20 min under five PNL conditions to identify the
optimal PNL.

2 Methods
2.1 Participants

Ten male university students participated in this study. Their mean (SD) age was
22.8 (1.7) years, and the ages ranged from 21 to 26 years. Their mean (SD) height
and weight were 171.6 (8.3) cm and 65.5 (6.3) kg, respectively. None of the
participants had any history of musculoskeletal injury or pain and maintained good
exercise habits, physical stamina, and bicycling habits. The participants were
informed of the test procedures and were paid for their participation.

2.2 Experimental Bicycle Seats and Handles

Five of the bicycle seat types used in this study were made by a bicycle manu-
facturer (original type no: 6091010, Giant, Taichung, Taiwan). Except for PNL, all
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Increments of 3 cm

Fig. 1 Schematic diagram of the five types of PNL seat cushions used in this study

other seat design factors remained unchanged (e.g., shape, material, and structure).
The width of the seats was the commercially adopted 16 cm (Bressel and Cronin
2005), and the length of the seat-protruding nose ranged from 0 to 12 cm, and each
3 cm interval was established as a level, as shown in Fig. 1. We referenced the
study of Chen and Yu (2012) and selected the straight-handles as the handle
design, which was the most frequently used in Chen and Yu’s survey in Taiwan.

2.3 Subjective Discomfort and Stability Rating

This study modified the scale by Bressel et al. (2009) for the subjective discomfort
of various body parts and cycling stability ratings. The subjective assessments
were performed using a continuous visual analogue scale (Bressel et al. 2009). The
scale was 10 cm in length and was modeled after comfort scales modified by this
study form Mundermann et al. (2002). The left end of the scale was labeled no
discomfort at all and the right end was labeled extreme discomfort. The levels of
discomfort experienced in each cyclist’s wrist, neck, lower back, perineum, and
ischial tuberosity was rated. Regarding cycling stability, the scale correspondingly
ranged from not unstable at all to most unstable seat imaginable. After the par-
ticipants rode a bicycle for 20 min, they were immediately asked to rate the
discomfort and stability scores.

2.4 Experimental Design and Procedure

The 10 participants simulated cycling for 20 min under 5 seat PNLs [0, 3, 6, 9, and
12 cm]). During the final minute, their cycling posture was randomly recorded. At
the end of each ride, the subjective discomfort for various body parts and stability
rating scores were immediately self-reported by the participants. The order of
implementation for the various bicycle setup combinations was random.



274 Y.-L. Chen et al.

The participants were required to wear cycling shirts. Prior to the experiment,
the participants had to warm up for 5 min to acclimate to the 120-W impedance
setting and the 15 + 5 km/h pedaling speed. Each participant adjusted the seat to
the most comfortable height and the seat height was set at 100 % of the tro-
chanteric leg length. To prevent effects from fatigue, the participants had a
maximum of two tests per day with a minimum of 2 h intervals between each test.

2.5 Statistical Analysis

This study used SPSS 17.0 statistical software for the statistical analyses. The
statistical significance level was set at 0.05, and each participant was considered a
block. One-way analysis of variance (ANOVA) was performed to clarify the
effects of the PNL variable on subjective discomfort rating and stability scores,
and Duncan’s Multiple-range test (Duncan’s MRT) was conducted for post hoc
comparisons. In addition, a Pearson product-moment correlation was used to
explore the PNL and subjective discomfort rating values.

3 Results

Results of one-way ANOVA show that the PNL significantly influenced only the
subjective discomfort scores of the perineum (p < 0.01) and the ischial tuberosity
(p < 0.05), and did not affect the other body parts, as shown in Table 1. The
shorter PNL that was used indicated a lower score of discomfort for the perineum,
but a higher score of discomfort for the ischial tuberosity. The results also showed
that the PNL had significantly positive and negative correlations to the discomfort
scores of the perineum (r = 0.910, p < 0.01) and ischial tuberosity (r = 0.904,
p < 0.05), respectively. Regarding riding stability, the participants felt no differ-
ence existing among these 5 PNL conditions (p > 0.05, as shown in Table 1).

4 Discussion

Previous studies have not conducted systematic research on the PNLs of bicycle
seats. This study collected the subjective rating values for various PNL conditions
to determine the optimal PNL. Varied PNLs affected the trade-off discomfort
between the perineum and ischial tuberosity regions. Because the riding stability
was not significantly affected by PNL variable, we recommend that the 6 cm PNL
be referenced as the optimal seat design.

The results indicated that various PNLs significantly influenced the discomfort
level for the perineum and ischial tuberosity, but had no effect on the other body
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Table 1 ANOVA and Duncan MRT for the PNL’s effect on subjective discomfort and stability

Variables N DF F p value PNL (cm)b Mean (SD)* Duncan groups
Discomfort on
Neck/shoulders 50 4 1.2 0.446 - - -
Wrist 50 4 1.0 0430 - - -
Lower back 50 4 0.8 0.538 - - -
Perineum 50 4 3.1 p<0.05 0 393 (2.02) A
3 4.04 2.17) A
6 4.17 (1.97) A
9 470 (2.33) B
12 497 (2.18) B
Ischial tuberosity 50 4 3.6 p<0.01 0 5.12 2.01) A
3 4.60 (1.86) B
6 433(194) B
9 4.10(1.90) B
12 3.69 (1.77) C
Stability 50 4 3.6 0284 0 350 (2.04) A
3 332 (196) A
6 3.18 (1.84) A
9 2.89 (1.90) A
12 293 (1.77) A

% subjective scores
° protruding node length

parts (as shown in Table 1). Figure 2 shows that the discomfort scores for the
perineum and ischial tuberosity had positive (r = 0.910, p < 0.01) and negative
(r = —0.904, p < 0.05) correlations with the PNL, respectively. In other words,
the traditional seat (PNL = 12 cm) and non-PNL seat may generate greater
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Fig. 2 Perineum and ischial tuberosity discomfort ratings when applying various PNLs
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discomfort in the perineum and ischial tuberosity, respectively. When PNL is
equal to 6 cm, the cyclists may subjectively perceive the less discomforts of both
the perineum and ischial tuberosity regions. Figure 2 also shows that the sums of
the discomfort scores for these two body regions remained nearly unchangeable.
How discomfort can be appropriately distributed between the perineum and ischial
tuberosity regions may depend on the PNL.

In the analysis, the participants felt no difference in riding stability. This may be
the bicycling with straight-handles that used in this study. Chen and Yu (2012)
found that the handles height would influence the trunk flexion during cycling.
In other words, lower handles would lead more trunk forward flexion. Chen and
Yu found a difference of 30° when cycling with straight-handles compared to that
with drop-handles. Whether a more inclined trunk position would cause the
cycling more unstably merits further clarification.

Considering both discomfort on the perineum/ischial tuberosity and perceived
stability, this study suggests that 6 cm PNLs should be used as a reference for
bicycle seat designs, especially for straight-handles bike. However, this PNL seat
should be further validated in actual road cycling and evaluated by pressure
distribution on the seat.

5 Conclusion

No previous study has systematically examined the effects of PNL on body dis-
comfort and cycling stability. This study collected data on the subjective rating
values at various PNL conditions. The results showed that, when PNL = 6 cm, the
discomfort between the perineum and ischial tuberosity regions achieved a more
favorable distribution, subsequently providing a sufficient degree of stability for
the rider. The finding can be served as a reference for bicycle seat design.
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Variable Neighborhood Search with Path-
Relinking for the Capacitated Location
Routing Problem

Meilinda F. N. Maghfiroh, A. A. N. Perwira Redi
and Vincent F. Yu

Abstract The Location Routing Problem (LRP) integrates strategic decisions
(facility location) and tactical decisions (vehicle routing) aimed at minimizing the
total cost associated with location opening cost and routing cost. It belongs to the
class of NP-hard problems. In this study, we present a variable neighborhood search
with path-relinking (VNSPR) for solving the CLRP. The path-relinking procedure is
integrated into the variable neighborhood search (VNS) framework. We tested our
heuristic approach on three well-know CLRP data sets and the results were compared
with those reported in the literature. Computational results indicate that the proposed
VNSPR heuristic is competitive with existing approaches for the CLRP.

Keywords Location routing problem - Variable neighborhood search - Path-
relinking

1 Introduction

The Location Routing Problem (LRP) integrates strategic decisions (facility
location), and tactical decisions (vehicle routing). This problem involves finding
the optimal number and locations of the depots and simultaneously allocating
customers to the depot and determining the routes to visit all customers. This
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problem belongs to the class of NP-hard problems since it combines two difficult
sub-problems: the facility location problem (FLP) and the vehicle routing problem
(VRP), where both are shown to be NP-hard (Lenstra and Kan 1981). In recent
years, the attention given to the location routing problem has increased due to the
interdependency of facility location problem and vehicle routing problem.

The LRP with capacity constraints on both depots and routes is called capac-
itated LRP (CLRP). This study focuses on solving the CLRP to minimize the total
cost associated with depot opening cost, vehicle fixed cost and total travelling cost.
The CLRP can be stated as follows. Given a graph G = (V, E) where V and
E represent the set of vertices and the set of edges of the graph, respectively.
V consists of a subset I of m potential depot sites and a subset J = V\I of n cus-
tomers. E contains edges connecting each pair of nodes in V. Associated with each
edge (i, j) €E is a travelling cost c;. Each depot site i€l has a capacity W; and
opening cost O;. Each customer jeJ has a demand d; which must be fulfilled by a
single vehicle. A set K of vehicles with capacity Q is available. Each vehicle used
by depot i incurs a depot dependent fixed cost F; and performs a single route.

Many researchers have tried to solve CLRP using various solution methods in
order to solve them. Laporte and Nobert (1981) proposed an exact algorithm for a
single facility fixed fleet size LRP without tour length restrictions. They formulated
the problem as an integer linear program and solved it by first relaxing integrality
constraints and using a branch and bound technique to achieve integrality. Tuzun
and Burke (1999) developed a two-phase tabu search (TS) for the LRP with
capacitated routes and uncapacitated depots. The two phases of their TS algorithm
are dedicated to vehicle routing problem and depot location decision. The algorithm
iteratively adds a depot to the current solution until the solution degrades.

Prins et al. (2006) solved the CLRP with capacitated depots and routes by
combining greedy randomized adaptive search procedure (GRASP) with a learn-
ing process and a path-relinking mechanism. Furthermore, Barreto et al. (2007)
developed a class of three-phase heuristics based on clustering techniques. Clusters
of customers fitting vehicle capacity are formed in the first phase. A travelling
salesman problem (TSP) is solved for each cluster in the second phase. Finally in
the third phase, the depots to be opened were determined by solving a facility
location problem, where the TSP cycles were combined to form super nodes.

Yu et al. (2010) proposed an SALRP heuristic for the CLRP based on the
popular simulated annealing heuristic. The proposed SALRP heuristic is tested on
three sets of well-known benchmark instances and the results are compared with
other heuristics in the literature. The computational study indicates that the
SALRP heuristic is competitive with other well-known algorithms.

Escobar et al. (2013) proposed a two phase hybrid heuristic algorithm for the
CLRP. The two phases are a construction phase and an improvement phase using a
modified granular tabu search. Most recently, Ting and Chen (2013) developed a
multiple ant colony optimization algorithm (MACO) for the CLRP. They
decomposed the problem into a facility location problem and a multiple depot
vehicle routing problem (MDVRP) where the second problem is treated as a sub-
problem within the first problem.
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Following the idea of variable neighborhood search (VNS) by systematically
changing search neighborhood, this study proposed a variable neighborhood
search with path-relinking (VNSPR) which combines with VNS path-relinking
(PR) as a post optimization procedure after performing VNS algorithm. The
proposed method was tested on a large number of instances and the results were
compared with those reported in the literature. The rest of this study is organized
as follows. Section 2 presents details of the proposed VNSPR. Section 3 discusses
the computational results. Finally, Sect. 4 draws conclusions.

2 VNSPR Framework

In this section, the detail proposed VNSPR will be discussed. To avoid or at least
alleviate the solution being trapped in the first local optimum found, the variable
neighborhood search heuristic changes neighbourhood during the search process.
Starting from an incumbent solution the VNS searches within a finite sequence of
neighborhoods where the successive neighborhoods are explored using a local
search algorithm. To enhance the performance of the VNS, our hybrid meta-heuristic
includes VND as the local search component and uses PR as diversification strategy.
Figure 1 illustrates the components and the general structure of the proposed
VNSPR.

’ Generate Initial Solution ‘

[

Terminate? Final Solution

A 4

Perform Shaking

Replace Solution Perform Local

y Search

Pool of Elite Target
Solution

Select target solution [«

v

Apply Path
Relinking

PR

Fig. 1 VNSPR framework
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The proposed VNSPR uses five parameters kyqx, Npon-improving> 1> EX, and I,
I;;., denotes the maximum number of iterations for the search procedure. k,,,, is the
maximum number of pre-selected neighborhood structures, while m is the selected
modulus number. The number of elite solutions to be put in the pool as target
solutions is equal to EX. Finally, N,u-improving 15 the maximum allowable number
of iterations during which the best objective function value is not improved.

The current solution and objective value are set to be X and obj(X) respectively.
Set the k value to be 1. The neighborhood will change depending on the value of
k. At each iteration the next solution Y is obtained after the shaking phase. Then, Y’
will be generated based on the local search result. The objective function is then
evaluated. If obj(Y") < obj(X), then the current solution X will be replaced by Y’
and the value of k remains the same. Otherwise, set k = k 4+ 1 and the neigh-
borhood will be changed based on the neighborhood sequence. This procedure is
repeated until k = k4. Xpesr Will record the best solution found so far. To avoid
being trapped at a local optimum, the current solution will be replaced with the
best solution if k modulus m is equal to zero.

Further, the PR explores the path between a local optimum X obtained by VNS
and an elite solution X’ randomly chosen from EX. The PR uses a forward strategy
to transform the initial solution X into the guiding solution X’ by repairing from left
to right the broken pairs in X, resulting in a path with non-increasing distance from
X to X'.X'. The procedure looks for a node i with different positions in X and X'.
Then node i exchanges positions with the node at the same position in X’ to repair
the difference. The best solution chosen will be a solution with
arg minycgy obj(X)among the EX.

2.1 Initial Solution and Solution Representation

For solving the LRP problem, the initial solution is constructed randomly. The first
position of the solution is the first selected open depot followed by the customers
on the first route, customer on the second route and so forth. When all customers
already assigned to the first depot, then the second depot will be selected and
added into the solution representation. This whole process in continued until all
customers are assigned in a depot. Finally, the closed depot is appended to the
solution.

2.2 Neighborhood Structures

The proposed VNSPR algorithm incorporates five neighborhood structures to
explore different possibilities of depot locations and to improve customer
assignments to each depot. The detail of the neighborhoods used in this algorithm
is present in Table 1. The two neighborhoods N; and N, correspond to insertion
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Neighborhood

Table 1 Neighborhood N Kk
structures
N, 1-4
N, 5-8
N; 9-12
Ny 13-16
Ns 17-20

Random insertion
Random swap
2-opt
CROSS-exchange
iCROSS-exchange

and swap moves respectively. The classical 2-opt operator used in standard routing
problem is a special case of our neighborhood N3. The 2-opt procedure is done by
replacing two node disjoint arcs by two other arcs. Another two neighborhoods
applied are based on Taillard et al. (1997) whose proposed a neighborhood called
CROSS-exchange. The main idea of this exchange is to take two segments of
different routes and exchange them. The extension of CROSS-exchange called
iCROSS-exchange is introduced by Braysy (2003). In this neighborhood, the

sequences of the segment get inverted (Fig. 2).

The insertion (N;) and swap (N,) operations have several possibilities.

1. If i and j is both a customers, the customer i is reassigned to the depot that
serves customer j. For swap operation, this possibility is worked in vice versa.

2. In the insertion operation, if the i and j is both a depots, the depot i will be
closed and its customers will be assigned to the depot before depot i.

3. For swap operation, the depot i will be closed if depot j is closed before and
depot i will be servicing depot j’s customers and vice versa. This neighborhood
will reassign the route from one to another depot. Thus, it can help to evaluate
the savings occurred from the depot capacity, travel route and fixed cost.

® Close Depot

O Open Depot
Customer

—— Vehicle Route
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Fig. 2 An illustration of solution representation
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2.3 Local Search

We choose neighborhoods by implementing the sequential deterministic order of
neighborhoods within VND method. We call it sequential because the neighbor-
hood structures are explored one by one in the given order. The algorithm goes to a
neighborhood N, unless it falls on a local optimum with respect to the neigh-
borhood N,. Otherwise, it is returned to the first one N;. The effectiveness of VND is
related to the order of neighborhoods considered and the order the solutions in each
neighborhood are explored. To maintain the solution and computational time, the
neighborhoods used for VND are limited to insertion (N;) and swap (V,) operation.

2.4 Post Optimization: Path Relinking

In order to intensification and divers the solution, path relinking (PR) algorithm is
adopted. VNS with PR will maintains a pool of elite solutions EX generated using
VNS. Each solution produce after local search is checked for inclusion in EX. This
EX will be used as the initiating or guiding solutions. In this hybrid method the PR
operator explores the paths between a local optimum obtained by VNS and a
solution randomly chosen from EX.

The path from X to X’ is then guided by the Hamming distance A, equal to the
number of differences between the nodes at the same position in X and X/, i.e.,

A(X,X,) = Zi:l,\x\ Xi # X/i.

3 Computational Result

In this section, we present the results of our computational experiments with the
VNSPR described in previous section. The proposed VNSPR algorithm is coded in
C++ Visual Studio 2008 and runs on a PC with a Dual Core (1.83 Ghz) processor
and 2 GB RAM, under the Windows XP operating system. For the purpose of
verification, VNSPR is applied to the benchmark instances used were designed by
Barreto (2004). The proposed algorithm has been compared with three latest
heuristic proposed to solve CLRP: SALRP (Yu et al. 2010), Modified Ant Colony
Algorithm (MACO) (Ting and Chen 2013), and Two Phase Hybrid Heuristic (HH)
(Escobar et al. 2013) (see Table 2).

Compared with the best know solutions, from 19 instances of this data set, the
proposed VNSPR obtains 13 best solutions. The gap between the solution is vary
from 0.00 to 1.60 % with average gap is 0.33 %. Compared with others algorithm,
the result of VNSPR is competitive enough. The relative average gap of VNSPR is
better than SALRP (0.43 %) and HH (0.78 %). In term of total number of BKS
obtained, VNSPR result is outperforms MACO (12 BKS) and HH (7 BKS).
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Table 2 Solutions cost for Prins et al.’s instances

Prob. ID n m BKS SALRP MACO HH VNSPR
Cost Gap Cost Gap Cost Gap Cost Gap
(%) (%) (%) (%)
B1 21 5 4249 424.9 0.00 4249 0.00 4249 0.00 4249  0.00
B2 22 5 5851 585.1 0.00 585.1 0.00 585.1 0.00 585.1  0.00
B3 29 5 5121 512.1 0.00 512.1 0.00 512.1 0.00 s512.1  0.00
B4 32 5 5622 562.2 0.00 562.22 0.00 5622 0.00 5622  0.00
B5 32 5 5043 504.3 0.00 504.3 0.00 5043 0.00 5043  0.00
B6 36 5 4604 460.4 0.00 460.4 0.00 4604 0.00 4604  0.00
B7 50 5 5656 565.6 0.00 565.6 0.00 5804 2.62 565.6 0.00
B8 75 10 8444 848 0.43 844.88 0.06 8489 0.53 8444  0.00
B9 100 10 8334 838.3 0.59 836.75 040 838.6 0.62 83343 0.00
B10 12 2 204 204 0.00 204 0.00 - - 204 0.00
B11 55 15 11121 1112.8 0.06 1112.58 0.04 - - 1112.1  0.00
B12 8 7 16225 16225 0.00 1623.14 0.04 - - 1632.7 0.63
B13 318 4 557275 563493 1.12 560210.8 0.53 - - 559224 0.35
B14 318 4 670119 684164 2.10 6701185 0.00 — - 678689 1.28
BI15 27 5 3062 3062 0.00 3062 0.00 3062  0.00 3062 0.00
B16 134 8 5709 5709 0.00 5709 0.00 5890.6 3.18 57759 1.17
B17 88 8 3558 355.8 0.00 355.8 0.00 362 1.74 3558  0.00
BI18 150 10 439199 451094 271 44131.02 0.48 44579 1.50 44314 0.90
B19 117 14 12290.3 124345 1.17 1235591 0.53 - - 12536  2.00
Average 0.43 0.11 0.78 0.33

4 Conclusions

In this study, both the location decision and routing problem in the LRP are tackled
together. We propose a hybrid method, called variable neighborhood search with
path-relinking, for the CLRP. The algorithm was tested on Barreto’s instances to
verify its performance. Computational results indicate the effectiveness and effi-
ciency of the proposed algorithm. The proposed VNSPR is competitive with
existing state-of-the-art algorithms in solving CLRP. Moreover, the relative per-
centage gap between best known solutions and the solutions obtained by the
proposed VNSPR is relatively small, which shows the robustness of the algorithm.
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Improving Optimization of Tool Path
Planning in 5-Axis Flank Milling
by Integrating Statistical Techniques

Chih-Hsing Chu and Chi-Lung Kuo

Abstract Optimization of the tool path planning in 5-axis flank milling of ruled
surfaces involves search in an extremely high-dimensional solution space. The
solutions obtained in previous studies suffer from lengthy computational time and
suboptimal results. This paper proposes an optimization scheme by integrating
statistical techniques to overcome these problems. The scheme first identified
significant factors in the tool path planning that influence the machining error of a
machined surface by a first sampling plan. We then conducted a series of simulation
experiments designed by the two-level fractional factorial method to generate
experimental data with various settings. A regression model was constructed with
Response Surface Methodology (RSM) that approximates the machining error in
terms of those identified factors. This simplified model accelerates estimation of the
objective function, computed as a black-box function in previous studies, with less
computation. Test results show that the proposed scheme outperforms PSO in both
the computational efficiency and the solution quality.

Keywords 5-axis machining - Response surface methodology - Optimization

1 Introduction

With two rotational degrees of freedom in tool motion, 5-axis machining provides
higher productivity and better shaping capability compared to traditional 3-axis
machining. The 5-axis machining operation is categorized into two types: end
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milling and flank milling. Tool path planning is a critical task in both milling
operations, with avoidance of tool collision and machining error control as two
major concerns (Rehsteiner 1993). To produce a machined surface exactly the same
as its design specifications using a cylindrical cutter is highly difficult in 5-axis
flank milling. The cutter cannot make a contact with a surface ruling without
inducing overcut or undercut around the ruling due to local non-developability of a
ruled surface (Chu and Chen 2006), except simple geometries like cylindrical and
conical surfaces. A common method used in industry is to let the cutter follow the
surface rulings, although extensive machining errors often occur on twisted sur-
faces (Tsay and Her 2001).

Previous studies (Chu et al. 2011; Hsieh and Chu 2011) have shown that the
machining error can be effectively reduced through optimization of tool path
planning in a global manner. Such an optimization approach works as a systematic
mechanism for precise control of machining error. Wu and Chu (2008) trans-
formed tool path planning in 5-axis flank milling into a curve matching problem
and applied dynamic programming to solve for an optimal matching with the error
of the machined surface as an objective function in the optimization. They solved
the similar curve matching problem with Ant Colony Systems algorithm to reduce
the lengthy time required by the dynamic programming approach. They allowed
the cutter to freely make contact with the surface to be machined, rather than
moving among pre-defined surface points in previous works. However, the PSO
based search in the previous works (Hsieh and Chu 2011; Hsieh et al. 2013) suffers
from unsatisfactory quality of sub-optimal solutions due to excessive nonlinearity
inherited in the machining error estimation and high-dimensional solution space.
The solutions obtained by PSO easily get trapped in local optima and are thus very
far from global optima. The computational time in these works was lengthy,
reducing the practicality of industrial applications. This study attempts to over-
come these problems with an approximate optimization scheme that integrates
various statistical techniques in the tool path planning. The scheme first identified
significant factors that influence the machining error of a machined surface. We
then conducted a series of simulation experiments designed by the two-level
fractional factorial method to generate experimental data with various settings.
A regression model was constructed with Response Surface Methodology (RSM)
that approximates the machining error in terms of those identified factors. This
simplified model accelerates estimation of the objective function with fewer
computations compared to previous studies. Test results show that the proposed
scheme outperforms PSO in both computational efficiency and solution quality.

2 Preliminaries

There are numerous variables in the tool path planning for 5-axis flank milling of a
ruled surface. As illustrated in Table 1, some variables determine the precision of
CNC machines and the others control the tool position at a cutter location.
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Table 1 Possible factors in tool path planning for 5-axis flank milling

Factor Notation
Number of error measuring points in the u direction Uy
Number of error measuring points in the v direction VN
Tool radius TR
Tool cutting length Tt
Number of cutter locations in a tool path NCL
Number of linear interpolation between two cutter locations TV
Distance along the tangent direction on the first boundary curve NV
Distance along the normal direction on the first boundary curve TY
Distance along the bi-normal direction on the first boundary curve BY
Distance along the tangent direction on the second boundary curve NE
Distance along the normal direction on the second boundary curve Tt
Distance along the bi-normal direction on the second boundary curve Bt

The moving tri-hedron of the surface on two boundary curves is used to position a
cylindrical cutter. Three parameters along the directions of the tangent, surface
normal, and bi-normal specify the center point of each cutter end (see Fig. 1). We
then categorize the parameters listed in Table 1 into two groups: normal factors
and block factors. For example, users need to specify UV, VN, TR, L NCE TN TU
in a CNC machining operation and thus they are not variables to be optimized.
We only need to consider TV, NV, BV, T*, N', B in determining a cutter location.

The objective function used in optimization of tool path planning is the geo-
metric error on the machined shape with respect to the design surface. Exact
estimation of the machined geometry has no close-form solutions and involves
highly non-linear equations. Most CNC tool path planning methods perform the
error estimation approximately estimated with the z-buffer method. The estimation
procedure consists of four steps as shown in Fig. 2. The design surface is sampled in
a discrete manner. At each sampling point, two straight lines are extended along the
positive and negative normal directions with a distance of the cutter radius. The
lengths of these lines will get updated after the cutter sweeps across them along a
given tool path. We approximate the tool swept surface by generating a finite

Fig. 1 Positioning a tool
with the moving tri-hedron at
a cutter location
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Step Illustration

Sample points from the design surface

Create straight lines on each point

Intersect the lines with the cutter

Calculatethe machining error P LTI Y

Fig. 2 Approximate estimation of the machining error (Chu et al. 2011)

number of tool positions interpolated by two consecutive cutter locations. The next
step is to intersect the lines with the peripheral surface of the cutter. The machining
error is calculated as the sum of the lengths of the trimmed straight lines.

Previous studies (Hsieh and Chu 2011; Hsieh et al. 2013) reduced the
machining error through optimization of the tool path planning based on PSO.
Greedy approaches can only find sub-optimal solutions in the optimization, as
interactions exist between cutter locations, i.e. cutter locations with minimized
errors at an early stage may induce larger errors at later cutter locations. For
machining complex geometries, a tool path normally consists of hundreds of cutter
locations. Each cutter location contains 6 parameters to be specified when the
moving tri-hedron is used for positioning the tool axis. PSO-based search suffers
from several difficulties. Estimation of the machining error involves highly non-
linear computation and has no closed-form solutions. This results in lengthy
computational time in the optimization. The PSO-based search can quickly con-
verge in local sub-optimal solutions in a high-dimensional solution space and thus
produces unsatisfactory solution quality. This study proposes to solve the above
mentioned difficulties by integrating statistical techniques.

3 Optimization Scheme

Optimization of tool path planning for 5-axis flank milling with the machining
error as an objective function can be written as:

NE—1
Min E,‘
2 0
E=e(r/, 7Y, ,N/,N' ,B",BY ) i=0,1,...,.NF—1
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The machining error is the summation of the errors produced by each tool
motion between two consecutive cutter locations. We then examined whether the
6 normal factors in Eq. (1) are significant ones using ANOVA techniques. A 2°~*
sampling plan was carried out to identify significant factors. In this plan, 2 means
the number of levels of each factor investigated, 9 is the total number of factors,
and 4 describes the size of the fraction of the full factorial used. This sampling
design was chosen mainly because it has the minimum number of experiments in a
resolution IV design. Based on the effect hierarchy principle, lower-order effects
are more likely to be important than higher-order effects. A lower-resolution
design has defining words of short length, which imply aliasing of low-order
effects. Resolution R implies that no effect involving I factors is aliased with
effects involving less than R-I factors (Wu and Hamada 2009). The p-values the
2°~* sampling imply that TV, NV, BV, T NL, B are all significant factors. RSM is
a strategy to achieve this goal that involves experimentation, modeling, data
analysis, and optimization (Box and Wilson 1951). RSM-based optimization
normally consists of two steps: response surface design and optimization. The
response surface design constructs approximate functions for the independent
variables and the response variable by systematically exploring the relationships
between these two variables. RSM usually employs low-order polynomial
approximation such as first-order regression models. Second-order or even higher-
order polynomials can be used when the relationships to be investigated show the
existence of a curvature. We applied least squares estimation to fit an approximate
model and examined significance of the independent variables by regression
analysis. The approximate model of the objective function is expressed as:

NCL—1 NCL—1 r NCL—1 r
DEIR B+ 3> BuXut (0=1) 3 > KX+ (n
i=0 j=1 k=1 j=1 k=1
r N%—1
=D D > BuXaX + e )
i<k k=1 j=1

where X;, X; are significant factors, f3; are constants to be determined by RSM, and
k is the number of significant factors. A second sampling plan was conducted to
construct the above model based on RSM. The plan was designed by 5°~!
experiments. The upper- and lower-bounds of each factor were determined based
on our previous study (Hsieh et al. 2013). A dicotomic search was applied to adjust
individual parameter setting within the range. The final parameter settings are
shown in Table 2. Constructing the RSM-model is equivalent to determining the f;
values from the experimental data generated from the 5°' sampling. Once the
model had been constructed, the Steepest Descent method was applied to find its
optimal solutions. The similar approximate model can be used as a greedy
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Table 2 .Parameter setting in gy cqor Upper bound Lower bound
constructing the RSM-based
model 0.105 —0.105

Y 0.5 —0.5

BY 0.5 —0.5

NE 0.105 —0.105

Tt 0.5 -0.5

Bt 0.5 -0.5

approach, i.e. the original problem is subdivided into (N““—1) regions, each
corresponding to two consecutive cutter locations. The optimal solution of each
region is computed sequentially and adds up to the final solution as:

N1

Z <ﬁ0 + Z BiXjx + (n—1) Z ﬂ]kX,zk +( Z B XX + 8)

J=1

3)

4 Experimental Results

A ruled surface shown in Fig. 3 was used as test geometry to demonstrate the
effectiveness of the proposed scheme. This surface has substantial twist near both
ends, which induce excessive machining errors when a cylindrical cutter is used.
We compare the computational efficiency by counting the total number of error
estimations for a tool path. For the PSO-based search, the number is equal to the
particle number (N) multiplying by the iteration number (G). The proposed
scheme consists of two major steps: sampling and model construction. The total
number of estimations conducted by the sampling step depends on the number of
factors F, the level number Ly, and the fraction number Pg as Ly" 7. The model
construction requires the error estimation for Lg% ¢ times. Thus the scheme
totally computes the machining error for (Lg/ 77 4+ Ls%7F¢) times.

70,5,y

(81.545,1,0)

©2.1575.0, 1?_‘9.3,1,0)

L L (815456-10)
(70,2,-10)

(92.157.0,-10) (109.3.4.-10)

Fig. 3 Test ruled surface and its control points
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Table 3 Compar%son Method Machining error (mm)
between the solutions
obtained by this work and RSM (global) 771
PSO RSM (greedy) 9.15
PSO 11.55
Table 4 Parameter setting in = p, oo Value
PSO-based search
w 0.5
Cl 0.5
Cc2 0.5
Iteration number 100
Particle number 100
Tool radius 2 mm
Tool length 30 mm
Number of cutter location 40
Table 5 .CompariSf)n of Method Number of error estimations
computational efficiency
PSO (global) 10,000
RSM 3,157

As shown in Table 3, the tool path generated by the proposed scheme produces
a smaller machining error than that of the PSO-based tool path planning.
The parameter setting in the PSO is listed in Table 4. Both global search and
greedy approaches outperform the previous work. The computational efficiency of
the proposed scheme was also compared with the PSO-based tool path planning, as
shown in Table 5. The comparison is based on the total number of error estima-
tions for a given tool path. The error estimation conducted by the greedy RSM
method is within two cutter locations rather than a complete tool path and thus not
included in the comparison. The total number of computations required by our
method is only one-third of the previous work. The proposed scheme not only
produces better solution quality, it also requires fewer computations than the
previous work.

5 Conclusions

This study described a new optimization scheme for the tool path planning in
5-axis flank milling of ruled surfaces. This scheme improves the solution quality
and computation efficiency of previous PSO-based methods. It adopted various
statistical techniques to approximate the total error on the machined surface. A first
sampling plan was conducted to identify significant factors in the tool path
planning. We carried out a series of simulation experiments designed by the
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two-level fractional factorial method to generate experimental data with system-
atic settings. The experimental data results in a second-order regression model
constructed with the response surface methodology. This simplified model
approximates the objective function in terms of those identified factors and enables
quick estimation of the function. The test results on a ruled surface with excessive
twist demonstrated the advantages of the proposed scheme. It enhanced the
solution quality by reducing 33 % of the machining error produced by the PSO-
based tool path planning with the number of computations required 31 % fewer.
This work improves the practicality for optimization-based tool path planning in
5-axis flank milling.
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A Multiple Objectives Based DEA Model
to Explore the Efficiency of Airports
in Asia—-Pacific

James J. H. Liou, Hsin-Yi Lee and Wen-Chein Yeh

Abstract Airport efficiency is an important issue for each country. The classical
DEA models use different input and output weights in each decision making unit
(DMU) that seems not reasonable. We present a multiple objectives based Data
Envelopment Analysis (DEA) model which can be used to improve discriminating
power of DEA method and generate a more reasonable input and out weights. The
traditional DEA model is first replaced by a multiple objective linear program
(MOLP) that a set of Pareto optimal solutions is obtained by genetic algorithm. We
then choose a set of common weights for inputs and outputs within the Pareto
solutions. A gap analysis is included in this study that can help airports understand
their gaps of performances to aspiration levels. For this new proposed model based
on MOLP it is observed that the number of efficient DUMs is reduced, improving
the discrimination power. Numerical example from real-world airport data is
provided to show some advantages of our method over the previous methods.

Keywords DEA - Airport - Multiple-criteria decision-making (MCDM) - Genetic
algorithm

1 Introduction

Airport efficiency has been a central issue in cost control owing to reasons such as
airport monopoly power, changing ownership structure, increasing competitive
pressure from airlines and competing airports and government aspirations to
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develop their nations as air hub or logistics center (Lam et al. 2009). This paper
examines the performance of major airports in Asia—Pacific region. The potential
air transportation demand in the Asia—Pacific region is enormous due to the
region’s high population density, strong economic growth and the widespread
adoption of open-skies policies. This region has been ranked the second largest air
freight market, following only that of North America. The report by Airports
Council International (ACI) indicated that if the current trend continues, the Asia—
Pacific region will replace North America as the region with largest passenger
volume. To meet the growing demands, airports in this region face a more severe
demand for efficient and better service quality. Therefore, the accurate assessment
of productive efficiencies has thus been one of the most pertinent issues in the
unending quest towards global competitiveness within the international airline
industry.

This paper contributes to the existing airport efficiency literature by presenting
a new data envelopment analysis (DEA) model, which incorporates multiple
objective linear programming (MOLP) and increases discriminating power. DEA
has become a popular method often used in the literature to study the relative
efficiencies of firms and it is a non-parametric, no statistical hypotheses and tests
are required. DEA has been used to compare performance of airports within
national boundaries, including the U.S. (Gillen and Lall 1997; Sarkis 2000), UK
(Parker 1999), Spain (Martin and Roman 2001), Japan (Yoshida and Fujimoto
2004), Taiwan (Yu 2010), Italia (Gitto and Mancuso 2012), Portugal (Barros and
Sampaio 2004) as well as airports around the world (Yang 2010; Adler and
Berechman 2001). However, traditional DEA has been criticized by its weak
discriminating power and unrealistic weight distribution (Li and Reeves 1999). To
remedy the above shortcomings, Golany (1988) first integrated the DEA and
MOLP by taking account the preference of the decision maker (DM). But the prior
information could be biased or hard to obtain due to the complexity of problems.
Another popular method, the cross-efficiency matrix, has been a widely used for
improve discriminating power. However, the cross-efficiency matrix only provides
cross and self-efficiency scores; it does not provide the new input and output
weights corresponding to those new efficiency scores (Li and Reeves 1999). Our
proposed MOLP based DEA model improves prior models in three ways. First, the
proposed model is non-radial. All of the inputs and outputs will be projected on to
the same efficient frontier. Thus, the weight distribution is more reasonable than
traditional methods. Second, instead of solving n mathematical programming
problems, it is required to solve only one. Finally, the efficiency measurement is
based on aspiration levels, not relatively good DUMs from the existing DMUE .
With the new concept, the decision maker sets an aspiration level as the bench-
mark, a DMU which might not exist in the current basket of apples, but decision-
makers will understand the gaps between each DUM and the aspiration levels.
Decision-makers can therefore devise and implement a strategy to reduce the gaps
to aspiration levels. This paper improves prior studies and determines the most
preferred solution and more reasonable weight distribution for decision makers.
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2 The Multiple Objectives Based DEA Method

The classical DEA analysis considers individual DMUs separately and calculates a
set of weights which brings maximal relative efficiency to each group. But this
approach tends to obtain most of the DMUs are efficient, thus, hard to discriminate
them. Current approach sets target values as the aspiration levels for inputs and
outputs and calculates the multiple objectives programming to find a set of
common based weights. We then compute the efficiency ratio of all DMUs and
analyze their gaps to aspiration levels.

2.1 Classical Efficiency Measure

If the ath DMU uses m-dimension input variables x;, (i = 1,...,m) to produce s-
dimension output variables y,, (r =1,...,s), the efficiency of DMU #h, can be
found from the following model:

N
Zuryra
r=1
Max h, = ——— (1)
Zvixia
i=1
Subject to:
s
Zuryrk
=1
rmigl, k=1,...,n
Zvi-xik
i=1
O<e<u,,0<e<v;,, i=1,...m;r=1,...,s
where

Xik Stands for the ith input of the kth DMU,

Vik Stands for the rth output of kth DMU,

u,, v; Stand for the weight of the rth output and ith input respectively,
h, Relative efficiency value.

2.2 Fuzzy Multiple Objective Programming

Based on Tsai et al. (2006), the Eq. (1) can be transformed as a MOLP problem.
Multiple objective programming can be employed to find a set of common weight
combinations so that the optimized efficiency value can be calculated for each
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DMU in overall relative efficiency achievement. That means each DMU is ana-
lyzed on a same baseline rather than on different efficient frontiers. This above
goal can be formulated in Eq. (2).

D Uy
Maxh; == (2)

m

Z ViXil
i=1

Z Uryra
Max hy = =

m
5 ViXiz
i=1

Max h, = 5——

Subject to:

2.3 Apply Genetic Algorithm NSGA-II to Obtain the Pareto
Solutions

The presence of multiple objectives in a problem, in principle, gives rise to a set of
optimal solutions (largely known as Pareto-optimal solutions), instead of a single
optimal solution. Classical optimization methods suggest converting the MOLP to
a single-objective optimization problem by emphasizing one particular Pareto-
optimal solution at a time. Tsai et al. (2006) solves the MOLP by using the
compromise solution as the optimal solution. But the compromise solution does
not guarantee the solution is a Pareto solution. Furthermore, the obtained weight
distribution from compromise solution sometimes produces extreme value in some
inputs/outputs and zero values in some inputs/outputs that cannot reflect the real
situation. We apply genetic algorithm NSGA 1I to solve Eq. (2) and to attain the
Pareto solutions. Based on derived Pareto solutions, we select the solution
according to airport managers’ opinions. The common weights are then substituted
into Eq. (1) to calculate the efficiency of each DMU.
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3 The Data and Variables for Empirical Case

To measure productive efficiency using DEA, one must first identify outputs that
an airport produces and inputs it uses in producing those outputs. Based on prior
studies (Parker 1999; Sarkis 2000; Martin and Roman 2001; Abbott and Wu 2002;
Assaf et al. 2012), the characteristics of the selected DEA input/out variables are
summarized in Table 1. On the input side, we consider employees, runways,
terminal size and gates as the input variables. The most important inputs at airports
are labor and capital. The easiest measure of the former is the number of
employees. The size of the terminal and number of gates determine the airport’s
ability to load passengers and cargo into aircrafts and hence play a crucial role in
airport operation activity. The number of runways decides the aircraft movements.
An airport’s primary function is to provide an interface between aircraft and
passengers or freight. From this perspective, the selected outputs in our efficiency
are the passengers, cargo and aircraft movements.

The selection of variables in DEA must be isotonic, i.e., the value of output
variable cannot decrease when input variables are increase. This was tested with
Pearson analysis for input and output variables. The results indicate the selected
variables are positively correlated with significant p values. The data source for the
input and output variables come from Airport Benchmarking Report (2010).

4 Results and Discussions of Empirical Case

The classical DEA model exist some problems, such as weak discriminating power
and unrealistic weight distribution for inputs and outputs. The classical DEA
solves n linear programming problems and uses different weights for inputs and
outputs in each DMU calculation. These results imply the efficiency analysis is not
on the same baseline. The unrealistic weight distribution refers to the situation
where some DMUs can be treated as efficient by classical DEA model simply
because they have extremely large weights in a single output and extremely small
weights in a single input while these extreme weights are practically unreasonable.

Table 1 Characteristics of DEA input and output variables

Variable Definition
Input Employee (persons) Sum of employees

Runway Number of runways

Terminal size (square meter) Total area of passenger and cargo terminals
Output Gate Number of gates

Passenger volume (persons) Passenger throughput of the airport

Cargo volume (tons) Cargo throughput of the airport

Aircraft movement Number of flights at the airport
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Table 2 The weights for inputs and outputs

Input Output
Employee Runway Terminal size Gate Passenger Cargo Aircraft movement
Weight 203.74 120.39 321.48 229.65 232.26 119.22 104.24

The reason is because the classical DEA model tends to pursue a favorable weight
distribution when each DMU is evaluated. Another noted point is that the relative
efficiency might not fit on today’s competitive environment in the air transport
markets. Enterprise should not pursue a relatively good firm as the benchmark but
an aspired level to fulfill customers’ needs. To remedy the above shortcomings, we
introduce aspired levels for the inputs/outputs as the benchmark that is decided by
airport managers based on their aspiration. After adding the aspired levels as a
virtual DMU, we follow the procedures as described in Sect. 3 to formulate the
problem as a MOLP model. The MOLP problem is then solved by genetic algo-
rithm to find non-dominated solutions. Since the non-dominated solutions are not
unique, we can select a most preferred one according to decision maker’s opinions
to reflect the real-world situation. In this study, we select the non-dominated
solution based on the managers’ input. Table 2 shows the relative weights in our
analysis that is obtained from the MOLP problem solved by genetic algorithm. The
results show there is no extreme weight distribution for input and output variables.
It is evidence that the uneven weight distribution is fixed by our proposed method.

Using the obtained weight distribution (Table 2), we can derive the efficiencies
for each DMU (Table 3). The results are clear and significant that no airport
presents prefect efficiency except the aspired airport. The discrimination power has
been significant improved by using the proposed model which efficient DUMs
have reduced from 12 DMUs to only 1 DMU (the virtual UM). The leading
airports are Hong Kong, followed by Tokyo Haneda and Sydney, respectively.
Based on the obtained weight distribution for inputs and outputs, we further cal-
culate the gaps to aspired levels for each airport. The gaps are analyzed by
assuming that the under the current inputs of each airport, what are the gaps to
reach the aspiration levels if the airports want to achieve perfect score. The gap
numbers provide very useful information for airport management. The decision
makers will not only know their relative position with their peers but also the gaps
to the aspiration levels. Thus, airport managers can further set strategies to
improve the volumes with respect to passengers, cargo and aircraft movements.
Conversely, our model not only helps airports apprehend the gaps between current
performance and aspiration levels but also provides them with a chance to surpass
their leading competitors.
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Table 3 Analysis results of 22 airports in Asia—Pacific

No. DUM CCR Tzeng’s method  Proposed method — Gap to aspired levels
Passengers Cargo Aircraft
(tons) movements

1 Auckland 1.000 (1) 1.000 (1) 0.533 (10) 34,158,403 1,164,722 1,079,839
2 Brisbane 0.962 (12)  0.767 (7) 0.548 (9) 35,604,473 328,236 824,535
3 Perth 1.000 (1) 0.527 (19) 0.421 (19) 28,526,491 416,003 593,230
4 Sydney 1.000 (1) 0.811 (6) 0.699 (3) 48,109,785 2,132,314 1,155,868
5 Guangzhou 1.000 (1) 1.000 (1) 0.662 (4) 63,582,220 3,793,511 1,447,186
6 Beijing 1.000 (1) 0.610 (12) 0.639 (5) 111,611,982 5,738,180 2,242,731
7 Hong Kong 0.926 (14)  1.000 (1) 0.926 (1) 54,204,438 10,815,252 986,354
8 Shanghai 0.750 (18)  0.556 (15) 0.458 (15) 133,322,384 18,691,234 2,461,311
9 Shenzhen 1.000 (1) 0.848 (5) 0.52 (12) 59,952,294 3,221,306 1,262,088
10 Xiamen 0.729(20)  0.661 (10) 0.436 (17) 36,909,224 1,253,180 789,816
11 Tokyo Haneda  1.000 (1) 0.742 (8) 0.878 (2) 42,302,792 1,607,590 954,948
12 Tokyo Narita 0.761 (16)  0.545 (16) 0.476 (14) 93,599,554 12,372,425 1,466,893
13 Kansai 0.726 (21)  0.542 (17) 0.456 (16) 46,405,109 4,642,605 1,091,671
14 Kuala Lumpur  0.751 (17)  0.589 (13) 0.422 (18) 93,871,998 3,798,086 1,658,757
15 Penang 1.000 (1) 0.527 (18) 0.415 (20) 14,599,629 1,071,098 346,418
16 Jakarta 1.000 (1) 0.978 (4) 0.636 (6) 59,539,996 1,543,514 1,151,265
17 New Delhi 0.606 (23)  0.435 (21) 0.377 (22) 100,637,825 3,728,368 1,998,137
18 Dubai 0.938 (13)  0.410 (22) 0.38 (21) 169,486,919 15,311,634 2,724,419
19 Incheon 0.738 (19)  0.615 (11) 0.586 (8) 77,089,326 12,568,962 1,264,853
20 Bangkok 0.837 (15)  0.665 (9) 0.527 (11) 84,039,895 4,695,710 1,363,302
21 Singapore 0.608 (22)  0.453 (20) 0.494 (13) 105,057,301 9,711,656 1,638,635
22 Taipei 1.000 (1) 0.588 (14) 0.607 (7) 49,333,100 6,483,728 781,319

5 Conclusion

This paper contributes to the existing literature by presenting a model to improve
prior models in several ways. First, discriminating power has been improved with
only aspired airport with perfect score and efficiencies of other airports are all less
than 1. Second, the results can be solved by one MOLP model instead of n linear
programming models. The obtained weight distribution is more reasonable than
classical DEA models and other MOLP methods. Third, we introduce the concept
of gaps to aspired levels that can help decision makers understanding of how
airport can improve their performance to reach absolutely good levels, not a
relatively good one. This gap analysis might be more suitable for today’s com-
petitive environment. Finally, little literature discusses the airport performance of
Asia—Pacific region; we contribute to the existing research of airport efficiency.
Our empirical example shows the effectiveness and usefulness of the proposed
model. The results indicate Hong Kong is the leading airport in the Asia—Pacific
region, followed by Tokyo Haneda and Sydney, respectively.
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A Distributed Constraint Satisfaction
Approach for Supply Chain Capable-to-
Promise Coordination

Yeh-Chun Juan and Jyun-Rong Syu

Abstract Order promising starts with the available-to-promise (ATP) quantities.
The short is then promised by capable-to-promise (CTP) quantities. Supply chain
CTP coordination can be viewed as a distributed constraint satisfaction problem
(DCSP) composed of a series of constraints about slack capacity, materials and
orders distributed among supply chain members. To solve this problem, supply
chain members should consider and resolve their intra- and inter-constraints via
supply chain coordination. This research has proposed a DCSP approach for
supply chain CTP coordination. With this approach, supply chain members can
collaboratively determine a feasible integral supply chain CTP production plan.

Keywords Order promising - Capable-to-promise - Available-to-promise -
Supply chain coordination - Distributed constraint satisfaction problem

1 Introduction

Order promising is a critical not only for the individual manufacturing companies
but also for the entire supply chains (Min and Zhou 2002; Kim 2006). It starts with
the available-to-promise (ATP) quantities, the short is then promised on the basis
of capable-to-promise (CTP) quantities. CTP extends ATP by taking into account
the slack capacity and the available materials (Stadtler 2005).
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In supply chain environment, CTP is viewed as a constraint satisfaction
problem (CSP) composed of a series of constraints about the order (quantity and
due date) and the availability of capacity and materials distributed among supply
chain members (Lin and Chen 2005). Most of the existing related studies assumed
that the supply chain is in a shared environment and all knowledge can be gathered
from supply chain members to the leading company, so the CTP quantity are
always calculated with a centralized CSP approach, e.g. the advanced planning and
scheduling (APS), operation research (OR) and other optimization approaches.

However, considering the cost or security/privacy for individual supply chain
members, collecting information from supply chain members and calculating CTP
quantity with a centralized CSP approach may become infeasible for a distributed
supply chain. In such case, the supply chain CTP planning becomes a distributed
CSP (DCSP). To solve this problem, supply chain members should first consider
and resolve their own (intra-) CTP constraints and then communicate with their
upstream and downstream supply chain members to resolve their inter-CTP con-
straints with a distributed supply chain CTP coordination approach. This research
has proposed a DCSP approach to support supply chain CTP coordination. With
this approach, supply chain members can determine whether they can satisfy a new
order with the coordinated supply chain CTP quantity.

2 Distributed Constraint Satisfaction Problem

A CSP is composed of n variables, x;, x»,..., and x,, which have their own finite
and discrete domain, D;, D,,..., and D,, and a set of constraints (p;, p»,..., pr). A
variable x; should take its value from its own domain D;. A constraint is defined by
a predicate py(xy,. .., X5) which is defined on the Cartesian product Dy; x... X Dy;.
The predicate is true if and only if the values assigned to the variables satisfy the
constraint (Yokoo and Hirayama 2000). Solving a CSP is to find the values
assigned to all variables such that all constraints can be satisfied.

A DCSP is a CSP in which variables and constraints are distributed among
multiple companies. Yokoo and Hirayama (2000) classified the existing DCSP
algorithms according to the algorithm type (backtracking, iterative improvement,
and hybrid) and the number of variables that must be solved in an agent (DCSPs
with a single local variable, multiple local variables, and distributed partial CSPs).

The asynchronous backtracking (ABT) is an algorithm for agents with single
local variable (Yokoo et al. 1992; Yokoo et al. 1998). It statically determines the
priority order of variables/agents. Each agent communicates its current value to
neighboring agents via ok? messages. The low-priority agents will change their
value to fit high-priority agents. If high-priority agents select a bad value, low-
priority agents need to perform an exhaustive search to their domain and com-
municate a new constraint to high-priority agents via nogood messages.

The asynchronous weak-commitment search (AWS) algorithm developed for
agents with single local variable is similar to the ABT one. It dynamically changes
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the priority of variables/agents so that an exhaustive search can be avoided (Yokoo
1995; Yokoo et al. 1998). Besides, agents change their value and increase its
priority value by using a min-conflict heuristic approach.

The distributed breakout (DB), an algorithm for single local variable, defines a
weight for each constraint and uses the summation of weights of constraint vio-
lating pairs as an evaluation value (Yokoo and Hirayama 1996). To guarantee the
evaluation value is improved, neighboring agents exchange the values of possible
improvements by using ok? and improve messages, and only the agent that can
maximally improve the evaluation value is given the right to change its value.

The agent-ordering AWS algorithm is based on AWS algorithm and introduces
the prioritization among agents to handle multiple local variables (Yokoo and
Hirayama 1998). Each agent first tries to find a local solution to fit the local
solution of high-priority agents. If there is no such local solution, backtracking or
modifying the agent priority by using various heuristics occurs.

The variable-ordering AWS is also an algorithm extending from AWS algo-
rithm for handling multiple local variables (Yokoo and Hirayama 1998). Each
agent creates multiple virtual agents, each of which corresponds to a local variable.
An agent selects a variable with the highest priority from its local variables vio-
lating the constraints with high-priority variables and modifies its value so that the
constraints can be satisfied. If there is no value can fit the value of high-priority
agents, similar to AWS, the agent will increase its priority value.

For an over-constrained DCSP, i.e. a distributed partial CSP, most of the
existing algorithms are to find a solution with a minimal number of violated
constraints. The iterative DB algorithm modifies the DB one so that an agent can
detect that the number of violated constraints is less than the current target number
and propagate the new target number using improve messages. Agents continue
this iteration until the target number becomes zero (Hirayama and Yokoo 1997).
The asynchronous incremental relaxation (IR) algorithm applies the ABT one to
solve the distributed partial CSPs (Yokoo 1993). Agents first try to solve an
original DCSP by using ABT. If the problem is found to be over-constrained,
agents give up constraints that are less important than a certain threshold. Next,
agents apply ABT to find a solution to the relaxed DCSP.

3 The Proposed Approach

This section illustrates the DCSP model formulation and the proposed DCSP
algorithm for supply chain CTP coordination.

Figure 1 is the formulated DCSP model for supply chain CTP coordination.
The supply chain members are viewed as an agent and represented by a set of
identifiers, x1, xp, ..., X,, from downstream to upstream. Here, assume the supply
chain has four members, including the end customer (x;), assembler (x,), manu-
facturer (x3), and supplier (x4).
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The formulated model is a common variables/constraints model for DCSPs.
Each agent x; has four sets of variables.

1. ATPQty,, and ATPFD,, are the quantity and finish date of the scheduled ATP
that x; can immediately respond to customer order enquires. Their domains are
D_ATPQty,, and D_ATPFD,, which can be derived by calculating
ATP = MPS—(the sum of the actual orders) for each time period.

2. SCap,, is x;’s slack capacity used to produce x;’s finished products for supply
chain CTP production plan. Its domain (D_SCap,.) is x;’s own capacity and x;’s
subcontract capacity.

3. MatQty,, and MatDD,, are the quantity and due date of materials required for
producing x;’s finished products for supply chain CTP production plan. Their
domains are D_MatQty,, and D_MatDD,, which are determined by the CTP
production plan of x;’s suppliers.

4. The quantity (CTPQty,,) and due date (CTPFD,,) are the quantity and finish
date of the planned CTP that x; can promise the customer order enquires. Their
domains are D_CTPQty,, and D_CTPFD,, which can be calculated and plan-
ned by x;’s APS system.

Based on these variables, the intra- and inter-constraints for supply chain CTP
coordination can be defined as follows.

1. Each agent x; has two sets of intra-constraints, pcapaciry and Pararerial-

(@) Pcapacin(SCapy,, CTPQty,,, CTPFD,,) is a slack capacity constraint in
which SCap,, must be sufficient to fulfill CTPQty,, and CTPFD;,.

() PymaterialMatQty,,, MatDD,,, CTPQty,,, CTPFD,,) is a material constraint
in which the planned MatQty,, and MatDD,, must support the fulfillment of
CTPQty,, and CTPFD,,.

2. For agent x; (supplier) and its downstream agent x;_; (customer), there is a
constraint po,4., between x; and x;_;

(@) porae(ATPQty,, ATPFD,,, CTPQty,,, CTPFD,,, MatQty,, ,, MatDD,, ,) is
an order constraint in which ATPQty,and CTPQty,, must satisfy
MatQty,, ,, i.e. MatQty, < ATPQty,, + CTPQty,,, and ATPFD,, and
CTPFD,, must satisfy MatDD,, i.e. MatDDy, , =2 APSFD,, and CTPFD,,.

From Fig. 1, the proposed DCSP algorithm for supply chain CTP coordination
must be capable of handling multiple local variables and related constraints
relaxation for slack capacity, materials and order. Since APS techniques and
systems can solve the constraints of operation sequences, lead times and due dates
to generate a feasible production plan (Chen and Ji 2007), this research use APS
systems to solve the intra-constraints (P capaciry a0d Ppraseriar)- Besides, this research
will modify and integrate the concepts of agent-ordering AWS algorithm and
asynchronous IR algorithm to propose a coordination algorithm shown in Fig. 2
for solving the inter-constraints po,qer-
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1

Porder POrder

Fig. 1 DCSP model for supply chain CTP coordination

In the algorithm, agents can only communicate with their neighboring agents
via ok? and nogood messages. The ok? message is formatted as (ok?, (x;, (Mat,
MatQty, MatDD)) which means agent x; (customer) wishes its supplier to provide
the quantity MarQty of product Mat by due date MatDD. The nogood message is
formatted as (nogood, (x;, (order, relax_DD, relax_Qty))) which means the agent
x; (supplier) cannot satisfy the original x; ;’s (customer) order requirements and
propose two constraint relaxation suggestions, a due-date constraint relaxation
relax_DD and a quantity constraint relaxation relax_Qty. The procedures of the
proposed algorithm are shown in Fig. 2 and explained as follows.

¢ In the initiation, the agent x; (end customer) proposes its demand by sending ok?
message to agent x (x;’s supplier) (Fig. 2a).

e When agent x; receives an ok? message from downstream agent x;_; (Fig. 2b),
the order constraint pg,4., among agent x; and x;_; is formed. If agent x; can
satisfy po,qer With scheduled ATP quantities, the integral CTP production plan is
achieved and the CTP coordination process is terminated. Otherwise, the nec-
essary CTP quantities are then calculated as (MatQty,, , — ATPQty,,) and
planned by APS system (Fig. 2d). APS system makes a local CTP production
plan CTP_PP according to x;’s resources constraints (pcapaciry and Pasareriar) 10
satisfy the ctp requirements for x;_’s order. If po,q., is satisfied and x; has
suppliers, agent x; will propose its required material demand to agent x;,; by
sending ok? message. The order constraint pg,q., is, therefore, further propa-
gated upstream from agent x; to agent x;,;. If x; doesn’t have suppliers, the
integral CTP production plan is achieved and the CTP coordination process is
terminated. If x; does not have enough resources for ctp requirements, the
procedure backtrack is called.

e In backtrack procedure (Fig. 2e), APS system is called to provide two con-
straint relaxation suggestions, relax_DD and relax_Qty, via its simulation
function. The relax_DD suggests to relax the originally requested due date
(MatDD, ) to a possible earliest finish date (CTPFD,,) for the originally
requested quantity (MatQtyy, ). The relax_Qty suggests to relax the originally
requested quantity (MatQty,, ,) to a possible maximal finish quantity
(ATPQty,+ CTPQty,,) before the originally requested due date (MatDDj, ,).
Then, agent x; sends a nogood message to inform agent x;_; about constraint
violations and relaxation suggestions.



308 Y.-C. Juan and J.-R. Syu

when initialized do ---- — (a)
send (ok?, (x, ( Mat,y, ‘MatQtyxl . MatDDy ) to x,;

end do;

when received (ok?, (x,, (Mat,, , MatQtyy  » MatDDy  ))do ------cemmee (b)
order < (x,, (me,-,, MatQtyXH s MatDDxH )

it (MatQuy, s ATPQy, ) and ( MaDDy_| 2 ATPFD,| ) then
broadcast to other agents that the integral CTP production plan has been achieved;
terminate this CTP coordination process;

end if;

ctp « (x.r/’(me,-,I »Mathny T ATPQw - MatDDxi_, );
CTP_PP - (SCapA s M”[Qtyx, s MatDDxl  CTPOty CTPFDY ) < APS_planning (cp);

if (MatQtyYH s ATPQtyv(’ +CTP_PP. CTPQWX,) and (M(ll‘DDxH 2 ATPFDX' and CTP_PP. CTPFDM )

then
if x, has supplier then
send (0k?, (x, (7744 » CTP_PP. MatQty _ > CTP_PP. \fy:DD )))t0 X,

else
broadcast to other agents that the integral CTP production plan has been achieved;
terminate this CTP coordination process;
end if;
else
backtrack;
end if;
end do;

when received (nogood, (x,, , (order, relax_DD, relax_Qty))) do --------- (c)
add (ok?, (x, ( Mat. > CTP_PP. MatQty , CTP_PP. MatDD ))) to nogood_list;
x; X X

CTP_PP - ( SCap, > MatQty,, » MatDD, CIPQty - CTPFD, ) < APS_planning (relaxDD);

if (MatQtyYH s ATPQtyv(’ +CTP_PP. CTPQtyxv) and (Mlll‘DDxH 2 ATPFDX' and CTP_PP. CTPFDM )

then
send (ok?, (x, (Malx , CTP_PP. MatQty‘, , CTP_PP. MatDD | ) tox, ;

else
CTP_PP -( SCap, * MatQt}’x, s MatDDxI R CTPQtyY s CTPFDX ) < APS_planning (relaxQty);

if (MatQtny s ATPQW},[ +CTP_PP. CTPQtyX, ) and (MatDDX’ L 2 ATPFDX’ and CTP_PP. CTPFDY’ )
then
send (0k?, (x, (prqs » CTP_PP. parOpy » CTP_PP. pryipp D) 0%,

else
if x, has customer then
backtrack;
else
broadcast to other agents that there is no solution for the integral CTP production plan;
terminate this CTP coordination process;
end if;
end if;
end if;
end do;

procedure APS_planni (d)
Infinite Capacity Planning;
Finite Capacity Planning;
Detailed Scheduling;

Fig. 2 DCSP algorithm for supply chain CTP coordination
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procedure backtrack = ----------eeeeeen (e)
(SCap  » MatQwy, - MatDDy, » CTPQy, = MatQtv,. - crprp, =earliest MarDD,, )+ APS_planning (cip);

relax_DD « copy order and replace M‘”DDxH with CTPFDA ;

(SCap, » MatQwy, + MatDDy. - CcTpQpy_ =MaX(MatQtyy | = ATPQ1y . ) CTPFD, = MatDD;, )< APS_planning
(ctp);
relax_Qty < copy order and replace MatQtyXH with ATPO1y . + CTPQtyM H

if order ¢ nogood_sent then
send (nogood, (x, (order, relax_DD, relax_Qty))) to x, ;
add order to nogood_sent;

end if;

Fig. 2 continued

e When agent x; receives a nogood message from its supplier (Fig. 2¢), the ori-
ginal requirements become a new constraint and are recorded in a list
nogood_list to avoid re-proposing. Besides, agent x; uses APS system to eval-
uate the received two constraint relaxation suggestions. It first calls APS system
to make a local CTP production plan according to the first relaxation suggestion
relax_DD. If the planned quantity and finish date can satisfy x;’s customer
requirements, agent x; will accept the relax_DD suggestion and re-propose its
material demand to agent x;,;. Otherwise, it calls APS system to make a local
production plan according to the second relaxation suggestion relax_Qty. If the
planned quantity and finish date can satisfy x;’s customer requirements, agent x;
will accept the relax_Qty suggestion and send ok? message to agent x;.; to
re-propose the material demand. If both of relax_DD and relax_Qty are not
accepted and x; has customers, it will call procedure backtrack to send a
nogood message to its customer. The nogood constraint is, therefore, propagated
from upstream to downstream. If x; is the end customer (x,), it will broadcast to
other agents that there is no solution for the integral CTP production plan and
terminate the CTP coordination process.

4 The Completeness Analysis of the Proposed Algorithm

In the proposed algorithm, the constraint relaxation is suggested and backtracked
to customer if a new po,4., constraint violation is found. Since the number of
possible po,q., constraint violation is finite, the relaxation and backtracking cannot
be done infinitely. Therefore, after a certain time point, the constraint violation
will be diminished. Consequently, the completeness of the proposed coordination
algorithm for solving the formulated DCSP is guaranteed.
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5 Conclusions

Under the consideration of global manufacturing, we has formalized the supply
chain CTP problem as a DCSP and proposed a coordination algorithm to solve it.
The completeness of the proposed CTP coordination algorithm is also analyzed.
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Design and Selection of Plant Layout
by Mean of Analytic Hierarchy Process:
A Case Study of Medical Device Producer

Arthit Chaklang, Arnon Srisom and Chirakiat Saithong

Abstract The objectives of this research are to design the alternatives of plant
layout and to select the most appropriate layout in which many criteria, both
qualitative and quantitative criteria, are taken into account by mean of Analytic
Hierarchy Process. Proximity requirements between each pair of facilities are
determined by taking density of flow, harmful effect to nearby facilities and
appropriateness into consideration. Furthermore, simulation approach is employed
in order to evaluate the performance of quantitative criteria such as number of
work in process and time in system of each alternative. The result of this research
provides guideline to facility planner in order to select the most appropriate layout
subject to a set of decision criteria.

Keywords Plant layout design - Plant layout selection - Analytic hierarchy
process « Simulation

1 Introduction

In term of design problems, the unique answer for a given problem does not
generally exist since an individual makes decision, which is selective, camulative,
and tentative, and this is contradictory to optimization problem (Simon 1975). In
solving optimization problems, the derived answers are well defined and they are
optimized to chosen criteria (Heragu 1997). Regarding to the characteristic of
plant layout problem, plant layout problem should not be considered as neither
pure design problem nor pure optimization problem (Heragu 1997). This is
because there are many factors involved both qualitative factors and quantitative
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factors. Optimizing quantitative factors may sacrifice some quantitative factors
whereas considering only qualitative factors may lead to poor efficiency of the
plant (Heragu 1997). For illustration, a facility planner arranges the machines by
their size; large, medium, and small machines, regardless to other factors. This
causes highly flexible on allocating resources and it looks nice and tidy. However,
this design would result in high cost of material handling especially in the case of
high production volume (Tompkins et al 2010). It should be noted that material
handling issue is considered as an integral part of plant layout design because it
uses a number of working operators, utilizes more than half of floor space, and
consumes majority of production time (Frazelle 1986). On the other hand, if the
facility planner considers only minimizing material handling cost, the obtained
design may be impractical because some important factors, which are not easy to
be captured, are omitted (Heragu 1997). As a result, design of plant layout should
regard not only quantitative factors but also qualitative factors as well.

In order to select the most appropriate plant layout, there are many factors
involved with and the most appropriate one is selected subject to a set of decision
criteria as well as the nature of business. For example, in Reconfigurable Manu-
facturing Systems (RMSs), quickly changing of market, not only in term of variety
but also volume, results in requirement of flexibility of plant design in order to
manipulate flow of material, material handling system, and other related issues as
well. Thus, reconfigurable layout is a crucial factor of selection criteria. In addi-
tion, proximity requirement among facilities is also an important factor since a
number of product families pass through facilities in accordance with their routing
sequences (Abdi 2005). Furthermore, the other factors such as quality effect,
maintainability, configuration cost, and productivity should be regarded as well
(Abdi 2005; Azadeh and Izadbakhsh 2008; Ngampak and Phruksaphanrat 2011;
Yang and Kuo 2003; Yanga and Shia 2002). Multi-criteria Decision Making
(MCDM) should be taken employed in order to deal with the selection of plant
layout process. Analytic Hierarchy Process (AHP) is a systematic approach ded-
icated to MCDM. It is based on pair-wise comparison and the relative scores
represent how much an attribute dominate (is dominated) over attributes (Saaty
2008). Since this research considers multi-criteria in order to make decision, AHP
is applied in order to select the most appropriate layout subject to potential criteria.

Regarding to the evaluation of quantitative factors, those factors must be
evaluated according to the area of factors’ type. Aguilar et al. (2009) considers for
economic performance and net present value is used as evaluations’ criteria. Yang
and Kuo (2003) interests in flow density which is evaluated by the product
between rectilinear distance and associated volume. Ngampak and Phruksaphanrat
(2011) takes the distance moved between stations into account, however, they do
not show the improved efficiency from adopting the selected layout.

In this research, a medical device producer is used as the case study to design
and select plant layout. The problem is that the factory has insufficient production
capacity due to the increase in demand. Thus, management decides to expand
production capacity by establishing a new factory. At the existing factory, the
factory arranges the machines according to the similarity of processing. This is
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because, according to the nature of business, there are various types of product
with low in their volume. As a result, for type of layout in the new factory, the
process layout should be continually employed and the following factors should be
take into account; flexibility for reconfiguration, work in process, cycle time,
traveled distance, and personal judgment on appropriateness.

2 Research Methodology

The following methodology, as can be seen in Fig. 1, is used in this research.

Fig. 1 Methodology for this
research Datz collzction

Analyze relationship among activities
]
Generate altsmatives

—>{  Modeling ltematives by simulation

Verification?

Collect results from zltematives
¥
Identify evzluation criteria

Scoring priotization metrix

CR<10%?

Layout selection
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3 Analyze Activity Relationships and Construct
Alternatives

After finishing data collection, the next step is to determine proximity requirement
among facilities. All combinations of relationships are represented by using
relationship chart, as can be seen in Fig. 2. The numerical values inside paren-
thesis and behind departments’ name are the specified required space.

A number of alternatives are generated in accordance with activity relationship
chart in Fig. 2. Then, the block diagrams of alternatives are constructed. After that,
for each of block diagram, detail layout is designed. The arrangements of
machines within department along with pickup and delivery point are specified.
There are 15 alternatives generated from A1-AS, B1-B5, and C1-C5 and some
examples of alternatives are shown in Fig. 3.

4 Modeling Alternatives by Simulation

Because of this research also considers for quantitative criteria, simulation
approach is employed in order to evaluate performance quantitatively. However,
there is some limitation about checking validation of the models. There lacks some

1) WH (800 m®)

2) WO (300 m?)

JUH 210 mY)

4) AS (90 m?)

5)PA (625 m")

6 LA @375 mbY

7) WE (700 m%)

I cu (180 m?)

9) FM (375 mY)

10) DR (150 m%)

11) PT (300 m®)

Fig. 2 Activity relationship chart
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Fig. 3 continued

of important data in order to check validation of the models carefully because it
deals with design a new factory. Thus, the number of produced products is used to
check validation of the models only and the result shows that the error percentage
is less than 3 % for all alternative models. Furthermore, the percentage of
defective products from departments is assumed to be equal to the old factory.
Figure 4 shows simulation model used in this research.
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5 Analytic Hierarchy Process

After deriving performance of quantitative criteria from simulation, the next step is
to evaluate total performance in which both quantitative and qualitative criteria are
taken into account by mean of Analytic Hierarchy Process (AHP). AHP is based
on pair wise comparison in which an attribute is compared to other attributes as
can be seen in Fig. 5. The hierarchical structure of this problem is depicted in
Fig. 6.

Where: a;; represents the relative important of attribute ith over attribute jth of
individual kth.

The next step is to construct prioritization matrix, to calculate eigenvectors as
well as consistency ratio (CR). The eigenvectors imply importance of attributes
while CR values determine accuracy of the matrix evaluated. An example is
illustrated in Fig. 7. After that, the most appropriate layout can be selected from
ranking of layouts by considering all criteria as illustrated in Fig. 8.
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Fig. 6 Hierarchical structure

Traveling Distance Eigenvector
Al A2 A3 Ad AS Bl B2 B3 B4 BS5 Cl C2 C3 c4 C5
Al 1 1 5 1 1 5 5 5 5 10 1 1 5 1 5 0.1215
A2 1 1 1 1 1 1 5 5 1 5 1 1 5 1 5 0.0875
A3 15 1 1 15 1 1 5 5 1 5 /5 1/5 5 1 5 0.0655
Ad 1 1 5 1 1 5 5 5 5 10 1 1 -} 1 5 0.1215
A5 1 1 1 1 1 5 5 5 3 5 1 1 3 1 3 0.1025
Bl 1/5 1 1 1/5 15 1 1 1 1 3 1/5 1/5 1 1/5 1 0.0293
B2 Vs | 15 | U5 | s | Us 1 1 1 1 5 s | Us 1 1/5 1 0.0222
B3 Vs | 15 | U5 | s | 1S 1 1 1 1 5 s | Us 1 /5 1 0.0222
B4 1/5 1 1 15 | 1/5 1 1 1 1 5 s | Us 1 /5 1 0.0293
BS 110 | 15 | V5 |10 /5 | 15 | 15 | 15 | LS 1 1710 | 1710 | /5 | 1710 [ 1/5 0.0088
C1 1 1 5 1 1 5 5 5 5 10 1 1 5 1 5 0.1215
c2 1 1 5 1 1 5 5 5 5 10 1 1 5 1 5 0.1215
C3 Vs | 15 | U5 | 15 | 1S 1 1 1 1 5 s | s 1 1/5 1 0.0222
C4 1 1 1 1 1 5 5 5 5 10 1 1 5 1 1 0.0976
C5 Vs | 15 | U5 | 15 | 1S 1 1 1 1 5 s | 1S 1 1 1 0.0269
CR=6% Acceptable

Fig. 7 An example of prioritization matrix, Eigenvector and CR value

Criteria . .
Distance Ave. WIP | Cycle Time Flexibility | Appropriateness el

AS 0.0287 0.0834 0.0043 0.0039 0.0149 0.1352 1
C4 0.0274 0.0149 0.0019 0.0131 0.0569 0.1142 2
Al 0.0341 0.0071 0.0012 0.0133 0.0536 0.1092 3
C2 0.0341 0.0440 0.0033 0.0030 0.0149 0.0993 4
Cl 0.0341 0.0440 0.0021 0.0033 0.0146 0.0980 5
C3 0.0062 0.0584 0.0074 0.0030 0.0149 0.0899 6
Ad 0.0341 0.0186 0.0022 0.0029 0.0149 0.0727 i
A2 0.0245 0.0054 0.0004 0.0031 0.0149 0.0483 8
C5 0.0075 0.0049 0.0004 0.0065 0.0282 0.0476 9
A3 0.0184 0.0054 0.0012 0.0030 0.0137 0.0417 10
Bl 0.0082 0.0247 0.0007 0.0013 0.0053 0.0403 11
B4 0.0082 0.0149 0.0007 0.0027 0.0123 0.0389 12
B5 0.0025 0.0040 0.0002 0.0030 0.0149 0.0245 13
B3 0.0062 0.0095 0.0012 0.0010 0.0032 0.0211 14
B2 0.0062 0.0084 0.0003 0.0010 0.0032 0.0191 15

Fig. 8 Evaluation result
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6 Conclusion and Recommendation

This research provides guideline to planner in order to design and select the most
appropriate plant layout subject to both quantitative and qualitative criteria. Simu-
lation approach is employed in order to assess quantitative criteria. Then, all of
criteria are aggregated and the most appropriate layout is selected by mean of
Analytic Hierarchy Process. In this case study, the alternative AS is the most inter-
esting layout. For recommendation, this research is conducted when some decisions
are already made, e.g., facilities, structure, and required space. Thus, the alternatives
generated are quite limited in order to explore more potential efficient designs.

Acknowledgments The authors would like to express their sincere appreciation to Faculty of
Engineering at Si Racha, Kasetsart University Si Racha Campus for financial support. Lastly, this
research cannot be carried out without greatly support from the case study company.
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Using Taguchi Method for Coffee Cup
Sleeve Design

Yiyo Kuo, Hsin-Yu Lin, Ying Chen Wu, Po-Hsi Kuo,
Zhi-He Liang and Si Yong Wen

Abstract The present study aims to design the coffee cup sleeve which can detect
the temperature of coffee and notify the consumers. When consumers find that the
coffee is going to become cool, then they can drink the coffee quickly before it
become sour. Due to the limitation of cost, thermal label is adopted to cohere on the
coffee cup sleeve for detecting and notifying the important temperature. However,
the temperature of coffee and the coffee cup sleeve are different which have to be
taken into consideration by the thermal label. Different thermal labels are suitable
for different temperature detection. Taguchi method is used for optimizing the
selection of thermal labels for the importation temperature. Finally the surface of
coffee cup sleeve with thermal labels on it is well designed to be a real product.
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Keywords Taguchi method - Coffee cup sleeve - Product design - Thermal label

1 Introduction

Drinking coffee has become a routine behavior of many people in Taiwan. Usually
consumers buy a cup of coffee on the way to office or school and then enjoy the
coffee while they are working or studying. This life style can be view as enjoyment
or fashion. However, after buying a cup of coffee, sometimes it is possible that
consumer forget to drink the coffee due to they keep their mine on working or
study. Then the coffee becomes cooler and cooler. Finally the coffee would be sour
and hard to be drunk. Therefore, it would be a good ideal, if there is something that
can remind consumers of the temperature of the coffee. Thus, the consumers can
know the best timing to drink the coffee.

The coffee cup is the only thing that contacts the coffee. Therefore, coffee cup is
the best choice for detecting the temperature of coffee. According to the survey for
current product, one kind of cup made by ceramics can change the color when it
detects different level of temperature. However, cup made by paper whose color
can change while it detecting different level of temperature is not found. If a coffee
bar sales coffee with paper cups which can remind the temperature of coffee. It
would attract more consumers. However, sometimes coffee bars also provide
coffee cup sleeve to keep consumers from scalding their hand. And the coffee cup
sleeves would cover most part of the cup. Therefore, the present study aims to
design a coffee cup sleeve which can remind the temperature of the coffee without
affecting the total cost too much.

In this study, thermal labels are adopted to cohere on the coffee cup sleeve for
detecting and notifying the important temperature. The thermal labels are designed
for detecting certain level of temperature. There are two kind of thermal label, one
is irreversible temperature indicators thermometer and the other one is reversible
temperature indicators thermometer. When the temperature become higher and
higher, the color of thermal labels are not changed until the temperature that they
detect reach the certain level of temperature which they are designed to detect.
However, when the temperature that they detect is lower than they are designed to
detect, the color of irreversible temperature indicators thermometer will not return
to its’ original color but the reversible temperature indicators thermometer will.
Ordinarily the temperature of coffee cup sleeve is room temperature. After the
coffee cup fill with hot coffee, the temperature of coffee cup sleeve will become
higher and higher and cause the thermal labels change color. When the temper-
ature of coffee become lower and lower, this study expects the thermal labels will
return to its’ original color to remind consumer the temperatures of “not too hot”
and “not too cold”. Therefore, reversible temperature indicators thermometer is
adopted for reminding the temperature of coffee.

Due to the coffee cup and coffee cup sleeve can reduce the detecting temper-
ature of thermal labels. The temperature detected by thermal label is lower than the
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coffee. Moreover, there are several noise (uncontrollable) factors which can affect
the detecting of the thermal label. Therefore, this study adopt Taguchi method for
determining the optimal specification of thermal labels for detecting the temper-
atures of “not too hot” and “not too cold” of coffee.

The remainder of this article is organized a follows: a brief introduction to the
case study problem is provided in Sect. 2. Section 3 shows the experimental
structure can the corresponding results. Finally, Sect. 4 presents the conclusions.

2 Problem Description

This study aims to find the optimal specification of thermal labels for detecting the
temperatures of “not too hot” and “not too cold” of coffee. Due to there are
several factors which affect the coffee temperature detecting of thermal labels and
should be taken into consideration in the experiment. These important factors are
illustrated in Fig. 1 and discussed in the following.

2.1 Size of Coffee Cup

In Fig. 1, there are two size of coffee cup. Figure la is larger and Fig. 1b is
smaller. According to the survey of market, the sleeve, cover and the bottom are
all the same between larger and smaller cup. Therefore, the body of smaller cup is
more oblique. If the sleeve and larger is totally touch with no gap between both of
them, thus gap can be found between sleeve and smaller cup. The gap is illustrated
in Fig. 1b. In this study only two sizes are considered.

2.2 Volume of Coffee

When the coffee is full of the cup, most part of cup is touched with the coffee, thus
the temperature of coffee would have more opportunity transfer to the sleeve and

Fig. 1 Factors of the (a) (b)

experiment
Volume of cofee

A A A A A
| A AN AN
AN A A A A A A
\ I \ ] >~ gap
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cause the temperature of the sleeve is higher. However, when there is less coffee in
the cup, the opportunity of the temperature transferred to sleeve would be less.
Therefore, the temperature detected by the thermal label would be lower. Thus, the
volume of coffee in the cup will affect the temperature detected by the thermal
label.

2.3 Location of Thermal Label

According to the gap introduced in Sect. 2.1, there is gap between small cup and
cup sleeve. However, the gap is different between top and bottom of the cup
sleeve. The gap is bigger in the bottom of the cup sleeve but no gap in the top of
the cup sleeve. The temperature detected by thermal label would be different when
the thermal label is located in the top, middle or bottom of cup sleeve. Therefore,
the location that thermal labels cohered with cup sleeve could affect the detecting
of coffee temperature.

2.4 Specification of Thermal Label

The specification of thermal label is the temperature that they change color. The
color of thermal labels only change when the temperature that they detect pass
their corresponding specification. For example, if a thermal label whose specifi-
cation is 6 °C, when the temperature is rising and the temperature detected by
thermal label is 6 °C, the color of the thermal label will change, vice versa.

However, the thermal label can only detect the surface temperature of cup
sleeve, and the temperature between coffee and the surface temperature of cup
sleeve are different. Determining the most suitable specification of thermal labels
for detecting the “not too hot” and “not too cold” temperatures of coffee would be
the most important job of the study.

3 Experiment

In this section, the temperature of “not too hot” and “not too cold” is introduced
in Sect. 3.1. Based on the two temperatures, the experimental structure and results
for optimizing the cup sleeve are provided in Sect. 3.2. Finally the optimal cup
sleeve is presented in Sect. 3.3.
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3.1 Target Value Determination

This study aims to optimize the cup sleeve design, when the temperature of coffee
are “not too hot” and “not too cold”, the thermal label can change the color to
remind consumers to drink the coffee. Therefore, the temperature of “not too hot”
and “not too cold” are the target values of the experiment. Lee and O’Mahony
(2002) studied the preferred temperature for drinking coffee. The result show that
the mean preferred temperature for drinking black coffee, coffee with creamer and
sweetener, stronger black coffee and weaker black coffee are 61.5 °C
(79.3-43.7 °C), 59.0 °C (73.744.3 °C), 593 °C (72.0-46.6 °C), 60.4 °C
(73.5-47.3 °C) respectively. The range in the parentheses are 95 % confident
interval for each group. Due to the function of the designed sleeve in this study is
to remind the consumer that the temperature of coffee is accepted for drinking for
wide-ranging consumer, 8 and 43 °C are chosen as the temperature of “not too
hot” and “not too cold”.

3.2 Experimental Structure

The factors which can affect the experiment are introduced in Sect. 2. The
experimental levels for each factor are summarized in Table 1.

In Table 1, factor A and B are controllable but factor C and D are uncontrol-
lable. However, according to the prior testing, when the volume is 4 °C %, the
temperature is not easy to be detected. Therefore, only factor C is viewed as noise
factors. The experimental structure generated by orthogonal array Lg(2’) with an
outer orthogonal array Ly(2°) is illustrated in Table 2. The experimental results are
shown in the Table 2.

3.3 Cup Sleeve Optimization

The signal-to-noise ratio (S/N ratio) is an effective way to find significant
parameters by evaluating minimum variance. A higher S/N ratio means better

Table 1 Experimental levels of design factors

Factor Description Levels of factor
1 2 3 4
A Specification of thermal label 30 °C 40 °C 50 °C 60 °C
B Location of thermal label Upper Bottom
C Size of coffee cup Large Small
D Volume 80 % 40 %
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Table 2 Experimental structure and corresponding results

Inner orthogonal array Outer orthogonal array
Cc 1 2 2 1
1 2 1 2
1 1 2 2
No. A B Observations S/N ratio  Mean
(123) 4 5 6 7
1 1 1 1 1 1 36 36 37 34 30.32 35.75
2 1 2 2 2 2 35 33 46 34 16.97 37.0
3 2 1 1 2 2 56 54 54 54 35.98 54.5
4 2 2 2 1 1 56 52 72 56 17.71 59.0
5 3 1 2 1 2 68 67 67 67 43.82 67.25
6 3 2 1 2 1 70 68 82 71 22.47 74.25
7 4 1 2 2 1 87 88 86 82 31.51 85.75
8 4 2 1 1 2 86 85 92° 92° 28.67 88.75

# the value should be higher than 92 and cannot be detected

performance for combinatorial parameters. The type of characteristic in this study
is the nominal the better, Eq. (1) is used for calculating S/N ratio.

S/N ratio = 10 x log(y*/s?) (1)

The S/N values of all treatments are shown in the last second column. It can be
found that, if the thermal label is located in the top of the of cup sleeve, the S/N
ratios are higher. Moreover, due to the factor A can be adjusted to approach the
target values. This study selects thermal label with specification 35 °C for
detecting coffee with 43 °C, and thermal label with specification 55 °C for
detecting coffee with 80 °C.

4 Conclusion

This study aims to design a cup sleeve which can remind consumers the temperature
state of coffee. Then the consumers can drink coffee when the temperature of coffee is
preferred. Thermal labels are adopt for detecting the temperature and Taguchi
method is used for optimizing the specification of thermal label and the location the it
to be stuck. The design is a result of a project in a course named IDEA. It is developed
by college of management and design. All sophomores in the college are divided into
about 5 °C groups. The back ground of students of each group has to cover all
department of the college. The course aims to Integrate students with the background
of Design, Engineering and Administration to develop a production. Therefore, the
main contribution of this study is education rather than research.

Acknowledgments This work was supported, in part, by the National Science Council of
Taiwan, Republic of China, under grant NSC-101-2221-E-131-043.
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Utilizing QFD and TRIZ Techniques
to Design a Helmet Combined
with the Wireless Camcorder

Shu-Jen Hu, Ling-Huey Su and Jhih-Hao Laio

Abstract The wireless transmission products become more important and popular
in recent years because of their high efficiency and convenience. This study hopes
to enhance its function and transform the product into a brand new one as well as
to increase the added value of the wireless AV product substantially. In this study,
a questionnaire designed with Likert scale is used to understand consumer’s
demand when wearing a construction site helmet which is combined with the
wireless camcorder. With the application of quality function deployment (QFD),
the key elements of product design can be more consistent with the voices of
consumers. Next in the process of design-conducting and problem-solving, some
TRIZ methods, such as selecting pairs of improving and worsening parameter,
applying the contradiction matrix and 40 innovative principles, are applied to
achieve a creative thinking and innovative approach for the product design. At last,
the study provides an innovative design for the wireless video/audio transmission
construction site helmet, in which the wide-angle lens camcorder is mounted at the
front of the site helmet internally and the asymmetric ventilation holes are
designed in the exterior part of the helmet. Finally, the Pro/Engineer drawing
software is applied to finish the design drawing.

Keywords TRIZ - QFD - Construction site helmet - Wireless A/V transmission
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1 Introduction

Nowadays, advanced technology makes people pursue more convenient and effi-
cient life as well as increasingly emphasize the importance of wireless transmis-
sion equipment and look forward to the real-time, highly efficiency wireless
transmission device. However, it is found that the function and convenience of
many wireless video/audio transmission products are incomplete and need to be
improved. This study hopes to enhance this kind of product’s function or even
transform the product into a brand new one, furthermore to increase the added
value of the wireless AV product substantially.

In this study, by applying the technology of quality functions deployment (abbr.
as QFD) and the theory of inventive problem solving (abbreviated as TRIZ), a
construction site helmet integrating of wireless transmission system for audio and
video recording is designed to be valuable and practical as well as with better
appearance. The objectives of this research are listed as follows:

a. Apply QFD onto the products to fit the consumer demand and improve market
competitiveness of the products.

b. Apply TRIZ techniques to assist in product innovation and improvement.

c. Design a construction site helmet combined with a wireless Video/Audio
transmission device and use Pro Engineering software to create 3D drawings of
the designed product, and to make prototypes using a rapid prototype machine.

2 Literature Review

2.1 TRIZ

The TRIZ method was developed by Altshuller (1988), who analyzed over
400,000 patents and found that only 2 % of the patents are truly pioneering
inventions, while the rest are only previous known ideas or concept added with
some novel way. The invention process of TRIZ is based on the induction from
summarization according to the technical information disclosed by the patent
documents. Altshuller inferred that creativity can be systematic inducted and
derived. TRIZ is a method to solve the problem by analyzing the problem and
identifying the contradictions, then adopting different solutions according to their
physical contradictions or technical contradictions. During the problem solving
process, TRIZ applies some tools, including separation principle, substance-field
analysis, 76 standard solutions, and ARIZ. The most famous and practical methods
of TRIZ include 39 engineering parameters, a contradiction matrix, and 40
innovative TRIZ principles (Altshuller et al. 1999). TRIZ tools are used to obtain a
general solution for lots of TRIZ problems, and that general solution is
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transformed into a solution applicable to engineering technology (Kim 2005; Li
et al. 2007; Hsao 2011). It is vital for manufacturers and service companies to
maintain their competitive power by utilizing TRIZ and relevant patents and
continuing research and innovation on new products to differentiate themselves
from competitors (Hsieh and Chen 2010; Hu et al. 2011a).

2.2 QFD

QFD was developed by Yoji Akao and Shigeru Mizuno who are Japanese quality
management masters, and its main function is to ensure that the product design
meets customer needs and customer desire. QFD helps transform customer needs
(the voice of the customer [VOC]) into engineering characteristics for a product or
service. QFD is a quality engineering management technology that involves multi-
level interpretation and analysis for customer demand of the product. It transfers
customer needs into product design requirements, then transfer to the character-
istics of the components, and then the requirements of process design, finally
transfer to the production requirements (Cheng 1996). QFD expresses the rela-
tionship matrix and assesses their important degree based on customer needs,
quality characteristics, and engineering management measures. Quality Function
Deployment can help identify the important quality characteristics and engineering
management measures that have greatest influence on customer needs, letting the
enterprise focus on the right place to ensure a good match between customer needs
and real effectiveness. The QFD techniques have been applied to the field of
automotive, home appliances, garments, integrated circuits, construction machin-
ery, agricultural machinery and many other industries (Kuan 2004).

The inertia thinking mode, the depth of knowledge of the product design, and
development personnel will affect the effectiveness of product innovation and R & D.
And TRIZ theory can be used to assist developers in the conceptual design stage,
remove psychological inertia of the engineers, and extend the field of knowledge.
Systematic method of TRIZ help engineers correctly define the product and provide
innovative approaches. In the part of market development, the use of quality function
deployment can help businesses convert the voice of the customer to the product
specifications. It is able to accurately grasp the market through QFD, which serves as
a key point of making innovative products released earlier and increasing market
share (Day and Chiang 2011).

You (2011) expected to find the processes of design management for the
innovative product by combining QFD with innovative theoretical. In the con-
ventional mold design process, the way of trial and error and intuitional approach
is often used, so that a successful design often takes a long period of time and cost
much. Product performance often depends on the designer’s experience, ability
and other factors, led to the design level is difficult to be controlled. Quality
Function Deployment is used to convert customer needs into product features and
specifications to improve the product design.
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3 Methodology
3.1 Investigating the Voice of Customer

In this study, Likert-scaled questionnaire is applied to understand the requirement
direction of consumers for the site safety helmet with wireless audio and video
recording device. This part of the questionnaire is mainly targeting the construc-
tion industry practitioners or persons with experience using site helmets. 110
questionnaires were distributed, and 107 were valid. The questionnaire is reliable
with Cronbach’s Alpha value of 0.802. The results show that consumers consider
important features as follows: durability, heat dissipation, overall weight (lighter
the better), wearing comfortableness, camcorder screen coverage, videotaping
resolution, video recording set location, as well as price.

3.2 Quality Elements Deployment

In order to identify factors affect the camcorder site helmet quality characteristics,
several experts familiar with the site helmet construction are interviewed to pro-
vide the information about quality elements of this kind of site helmet. Then the
table of quality elements deployment is completed as in Table 1.

3.3 Establish the Correlation Matrix of Customer
Requirements and Design Requirements

The quality correlation matrix is established with the quality elements and the
customer requirements in product features obtained from questionnaire analysis.

Table 1 Deployment of quality elements

1st level 2nd level

Quality elements of the construction site ~ Material properties ~ Materials
helmet with wireless A/V transmitter Corrosion resistance

High temperature resistance
Strength

Design properties Buckle
Cap size
Ventilation holes
Construction
Color

Function properties ~ Wide-angle lens
Pixels
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Fig. 1 Correlation matrix of customer requirements and design requirements for the site safety
helmet

The strength of the correlation between the customer requirements and design
requirements is explored in the matrix and given annotation as score 1-10. The
higher the correlation, the higher the score, empty part means no correlation.
Then it calculates the absolute weight and relative weight of each quality element.
The whole matrix is shown in Fig. 1.

Weights of quality characteristics can be divided into three grades of A, B, and C.
Wherein A is the percentage of the weighted scores which are greater than 9 %, B is
from 7t0 9 %, and C is less than 7 %. In this study the quality features for the A and
B grade items are taken into consideration by further using the method of TRIZ
technical for contradiction removing and innovation of product improvement. They
are in total 7 design elements include materials, corrosion resistance, high tem-
perature resistance, strength, ventilation holes, the construction and wide-angle lens.

3.4 Applying TRIZ Contradiction Matrix and Inventive
Principles

Further discussion of the design requirements for the seven quality features
received in previous section is as following:

a. Materials: Lighter material should be used as much as possible so that con-
sumers wearing site cap on the head will not feel the burden of heavy load.

b. Corrosion resistance: Site cap may be exposed to moisture or corrosive places,
in order to prevent the site cap corrosion as well as prolong its usage life, a
corrosion-resistant material is necessary.
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Table 2 Summary of engineering parameters and innovation principles of this study

Problem Improving parameters Worsening parameters Innovation principles
Temperature 15: Durability of 34: Ease of repair 10. Preliminary action
resistance moving object
Materials 1: Weight of moving 14: Strength 40. Composite
object materials
Ventilation 12: Shape 14: Strength 10. Preliminary action
holes 12: Shape 13: Stability of the 4. Asymmetry
object
Construction 12: Shape 8: Volume of stationary 7. Nested doll
12: Shape 11: Stress or pressure 10. Preliminary action
Wide-angle 27: Reliability 2: Weight of stationary 3. Local quality
lens 35: Adaptability or 30: Object-affected 11. Beforehand
versatility harmful cushioning

c. High temperature resistance: When use the site cap in the field of no shade, it
may cause cracking of the cap due to the strong sunshine, so that the feature of
high temperature resistance is important.

d. Strength: People who work in dangerous places need to wear the site cap with
high strength to protect their heads, in case some heavy objects falling from
above and hit their heads.

e. Ventilation holes: The cap shell completely sealed site cap will let people feel
very hot because of no ventilation, so that the site cap is better designed to set
many ventilation holes to let heat dissipation.

f. Construction: Create an easy to wear and comfortable site cap.

g. Wide-angle lens: The video recording device is easily damaged, so that it
should be allocated in a more secure place of the site cap, but still need to take
into account its shooting angle range.

The improving and worsening parameters and their corresponding innovative
solution principles are expressed in Table 2. Whereas only one of the practical
innovation principles are chosen to solve the present contradiction problems and
are indicated in Table 2.

4 Result

The main results of this study are analysis of the product in the following five
aspects and make a structure and appearance design for this product (Hu et al.
2011b). The Pro/Engineer drawing software is applied to finish the design drawing
as shown in Fig. 2.

a. The site helmet is produced with ABS plastic material because that this material
has good strength and is corrosion resistance as well as high temperature
resistance.
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Fig. 2 Appearance of the
designed helmet

Fig. 3 Internal of the
designed helmet

b. The site helmet is designed with many ventilation holes to enhance heat ven-
tilation, while the asymmetric arrangement of the holes may increase the
crashworthiness of the site helmet.

c. Design a rope net in the helmet interior, used as a compartment, to allow air
circulation and be not hot. Additional sponge is set in the inside of the product
to increase the space for heat dissipation, make the product more effectively
ventilative with the circulation of the ventilation holes.

d. Cap with double D buckle design, this design can be based on each person’s
suitability to adjust its tightness.

e. Allocate the camcorder in helmets internal, can reduce collisions and increase
service life. The camera is installed on the front of the site cap (as shown in
Fig. 3), it will not lead to decline in range of photography shooting space.

5 Conclusion

In the present study, questionnaire survey is conducted to understand the consumer
intentions and to identify consumer’s expectation of combining the site cap with a
wireless video/audio transmission device. Further questionnaire is used to identify
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consumer expectations and demands for the site cap camcorder, the eight demands
with highest weighted score are then taken into QFD analysis. From the correlation
matrix of customer needs and quality elements, the technical requirements for the
development of the innovative product is obtained.

Next in the process of design-conducting and problem-solving, some TRIZ
methods such as improving parameter and worsening parameter selection, appli-
cation of contradiction matrix and 40 innovative principles are applied to achieve a
creative thinking and innovative approach for the product design.

After then, the study provides an innovative design for the combination of
wireless video/audio transmission device and a construction site helmet. For the
design requirement of good material, corrosion resistance, high temperature
resistance, and high strength, ABS material is used in the main part of the helmet.
Amount of ventilation holes are added on the helmet to enhance ventilation. In
addition, a thin sponge is installed inside served as a cushion to diminish the
impact of falling objects. The double-D buckle design allows users to adjust the
strap tightness more easily. Finally the wireless audio video AV sender transmitter
is installed in the internal front part of the site cap to avoid being hit by heavy
falling objects. Finally, the Pro/Engineer drawing software is applied to finish the
design drawing of the helmet combined with wireless camcorder.
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South East Asia Work Measurement
Practices Challenges and Case Study
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Abstract South-East-Asia has been producing wide range of products since
decades ago, and hence it is often dubbed as the world’s manufacturing-hub. In
terms of operation, physical size and capital investment, there are family-owned
businesses and Fortune 100 companies’ biggest off-shore facilities co-existing. As
for its workforce portfolio, the majority used to be of the kind that was non-skilled
labor intensive. However, there had been workforce capability substantial
upgrading, resulting in the niches and specialties development in automation.
Nevertheless, the awareness of work measurement impact on productivity per-
formance remained low. The literature shows that studies on work measurement
practices in this region are very limited. It is an absolute waste if there have been
tremendous improvements deployed in the machinery, systems, and tools, but they
do not function to their maximum capacity because their interaction with the labor
is not optimized, and if there is poor work measurement to understand the ‘pro-
ductivity-leak-factor’ in the operation. This paper shares the literature on work
measurement-related studies that are carried out in this region. It also discusses
data collection and preliminary findings of the impact of work measurement
method. It is found that much needs to be done to instill the appropriate awareness
and understanding of work measurement.
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1 Introduction

Method Study is the systematic recording and critical examination of ways of
doing things in order to make improvements. It studies the steps and works for the
task, identifies unnecessary/excess/non—optimized movements and eliminates
ineffective time as a result of product/process shortcoming.

Work Measurement is the application of techniques designed to establish the
time for a qualified worker to carry out a specific task at a defined rate of working.
It can also be leveraged to compare the time consumed by different methods, and
hence to pick the best methods to set challenging and yet achievable standards.

The combination of Method Study (to analyze, combine, simplify, eliminate
unnecessary movement in order to make the job more economically to carry out)
and Work Measurement (to evaluate, determine, eliminate ineffective time and set
the standard to perform the task) work hand in hand to increase productivity by
following a series of systematic steps and repeat the steps over and over again.

1.1 Introduction of Work Measurement Practices in South
East Asia Industries

Research in Work Measurement started more than one century ago in the West.
Among the famous ones are Frederick Taylor for his scientific management studies
in the 19th century, and the Gilbreths’ motion study research and development of
“therbligs” that are based on the manufacturing environment. Subsequently, the
concepts and models are included in university courses in Industrial Engineering
(IE) during the pre-war period. Despite the fact that there were many scientific
research and publications about work measurement, motion and time study in the
next few decades, work measurement remained practices in the West only.

1960s was a period where the goods industry mushroomed after World War II.
Over this period, the expansion of manufacturing boomed in SEA with the foreign
investment. There were industrial parks established, of which many large-scale
Americans’ and Europeans’ Original Equipment Manufacturer (OEM) set up their
off-shore facilities. The entire economy was expanding, fuelled by large-scale
labor workforce transformation from agriculture-base to industry-base.

During this time, foreign companies brought in their technical and scientific
innovation as well as their production management systems. Work measurement
was one of the production systems introduced. Some companies set up Industrial
Engineering (IE) departments for work measurement and other basic IE functions.
For smaller plants, the planning, production, or engineering departments were
usually assigned to handle the work measurement-related functions.



South East Asia Work Measurement Practices Challenges and Case Study 337

1.2 Current Practices in South East Asia Industries

There had been steady and positive growth in the manufacturing sector in the past
five decades in this region. As a result, there had been a substantial upgrading of
human resource capability, resulting in the development of a range of niches and
specialties, particularly in automation.

Nevertheless, the awareness of work measurement impact on productivity
performance remains low. The literature shows that studies on work measurement
practices in this region are very limited. It is an absolute waste if there have been
tremendous improvements deployed in the machinery, systems and tools, but they
do not function to their maximum capacity because their interaction with labor is
not optimized. To comprehend further this region’s work measurement practices, a
survey is carried out. The findings will form part of the research on the impact of
work measurement method on manufacturing productivity. The finding will enable
South East Asian manufacturing industries to understand the trends and benefits of
work measurement in order to set strategic moves in this direction so as to unleash
maximum potential in this area.

2 Factors of Work Measurement Practices

According to Work Measurement in Skilled Labor Environments and the Industrial
Engineering Publication IE Terminology, work measurement is “a generic term
used to refer to the setting of a time standard by a recognized industrial engi-
neering technique.” While this definition may depict a simplistic image of work
measurement, the process of determining a time standard in a complex labor
setting is far from easy. Thus, the survey enlists all possible influencing factors on
the work measurement practice as shown in Fig. 1.

2.1 Influencing Factors for Work Measurement Practices

There are four key influencing factors that contribute to the work measurement
profile, and they are practitioner’s knowledge, environmental circumstances, work
measurement methods, and targets of measurement. For practitioner’s knowledge,
work measurement is about how humans interact with tools, processes, people,
technologies and combinations of them. Knowledge learned in the books seldom
suffix to cope with work measurement implementation. It has to be stated that a
practitioner’s skill set for analytical reasoning is critical to the success of the work
measurement program. Environmental circumstances refer to the type of working
environment. A wafer fabrication plant facility versus garment manufacturer
impacts the workplace physical setting, work methods, capability, productivity
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Fig. 1 Influencing factors for work measurement practices

rate setting, and workforce ratio differently, and these must certainly be taken into
account. To effectively counter measure the factors, different work measurement
methods must be applied. The availability and freedom to use a number of
alternative methods is equally important. The targets of measurement is a set of
complex raw data that must be considered in the work measurement process. This
makes the analysis complicated and hence these become influencing factors.

2.2 The Approach of Data Collection

Surveys with questionnaires that cover the four influencing factors have been
distributed to 400 manufacturers around the SEA countries, namely Indonesia,
Malaysia, Singapore, Vietnam, Philippines, Thailand and Cambodia. There was no
specific company selection criteria used. This is so as to widen the range of
diversity in terms of service and product type. The questionnaires were written in
English and designed in an e-survey format and Microsoft Excel for softcopy
delivery, whilst hardcopies were delivered through postal service or door- to-door
delivery to organizations located within the vicinity of where the study is carried
out.
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2.3 The Survey Response

The overall survey response rate is approximately 41 % (164/400) from all
countries except Cambodia. Despite a good return rate, only 9 % (36 companies)
provide complete or usable information. Out of those, 26 companies (6.5 %) report
that their organizations have IE departments and confirm practicing work mea-
surement. This percentage seems like a small population. Unfortunately, there is
no track record to testify that this figure represents a healthy growth of work
measurement practices in this region.

3 Case Study

The 36 companies which have completed the survey are categorized to 13 cate-
gories of industry sectors (see Table 1). 11 of them which are from the manu-
facturing sectors, fully or partially practice work measurement whilst the other two
non-manufacturing industries from Finance and Research and Development
(R&D) totally do not. There are a few different aspects observed between the
groups of work measurement versus non-work measurement practice companies.

1. Work Measurement is used mainly in the manufacturing sectors with large
headcount pool in workplace. Non manufacturing organizations which have
small groups (<200 persons) of dedicated individuals with 100 % specialized
skill who work in laboratory and office do not use work measurement.

2. Among the manufacturers, all (100 %) wafer fabrication, garment, and auto-
mobile sectors use work measurement systems in a variety of formats.

3. For small manufacturing plants (~200 workers), one or two types of work
measurement systems are used. It is observed that tool types increase propor-
tionally with worker population. Up to five types of work measurement
methods are used in bigger plants.

The survey results also lead to the comprehension of how work measurement
data is used. For example, despite the fact that approximately 50 % of the com-
panies appoint Industrial Engineers to set the productivity rate (quantity of
products produced within a period of time by a person) for their companies, only
about 24 % of the companies use IE or work measurement method. Instead, the
companies prefer to refer to “past records” and “estimations” as their main or
cross reference method. In fact, all the manufacturing companies in this survey use
more than one method for work measurement to set productivity rate.
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Fig. 2 Types of work measurement methods and percentage of use. Note MOST—Maynard
Operation Sequence Technique; MODAPTS—Modular Arrangement of Predetermined Time
Standards; PMTS—Predetermined motion time system; MTM—Methods Time Measurement

3.1 The Popular Work Measurement Method

The survey shows that work measurement using time study-stopwatch is the most
popular method used (Fig. 2). Work measurement practitioners who use other
methods (non ‘time study—stopwatch’) also rate ‘time study—stopwatch’ as the
most preferred method (see Table 2 for details).

3.2 Relationship of Favorable Methods

There is no absolute conclusion drawn to the reason why time study-stopwatch is
the favorable method, but the possible contributing factors could be:

e About 40 % of the work measurement practitioners pose Bachelor or Master
Degree in IE, whilst 24 % learned work measurement-related subjects through
internal company training programs.

e The top three work measurement courses that the practitioners have taken are, in
order of popularity, Stopwatch, Work Sampling and PMTS.

e Majority of the companies use Time Study—stopwatch and the practitioners have
two to five years of hands on experience using this method. Moreover, they
work in small teams of five to ten persons. This is a good learning environment
to continuously polish the work measurement skills.

The findings indicate that preference is driven from the users’ academic
background and the peers’ interaction, which provides the technical support.
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Table 3 Influencing factors rating of switching work measurement type

Factor(s) and rate of influence level The most The least
Company’s preference or standard 14 3
Follow majority staff’s expertise 0 1
No or lack of certification 0 9
Constraint in budget, time or resources 2 3
Licensing and consultation fees is too high 1 7
Too many changes to manage to switch method 2 1
Others 1 0

3.3 Targets of Measurement

As discussed in Sect. 3.1, most companies use more than one work measurement
method as the primary and/or cross reference/supporting function. Among the
survey participants, only garment manufacturers are completely satisfied with their
current method -GSD (A type of PMTS called General Sewing Data). The survey
results also show that it is not easy to switch to other methods. For big corporation,
there is usually a company standard that controls/influences the decision. On the
other hand, small firms are most concerned about cost and the availability of
resources to manage the transition. The least influencing factor is “certification”
and this is probably due to the fact that the survey target population is corporate
instead of individually-owned, whereby the companies are likely to afford paying
for the training and certification (Table 3).

4 Conclusions

The research, at this stage, uncovers some fundamental work measurement facts in
this region. It is a reflection of the current phenomenon. Despite the importance of
determining productivity from an academic stand point, it is not a common
practice among the industries. Even though there are many established work
measurement tools available, the preferred and frequently used method narrowed
down to the more traditional methods, namely, time study through stopwatch and
work sampling, based on the practitioners’ technical training, on-the-job experi-
ence and existing company practice. Except for the garment industry, which has
already found the best fit method, others in the survey are neither satisfied nor
unsatisfied with the present method. Switching of work measurement method is
highly driven by the company rather than the individual’s preference, technical
relevance, or needs. There is no conclusion possibly drawn to the selection of
method is based on the four key influencing factors as discussed in Sect. 2.1. It is
also not conclusive that the presently-used methods contribute effectively to
improvise manufacturing productivity in this region.
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5 Future Work

The next phase of research will concentrate on the correlation factors of the choice
of the labor work/motion study and work measurement methods based on actual
practice in the workplace. A comparison between the productivity levels versus the
work study methods applications will be carried out based on on-site observations.
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Decision Support System: Real-Time
Dispatch of Manufacturing Processes

Chung-Wei Kan and An-Pin Chen

Abstract This research has highlighted the role of real-time dispatching (RTD)
tools in the development of 300 mm manufacturing machinery systems. Dis-
patching production and distribution in the real-world 300 mm manufacturing
environment is an extremely complex task requiring the consideration of numerous
constraints and objectives. Decision support system (DSS) created for this purpose
can potentially be used to provide support for related tasks, such as real-time
optimization, operational planning, quality certificated, service and maintenance.
The DSS comprises the ability to reinforce the RTD system which support both
process operator and manager in the decision making process, allowing them to
take full-scale of the physical system to implement it in a way where the optimized
process control variables are under statistical control, resulting in optimized output
that, in turn, secure higher productivity and improved quality.

Keywords Manufacturing systems - Industrial and systems engineering - Deci-
sion support system - Real-time dispatching

1 Introduction

In today’s highly automated 300 mm fabs, operators would not make or validate
scheduling decisions. Instead, real-time dispatching (RTD) system will decide
what to do next, where the necessary materials are, and when they will arrive. Nor
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will operators move materials manually; instead, overhead hoist vehicles (OHVs),
and rail-guided vehicles (RGVs) will transport materials and products as needed,
with little or no human intervention.

This level of manufacturing sophistication can be archived only through the
complete integration of other essential systems, such as: automated material
handling system (AMHS), material control system (MCS), manufacturing execu-
tion system (MES) and real-time dispatching system.

Manufacturing system evaluation, design and selection issues have developed
considerably over the part 3—4 decades. On the dispatching side, emphasis has
shifted from dispatching conventional manufacturing systems to dispatching
automated systems due to uncertainly in product demand and day to day tech-
nological developments. The spirit of these attempts is to justify the installation of
RTD in phased manner or total.

2 Real Time Dispatching System

The dispatching system was implemented using the Real Time Dispatcher (RTD)
application from Brooks Automation Inc. RTD accesses the status of the shop floor
via the RTD repository and executes scheduling rules whenever signaled to do so
by the MES. RTD performs the following functions:

e Allows detailed criteria to be used for dispatching lots.
e Uses the current state of the RTD repository to dispatch.
e Displays dispatch list in the fab (Gurshaman and Hoa 2001).

The dispatching application requires the detailed routing information for every
product, which can be processed in the fab including the list of qualified tools for
each operation, and theoretical and planned cycle times for each of the operation.

In addition, the fab produces low volume products. Rules were developed to
support the manufacturing philosophy. RTD provides a critical link in the value
chain by linking the manufacturing management directives and philosophy directly
to the manufacturing floor.

2.1 Dispatching Architecture

It is very critical that the right information is displayed to the right people and that
the information can be easily accessed. The dispatch architecture takes into
account the information needs of all stakeholders and ensures that the right levels
of detail are available to them. The stakeholders included operators of single tools
and group of tools, manufacturing supervisors for different processing areas,
manufacturing shift coordinators production planners, and fab management. In
addition to the list of lots waiting for processing at a given tool, various other
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views of the ranked list of lots are available within the RTD system to meet the
needs of different stakeholders. As an illustration, a ranked list of lots on hold is
available by processing areas for the manufacturing supervisors. Another view
includes a list of lots which cannot be processed or dispatched due to setup issues.
These views facilitate managing the WIP which cannot be currently processed in
the fab.

2.2 The Principle of “Real-Time” in Manufacturing

What is the real meaning of “real-time” in the context of manufacturing and
operational processes? In a strict sense, real-time refers to application that have a
time critical nature. A real-time process must perform a task in a determined
length of time. For example, a typical “normal” program may be considered to
perform correctly if it behaves as expected and gives the right answer. This means
that data must be read and processed before the shaft rotates another revolution,
otherwise the sampling rate will be compromised and inaccurate calculation may
result.

A real-time program is considered to be correct only if it gives the right answer
within a specified deadline. In other words, “real-time” adds a time constraint to
the notion of a program being correct. The phrase “real-time” does not directly
relate to how fast the program responds, even though many people believe that
“real-time” means “real fast”. This is a direct fall-out from the fact that it is easier
to meet deadlines with a fast system. However, many operating systems now run
on powerful hardware and are “fast”, but that speed does not necessarily imply
“determinism”. Determinism is more important than average speed for real-time
systems.

The research aims at developing an autonomous decision support system (DSS)
for real-time dispatch of manufacturing systems, and this system is planned to be
an integral part of the currently executed RTD system at all famous foundry
companies, such as Taiwan Semiconductor Manufacturing Company Ltd.
(TSMC), Powerchip Semiconductor Corp. (PSC) and others. The principle man-
ifest in the development of the DSS, described in general terms below, and then
designed tailored according to the requirements for practical control of the real-
time dispatching process.

3 Decision Support System

The concept of a decision support system (DSS) is extremely broad and its defi-
nitions vary depending upon the author’s point of view (Druzdzel and Flynn 1999).
A DSS can take many different forms and the term can be used in many different
ways (Alter 1980). On the one hand, Finlay (1994) and others define a DSS
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broadly as “a computer-based system that aids the process of decision making.” In
a more precise way, Turban (1995) defines it as “an interactive, flexible, and
adaptable computer-based information system, especially developed for support-
ing the solution of a non-structured management problem for improved decision
making. It utilizes data, provides an easy-to-use interface, and allows for the
decision maker’s own insights.”

Other definitions fill the gap between these two extremes. For Keen and Scott
Morton (1978), DSS couple the intellectual resources of individuals with the
capabilities of the computer to improve the quality of decisions (“DSS are com-
puter-based support for management decision makers who are dealing with semi-
structured problems”). For Sprague and Carlson (1982), DSS are “interactive
computer-based systems that help decision makers utilize data and models to
solves unstructured problems.”

On the other hand, Keen (1980) claims that it is impossible to give a precise
definition including all the facets of DSS (“there can be no definition of decision
support systems, only of decision support”). Nevertheless, according to Power
(1977), the term decision support system remains a useful and inclusive term for
many types of information systems that support decision making.

3.1 Design of the DSS

The decision support system (DSS) allows the application sponsors in the design,
implementation and use of computerized systems that support business managers
in the decision-making process. A DSS is a computer system that typically
encompasses mathematical models as well as informational databases and a user
interface in order to provide recommended decisions to manager-users. A DSS
differs from a traditional information system (IS) or management information
system (MIS) in that it not only provides the user with information or database as
does an IS or MIS, but it also provides answers to user queries, i.e., decisions,
through its modeling component. In essence a DSS is a computer system that helps
managers makes decisions.

Users in the DSS option take a variety of specialized utilities in the information
technology field that enhances the ability of their current developed computer
systems. A completed set of DSS includes information systems, database man-
agement, networks and telecommunications, decision support system development
and implementation, visual interface design, artificial intelligence, client/server
systems, object-oriented programming, the internet, and simulation as well as
various mathematical modeling techniques.
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3.2 The DSS System Architecture of RTD

Sprague (1982) pointed out that a listing of the characteristic of DSS is more
useful than definitions—the main features of DSS include these:

e Aimed at underspecified or less

e Well-structured problems

e Use models and analytic techniques as well as traditional data access and
retrieval functions.

e Interactive and user-friendly

e Flexible and adaptive to environmental changes and accommodate the decision-
making approach of the user.

Since part of the required system is already in place and some more are either in
the process of upgrading or procurement, while the rest still to be designed, the
overall design approach manifests in a combination of the above known approa-
ches. Before we start building the DSS, it is essential to understand the detailed
data flow, such as where information generated, how it is transferred to the
operations managers or fab operators and how it is intended to incorporate
the information in the decision making and control of the process. To simplify
the operation of the DSS to be designed for the real-time dispatching system, the
requirements for first, a real-time dispatch (RTD) system, second, the system
approach of the DSS and third, control of the implemented RTD process, are
detailed in the individual sections to follow.

3.3 DSS: An Alias for RTD

In the previous two sections, a brief review of the definitions, scopes and intro-
duction of RTD and DSS were presented. Before defining the criteria by which
RTD and DSS will be affiliated, a note about the RTD definitions is in order.

The RTD is a client and sever process. Dispatch client request dispatch list from
the RTD, a server process on RTD system. At the meanwhile, the DSS should
replicate with the same request coming from RTD as a secondary server process.
These internal data comes from the RTD’s micro-command calculation, the DSS
will absorb them as a reference to its data generation. The DSS has to be an
ongoing, dynamic system that continuously updates itself. Based on the information
contained in the RTD, the solution-result from “what-if” analysis generated from
DSS, the operators and operation manager are able to make decisions regarding
process performance or improvement.

Both RTD and DSS are ultimately systems, hence making the system approach a
suitable one. The basic premise of the system approach is that systems, regardless
of their specific context, share a common set of elements, (Churchman 1998). The
DSS has to assist the operators in making decisions, based on the real-time data
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(of the control variable) received from the RTD, while dispatching. It continuously
monitors the process by comparing the real-time data with the corresponding
benchmark data in the production configuration database, and alarms the operators
when any control variable goes beyond the control limits. An additional aspect of
the DSS is the inter-functional interaction between MES and RTD of the manu-
facturing systems.

DSS is an integrated decision support system with focus on the system-wide
issues rather than being an individual or cloistered backup tool. It supports man-
ufacturing decision activities by integrating model base with RTD database
(Repository) and communication components (Adapter, Writer and Monitor).
Originally, DSS was deemed only appropriate for clerical processing, i.e., for tasks
that are well structured. However, the DSS proposed in this paper builds upon the
industrial project and continue research. All the management levels (operational,
tactical, and strategic) are targeted. In DSS, the strategic and tactical management
level (top levels) were originally the primary targets, but more recent research
suggest and provide evidence that DSS is appropriate at any level.

RTD renders most support in dispatch phase, and to a lesser extent in the
intelligent and monitor phase. Exception reports (log files) generated by RTD itself
give clues to existing problems thus aiding the intelligence phase. DSS too pro-
vides best support for the monitor phase. It is, however, appropriate for problem
formulation and problem diagnosis to be collected and analyzed on the same
system. Moreover, for DSS with the similar hardware specification towards RTD,
it would not only for controlling the optimized process but a concomitant when
RTD server is down.

Besides the ordinary RTD coupling to the MES database and MES Application,
the DSS is connected hard-wire to the process control factors, i.e., only necessary
data being collected for DSS to monitors the current activity and performance
levels, anticipates future activity and forecasts the resources needed to provide
desired levels of service and productivity. This control component of the real-time
dispatch process is indicated by the secondary right block in Fig. 1. The DSS, a
sub-system of RTD on the independent server, is clearly shown, indicating the
information flow and the relationship MES and RTD.

4 Discussion

Research has indicated the importance of matching IT application or manufac-
turing systems with the competitive strategy of each company. Justification and
implementation of advanced manufacturing technology involved decisions that are
crucial for the practitioner regarding the survival of business in the present day
uncertainties in the manufacturing world. Since advance systems require huge
capital investment and offer large number of intangible benefits such as flexibility,
quality, competitiveness, customer satisfaction etc.
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Fig. 1 A decision support system for RTD manufacturing process

In such a manner, this system will facilitate effective decision making in
selecting appropriate applications that best match an organization’s manufacturing
strategy. The DSS may offer the user company the competitive edge it seeks.
Furthermore, operators and operation managers can get authentic advice and alarm
from the DSS in a timely, cost-effective manner.

5 Conclusions

The long-term goal for the research presented above is to develop a semi-autonomous
decision support system. In most cases, decision making is a “man-in-the-loop”
activity requiring adequate support. However, the DSS monitors the process control
factors and compares the captured data on a real-time basis to against the production
configuration database. Probably the most significant advantage of the “real-time”
mode of DSS, is that the complex operating instructions and procedures are coded
instead of having operators perform activities manually.

This prosperous implementation of the decision support system can be suc-
cessfully expended to other areas of the manufacturing environment. Though the
extended use of DSS, offers a powerful tool for decision support in the runtime
phase of manufacturing system, decisions regarding which simulations to run,
identification of abnormal conditions and so on, remains a human task. However,
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though the use of soft computing techniques such as artificial intelligence (Al) and
genetic algorithms, these tasks can be supported as well, which will also be
addressed in the future works.
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The Application of MFCA Analysis
in Process Improvement: A Case Study
of Plastics Packaging Factory in Thailand

Chompoonoot Kasemset, Suchon Sasiopars and Sugun Suwiphat

Abstract This research aims to apply the Material Flow Cost Accounting
(MFCA) for process improvement of the target product, 950 cc. plastic water
bottles, a case study company in Thailand. The production line of this product
consists of five processes, crushing, mixing, blow molding, printing, and packing.
The data collection was carried out for all processes and analyzed based on MFCA
procedure. During the process of MFCA, quantity of input and output material,
material cost, system cost and energy cost were presented. Then, the cost of
positive and negative products can be distinguished based on mass balancing for
all processes. The results from MFCA calculation showed that the highest negative
product cost occurred at blow molding process. Then, the operations flow at blow
molding process was analyzed using motion study and ECRS concept in order to
eliminate production defects. Finally, the improvement solution was proposed and
the results showed that the defects were reduced 26.07 % from previous negative
product cost.

Keywords Material flow cost accounting (MFCA) - Positive product - Negative
product - Cost reduction

1 Introduction

The concept of manufacturing process improvement commonly concentrates on
lead time reduction, waste or defect decreasing, and others which lead to increase
productivity of any production line without interpreting the improvement in term
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of cost or monetary terms that is sometimes difficult for management persons to
understanding the improvement results.

Material Flow Cost Accounting (MFCA) is developed to help organizations to
better understand the effects of environment and finance of their used material
and energy, and seek opportunities to gain both environmental and financial
improvements.

This research paper aims to present the application of MFCA in manufacturing
process improvement of one plastics packaging factory in Thailand.

2 Preliminaries
2.1 Material Flow Cost Accounting

MEFCA is one of the environmental management accounting methods aimed to
reduce both environmental impacts and costs. MFCA seeks to reduce costs through
waste reduction, thereby improving business productivity. The detail of MFCA is
addressed in many sources and also published as international standard ISO
14051:2011 as well.

The difference between MFCA and traditional cost accounting was presented in
Nakajima (2004). Based on traditional cost accounting, the total production cost is
put to products without considering waste production cost (i.e., defective parts,
material losses, etc.). Product price is normally set from combination of total cost
and profit. As long as companies satisfy with their profit, they will not care about
how much of their losses in the production system.

Based on MFCA concept, cost can be classified as; material cost (cost of both
direct and indirect material), system cost (cost of operating production system),
energy cost (cost of energy used in production system) and waste management cost
(cost of waste treatments). From those costs, each cost can be divided as positive
and negative costs. Positive or product cost is the cost attached with the output of
each process. Negative or material loss cost is the cost of loss from each process.
Cost allocation between positive and negative cost is carried out based on the
portion from material balancing between input and output materials. Finally, the
operations with high negative cost are identified and improved in order to reduce
negative cost.

The detail of MFCA implementation steps is explained in “Guide for Material
Flow Cost Accounting” by Ministry of Economy, Trade and Industry, Japan
(2011). There are seven steps as (1) preparation, (2) data collection and compi-
lation, (3) MFCA calculation, (4) indentifying improvement requirement, (5)
formulating improvement plans, (6) implementing Improvement and (7) evaluat-
ing improvement effects by re-calculating MFCA.
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Many case studies in Japan applied MFCA for improving their production
systems. The detail can be found in MFCA case examples 2011 published by
Ministry of Economy, Trade and Industry, Japan.

For Thailand, MFCA is not widely known by Thai manufacturers. Some early
MFCA applications in SMEs were presented in 2013. Kasemset et al. (2013)
applied MFCA to reduced negative material cost in one small textile factory as a
case study. Chompu-inwai et al. (2013) proposed to use MFCA to analyze the
production of one type of wood product and applied the concept of design of
experiment (DOE) to determine optimal parameters for wood cutting process in
order to reduce defective wood sheets. Laosiritaworn et al. (2013) applied MFCA
to analyze lost-wax casting process and proposed to recycle some material waste in
order to reduce the cost of indirect materials. Another advanced study of MFCA
was addressed in Chattinnawat (2013) when MFCA was combined with the
concept of dynamic programming in order to identify the improvement plan that is
economical when considering both cost of improvements and the benefit from
increasing positive product cost or reducing negative product cost at the same
time.

From those research works of MFCA application, MFCA is the effective tools
in identifying the critical point that should be improved in the production system.
Moreover, when MFCA is applied, the interpretation of the improvement in term
of monetary is attractive and easy to be understood by management peoples as
well.

2.2 Motion Study and ECRS

The purpose of motion study is to find the greatest economy of effort with due
regard for safety and the human aspect. Through the use of motion study, the job
can be broken down into steps, and each step can be analyzed to see if it is being
done in the simplest, easiest, and safest possible manner. The improved systems
based on motion study employed less number of workers while maintaining the
same or extra amount of throughput.

ECRS is one of motion study technique used to improve production lines. E is
to eliminate unnecessary work. C is to combine operations. R is to rearrange
sequence of operations. Finally, S is to simplify the necessary operations.

Recently, there are many research works adopted ECRS as a tool for operations
improvement. Lan (2010) applied ECRS to improve hands operations of electric
motor assembly. Miranda (2011) proposed to adopt ECRS in increasing man
efficiency of the clean room assembly process that can help in manpower cost
reduction for one electronics manufacturer in Philippines. Wajanawichakon and
Srimitee (2012) applied ECRS in drinking water production plant to increase the
productivity of the case study factory by reducing the cycle time. Sindhuja et al.
(2012) also applied ECRS to improve horn assembly line at the bottleneck process
to increase the production rate of this assembly line.
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Those research works of ECRS show that ECRS is the effective tool for
manufacturing cycle time reduction as giving effect on production cost reduction
as well.

3 Case Study

One plastics packaging factory in Chiang Mai, Thailand, was selected to be a case
study. Main products of this factory are plastics baskets and bottles. To implement
MFCA procedure (as the detail in Sect. 2.1), target product and process should be
selected at firstly. Then, the data collection can be carried out. The detail of data
collection can be addressed as follows.

The 950 cc. plastics bottle is selected to be the target product of this study
(shown in Fig. 1). The production process of this product is shown in Table 1.

The data collection was carried out at this product/process. Data collected were
all input materials and costs, all machines in this process, operating cost and labor
cost and they were used in MFCA calculation.

4 Results

In this section, the results of MFCA implementation to the case study were pre-
sented as follows.

Fig. 1 Target product 950 cc. bottle
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Table 1 Target process and details

357

Plastics bottles with label
and plastics bags

Input Process Output
Recycled plastics from .
defective/ waste products Plastics Crushing Recycled plastics grunules
New plastics granules and @
Recycled plastics granules Mixing Mixture plastics granules
]
Mixture plastics granules Blow Molding Plastics bottles
=7
Printing
Printing Toner Plastics bottles with label
Packing

Pack of plastics bottles

4.1 Material Flow Model

Figure 2 showed the material flow model of the target process. Wastes can be
found only at blow molding and printing processes.
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4.2 Cost Allocation

Cost allocation of all processes is shown in Table 2.

There are only two processes generating wastes, blow molding and printing
processes, and the results from cost calculation and allocation showed that blow
molding process has the highest negative product cost and the largest portion of
negative cost is material cost (shown in Table 3).

4.3 Identifying Improvement Requirement

At blow molding process, there are two types of material waste that are (1)
defective bottles (5.54 %) and (2) normal waste from head and bottom cutting
method (94.46 %) (shown in Fig. 3a, b).

Normal waste is the major of material waste at this process but the only way to
reduce this waste is to invest new machine that need more technical detail in
machine specification. Thus, only defective products are studied to find their root-
cause using 7-QC tool. Major defective bottle is bottle with out-of-spec thickness
that is 52.5 % from all defectives, so the cause-effect diagram is used to find the
root cause of this defect (shown in Fig. 4).

The cause from inappropriate working method is basic way to improve, so
motion study and ECRS were used to design new working procedure for reducing
wastes from inappropriate working method.

Table 2 Cost allocation of all processes (in Thai Baht)

Process Positive product (%) Negative product (%) MC SC EC
Crushing 100 0 160,569 4,286 3,823
Mixing 100 0 982,800 5,811.75 3,524
Blow molding 66.03 33.97 895,488 182,598 113,625
Printing 99.82 0.18 540,068 15,224  9,668.99
Packing 100 0 570,717.90 10,040 O

Table 3 Cost allocation of blow molding process (in Thai Baht)

MC SC EC wC Total
Positive product 591,318.00 120,576.58 75,031.02 0.00 786,925.60

49.62 % 10.12 % 6.30 % 0.00 % 66.03 %
Negative product 304,170.00 62,021.42 38,593.98 0.00 404,785.40

25.52 % 5.20 % 3.24 % 0.00 % 33.97 %
Total 895,488.00 182,598.00 113,625.00 0.00 1,191,711.00

75.14 % 15.32 % 9.53 % 0.00 %
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Fig. 4 Cause-effect diagram

Currently, when the operator at this process detects out-of spec product, he/she
will walk to maintenance section and ask some technician to correct the problem
without stopping machine so if he/she spend more time to find any technician, the
more defective is continually produced. The solution procedures are (1) training
operators to stop machine by him/herself, (2) introducing fast communication
among operators and technician using radio communication devices and (3)
reducing set up time by investing new digital weight scales. The first improvement
solution is developed based on R as rearranging operations step of work and the
second and third methods are developed based on E as eliminating unnecessary
movements.

4.4 Evaluating Improvement Effects

After three solutions were implemented, MFCA calculation is carried out again to
see how improvement in waste reduction as shown in Table 4.
After the improvement, positive material cost is increased to 49.81 from
49.62 % and negative material cost is reduced to 25.24 from 25.52 %.
Considering weight of material loss from defectives at blow molding process,
the weight of material loss is reduced from 469 to 346.74 kg that is 26.07 %.
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Table 4 Cost allocation of blow molding process (in Thai Baht) (improved)

MC SC EC wC Total
Positive product 591,318.00 121,183.76 75,408.85 0 787,910.60
49.81 % 10.21 % 6.35 % 0.00 % 66.37 %
Negative product 299,671.62 61,414.24 38,216.15 0.00 399,302.02
25.24 % 5.17 % 322 % 0.00 % 33.63 %
Total 890,989.62 182,598.00 113,625.00 0.00 1,187,212.62
75.05 % 15.38 % 9.57 % 0.00 %

5 Conclusion and Discussion

This study aims to present the application of MFCA in process improvement of
one plastics packaging factory as a case study. While MFCA was applied, the
highest negative cost was identified at blow molding process. From data collection
and observation, material loss can be classified as defective products and normal
loss. The improvement procedure for work operations is introduced to reduced
defective products. The results after improvement are increasing in positive
material cost from 49.62 to 49.81 % and negative material cost reducing from
25.52 to 25.24 %. The effect on reducing in material loss weight is 26.07 %.

Although, normal loss from this process is larger portion of blow molding
process than defective products, to reduce normal loss, some detail in machine
specification and some investment are required. When investment is needed, the
return on investment should be considered as well. However, the advantage of
MFCA is material loss identification pointing not only defectives but also normal
loss as well. Without MFCA application, producers will not care too much on
normal loss because they think that it is a behavior of process that cannot be
improved.
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Discussion of Water Footprint
in Industrial Applications

Chung Chia Chiu, Wei-Jung Shiang and Chiuhsiang Joe Lin

Abstract Economic growth in the past half century brought an unprecedented
comfortable life, but also had over-consumed Earth’s natural resources. Species
extinction and global warming caused by CO, emission make us start thinking
highly of the surrounding environment. Therefore, the concepts of ecological
footprint and carbon footprint have been proposed for assessing the extent of
destruction on global environment. In year 2002, Dr. Hoekstra put forward the
concept of water footprint for water consumption issues. The main concern is the
freshwater used directly and indirectly by consumers or producers, including
tracing the three key constituents as blue-, green-, and gray-water. Past studies of
the water footprint have gathered a lot of information about agricultural water
consumptions, but relatively few were studied for industrial applications. To face
the possible shortage of water resources in the future, industries should take a
serious attitude to water footprint issues. This study suggests that the water
footprint in industrial applications can be used as a basis for improving process
water usage, sewage treatment method, water cycle reuse and factories design.
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It will eventually help reach the objectives of saving water, reducing manufac-
turing costs, complying with international environmental protection requirements,
and enhancing the corporate image and visibility.

Keywords Water footprint - Greenhouse effect - Water cycle

1 Introduction

Twentieth century, especially after mid-stage, is the most developed period of
human science and technology. In order to boost the economy and improve the
living standard, the world is continuously mining the earth’s natural resources (for
example: biomass, fossil fuels, metal ores and other minerals), and the exploitation
has been increased nearly 45 % in the past 25 years (Giljum et al. 2009; Krausmann
et al. 2009). These changes have already sacrificed the planet’s ecosystems (Haberl
2006; Nelson et al. 2006; Rockstrom et al. 2009). The world population has
increased more than 2 times at the end of twentieth century, and the consumption
rate of global resources is far beyond Earth’s renewed speed (Haberl et al. 2007;
Hoekstra 2009). Among all the resources, the greatest impact on human living is
due to the requirement for freshwater.

In the past half-century, the demand for freshwater has increased more than four
times (Uitto and Schneider 1997). Due to population growth and lifestyle changes,
agriculture and some industries also have been increasing the demand for fresh-
water besides household consumers. Freshwater has quickly become an important
global resource, which is resulted from the rapid growing of the global trades on
water-intensive products (Hoekstra et al. 2011), as well as a scarce and over-used
resource (Bartram 2008; Falkenmark 2008; Vorosmarty et al. 2010). This has
caused earthshaking effect upon aquatic ecosystems and livelihood. In recent
years, nearly 80 % of the world’s population is under a significant threat of water
security (Vorosmarty et al. 2010). Climate change and increasing energy-crops
consumptions have led to a greater demand for water (Dominguez-Faus et al.
2009; Liu et al. 2008). Regarding the application and management of water
resource, in addition to water supply, the measurement of water needs can allocate
water resource more effectively. Water footprint was recently promoted as an
important indicator for water consumptions (Chapagain and Hoekstra 2004;
Hoekstra and Chapagain 2007, 2008). In the past 10 years, quite a few studies
about water footprint have been presented, but are mostly related with the water
consumptions in agriculture and its relevant products. There lacks research in
industrial and operational fields, which leave a new developing opportunity and
space for the industrial engineering.

The purpose of this study is to investigate the water footprint for applying in the
industrial field. The result of water footprint assessment can be the basis for
improvement of operating procedures or a part of the evaluation on new engineering
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projects. It also can be used to establish international standards. The promotion and
implementation of water footprint should have a positive meaning, and can be a
supplement to the assessment on product supply chain as well.

2 The Concept of Water Footprint

The idea of considering water use along supply chains has gained interest after the
introduction of the ‘water footprints’ concept by Hoekstra in 2002 (Hoekstra
2003). The water footprint thus offers a better and wider perspective on how a
consumer or producer relates to the use of freshwater systems. It is a volumetric
measure of water consumption and pollution. Water footprint accounts give
spatiotemporally explicit information regarding how water is appropriated for
various human purposes. The water footprint is an indicator of freshwater use that
looks not only at direct water use of a consumer or producer, but also at the
indirect water use. The water footprint can be regarded as a comprehensive
indicator of freshwater resources appropriation, next to the traditional and
restricted measure of water withdrawal (Hoekstra et al. 2011). The WF consists of
three components: blue, green and grey water footprint (Fig. 1).

e Blue water footprint: The blue water footprint is an indicator of consumptive use
of so-called blue water, in other words, fresh surface or groundwater.

e Green water footprint: The green water footprint is an indicator of the human
use of so-called green water. Green water refers to the precipitation on land that

Water footprint of a consumer or producer
Direct water use Indirect water use
Green water Green water
footprint footprint £
Water withdrawal ‘g-
________________________ . g
E : 5z
' Non-consumptive Blue water ' Blue water § 8
| water use (return flow) footprint D footprint
h 1
| 1
Grey water Grey water _E
footprint footprint 85
§ )
&

Fig. 1 Schematic representation of the components of a water footprint. (Hoekstra et al. 2011)
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does not run off or recharge the groundwater but is stored in the soil or tem-
porarily stays on top of the soil or vegetation.

e Grey water footprint: The grey water footprint of a process step is an indicator
of the degree of freshwater pollution that can be associated with the process step.
It is defined as the volume of freshwater that is required to assimilate the load of
pollutants based on natural background concentrations and existing ambient
water quality standards.

One can assess the water footprint of different entities, so it is most important to
start specifying in which water footprint one is interested. One can be interested,
for instance, in the:

Water footprint of a process step.

Water footprint of a product.

Water footprint of a consumer.

Water footprint a geographically delineated area.

National water footprint accounting.

Water footprint of catchments and river basin.

Water footprint accounting for municipalities, provinces or other administrative
units.

e Water footprint of a business.

3 Paper Survey of Water Footprint

This study has surveyed 61 water footprint related journal papers published in
Water Footprint Network (WFN) and Science Direct Onsite (SDOS) during year
2005 to January 2013. The research fields and amounts are shown in Table 1.
Nearly 30 % of these papers were related to researches on water footprint in
agriculture and its products, including plants such as: coffee and tea (Chapagain
and Hoekstra 2007), cotton (Chapagain et al. 2006), tomato (Page et al. 2012),
sweet carbonated drinks (Ercin et al. 2011), rice (Chapagain and Hoekstra 2011),
sugar cane and cassava (Kongboon and Sampattagul 2012), spaghetti and pizza
(Aldaya and Hoekstra 2010), paste and M&M’s peanut (Ridoutt and Pfister 2010).
For adapting to the development of renewable energy, quite attention has been
paid to biomass such as the water footprint information of bioethanol (Winnie and
Hoekstra 2012, Chiu and Wu 2012), and water footprint research for sweetener
and bio-ethanol (Leenes and Hoekstra 2012). Almost all these papers investigated
water footprint consumed for growing bio-crops, like corn, sugar cane and beet in
different regions. These researches’ field and methodology are the same as that for
agricultural products, but different in final uses. There are 13.1 % of the total
journal papers which are in the fields of water resource management and appli-
cation; five of them are related to management. Studies on water resource appli-
cations have been started in recent 2 years. Investigations of virtual water flow
direction are commonly seen in water footprint research, and actually involved in



Discussion of Water Footprint in Industrial Applications 367

Table 1 Research fields and amount of the journal papers related to water footprint

Research field Numbers Percentage Main content
presented
Management and 8 13.1 Management and utilization of water resource
utilization
Virtual water 7 11.5 Virtual water flow of international trade
(Water footprint assessment)
Agriculture and its 18 29.5 Water footprint assessment for animals, crops
products and their products
Biomass crops 9 14.8 Water footprint assessment for bio-ethanol or
bio-diesel crops
Energy carriers 3 4.9 Water footprint assessment for primary energy
carrier, hydropower and microalgae
Industries applications 3 4.9 Applications of water footprint assessment

results including: sweet carbonated drinks,
paper, industries

Assessment technology 7 11.5 Development of water footprint assessment
technologies: LCA, remote sensing, space
coordinates

Others 6 9.8 Various water footprint assessments such as:

footprint family, water conservation policy,
national water footprint, water footprint for
livelihood consumption, river water
footprint

many agriculture water footprint studies mostly before year 2010. It is worth
notice that literature on water footprint in relevant applications has been presented
since year 2011. Although only three essays were surveyed in this study, it should
be thought as a beginning of this kind of research anyhow.

From current literature, but most researches only emphasized the import and
export flow directions of virtual water of agriculture or agricultural food products.
The trade-off of water resource applications between agriculture and industry
based on comparative advantage has not been studied. This study considers such a
lack shall be filled with industrial engineering concept and technique.

4 Application and Development of Water Footprint

Mekonnen and Hoekstra (2012) thought water footprint assessment shall be an
item for evaluating new and existing equipments. This suggestion is a very good
footnote for water footprint application. In the past, industry development stressed
how to make the best and the most products in the shortest time and how much
resources were consumed or wasted during manufacture was not an important
issue. After entering the 21st century, people paid more attention to earth’s
environmental and resources problems. How to reduce the harm to environment
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and conserve resources have become a new subject and a new aspect to strive for.
Water footprint assessment can identify the hot-spot of water consumptions, and
the corresponding improvement can be carried out on that hot-spot then. For
example, Ercin et al. (2011) chose raw materials based on water footprint in the
study of sweet carbonated drinks. Other researches such as: understanding
the applications of water resource through computer games (Hoekstra 2012) and
blue water footprint of hydroelectricity (Mekonnen and Hoekstra 2012) all utilized
the results of water footprint assessment as the basis for improving existing
facilities and building new facilities.

Although applications of water footprint in industries have been quietly
implemented in the industrial circles, but not many papers related to industrial
applications were presented in the academia. This may result in the lack of supply-
chain products information for industrial promotion, because most industries use
only blue water and grey water. Moreover, all the water consumption data can be
acquired from production line except that of the products provided by supply-
chain; this makes the calculation of water footprint easier than that for agriculture.
Water is an important factor for the growth of agricultural crops. It needs irrigation
(blue water) to satisfy the demand for crop growth in water shortage (green water)
area, and will then inevitably increase the stress of water shortage. Though fer-
tilization could increase crop’s yield, it also consumes more grey water. All these
are conflicts among agricultural water uses. The biggest difference from that of
agriculture is the industrial water consumption hot-spots can be improved by many
physical measures such as: changing the process and operating procedures, change
of water-use habit, decreasing the concentration and amount of wastewater, water-
cycle reuse and steam-recovery reuse so as to accomplish the purpose of reducing
products’ water footprint. These measures can achieve greater effects on lowering
production cost and environmental protection compliance if they were imple-
mented during design stage.

5 Conclusions

Freshwater resource has become an important global resource as well as a scarce
and over-used resource due to world population growth and change of life style,
and the resulted increase of water demand. Hoekstra proposed a water footprint
concept of using actual water consumption instead of water taken in year 2002 and
thus has raised a new wave of research in the field of water resource management
application. But most of the abundant research literatures were focused on the
water consumptions during agricultural crops growth and the extended virtual
water trade flow amounts. This study collected the journal papers about water
footprint in recent 8 years, 30 % of which were assessment or discussion on the
water footprint of agriculture and relevant products, a total of more than 5 C %
were related to agriculture. This shows water footprint in industrial applications is
severely neglected.
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Industries provide various kinds of products required for human living, large
quantity of freshwater is consumed and different wastewaters are generated during
manufacturing process. If we could adequately apply physical measures of
industrial engineering discipline such as: changing the process and operating
procedures, change of water-use habit, decreasing the concentration and amount of
wastewater, water-cycle reuse and steam-recovery reuse so as to accomplish the
purpose of reducing products’ water footprint. The direct benefit is to lower
production cost, reduce freshwater consumption and decrease the competing
pressure with domestic water. The indirect benefit is to be in compliance with
international environment protection requirement and promote enterprise’s image
and reputation.

The contribution of this study is to sort a direction for the research of water
footprint in industrial applications and provide a clear target for follow-up
researchers. Meanwhile through the establishment of water footprint information
for various products, so that industries could choose materials accordingly and
achieve the goal of efficient use of water resource.
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Mitigating Uncertainty Risks Through
Inventory Management: A Case Study
for an Automobile Company

Amy Chen, H. M. Wee, Chih-Ying Hsieh and Paul Wee

Abstract In recent years, global environment has changed dramatically due to
unpredictable operational risks, disruption risks, natural and man-made disasters,
global financial and European debt crisis. This greatly increases the complexity of
the automotive supply chain. In this paper we investigate the inventory policy of
the aftermarket parts for an automotive company. The key findings and insights
from this study are: (1) to mitigate the risk of disruptive supply chain, enterprises
need to reduce the monthly supplies of high priced products, (2) to improve profit,
cash flow and fill rate, the use of A, B and C inventory management system is
critical, (3) the case study provides managerial insights for other industries to
develop an efficient inventory management system in a competitive and uncertain

environment.
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1 Introduction

In an elaborate automobile network, aftermarket part is a major if not the biggest
contributor to a company’s profits. In the aftermarket part business, custom sat-
isfaction is critical; and a quick response to customers’ needs have become a basic
requirements. Therefore, a good fill rate is crucial for a company to maintain a
reasonable profit and cash flow. In order for a company to maintain an efficient fill
rate, inventory management is critical.

In recent years, crisis that result in supply chain disruption are prevalent, for
example the Japanese earthquake in March 2011, the Turkey earthquake in
October 2011 and the Thailand floods in May 2012, these uncertain events have
made the inventory control of aftermarket parts more complicated than production.
Since aftermarket parts do not have a controllable volume and timing schedule, to
quickly response to the unpredictable risks and maintain customer satisfaction, we
need to identify an optimal inventory and fill rate with an automobile company as
an example.

The aftermarket parts of the automotive company under study are managed by
the PANDA system (Parts and Accessory logistic system). PANDA is an inte-
grated system of aftermarket parts to run the complete parts operation. The system
supports critical aspects of the aftermarket parts supply chain process including
parts’ ordering, demand forecast, delivering, storage and inventory management,
the PANDA system is not only parts supply flow but also accounting flow to link
dealers, service part’s center and part’s sources. Figure 1 shows an automotive
network and Table 1 provides the definition of the ABC aftermarket parts’
inventory system.

2 Literature Review
2.1 Supply Chain Risk Management

Wee et al. (2009) identified the supply chain risks in the automotive and electronic
industries in Brazil and highlighted the urgency of the supply chain risk man-
agement (SCRM) and implementation. Sabio et al. (2010) presented an efficient
decomposition method in order to expedite the solution of the underlying multi-
objective model by exploiting its specification. They illustrated the capabilities of
the proposed model framework and solution strategy through the application of a
real case study in Spain. Blome and Schoenherr (2011) used in-depth case studies
conducted among eight European enterprises and highlighted their approach to risk
management and how they are related to Enterprise Risk Management.
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Fig. 1 The network of automobile industry
Table 1 The definition of ABCD inventory system
Categories Annual sales forecast Dealer demand
A Type Sales forecast > 20 pieces Average 1 piece per month
B Type 3.3 < Sales forecast < 20 Average 1 piece per 3 month
C Type 0 < Sales forecast < 3.3 Average | piece more than 3 month
D Type Sales forecast = 0 e No demand

e Obsolete parts—no order in over 2 years
e New parts—last order within 2 years

2.2 Inventory Management

Schmitt (2011) modeled a multi-echelon system and evaluate multiple strategies
for protecting customer service, also demonstrated that the greatest service level
improvements can be made by providing both proactive inventory placement to
cover short disruptions or the start of long disruptions, and reactive back-up
methods to help the supply chain recover after long disruptions. Gupta et al. (2000)
utilizes the framework of mid-term, multisite supply chain planning under demand
uncertainty to safeguard against inventory depletion at the production sites and
excessive shortage using a change constraint programming approach in conjunc-
tion with a two-stage stochastic programming methodology. Yu (2011) compared
artificial-intelligence (Al)-based classification techniques with traditional multiple
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discriminant analysis (MDA), support vector machines (SVMs), backpropagation
networks (BPNs), and the k-nearest neighbor (k-NN) algorithm and suggested that
ERP systems can be used to implement Al-based classification techniques with
multiple criteria in ABC analysis. The use of these techniques will improve the
effectiveness and efficiency of inventory management.

2.3 Fill Rate

Silver et al. (2011) presented a news derivation of the fill rate and (R, S) system
under normally distributed demand. A commonly used approximate method for
selecting the value of the safety factor can lead to an appropriate service level.
Axsater (2006) provided an alternative approximation technique for determining
the order quantities for (R, Q) policy under a fill rate constraint and normal lead-
time demand.

3 Model Development and Analyze
3.1 Data Source and Definition

The purpose of this model is to analyze inventory, monthly supply, inventory
turnover and fill-rate of the aftermarket parts by Sensitivity Analysis so as to
improve cash flow and profit. Aftermarket parts are sourced mainly from European
and US markets, some parts are sourced from Taiwan and other Asian suppliers.
This automotive company holds an average aftermarket part inventory of $340
million to support about $2,958.5 million in annual sales with a fill-rate of 92.8 %.
Fill-rate:

The first pick availability rate at the warehouse to meet dealer orders; including
stock orders and urgent orders. That is critical for customer’s satisfaction.

Monthly supply:

Inventory turnover: Cost of sales divided by Inventory amount.
Profit per part item is $500.

Fill-rate change of 1 % is around 13,500 items.

Carrying cost is 20 % of inventory.

Inventory ABC categories are defined in Table 1. This study combines both C
and D inventory types into C inventory category.
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3.2 Model
3.2.1 Tool: Excel Solver—Simple Linear Programs

3.2.2 Modeling

Propose: Using an Excel Solver to identify the optimal inventory level to drive the
best practice in the after sales service parts business including cash flow, profit and
customer’ satisfaction.

Step 1 Define variances

Known variances (F): F;—fill-rates for each inventory categories by sources,
i inventory category, j supply source

Unknown variances (S): S;—each inventory categories, i inventory category,
J supplier source

Step 2 Functional target—an optimal solution to get reasonable inventory com-
bination for a higher fill-rate Maximum of

Zizl (Fy x Sy)/ Zizlsij
Step 3 Constraint

Each source has a lead-time constraint considering the logistics of shipment.
Therefore monthly supplies from each source are different.

M,‘j> =0

3.3 Data Analysis

3.3.1 Sensitivity Analysis Report

From the Sensitivity Analysis report generated from the Excel Solver, we found 4
top shadow prices; Sa. c (82.6), Saja (22.8), Sa_gu (14) then Spyc (8.4). If we
plan to improve the service level in the short term, an increase in the monthly
supply of Sa.ic (82.6) is necessary. The impact of fill-rate includes customer
satisfaction, cash flow, profit and visible cash improvement. The improvements
include Sp_ja (22.8), Sao.gu (14) then Sg 1 c (8.4) where uncertain environment and
limited resources are present. The details are shown in Table 2.
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Table 2 Simulation report

Cell Name Final Reduced Objezctive Allowable Allowable Minumun Name Maximun

value cost coefficient increase  decrease

Adjustable cells

$B$8 A EU 57.1 0.0 0.98 1E + 30 0.98 0.00 A EU 1E + 30
$C$8 A JA 58.1 0.0 0.98 1E + 30 0.98 0.00 AJA 1E + 30
$D$8 A US 259 0.0 0.98 1IE + 30 0.98 0.00 A US 1E + 30
$E$8 A LC 1264 0.0 0.98 1E + 30 0.98 0.00 A LC 1E + 30
$B$9 B EU 10.7 0.0 0.85 1E+30 0.85 0.00 B EU 1E + 30
$C$9 BIJA 11.6 0.0 0.85 IE + 30 0.85 0.00 BJA 1E + 30
$D$9 B US 49 0.0 0.85 1E + 30 0.85 0.00 B US 1E + 30
$E$9 B LC 9.9 0.0 0.85 1E+30 0.85 0.00 BLC 1E + 30
$B$10 CEU 99 0.0 0.60 IE 4+ 30 0.60 0.00 CEU I1E + 30
$C$10 CJA 16.1 0.0 0.60 1E + 30 0.60 0.00 CJA 1E + 30
$D$10 C US 4.5 0.0 0.60 1E + 30 0.60 0.00 CUS 1E + 30
$E$10 C LC 5.0 0.0 0.75 1E + 30 0.75 0.00 CLC 1E + 30
Cell Name Final Shadow Constraint Allowable Allowable Minumun Name Maximun

value price R. H. side increase  decrease

Constraints

$B$15 AEU 4.0 140 4.0 IE +30 4.0 0.00 A EU 1E + 30
$C$15 AJA 25 228 2.5 IE+30 25 0.00 AJA 1E + 30
$D$15 AUS 40 64 4.0 1IE +30 4.0 0.00 AUS 1E + 30
$E$15 ALC 1.5 826 1.5 IE+30 1.5 0.00 ALC 1E + 30
$B$16 BEU 3.0 3.0 3.0 1IE+30 3.0 0.00 B EU IE + 30
$C$16 BJA 2.0 49 2.0 1IE+30 2.0 0.00 BJA 1E + 30
$D$16 BUS 3.0 1.4 3.0 IE +30 3.0 0.00 B US 1E + 30
$E$16 BLC 1.0 84 1.0 1IE4+30 1.0 0.00 BLC 1E + 30
$B$17 CEU 50 1.2 5.0 1IE+30 5.0 0.00 CEU IE + 30
$C$17 CJA 50 19 5.0 IE+30 50 0.00 CJA 1E + 30
$D$17 CUS 50 0S5 5.0 1IE+30 5.0 0.00 CUS 1E + 30
$E$17 CLC 1.0 37 1.0 1IE+30 1.0 0.00 CLC 1E + 30

3.3.2 From the Simulation Reports Below, a Summary is Listed

Figure 2, we can find the sensitivity for 0.1 month-supply interval for A/B/C
inventory categories.

Category A, the profit impact is getting better as monthly supply is decreasing,
also cash flow is improved significantly resulted from lower inventory levels, but
the fill- rate becomes worse. That is because Category A is fast moving parts,
month-supply change impacts fill-rate, profit, cash flow and fill-rate a lot.

Category B and C’s profit and inventory impact are not significantly due to slow
moving parts. Also the fill-rate of category B and C worsen as monthly supply is
increased.

This study examines two cases, Case A to reduce 1 month supply for category
A, B and C, Case B to increase 1 month supply for category A, B and C. The
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Inventory Category A Sensitivity
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Fig. 2 Sensitivity analysis report

results are shown in Table 3: Case A has a higher profit impact with approximately
$24.69 million but lower fill rate at 91.7 %; which means we will lose some loyal
customers in the long term. Case B achieves a higher fill-rate 93.3 %, but the profit
impact is the worst because it keeps the highest inventory levels. Therefore, we
need to consider the optimal solution of monthly supply for category A, B and C
pondering fill-rate and profit impact. Other cases are considered after simulation.

3.3.3 More Cases are Simulated Here

e Case C (Table 3)

A category: 0.5 month decrease
B category: 1 month decrease
C category: 1 month decrease

Fill-rate of 93.3 %, profit impact of $22.37 million at $244 inventory level
e Case D (Table 3)

A category: no change

B category: 1 month decrease

C category: 1 month decrease

Fill-rate of 94.3 %, and a profit impact of $15.67 million at $308 inventory level

Although Case C’s profit impact is $22.37 million; $6.7 million higher than
Case D, its fill-rate is 1 point lower than that of Case D. Other than profits; a
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Table 3 The summary of 4 cases
Monthly adjustment Case A Case B Case C Case D
A(—=1) B(—1) A(+1) B(+1) A(—0.5) B(—1) A(—1) B(—1)
C(-1) C(+1) C(-1) C(—-1)
Inventory $ million 180 500 244 308
Month supply 1.1 3.1 1.5 1.9
Inventory turn 10.69 3.84 7.88 6.24
Fill rate (%) 91.7 93.3 933 94.3
Compared with original level
Inventory (+dec/— —160 160 -96 -32
inc)
$ million
Month supply —1.0 1.0 —0.6 —-0.2
Inventory turn 4.99 —1.86 2.18 0.54
Fill rate (%) —-1.1 0.5 0.5 1.5
Profit Impact ($ 24.69 —29.41 22.37 15.67
million)

company should consider customer satisfaction (higher fill-rate) and cash flow
(inventory level) to maintain a high profit.

4 Conclusion and Contribution

In this study, we optimize the ABC inventory management system to mitigate the
risks of supply chain disruption. The case example provides the proposed enter-
prise with a strategy to improve profit, cash flow and fill-rate during the times of
uncertainty and global financial economic pressures. Key findings in this study
provide useful insights to enterprises:

1. To manage and control inventory, enterprises need to reduce the monthly
supplies of high priced products as priority, the impact on the fill-rate (customer
satisfaction) and profit can quickly be observed.

2. To improve profit, cash flow and fill rate, inventory management using A, B
and C system is very critical for uncertain environment with limited resources.

3. The model developed in this study is user friendly and can be applied to other
enterprises. It provides instantaneous fill-rate and inventory monitoring for

senior management.

Finally, the case study provides managerial insights for other industries to
develop an efficient and effective inventory management system in a competitive

and uncertain environment.



Mitigating Uncertainty Risks Through Inventory Management 379
References

Axsater S (2006) A simple procedure for determining order quantities under a fill rate constraint
and normally distributed lead-time demand. Eur J Oper Res 174:480-491

Blome C, Schoenherr T (2011) Supply chain risk management in financial crises-A multiple case-
study approach. Int J Prod Econ 10:1016

Gupta A, Maranas CD, McDonald CM (2000) Mid-term supply chain planning under demand
uncertainty: customer demand satisfaction and inventory management. Computers and
Chemical Engineering 24:2613-2621

Sabio N, Gadalla M, Guillen-Gosalbez G, Jimenezl L (2010) Strategic planning with risk control
of hydrogen supply chains for vehicle use under uncertainty in operating costs: a case study of
Spain. Int J Hydrogen Energy 35:6836-6852

Schmitt AJ (2011) Strategies for customer service level protection under multi-echelon supply
chain disruption risk. Transp Res Part B 45:1266-1283

Silver EA, Bischak DP (2011) The exact fill rate in a periodic review base stock system under
normally distributed demand. Omega 39:346-349

Wee HM, Blos MF, Quaddus M, Watanabe K (2009) Supply chain risk management (SCRM): a
case study on the automotive and electronic industries in Brazil. Supply Chain Manage: Int J
14(4):247-252

Yu M-C (2011) Multi-criteria ABC analysis using artificial-intelligence-based classification
techniques. Expert Syst Appl 38:3416-3421



Service Quality for the YouBike System
in Taipei

Jung-Wei Chang, Xin-Yi Jiang, Xiu-Ru Chen, Chia-Chen Lin
and Shih-Che Lo

Abstract In this study, we focused on the service quality for the public bicycle
system, YouBike System, in Taipei, and used the station setting at the National
Taiwan University of Science and Technology (NTUST) for the case study.
YouBike System refers to the “rent-it-here, leave-it-there” bike sharing service
provided by the Taipei City Government. We adopted the service quality models
developed by Parasuraman, Zeithaml and Berry in 1970s to conduct the research.
In the first stage before launching the station at the NTUST, a pre-using ques-
tionnaire was designed and distributed to the students at the NTUST to collect the
opinions and their expectations about the YouBike System. Then, an after-using
questionnaire was designed and distributed to the students at the NTUST to
investigate whether the service quality of the YouBike System meet their expec-
tations and what is the service level provided by the YouBike system. The after-
using survey was conducted after one month of launching the station at the
NTUST. The results analyzed from both sets of surveys would provide valuable
information for the Taipei City Government to continuing improves their public
transportation policy.

Keywords Service quality - Likert scale - Bike sharing service - Bike sharing
network - Service science

1 Introduction

Due to the trend of saving power to protect environment and riding bicycles for
citizens’ health, big cities over the world established their public bicycle systems
for many years. In addition to reducing traffic congestion during peak hours, riding
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Table 1 Ten cities having bicycle sharing systems

Country City System No. stations No. bikes
Belgium Brussels Villo! 1,800 2,500
Canada Montreal Bixi 405 5,050
China Hangzhou Hangzou public bicycle 2,700 66,500
Denmark Copenhagen Bycylken 125 1,300
France Lyon Vélo’v 340 4,000
France Paris Vélib 1,450 20,600
Netherlands Amsterdam OV-fiets 240 6,000
South Korea Changwon NUBIJA 235 3,300
Spanish Barcelona BICING 420 6,000
UK London Barclays cycle hire 507 8,000

bicycles for commuters can also reduce gas emissions from vehicles (Frederick
et al. 1959). Moreover, establishing public bicycle system has become a pros-
perous target to know the internationalism, the freedom, and the respect of envi-
ronmental issue for big cities around the world (Brandt and Scharioth 1998).

Table 1 summarized 10 cities providing public bicycle sharing systems that are
currently active. All systems listed in Table 1 allow users to pick up and drop off
bicycles at any of the kiosk stations within the bicycle networks.

Taiwan is famous for manufacturing bicycles. Brand names, such as Giant
Bicycles and Merida Bikes, are the companies making public bikes and the Taipei
City Government is optimistic to the development of the public bike system in
Taipei City and the vicinity. With the cooperation between enterprises and gov-
ernment officials, the YouBike system in Taipei had been established since 2009.
For more than 7 years, Taipei City Government is in charge of supervising the
engineering process, network expansion, and operations management of the
YouBike. Moreover, the contractor is responsible for setting up, operation and
maintenance of the YouBike. They hope that the YouBike can not only reducing
the air pollution level and heavy traffic situation in Taipei City, but also providing
a convenient travel method for the citizens and tourists (Huang 2010). There are
twelve administrative districts in the Taipei City. In each district, the YouBike
begins with setting stations near MRT stations, bus stops, markets, and residential
area because of the stream of people. There are seventy stations in the Taipei City
now and there will be 160 stations total at the end of this year.

In order to know users’ considerations about service quality of the YouBike
system in Taipei City, we adopted the service quality models developed by
Parasuraman, Zeithaml and Berry in 1970s to conduct the research (Parasurman
et al. 1984, 1985) in this paper. In the first stage before launching the station at the
NTUST, a pre-using questionnaire was designed and distributed to the students at
the NTUST to collect the opinions and their expectations about the YouBike
System. Then, an after-using questionnaire was designed and distributed to the
students at the NTUST to investigate whether the service quality of the YouBike
System meet their expectations and what is the service level provided by the
YouBike system (Noriaki et al. 1984).
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The remainder of the paper is organized as follows. Section 2 is the design of
both questionnaires and initial analysis of the data collection quality. Section 3
presents the experimental results and findings from the questionnaires. Section 4
offers conclusions, following the references in the final section.

2 Research Methodology

A before-using the YouBike system questionnaire was designed and a total of 868
questionnaires were collected to research expectations from students with/without
using the YouBike service in NTUST before the kiosk station setting at the
NTUST launched. Then the after-using questionnaire was designed and conducted
to collect opinions from 162 students who have experience using the YouBike
service at the NTUST station.

2.1 Reliability

Reliability is a way to test if a method is reliable by showing consistency and
stability in the result. We use Cronbach o in five-point Likert scale to identify
reliability of our questionnaire (Carman 1990). Cronbach’s o is ranged between
zero and one to represent its consistency. Generally, Cronbach’s o falls at least
larger than 0.5 and smaller than or equal to 0.7. If Cronbach’s « larger than 0.7, it
represents that the results from the questionnaire is very reliable. Table 2 sum-
marized Cronbach’s « values for both sets of questionnaires for the reliability
analysis. The calculation of Cronbach’s « is shown in the following equation.

n 2
a:n1<1_%§l>’ (1)

where S? is the deviation of every question and S% is the deviation of total
questionnaire.

Table 2 Cronbach « from questionnaires

Questions o (before- o (after-
using) using)
1 I am glad to see that the YouBike station setting at the NTUST 0.9031 0.8022
2 It is appropriate to set the YouBike station at the NTUST 0.9015 0.7842
3 I want to use the YouBike at the NTUST 0.8927 0.7757
4 Tt is convenient to set the YouBike kiosk station at the NTUST 0.8918 0.7775
5 It is helpful to set the YouBike station at the NTUST 0.8912 0.7671
6 If the YouBike is set at my destination, I will go there by the 0.9272 0.8695

YouBike
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Table 3 Cronbach o in users’ opinions from Kano’s model

Questions o
1 Renting a well-functioned bike 0.8783
2 There is an available parking place to return the bike 0.8840
3 Instructions from the kiosk machine are in detail and clear 0.8776
4 If the kiosk machine can inform you the condition at every YouBike station 0.8720
5 When your easy card is locked with unknown reasons, the kiosk machine 0.8776
can teach you how to solve the problem
6 You can rent a bike for free within 30 min 0.8810
7 You can apply the association member by both kiosk machine and on Internet 0.8849
8 The kiosk can inform you that your easy card has insufficient money 0.8794
9  The sensor can inform you when easy card touch the sensor 0.8759
10 If staff can arrive within 10 min when the YouBike station ran out of bikes or 0.8792
parking place
11 You can return a bike by the kiosk machine when the station is full loaded 0.8970
12 You can get 1 h more for free when the parking space is full loaded 0.8856
13 You can get a transfer discount after using the YouBike service 0.8808

As shown in Table 2, o values from before-using questionnaire are around 0.9
and « values from after-using questionnaire are around 0.8. All values are bigger
than 0.7 which confirmed that the data collected for our analysis is reliable.

Table 3 shows o values of after-using questionnaire designed from Kano model
are around 0.88, which also confirmed that the data collected for our analysis is
reliable.

2.2 Questionnaire Design

The before-using questionnaire was designed and focused on the users’ expecta-
tion about the soon-to-be-launched YouBike station at NTUST. There are two
sections in our questionnaire: (1) user information and (2) user’s expectation about
the YouBike service. Some of the questions in the first questionnaire are specially
designed in order to compare the results from the second questionnaire. Next, the
after-using questionnaire was designed and focused on the users’ satisfaction and
the service quality of the YouBike service. There are three sections in the second
questionnaire: (1) user information, (2) users’ satisfaction, and (3) users’ opinion
about the YouBike service provided by the YouBike station at NTUST. We
integrated the Kano’s model (Matzler and Hinterhuber 1998; Chang 2011) to
design the second questionnaire in order to acquire more information for students
after using the YouBike station at NTUST. Since we aim at the students having the
YouBike service experience, so number of samples from the second questionnaire
that we collected is smaller than number of samples from the first questionnaire.
We analyzed the before-using results and after-using results to analysis if the
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Table 4 Two-dimensional quality key elements

Service Requirements Dysfunctional form of questions
I'like it It mustbe Iam I can live I dislike it
that way that way neutral without it that that way
way
Functional form I like it that Q A A A (0]
of the way
questions It must be that R I I I M
way
I am neutral R I I I M
I can live R I I I M
without it
that way
I dislike it that R R R R Q
way

establishment of the YouBike station at NTUST fits in with students’ expectations
and the factors that they pay more attention to the YouBike service. A Two-
dimensional quality key elements and quality improvement index (Kano 1984)
were also used to calculate level of satisfaction and level of dissatisfaction from
users, as shown in the following equations, where A: Attractive, O: One-
dimensional, M: Must-be, I: Indifferent, R: Reverse, and Q: Questionable
(Table 4).

Satisfaction increment index = (A + O)/(A + O + M + I). (2)

Dissatisfaction decrement index = (O + M)/(A + O + M + I).

3 The Experimental Results

Table 5 shows the comparison results of before-using questionnaire and after-
using questionnaire, where 5: very agree, 4: agree, 3: no comments, 2: disagree,
and 1: very disagree.

Table 6 shows the before-using questionnaire results related to users’ expec-
tations before launching the new station of the YouBike service at NTUST with
ranking these conditions. The first priority column means users believed that
statements should be pay more attention, and the least priority means users usually
do not pay more attention to these statements.

The results show that before launching new station at NTUST, up to 30%
students pay much attention to “canceling 30 min free rental policy,” and the
second place in the first priority column is “no bike to be rent when you need a
bike.” Moreover, the first place in second priority column falls in “no place to
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Table 5 The results of before-using questionnaire and after-using questionnaire

Questions Before-using (first) After-using (second)

5 4 3 2 1 5 4 3 2 1

1. Glad to see the YouBike 0.72 025 0.03 0 0 0.84 0.15 0 0.01 0
station at NTUST

2. It is appropriate to set the 0.69 025 0.05 001 O 0.80 0.19 0.01 O 0
YouBike
station at NTUST

3.1 want to use the YouBike at 0.65 0.23 0.11 001 O 0.83 0.16 0.01 0 0
NTUST

4. It is convenient to have the 0.64 0.24 0.11 0.01 0 0.79 0.17 0.03 0.01 O
station at NTUST

5. It is helpful to have the 0.57 025 0.15 0.02 0.01 0.76 0.19 0.04 0.01 O
station at NTUST
6. If my destination has 0.33 026 032 0.08 0.01 054 0 0.17 0.04 0

YouBike service, I will go
there by the YouBike

Table 6 The before-using questionnaire results with users’ expectations

Situations First Second Least
priority priority priority
No bike to rent when I need 0.21 0.19 0.08
No place to park bike at the station when returning  0.18 0.30 0.03
The YouBike station occupies more space of sidewalk 0.05 0.06 0.39
Renting a fault bike 0.09 0.13 0.06
Inconvenient to inform staff of the YouBike service 0.05 0.12 0.08
The kiosk machine cannot help you to solve your 0.09 0.13 0.07
problem
30 min free rental policy cancelled 0.33 0.07 0.29

i

park a bike when returning,” and the second place in second priority column is
“no bike to be rent when you need a bike.” Therefore, “canceling 30 min free
rental policy,” “no bike to be rent when you need a bike” and “no place to park a
bike when returning” are the most important factors for students at NTUST. Also,
there are approximately 40 % students do not care that the YouBike station
occupies more space of sidewalk in the surrounding area. However, there are
approximately 30 % of students do not care about “canceling 30 min free rental
policy.”

Table 7 summarizes the service quality analysis about users’ considerations by
the Kano’s model. Moreover, the level of satisfaction and level of dissatisfaction
analysis from the Kano model is shown in the following Table 8.
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Table 7 The service quality analysis from users’ considerations by Kano’s model

Questions Quality key elements Kano’s
(%) model
A) O ™M O
1. Renting a well-functioned bike 20.3 484 17.6 13.7 O
2. There is an available parking place to return the bike 14.8 472 275 106 O
3. Instructions from the kiosk machine are in detail 21.1 30.3 21.8 26.8 O
and clear
4. If the kiosk machine can inform you the condition 26.1 373 155 21.1 O
at every YouBike station
5. When your easy card is locked with unknown reasons, 134 423 275 169 O
the kiosk machine can teach you how to solve
the problem
6. You can rent a bike for free within 30 min 313 542 83 62 O
7. You can apply the association member by both kiosk 343 245 7.7 336 A
machine and on Internet
8. The kiosk can inform you that your easy card has 20.6 29.8 184 312 1
insufficient money
9. The sensor can inform you when easy card touch 20.8 36.8 20.1 222 O
the sensor
10. If staff can arrive within 10 min when the YouBike 29.9 43.8 125 139 O
station ran out of bikes or parking place
11. You can return a bike by the kiosk machine when the 30.8 50 119 84 O
station is full loaded
12. You can get 1 h more for free when the parking 32.8 43.1 13.1 109 O
space is full loaded
13. You can get a transfer discount after using 458 375 69 9.7 A
the YouBike service
Table 8 The level of satisfaction and level of dissatisfaction
1 2 3 4 5 6 7
Satisfaction increment 0.68 0.62 0.51 0.63 0.56 0.85 0.59
Dissatisfaction decrement —0.66 —-0.75 -0.52 —-0.53 —-0.7 —-0.63 —0.32
8 9 10 11 12 13
Satisfaction increment 0.50 0.58 0.74 0.8 0.76 0.83
Dissatisfaction decrement —0.48 —-0.57 —-0.56 —0.61 —-056 —0.44

4 Conclusions

After using the new YouBike station at NTUST, the satisfaction level from stu-
dents increased with the YouBike system in Taipei City. Among 13 service criteria
that we investigated, 10 of the service criteria fall in one-dimensional require-
ments, leading to the conclusions that these services remain in steady service
quality. Users’ satisfaction level about these services is easy to achieve and easy to
increase.
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From the analysis and results of quality improvement index, “canceling 30 min
free rental policy,” “no bike to be rent when you need a bike” and “no place to
park a bike when returning” are the most important factors for students at NTUST.
Both Taipei City Government and contractor of the YouBike system should
consider providing hardware and software improvement plans to continue upgrade
service level for users to provide the world class bicycle sharing system to the
commuters and visitors in the Taipei City.
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Replenishment Strategies for the YouBike
System in Taipei

Chia-Chen Lin, Xiu-Ru Chen, Jung-Wei Chang, Xin-Yi Jiang
and Shih-Che Lo

Abstract In this study, we focused on the bike replenishment strategies for the
public bicycle system, YouBike System, in Taipei. YouBike System refers to the
“rent-it-here, leave-it-there” bike sharing service provided by the Taipei City
Government. Recently, the bicycle system has become popular and has been used
by over one million riders. During the rush hours, when people go on or off duty,
there would be: (1) no bicycle for renting at the particular rental stations; or (2) no
space to park bicycles at the rental stations near schools or MRT stations. These
problems can be troublesome to many users/members of the YouBike System. In
order to mimic the YouBike System in Taipei, we used computer simulation
software to simulate the movement of the bicycles from one bicycle station to
other bicycle station. As a result, our goal is to build an on-line monitoring system
to provide real-time usage of the bikes and parking space of all YouBike stations.
Feasible solutions and optimal strategies were proposed in this study to move
bicycles between bicycle rental stations to balance: (1) number of bicycles in the
rental station; and (2) number of available parking space for the bicycles in the
bicycle rental station.

Keywords Inventory replenishment - Simulation - Bike sharing service - Bike
sharing network - Service science

1 Introduction

As the conscience of environmental protection rises, many people ride bicycles for
a short travel distance instead of other transportation modes such as private cars or
motorcycles. In response to this trend, the Department of Transportation, Taipei
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City Government, has carried out a public bicycle sharing system since 2008
(Chang 2000; Tzeng 2013). With the help from bicycle manufacturing company,
Giant Bicycles, eleven bicycle rental stations with 500 bikes were firstly built in
Xinyi District in Taipei City. The newly started public bicycle sharing system, the
YouBike system, is established and operated by Giant Bicycles. Currently, there
are more than 160 stations scattered in Taipei City and its vicinity, and the system
has been used by more than one million riders.

The “rent-it-here, leave-it-there” bike sharing service of the YouBike brings
much convenience to the citizens in Taipei City. Firstly, the YouBike system is
tightly connected with mass rapid transit (MRT) system serving Taipei metro-
politan area while the rental stations are often built near the entrance of the MRT
stations. Riding the public system from MRT stations to people’s home can greatly
save time. Secondly, the well-designed rental stations and colorful vehicles with
led lights can not only provide users a safety riding environment but also add
energy into the busy city. The reduction of using private vehicles or motorcycles
can also keep the air of the city clean and tidy.

However, many problem rises as the system become more and more popular.
By asking the expectations from the users, major problems of the YouBike come
out inevitably. During rush hours when people go on and off duty, there would be
no bicycle for renting or no parking space at several stations, especially those near
MRT stations or schools. The feasible solution to improve the YouBike system is a
big issue for the Department of Transportation, Taipei City Government. One
possible solution is to prepare a set of spare vehicles arranged besides existing
rental stations in order to ensure that there would always bikes available to the
riders. This method comes from double queue concept from inventory manage-
ment study (Wang 2006). Another possible solution is that if renters bumped into a
full rental station when returning bikes, they would be granted a free 1 h of time to
ride to the nearest station which has enough empty parking spaces.

We found out that these problems happened mainly because the people in
charge cannot be instantly informed of when and which stations need to add
vehicles or to take the superfluous bikes away. Real-time monitoring system can
be implemented by current information technology and traditional safety stock
polity from inventory management can be applied to solve the situations (Li 1999;
Graves and Willems 2003; Thomopoulos 2006; Humair and Willems 2011).

In this paper, we proposed several inventory replenishment strategies to provide
a more convenient and feasible solution for solving this complicate problem.
However, the problem itself is quite different from traditional inventory manage-
ment studies since we need to move bikes from near full stations (no parking space
available) to almost empty stations (no bike to rent). The inventory property in the
problem is not only to control safety stock level, but also to avoid full queue
situation. In order to mimic the situation, we used computer simulation software to
simulate the movement of the bicycles from one bicycle station to other bicycle
station. Moreover, several bikes inventory replenishment strategies were proposed
and simulated through the simulation software. The replenishment strategies
that we proposed can be implemented into an on-line monitoring system.
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Table 1 Ten cities having bicycle sharing systems

Country City System No. stations No. bikes
Belgium Brussels Villo! 1,800 2,500
Canada Montreal Bixi 405 5,050
China Hangzhou Hangzou public bicycle 2,700 66,500
Denmark Copenhagen Bycylken 125 1,300
France Lyon Vélo’v 340 4,000
France Paris Vélib 1,450 20,600
Netherlands Amsterdam OV-fiets 240 6,000
South Korea Changwon NUBIJA 235 3,300
Spanish Barcelona BICING 420 6,000
UK London Barclays cycle hire 507 8,000

Therefore, the goal of our research is to balance the number of bikes and the
available parking space for all rental stations in the YouBike network in Taipei
City.

The public bicycle systems have been set up for a long time in other countries.
It is common to see people riding bicycles through the city. We compared 10 cities
known by bicycle sharing systems that are currently active as shown in Table 1.
The remainder of the paper is organized as follows. Section 2 is the research
methodology for the inventory replenishment strategies. Section 3 presents the
experimental results and findings from the simulation software. Section 4 offers
conclusions, following the references in the final section.

2 Research Methodology

In the first step of the research, we have to build the basic model to simulate real
world YouBike System, and then we can develop several strategies to solve the
problems by modifying the basic model with strategies applied. Finally, we
compare the strategies from performance index, and propose the optimal solution.

The objective of the study is to find several feasible solutions to deal with the
lack or surplus of bikes by simulation software. In order to mimic the operation of
the YouBike System into our simulation model, there are four properties in our
simulation models: (1) each station has different usage rate due to the location
factors; (2) each station has different maximal capacity and different initiative
amount of bikes (data obtained from the ratio of the total amount of bikes to the
total parking space for every station from on-line website); (3) the travel distance
between two stations must be considered and a proper distribution were used;
(4) because of the “rent-it-here, leave-it-there” bike sharing service, it is possible
for bicycles from all stations to reach each other.

Firstly, the basic model of the YouBike System is built and helps us to discover
the bottleneck. We choose the 17 rental stations in Xinyi District in Taipei City to
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build our basic simulation model because the YouBike system in Xinyi District is
the most mature one. For example, the lack of bikes is mostly happened in Citizen
Square Station, Songde Station, as well as Wuchang Park Station, and the lack of
parking space is mostly happened in MRT Taipei City Hall Station as well as MRT
S.Y.S Memorial Hall Station. Secondly, we establish several models of different
policy and use the statistical distributions to show the individual performance. In
order to balance the quantity of bikes in all stations, we need to allocate the
bicycles according to the statistical output data. One of our major concept of
building the strategies for building simulation model is to monitor the operation
of the YouBike System by a “double-queue” method. That is, prepare a set of
bicycles as a second inventory queue and when original queue’s inventory level
reduce to 0, replenish the bikes to the station immediately.

Moreover, each station has a two-sided queue level to consider: (1) one is how
many bikes waiting for the parking space when the parking space is full, and (2)
the other condition is how many people currently waiting for bikes to rent. Hence,
we use the concept of safety stock for both ends. Therefore, when the parking
spaces are filled up over a particular level, the surplus bikes will be moved to other
station based on some particular rules, such as moving to the nearest station. Also,
if the available bicycles are less than a certain safety level, we will dispatch the
appropriate amount of bikes from the other station to the target station.

To build an on-line monitoring system, it is necessary to use computer simu-
lation software. Any Logic is a set of system simulation software providing both
coding (by Java) and visual elements. It can be used on dynamic simulation
analyzing, discrete simulation analyzing, etc. The users can take advantage of it to
build up basic models with several fields.

In this paper, two sets of bicycles inventory replenishment policies were pro-
posed: (1) policies focused on no bike to rent situation and (2) policies focused on
no space to park the bikes situation. In order to shorten the length of the paper, all
proposed inventory replenishment strategies are listed in Tables 3 and 4.

3 Experiment Results

All simulation models were running 30 days and two performance indexes were
used to evaluate the proposed strategies. Table 2 shows the performance of the
basic model which served as benchmark for number of average available bikes and
number of average lack of parking space from basic model (without any strategy).

Table 2 Benchmark from the basic model

Benchmark (from basic model)

a. number of average available bikes: 75.13
b. number of average lack of parking space: 180.74
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Table 3 Policies for no bike to rent situation

The description of the policy Performance Improvement from
(30-day basic model
average)

Bike Space Bike (%) Space (%)

1. If the available bikes in one station are less than 223.44 12.04 197.40 93.34
20 % of the maximal capacity of the station, one
bike is replenished in the order of the supply
cycle which is developed according to the usage
rate of each station
2. If the available bikes in one station are less than 221.22 14.35 197.40 92.06
10 % of the maximal capacity of the station, one
bike is replenished in the order of the supply
cycle which is developed according to the usage
rate of each station
3. If the available bikes in one station are less than 223.44 12.00 197.40 93.36
20 % of the maximal capacity of the station,
10 % of the station’s maximal available bikes are
replenished in the order of the supply cycle which
is developed according to the usage rate of each
station
4. If the available bikes in one station are less than 221.30 14.29 194.56 92.09
10 % of the maximal capacity of the station,
10 % of the station’s maximal available bikes are
replenished in the order of the supply cycle which
is developed according to the usage rate of each
station
5. If the available bikes in one station are less than 223.90 11.86 198.00 93.44
20 % of the maximal capacity of the station,
20 % of the station’s maximal available bikes are
replenished in the order of the supply cycle which
is developed according to the usage rate of each
station
6. If the available bikes in one station are less than 221.28 14.28 194.52 92.1
10 % of the maximal capacity of the station,
20 % of the station’s maximal available bikes are
replenished in the order of the supply cycle which
is developed according to the usage rate of each
station
7. If the available bikes in one station are less than ~ 223.87 11.90 197.98 93.42
20 % of the maximal capacity of the station, to
increase the available bikes to 50 % of the
station’s maximal available bikes, 30 % of the
station’s maximal available bikes are replenished
in the order of the supply cycle which is developed
according to the usage rate of each station
8. If the available bikes in one station are less than ~ 221.27 14.31  194.51 92.08
10 % of the maximal capacity of the station, to
increase the available bikes to 50 % of the
station’s maximal available bikes, 40 % of the
station’s maximal available bikes are replenished
in the order of the supply cycle which is developed
according to the usage rate of each station
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Table 4 Policies for no space to park the bikes situation

The description of the policy Performance ~ Improvement Rate
(30-day from basic model
average)

Bike  Space Bike Space
(%) (%)

1. If the parking space is 80 % full, one bike is moved 86.61 168.06 15.28  7.02
to another station which is nearest

2. If the parking space is 70 % full, one bike is moved 170.68 83.97 127.17 53.54
to another station which is nearest

3. If the parking space is 80 % full, one bike is moved 230.19 18.51 206.38 87.76
to another two stations which are nearest

4. If the parking space is 70 % full, one bike is moved 214.66 31.83 185.70 82.40
to another two stations which are nearest

5. If the parking space is 80 % full, 10 % of the station’s  86.31 168.47 14.88  6.79
maximal parking bikes are moved to another station
which is nearest

6. If the parking space is 70 % full, 10 % of the station’s  83.62 171.06 11.3 5.36
maximal parking bikes are moved to another station
which is nearest

7. If the parking space is 80 % full, 20 % of the station’s  87.01 167.53 15.82  7.31
maximal parking bikes are moved to another station
which is nearest

8. If the parking space is 70 % full, 20 % of the station’s 233.52 64.00 210.82 97.61
maximal parking bikes are moved to another station
which is nearest

9. If the parking space is 80 % full, 20 % of the station’s 227.02 18.10 202.16 89.98
maximal parking bikes are moved respectively to
another two stations which are nearest. The moved
bikes are in a total of 40 % of the station’s maximal
parking bikes

10. If the parking space is 70 % full, 20 % of the station’s 213.33 31.79 183.94 82.41
maximal parking bikes are moved respectively to
another two stations which are nearest. The moved
bikes are in a total of 40 % of the station’s maximal
parking bikes

Tables 3 and 4 show policies focused on no bike to rent situation and policies
focused on no space to park the bikes situation, respectively.

The two performance indexes that we used to evaluate the performance from
the proposed strategies have different meanings. For “number of average available
bikes,” the better policy will result in bigger value. However, for “number of
average lack of parking space,” the better policy will result in smaller value.
Therefore, the improvement rates (IR) are defined and calculated by the following
Egs. (1) and (2).
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available bike(with policy) — available bike(benchmark)
IRBike = = = x 100 %
available bike(benchmark)
(1)

available space(with benchmark) — available space(with policy)
x 100 %.

)

IR =
Space available space(with policy)

4 Conclusions

In this study, through balancing the number of available bikes and parking space,
our goal is to maximize the efficiency of the public bicycle sharing system, the
YouBike system in Taipei. As a result, we use simulation software to build an
on-line monitoring system which provides a real-time usage of bikes or the
occupation of parking spaces of all rental stations. Moreover, according to this
basic monitoring system, we developed several policies to solve the two main
problems of the YouBike system: (1) no bike to rent and (2) no space to park the
bikes in particular rental stations. Base on the result of simulation, we can obtain
better performance from all strategies that we proposed and measure whether the
policies could effectively solve the troublesome problems or not. Of all strategies
that we proposed, the optimal policy that can increase 210.82 % available bikes
and reduce 97.61 % lack of parking space strategy is “if the parking space is 70 %
full, 20 % of the station’s maximal parking bikes are moved to another station
which is nearest.” Further experiments can be done by expanding the model to the
full size to verify that this strategy can efficiently solve the bicycle inventory
replenishment problem.
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A Tagging Mechanism for Solving
the Capacitated Vehicle Routing Problem

Calvin K. Yu and Tsung-Chun Hsu

Abstract The Vehicle Routing Problem (VRP) is one of the difficult problems in
combinatorial optimization and has wide applications in all aspects of our lives. In
this research, a tag-based mechanism is proposed to prevent the formation of
subtours in constructing the routing sequences, while each tour does not exceed the
capacity of the vehicles and the total distance travelled is minimized. For each
node, two tags are applied, one on each end, and to be assigned with different
values. Two nodes can be connected, only if the tag value at one end of a node
matches one of the end tag values of another node. The model is formulated as a
mixed integer linear programming problem. Some variations of the vehicle routing
problems can also be formulated in a similar manner. If the capacity of the
vehicles is infinite, i.e., capacity restrictions are removed, the VRP reduces to the
multiple Travelling Salesman Problem (mTSP). Computational results indicate
that the proposed model is quite efficient for small sized problems.

Keywords Combinatorial optimization - Mixed Integer programming - Tagging
mechanism - Traveling salesman problem - Vehicle routing problem

1 Introduction

Traveling Salesman Problem (TSP) is the basic type of Vehicle Routing Problems
(VRPs) and is widely used in many industrial applications and academic resear-
ches. For example, applications can be found in the studies of production process,
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Fig. 1 The traveling
salesman problem

transportation scheduling, biological engineering and electronic engineering, etc.
Although TSP has proven its importance either in academy or in practice,
however, it belongs to a large family of problems classified as NP-complete
(Karp 1972).

The TSP contains a depot and several cities (nodes), and the distances between
any two cities in the road network are known. A salesman departures from the
depot and visits each city exactly once before returning back to the depot (Fig. 1).
For economic consideration, the salesman has to find the shortest tour to visit all
the cities.

The Multiple Traveling Salesman Problem (mTSP) is an extension of the well-
known TSP, where more than one salesman is used in finding multiple tours.
Moreover, the characteristics of the mTSP seem more appropriate for real life
applications, and it is also possible to extend the problem to a wide variety of
VRPs by incorporating some additional side constraints.

VRP is a derivative of the TSP (Lin 1965), and was first introduced in 1959
(Dantzig and Ramser 1959). The VRP can be described as the problem of
designing optimal delivery or collection routes from one or several depots to a
number of geographically scatted cities or customers, subject to side constrains.
The VRP lies at the hearts of distribution management. There exist several ver-
sions of the problem and a wide variety of exact and approximate algorithms have
been proposed for its solution. Exact algorithms can only solve relatively small
problems (Laporte 1992).

Capacitated VRP (CVRP) is a VRP where vehicles have limited carrying
capacity of the goods that must be delivered. Let one of the nodes be designated as
the depot. With each node i, apart from the depot, is associated a demand Q; that
can be a delivery from or a pickup to the depot. The problem is to minimize the
total distance traveled, such that the accumulated demand up to any node does not
exceed a vehicle capacity. Each tour must start and end at the depot and all
problem parameters are assumed to be known with certainty. Moreover, each
customer must be served by exactly one vehicle (Fig. 2).
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Fig. 2 The capacitated Oa
vehicle routing problem Ou

Oc depot
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The VRP is a NP-hard problem which makes it difficult to solve it to optimality.
A survey by Laporte (1992) might be a good starting point to find out exact
algorithms and heuristic algorithms in solving the VRPs.

In this paper, an exact algorithm is developed by applying tagging mechanism
to each city to be visited, and a mixed integer program formulation is established
in finding the optimal tours with minimum cost.

2 Analytical Approach

2.1 Notations

n Number of cities

m Number of salesman

Cij Travel cost from city i to city j
L; Left sequence tag of city i

R; Right sequence tag of city i

0; Demand of city i

A; Cumulative quantity of arriving vehicle in city i
veap  Capacity of the vehicles

Xij 1, ifcityiprecedescityj

{ 0, otherwise

2.2 Assumptions

e Single depot with fixed location.
e Distances between nodes are known.
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e Each node is served by a single salesman and each node is served exactly once.

e All salesmen shall start their tour from the depot and return to the depot to end
their tour.

e There is no time limitation.

2.3 Tagging Mechanism

For each node, two tags are associated, namely, left and right, and let the value of
the right tag always larger than the value the left tag by one. If two nodes i, j are
connected to each other, and node i is visited prior to node j, then the right tag
value of node i must equal to the left tag value of node j (Fig. 3). In this case, the
subtours then can be eliminated.

To employ this mechanism on traveling sequence, first set R; = L; + 1 to each
node i. If two nodes i and j are not directly connected (i.e., x; = 0), then the
difference between R; and L; can be any value from —(n—m) to n—m. If two nodes
i and j are directly connected (i.e., x; = 1), then R; must equal to L;, which are:

WheH.XUZOZRi—L,'SI’L—m
WhenxijzlzRiij: 0

Rewriting these equations, we have:

R —L;< (n—m) (1 —x;) where x; =0
Ri—Lj= (1—xij) where x; = 0

Combining these two equations, we have:

R; — L < (n—m)(1 — x;) where x; = 0 orl

The same procedure can be applied to the capacity restriction. If two nodes are
not directly connected (i.e., x;; = 0), then the difference between Q; + A; and A;

L ———‘@‘__— R;
WhenRi:Li

Fig. 3 The tagging mechanism
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can be any value from —vcap to vcap. If two nodes i and j are directly connected
(i.e., x;; = 1), then Q; + A; must equal to A;, which are:

when x; = 0: Q; +A; — Aj <vcap
Whenx,j: 1 ZQ,’+A,'—A_]': O

Rewriting these equations, we have:

Qi+ A; — Aj<veap(1 — x;;) where x; =0
0i+A — A= (1 —x;) where x; = 1

Combining these two equations, we have:

0i+A; —A; §vcap(1 — x;j) where x; = 0 or 1

The complete formulation is:

subject to lej =m (2)

i=1

ixl,- =m 3)

Xii = 0 (l: 1727 7”) (4)
dx=1 (i=23,...n) (5)

j=1
dxp=1 (=23,...,n) (6)

j=1
X +x; <1 (i=2,3,...,nj=2,3...,n) (7)
Rl:Ll—Fl (121727,11) (8)
R—-L<(n—-m(1—x;) (i=12...nj=23,...,n) (9)

Oi+Ai—Aj<veap(1 —xz) (i=1,2,..,mj=2,3,...,n) (10)
xijE{O,l} (11)

In this formulation, Eq. (1) is the objective function, by summing up all dis-
tances between each city. Equations (2) and (3) ensure there is exactly m salesmen
start from the depot and finally must return to the depot. Equation (4) ensures each
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node will not be connected to itself. Equations (5) and (6) ensure each node can
only be visited once. Equation (7) ensures there is no loop occurs in each pairing
nodes. Equations (8)—(10) are the tagging constraints discussed earlier.

3 Illustrative Example

Given an area, in which only 1 depot exists and the goods should be delivered to 6
cities and 3 vehicles are available. Each city shall be visited by one vehicle exactly
once and each vehicle shall start its tour from the depot (starting point) and return
to the depot to end its tour. Table 1 shows the distance matrix of city i (1-7) and
city j (1-7) where node 1 represents the depot—the starting point.

The developed MIP formulation has been implemented in the LINGO software
package and the results are shown in Table 2 and Fig. 4 respectively.

Theoptimalsolutionisxls =X16 = X17 = X203 = X31 = X41 = X54 = X1 = X720 = 1
with minimum traveling distance 165.

By dropping constraint (10), the model becomes the mTSP, and the result is
shown in Fig. 5. Further by setting the number of salesman m = 1, the model then
becomes the TSP, and the result is shown in Fig. 6.

Table 1 Distance matrix for illustrative example

city j 1 2 3 4 5 6 7
city i

1 0 24 19 20 27 16 12
2 24 0 17 31 44 36 23
3 19 17 0 16 29 35 25
4 20 31 16 0 15 34 28
5 27 44 29 15 0 40 37
6 16 36 35 34 40 0 11
7 12 23 25 28 37 11 0

Table 2 Result for illustrative example

Li Node i Ri Qi Ai
0 1 1

2 2 3 6 15
3 3 4 3 18
2 4 3 7 14
1 5 2 7 7
1 6 2 18 18
1 7 2 4 4
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Fig. 4 Optimal tours with 3 I=3 R=4 =2 R=3
vehicles

Fig. 5 Optimal mTSP tours

Fig. 6 Optimal TSP tour

4 Conclusions

In this research, a MIP formulation of the CVRP is developed. By employing
simple tagging mechanism to each node, the subtour elimination constraints are
easy to implement and understand. For small size problem, this formulation is
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quite efficient, however, when the problem size gets larger, the time to obtain the
optimal tours is also getting longer. Two variants of the CVRP are also presented
in this paper. Simply by dropping or replacing value in the constraint, the for-
mulation can easily be transformed into mTSP or classical TSP.
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Two-Stage Multi-Project Scheduling
with Minimum Makespan Under Limited
Resource

Calvin K. Yu and Ching-Chin Liao

Abstract Project scheduling is one of the key components in the construction
industry and has a significant effect on the overall cost. In business today, project
managers have to manage several projects simultaneously and often face chal-
lenges with limited resources. In this paper, we propose a mixed integer linear
programming formulation for the multiple projects scheduling problem with one
set of limited resource to the identical activities within the same project or
among different projects and minimum makespan objective. The proposed model
is based on the Activity on Arrow (AOA) networks, a two-stage approach is
applied for obtaining the optimal activities scheduling. At the first stage, the
minimum makespan for completing all projects is computed. By fixing the
minimum completion time obtained from the first stage, the second stage
computation is then to maximize the slack time for each activity in order to
obtain the effective start and finish time of each activity in constructing the
multiple projects schedule. The experimental results have demonstrated practical
viability of this approach.

Keywords Activity on arrow network - Mixed integer programming - Project
management
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1 Introduction

CPM and PERT have been successfully used in scheduling large complex projects
that consist of many activities. When planning and evaluating the projects, project
managers usually have to face the issue that the available resource is limited.
Sometimes different projects have to share one set of valuable resource, which
affects the effectiveness of project scheduling and timelines. Therefore, how to
allocate these limited resources among the various projects and complete all pro-
jects in an acceptable time then becomes a big challenge to the project managers.

Demeulemeester et al. (2013) collects 11 carefully selected papers which deal
with optimization or decision analysis problems in the field of project management
and scheduling. This paper covers a considerable range of topics, including:

e solution methods for classical project scheduling problems

e mixed integer programming (MIP) formulations in order to solve scheduling
problems with commercial MIP-solvers

e models and solution algorithms for multi-project scheduling

e extensions of the classical resource-constrained project scheduling problem

e models and solution approaches integrating decisions at different managerial
levels such as selection and scheduling, or scheduling and control

e risk in project management and scheduling

e the assignment of resources to different stakeholders

Demeulemeester et al. also point out that the operations research techniques
employed include common approaches such as metaheuristics and mixed-integer
programming, but also specific approaches such as scenario-relaxation algorithms,
Lagrangian-based algorithm, and Frank-Wolfe type algorithm.

In this paper, we propose a two stage approach by using the mixed integer
programming models to generate optimal project schedules where all identical
tasks have only one set of resource available and have to share among different
projects. The objective is to complete all projects as early as possible.

2 Analytical Approach

Consider a multi-project scheduling problem where there is only one set of
resource available for each task and the duration of each task is known with
certainty. To avoid conflict in resource usage within the same project or among
different projects, all identical tasks have to be scheduled either before or after
each other. Therefore, a MIP model based on the AOA network is developed to
help allocating valuable resources. The objective is to complete all projects as
early as possible, i.e., minimize makespan.
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2.1 Notations

tj activity time of task j in project i

ns;  possible start time of task j in project i

nf;  possible finish time of task j in project i

earliest start time of task j in project i

It latest finish time of task j in project i

S slack time of task j in project i

Vijj 1, if task j finished before tase j/ within project i
{ 0, otherwise

Zikjk! 1, if task k in proj i finished before tase k” proj j
{ 0, otherwise

M a large positive number

T finish time for all projects, i.e., makespan

2.2 Task Representation

Since the AOA network is used in developing the MIP model, the representation
for each task j in project i is shown in Fig. 1.

The hollow circles in Fig. 1 are used to construct the project network, while the
distance between the solid circles are the actual available time for completing a
task. The dotted line represents the unusable time.

2.3 Stage 1 Computation
The first stage computation is to obtain the minimum makespan for all projects.
The complete formulation is:

minimize T (1)
subject to

Fig. 1 Task representation ns; nf;j
et ij It ij

O e O

tij +8;
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(for each project i where task j precedes task k)

nsi > nsij + t;; (2)
nfy; < nfic — ti (3)
nfij = nsi (4)

(for each project i and each task j)

et; > nsj; (5)
Ity < nf (6)
Sij = ll‘,‘j — et — b (7)

(for each pair of identical tasks j and j/ within the same project i)

et + My > Ity (8)
Ity + My > ety 9)
etip +M(1 = yyp) > Ity (10)
iy +M(1 = yy7) > ety (11)

(for each pair of identical tasks k and k' between project i and j)

ety + Mz > ltjp (12)
Ity + Mzjjp > ety (13)
et + M(1 — zggw) > Ity (14)
Ity + M(l - Zikjk’) > el (15)
(for each project i)
Ut finisn <T (16)
Vijj'» Zikie € {0, 1} (17)

In this formulation, Eq. (1) is the objective function, by minimizing the total
completion time 7 for all projects. (2—4) ensure the precedence relationship for
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each task j in project i. (5-7) ensure the actual time for each task falls in the
available time range. (8—11) ensure the identical tasks within the same project to
be staggered. (12—15) ensure the identical tasks among different projects to be
staggered. (16) ensures all projects to be completed before time 7.

2.4 Stage 2 Computation

At the completion of the first stage computation, the minimum makespan for all
projects should be obtained without any question. However, in stage 1 computa-
tion, the possible finish times for tasks were pushed forward which causing most of
the slack times for tasks are 0. To reclaim the slack times for tasks, therefore, the
second stage computation is required. By fixing the minimum makespan obtained
from stage 1, the stage 2 computation is simply by maximizing the sum of all slack
times.

The MIP formulation for the second stage computation is basically the same as
the first stage computation. The differences between these two formulations are:

e in objective function, Eq. (1) in stage 1 is to be replaced with:
maximizez . ZSU (1)
i J
¢ in fixed makespan, Eq. (16) in stage 1 is to be replaced with:

Ut; finisn < minimum makespanobtained from stage 1 (16")

3 Illustrative Example

Consider three buildings construction projects where there is only one set of
resource available for each task. The data is given in Table 1.

The AOA networks representation of these projects are shown in Fig. 2.

The developed MIP formulations have been implemented in the LINGO soft-
ware package. After completing the first stage computation, the minimum make-
span for all projects is 18 days, and the results are shown in Table 2. The Gantt
chart representation of Table 2 is shown in Fig. 3.
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Table 1 Data for illustrative example

Project 1 Project 2 Project 3

Task Duration Predecessor(s) Duration Predecessor(s) Duration Predecessor(s)
(days) (days) (days)

A Skeleton 2 X 3 X 2 X

B Piping 3 A 4 A 3 A

Cl1 Wallboard 3 A 3 A 3 A

C2 Wallboard 2 B - - 2 B

D Rock 2 Cl 3 B 2 C1

wool
E Varnish 3 C2,D 2 D 3 C2,D

. A B C2 E
Proj 1: @ > O3>, %‘D o>

C1(3) D(2)

. A B D E
Proj 2: (O—— ;> O O >0

C103) ,/'

. A B 2 E
Proj 3: O—o > O O 50— >0

C1(3) D(2)

Fig. 2 Project network diagrams for illustrative example

Note that in Table 2, all tasks have zero slack time, which makes the finding of
critical path somewhat difficult. Therefore, the second stage computation is
applied, and the results are shown in Table 3. The Gantt chart representation of
Table 3 is shown in Fig. 4. In Table 3, task E in project 1, task B in project 2 and
task A in project 3 each has non-zero slack times, while the remaining tasks all
with zero slack time. In this case, the critical path for each project is easy to find
simply by taking the tasks with zero slack time.
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Table 2 Solution from stage 1 computation
ns;; ell-j €f,'j ltij Sjj
1A 0 1A 9 1A 7 1A 9 1A 0
1B 9 1B 13 1B 9 1B 12 1B 0
1C1 9 1C 13 1C 13 1C 13 1C 0
1C2 13 1C2 15 1C2 0 1C2 15 1C2 0
1D 13 1D 15 1D 13 1D 15 1D 0
1E 15 1E 18 1E 15 1E 18 1E 0
2A 0 2A 5 2A 2 2A 5 2A 0
2B 5 2B 10 2B 5 2B 9 2B 0
2C1 5 2C2 10 2C2 7 2C2 10 2C2 0
2D 0 2D 13 2D 10 2D 13 2D 0
2E 13 2E 18 2E 13 2E 15 2E 0
3A 0 3A 2 3A 0 3A 2 3A 0
3B 2 3B 5 3B 2 3B 5 3B 0
3C1 2 3Cl1 5 3Cl1 2 3Cl1 5 3Cl1 0
3C2 5 3C2 7 3C2 5 3C2 7 3C2 0
3D 5 3D 7 3D 5 3D 7 3D 0
3E 7 3E 18 3E 7 3E 10 3E 0
projects| task |days [0 1 2 3 4 5 6 7 9 10 11 12 13 14 1S 16 17 18 19 20
A2 permte et ) '
B | 3 — * et |
p1 |-CL | 3 [ ™= — |
c2 2 | | | | C—
D 2 | | | .—l:—l
E 3 | et
A |3 prree——
B | 4 | | . == .
P2 cl 3 | | | .._--fj—g—q |-
gal - - - - s
AL 2 pumm—. |
B | 3 C————
pa [HCIH| 3 G0 . |
2 | 2 2 |
D | 2 ) |
. o— ol -

Fig. 3 Gantt chart representation for the stage 1 results
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Table 3 Solution from stage 2 computation

C. K. Yu and C.-C. Liao

ns;; et;; et;; It;; Sjj
1A 0 1A 2 1A 0 1A 2 1A 0
1B 2 1B 5 1B 2 1B 5 1B 0
1C1 2 1C1 5 1C1 2 1C1 5 1C 0
1C2 5 1C2 7 1C2 5 1C2 7 1C2 0
1D 5 1D 7 1D 5 1D 7 1D 0
1E 7 1E 18 1E 7 1E 13 1E 3
2A 0 2A 5 2A 2 2A 5 2A 0
2B 6 2B 10 2B 5 2B 10 2B 1
2C1 6 2C1 10 2C1 7 2C1 10 2C1 0
2D 10 2D 13 2D 10 2D 13 2D 0
2E 13 2E 18 2E 13 2E 15 2E 0
3A 0 3A 10 3A 5 3A 10 3A 3
3B 10 3B 13 3B 10 3B 13 3B 0
3Cl1 10 3C1 13 3Cl1 10 3Cl1 13 3Cl1 0
3C2 13 3C2 15 3C2 13 3C2 15 3C2 0
3D 13 3D 15 3D 13 3D 15 3D 0
3E 15 3E 18 3E 15 3E 18 3E 0
projects| task days 1 2 3 4 5 [ 7 8 9 10 11 12 13 14 15 16 17 18 19
NIEX : : [ ]
B 3 e =
e | | ] : |
D 2 | ‘- .«;m.;
E 3 = : : : % _1 'If
A | 3 e g— Shack-l |
B 4 [ =
P2 | c1 | 3 Plilbs, '
D 3 |
E | 2 | — sl 2l
A | 2 pef=d=d=c== : :
BN 3 | | [
ps [ . |
D 2 1
E 3 e o

Fig. 4 Gantt chart representation for the stage 2 results

4 Conclusion

In this research, the MIP formulations of the multiple project networks scheduling
with limited resource have been developed. In order to obtain the minimum
makespan and construct the critical path, a two-stage computation approach is
used. The first stage computation is to minimize the makespan for all projects,
after that, the optimal solution obtained from the first stage is then used on the
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second stage to identify the critical path. The results show that this model is

capable in allocating limited resources among several projects with minimum total
completion time.
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A Weighting Approach for Scheduling
Multi-Product Assembly Line
with Multiple Objectives

Calvin K. Yu and Pei-Fang Lee

Abstract A flexible production scheduling in the assembly line is helpful for
meeting the production demands and reducing the production costs. This paper
considers the problem of scheduling multiple products on a single assembly line
when multiple objectives exist. The specific objectives are to reduce the produc-
tion changeovers and minimize overtime cost with the restrictions on production
demands, due dates, and limited testing space. This system model derives from a
real case of a company producing point of sale systems and a mixed integer
programming model is developed. Different sets of weights that represent the
priorities of specific objectives are applied to the model. By manipulating and
adjusting these weights, it is capable to generate the desired production schedule
that satisfies production managers’ need. An example has been solved for illus-
trating the method. Preliminary findings suggest that the weighting approach is
practicable and can provide valuable information for aggregate planning.

Keywords Assembly line - Mixed integer programming - Multi-objective
optimization - Multi-product scheduling

1 Introduction

Business organizations continue to introduce new products, innovation and crea-
tivity to fulfill customer demands, and the control of cost is very necessary to the
successful operation of business organizations. Scholars in the field of industrial
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engineering have proposed many methods to reduce costs and improve quality
which cover a wide range of business sizes and activities. In manufacturing
organizations, product quality, delivery flexibility and cost of production are some
important evaluation index of production management. Production management
includes responsibility for product and process design, planning and control issues
involving capacity and quality, and organization and supervision of the workforce.
How to under limited resource to achieve effective production goal is testing the
management ability of production managers. A good production schedule helps
manufacturing organizations lower cost, reduce inventory, and improve customer
service over all applicable time horizons.

Scheduling is the process of deciding how to commit resources between a
variety of possible tasks. Multi-product scheduling can usually be treated as a
multi-objective problem in which the planning schedule has multiple goals. Chang
and Lo (2001) proposed an integrated approach to model the job shop scheduling
problems, along with a genetic algorithm/tabu search mixture solution approach.
The multiple objective functions modeled include both multiple quantitative (time
and production) and multiple qualitative (marketing) objectives. Some illustrative
examples are demonstrated using the genetic algorithm/tabu search solution
approach. Lee (2001) evaluates artificial intelligence search methods for multi-
machine two-stage scheduling problems with due date penalty, inventory, and
machining costs. The results show that the two-phase tabu search is better in
solution quality and computational time than the one-phase tabu search. Esquivel
et al. (2002) shows how enhanced evolutionary approaches can solve the job shop
scheduling problem in single and multi-objective optimization.

In this paper, we propose a weights method in determining the optimal pro-
duction schedule for multi-product assembly line with multiple objectives. The
objectives including consideration of production due date, number of time product
types switched and necessity of overtime production.

2 Analytical Approach

2.1 Notations

n number of product types

t available production period (in days)

qij production quantity of product type i on day j
dd; due date for product type i

d; demand for product type i

cap capacity of testing room

chg; number of time product types switched on day j
ut; unit production time for product type i

rh regular production hours per day
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oh overtime production hours per day

st setup time for switching product types

Yij 1, if product type i is produced on day j
0, otherwise

ot; 1, if overtime is required on day j
0, otherwise

shift;; 1, if product type i is getting on (off) line on day j
{ 0, otherwise

span;; 1, if only product type i can be produced on day j
{ 0, otherwise

wt; weight of production quantity on day j
wt_chg weight on switching product types
wt_ot weight on overtime

M a large positive number

2.2 Assumptions

All required material are ready prior to production

Quality of raw material is stable

Only one type of the product can be assembled at the same time
Testing room has capacity restriction

2.3 Multi-objective Mixed Integer Programming Model

n ddi t

t
Minimize » Y " wtigy + > wi_chg(chg;) + > _ wt_ot(ot;)
i=1 =1 = =

ddi
subject to Z%Zdi (i=1,2,...,n)
=1

Zqijgcap (i:l?zw"at)
i=1

Zy[j:chgj G=12,...,1)
=1

417
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n

Zutiqijgrh+oh(0tj) —st(chg) (j=1,2,...,1) (5)
i=1
g <My; (i=12,...,n;j=12,...1) (6)
shifthn =yn (i=1,2,...,n) (7)
Vi — Viit1 =S — i1 (=1,2,..,nj=1,2,...,t—1) (8)
shiftyer = Syo1 + g1 ((=1,2,..m j=1,2,..t—1) (9)
ddi
> shifty <2 i=12,...n (10)
1

Vi + Yije1 + Yijs2 > 3spangyy (i=1,2,...,n; j=1,2,...,t —2) (11)

Vi +Yij+1 +Yij2 <2+ spanjy (i=1,2,..,n;j=1,2,...,t=2) (12)

n

Zspan,jSsz G=1,2,...,0) (13)
i=1
doyi<t+M(l-z) (=121 (14)
=1
gij € integer (15)
otj, yi, shiftyj, span, sij, t;;, zj € {0, 1} (16)

Objective function (1) uses weights to control the production quantity, number
of time product types switched and necessity of overtime production. The objec-
tive is minimizing the total weights gathered from all goals. The weight of pro-
duction quantity on day j (wt)), if setting it to a larger value, the production
quantity on day j will be decreased, vice versa. If set relative large value to the
weight on changing product types (wt_chg), it will make less product types
switching during the production process. Increasing the weight of switching the
assembly lines can avoid unnecessary switching. If set relative large value to the
weight on overtime (wf_ot), it will make overtime unavailable.

Constraint (2) ensures the production quantity will meet the demand and due
date. (3) ensures the daily production quantity will not exceed the capacity of
testing facility. (4) counts the number of time product types switched. (5) ensures
the daily production hours will not exceed the available working hours. (6) will
force y; = 1, if g;; > 0. (7-10) ensure per product type can only be on and off the
production line one time, make it total less than 2 to fulfill batch processing
requirement. (11-14) ensure the production will not be interrupted by another
product type if the on line product type requires more than 3 days in production.
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3 Illustrative Example

Consider a computer manufacturing factory carries out assembly operations during
next 7 days and there are 6 operators working 8 h per day with additional available
daily overtime of 2 h. A burn-in test should be run after the product is assembled.
The capacity of burn-in test room is 400 computers. The time for switching
product types is 20 min. Table 1 provides additional information on the product
types, unit production times, demands and due dates.

The developed MIP formulations have been implemented in the LINGO soft-
ware package. At first, overtime is not put into consideration (i.e., put heavy
weight on overtime). By manipulating the weights of the production quantity, the
resulting schedule is shown in Table 2. Since the weight on day 1 is much larger
than the other days, we can expect a lower product quantity on day one. Due to the
products due dates, the effect of day 2 is not obvious.

Table 1 Product demand and due date

Product type Unit production time (min) Demand Due date
A 8 957 5
B 8 500 4
C 7 158 5
D 7 68 6
E 7 42 7
F 8 530 7
G 16 22 3
H 6 69 5

Table 2 Production schedule by assigning larger weights on the first two days

Day j 1 2 3 4 5 6 7 Total qty
Product i

wt; assigned 25 5 1 1 1 1 1

A 81 357 357 162 957
B 266 274 500
C 158 158
D 68 68
E 42 42
F 256 274 530
G 22 22
H 69 69
Total qty 288 355 357 357 389 366 274

Total time (min) 2,520 2,880 2,876 2876 2876 2,878 2,212
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Table 3 Production schedule by assigning larger weights on the last two days

Day j 1 2 3 4 5 6 7 Total qty
Product i

wt; assigned 1 1 1 1 1 5 25

A 328 357 272 957
B 116 357 27 500
C 158 158
D 50 18 68
E 42 42
F 339 191 530
G 22 22
H 69 69
Total qty 365 357 355 357 364 357 191

Total time (min) 2,880 2,876 2,880 2,876 2,880 2,878 1,548

Table 4 Production schedule by assigning a smaller value to wt_chg

Day j 1 2 3 4 5 6 7 Total qty
Product i

A 111 273 357 216 957
B 303 197 500
C 158 158
D 68 68
E 42 42
F 175 355 530
G 22 22
H 69 69
Total qty 372 330 273 357 374 285 355

Total time (min) 2,878 2876 2,204 2876 2,874 2,230 2,860

If the production is to be finished as early as possible, we can set larger weights
on those days that near the end of the production period. The resulting schedule
when we reverse the weights from the previous example is shown in Table 3.

By setting equal weighs on the production quantity, Table 4 show the result of
putting smaller weight on the switching product types, while Table 5 uses a larger
weight. The total switching times in Table 4 is 6, however, in Table 5, the
switching times is 5 which is one time less than putting the smaller weight on the

switching product types.

Table 6 shows the result of putting relatively smaller weight on overtime. As
we can see, available working hours are fully used to fill up the capacity of the

testing room most of the days.
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Table 5 Production schedule by assigning a larger value to wt_chg

Day j 1 2 3 4 5 6 7 Total qty
Product i

A 357 357 243 957
B 170 330 500
C 158 158
D 68 68
E 42 42
F 173 357 530
G 22 22
H 69 69
Total qty 350 330 357 357 312 283 357

Total time (min) 2,878 2,660 2876 2876 2398 2214 2,876

Table 6 Production schedule by assigning a smaller value to wt_ot

Day j 1 2 3 4 5 6 7 Total qty
Product i

wt; assigned 1 1 1 1 1 5 25

A 341 400 216 957
B 268 232 500
C 158 158
D 68 68
E 42 42
F 184 346 530
G 22 22
H 10 59 69
Total qty 400 400 400 400 400 346 0

Total time (min) 3346 3,082 3,122 3,220 3240 2,788 O

Over time (min) 466 202 242 340 360 0 0

4 Conclusion

The model developed in this research can quickly obtain the optimal production
schedule for each product type with the limitations of space, time and operators.
Weights are used in this model, by manipulating and adjusting these weights, it is
capable to generate the desired production schedule that satisfies production
managers’ need and make the production schedule more flexible.



422 C. K. Yu and P.-F. Lee

References

Chang PT, Lo YT (2001) Modelling of job-shop scheduling with multiple quantitative and
qualitative objectives and a GA/TS mixture approach. Int J Comput Integ M 14(4):367-384

Esquivel S, Ferrero S, Gallard R, Salto C, Alfonso H, Schiitz M (2002) Enhanced evolutionary
algorithms for single and multiobjective optimization in the job shop scheduling problem.
Knowl-Based Syst 15(1):13-25

Lee I (2001) Artificial intelligence search methods for multi-machine two-stage scheduling with
due date penalty, inventory, and machining costs. Comput Oper Res 28(9):835-852



Exploring Technology Feature
with Patent Analysis

Ping Yu Hsu, Ming Shien Cheng, Kuo Yen Lu and Chen Yao Chung

Abstract The patent literature has documented 90 % of the world’s technological
achievements, which are protected by the patent law of each country. But with the
increasingly competitive technology, enterprises have started the patent strategy
research and attached great importance to patent analysis. The patent analysis uses
statistics, data mining, and text mining to convert the information into a com-
petitive intelligence that facilitates corporate decision making and prediction.
Thus, the patent analysis has become a corporate weapon for long-term survival
and protection of commercial technologies. The patent analysis in the past,
compared with the trend analysis, mostly conducted the predictive analysis of a
number of keywords and patents through the statistical analysis approach. How-
ever, the keywords found were limited to the already mature technology and could
not locate the implicit emerging terms, so the patent analysis in the past could only
find the words of obvious importance, but fail to find the emerging words that are
unobvious yet will have a major impact on future technologies. Therefore, how to
find these words of a low-frequency nature to make prediction of the correct trend
is an important research topic. This study used the Chinese word segmentation
system to find the words of the patent documents and extracted the words
according to the probability model of the Cross Collection Mixture Model. This
model targets the words under changes in the time series. The background model
and the common theme in the model will eliminate frequent words without the
meaning of identification and collect words persistently appearing across time.
This method can quickly screen enormous volumes of patent documents, extract
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from the patent summary emerging words of a low-frequency nature, successfully
filter out the fashion words, and accurately detect the future trends of emerging
technologies from the patent documents.

Keywords Patent analysis - Text mining - Cross collection mixture model -
Technology feature

1 Introduction

Due to the rapidly evolving technology, various types of products are continually
changing and increasing in their complexity. Under such a fast change and short
product life cycle, the technological innovation of the product has become the main
source of corporate profits. Therefore, how to master the key technology has
become the main weapon of today’s enterprises to maintain their corporate com-
petitiveness. By virtue of a unique industrial technology, the enterprise will be able
to improve the corporate profits from its products, so the enterprise should attach
more importance to the patent layout for its own unique technology. A complete
patent layout for the enterprise is like a big umbrella that protects the corporate
from being harmed by foreign competitors, and by expanding this patent umbrella
enterprises can keep flourishing.

The quantitative prediction analysis of existing patents is aimed at historical
data, while the research data columns are aimed at countries, inventors, patent
classification, calculation of the growth of literature category, and technological
growth and decline for predicting possible future developments, the predictive
results are all the known research areas and cannot accurately tell what will be a
potential area of . Therefore, knowledge mining by virtue of the combination of
data mining and text-mining techniques to identify the possible potential knowl-
edge from the semi-structured data, such as the summary and documentation of the
patent, has also become an increasingly important analytical tool in recent patent
analysis.

The keyword search was based on the keywords as defined by the knowledge of
experts and therefore was often unable to uncover the implicit emerging technical
documents or new words. So, it has been suggested that text-mining be used to find
the keywords of the patent documents. This method of information retrieval is
important because it can accurately find out the keywords representative of the
patent documents and pinpoint this keyword using the growth curve to conduct
analysis in the hopes of finding the emerging keywords. But usually the enterprise
deliberately substitutes other words to prevent competitors retrieving this keyword,
leading to the finding of keywords relating to already mature technology, which
can cause great difficulties for the growth curve forecasts. Therefore to find out the
emerging technology words from patent documents to help enterprises quickly cut
into the possible technical development is the main objective of this study.
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This study will pinpoint the content of summary of the unstructured patent
documents to conduct trend analysis of words and identify possible potential new
words in the hopes of finding words of a low-frequency nature in the past but under
the changes in the time series will pop up in the future to become emerging words.

This study is structured as follow: Sect. 2 is the Literature that views this
study’s related patent predictive analysis and Cross Collection Mixture Model.
Section 3 is System Processes for deriving the algorithm proposed in this study.
Section 4 is the Empirical Analysis, which used the results of the research model
to conduct the words trend analysis. Section 5 is the Conclusion, and the future
research direction derived by this study.

2 Related Work

As the patent document has a time stamp, we hope to find the words and the
change of theme under the time change, so that we can see the variations of the
patent keyword. In 2004, Morinage and Yamanishi (Morinage and Yamanishi
2004) proposed the Finite Mixture Model for the real-time analysis of CRM
(Customer Relationship Management), knowledge management, or Web moni-
toring. This model can use dynamic monitoring variation on the theme and use
theme features to facilitate document clustering (Wu et al. 2010).

Correlations exist among the time, authors, or locations in documents. For
example, at a press event the articles written by the same reporter will have the
same style of coverage, or in the coverage of the tsunami event the theme reported
in the time change will usually be different. In 2006, Mei and Zhai (Mei and Zhai
2006) proposed the contextual probabilistic latent semantic analysis (CPLSA) to
improve the old probabilistic latent semantic analysis (PLSA). The new model
introduces a new environment variable, such as spatiotemporal mining, author-
topic analysis, temporal text-mining, etc. The documents have different underlying
theme background time, place, and author (Porter et al. 1991; Perkiom et al. 2004;
Chen et al. 2005). Zhai et al. (2004) adopted the Temporal Text-mining of Cross
Collection Mixture Model (Fig. 1) to identify the life cycle changes of the tsunami
news events and the intensity changes of the theme in each time of the news
events. This study quoted the Cross Collection Mixture Model and by the back-
ground model removed the words that appeared too often. Meanwhile, the words
collected by the common theme are specific words existing persistently in the
documents in time, so they are popular and representative. The specific theme will
only collect particular words appearing at certain times. The probability of these
words standing out represents its intensity at the specific time. The purpose of
using the specific theme is to see the frequency of these words in these times and
observe which words have a sudden appearance and a high likelihood to continue
its emergence in the future.
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3 System Design

The past patent analysis shows the patent analysis only focuses on the structured
data (patent applicant, the technical category) to conduct the statistical analysis by
aiming at the statistical model from a variety of different angles, such as the
number of inventors, the amount of patent applications, and patent citations for
quantitative analysis. But the problem often faced is that the structured data of
patent cannot accurately represent the contents of the patent, only find out the
titled keywords-related documents or specifically classified documents, but this
search method requires many professionals to conduct the analysis and judgment
to digest the large number of messages. Therefore, the use of computer-aid to
effectively find out the valuable words of the patent document is an important
subject we need to discuss. Our laboratory aims at WEBPAT Taiwan to provide
the patent summary, emerging words strength across time, identification of
keywords, and difference of emerging degree to identify possible future emerging
technology areas, with the hope of increasing the predictive accuracy.
In this study, the algorithmic steps include:

. Data collection and extraction.

. Chinese word segmentation system processing/initial value setting.
. Processing Cross-Collection Mixture Model-SQL.

. Parameters Estimation with EM Algorithm.

. Word analysis under specific theme.

N A W =

Figure 2 Patent content documents collection C = {d;,d,, . ..,d;}, in order to
extract a theme evolution, this study made the time of a year as a time interval. The
documents were divided into m time intervals, i.e., C=C,UC, U C3UC,,
and the summary content of each document was composed of words from the
collection d = {wl,wz, C W }

Themes (6) were to collect words with the conditional probability as the theme
or sub-theme of semantic coherence. And the collection of the theme was done
by the distribution of P(wlf) with the probability of appearance of each word.
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These words were sorted with probability, and the language model 6 was com-
posed of some words of higher P(w|0) as a summary and definition of this theme.
In which > P(w|0) = 1, the extraction theme of this study makes use of the Cross

wev

Collection Mixture Model to divide the results of the conditional probability into
the thematic cluster 6 or background theme 6p, common theme 6; and specific
theme 0;;. Each patent document will be attributed to the Q theme group in the
form of m;jq

According to this study, as we hoped to find emerging words, we had to
segment the words out of the patent documents. And in the natural language
processing, the word is the most basic unit in processing, so we conducted the
Chinese word processing for the collated summary. Through the Chinese word
segmentation processing, the unstructured text can be collated into structured data
to facilitate text-mining analysis.

Based on the source of information to set the value, the initial value may
expressed as follows:

The initial value of P°(w|0;) expressed as follows

« ij:1 Zdecj aic(w, d)
‘ ijzl ZdEcj ZW/EV ﬂ/diC(W/, d)

PO(w]0;) = /.
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The initial value of P°(w|0;;) expressed as follows

Edec Tjai€ (W d)
Zdec ZW’GV TjdiC (W 7d)

This study uses the Cross-Collection Mixture Model and conditional probability
distribution to collect words. There are Q common themes and Q x |C| specific
themes and background model in this model. The probability distribution of the
words collection operation is as follows:

PP (wl0;) = (1= ) x 2)

pac,(w) = 2gp(w/0p) + (1 — Zp (Z mai(1 — 2s)p(w/0;) + Asp(w/f)y)> (3)

0;i€®

We express all word probability distributions as follows:

logP(<Ci .., C Zm:zz { c(w, d)kgjlog[pp(w|0s)

j=1 deC; weVv

(1—Jp) (Z (1 — (W/@)Jr/uyp(w/ﬁ,/)))}}
0;€®
“)

This study used the Expectation Maximization (EM) Algorithm to calculate the
relative maximum probability value of each word falling into each theme, with the
relative concept of probability to calculate the relative probability value of each
sample falling into all the theme clusters.

The emerging term is defined in this study as the word that used to be of low-
frequency in the past but has suddenly become a high-frequency word during this
period. This study uses the Cross-Collection Mixture Model. After screening the
words, those words collected from a specific theme in collection time. Based on
strength of words, we look for the words of the top one percent strength in j period
and analyze the words of low-frequency in the j-1 period. The words found will
belong to the scope of our emerging words. And we will use the third period and
the common theme to verify our results and see whether the emerging words
continue to appear or have fallen into the common theme.

4 Empirical Analysis

In this study, first the patent documents of the WEBPAT Taiwan are collected
based on IPC classification rules of patent documents to conduct research on the
four categories of patent documents G06Q, H04B, HO4L, and HO4 N [8]. These
four categories of patent documents classification are described as follows:
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1. GO6Q: The data processing systems or methods applies specifically to the
purpose of administration, management, commerce, operation, supervision, or
prediction; and the same not included in other categories.

2. HO4L: Transmission of digital information, such as telegraph communications.

. HO4 N: Image communication, such as TV.

4. HO4B: Transmission.

O8]

In this study, content of the patent documents was retrieved from the patent
summary, a total of 1,562 patent contents were selected from patent documents
released from 2003 to 2008, and patent documents per year were taken as a
collection. 2003: 378 cases (C;={d,da,...,d35}); 2004: 253 cases
(Cz = {d379,d380, Cee d(,31}>; 2005: 324 cases (C3 = {d632, d633, .. .,d955}); 2006:
275 cases (C4 = {d956,d957, .. .,d1230}); 2007: 265 cases (C5 = {d1231,d|232, ‘e ey
dia95}); In 2008 because of the open time limit for patent information that is
publicly available, there are only 67 cases (Cs = {d1496, d149s, - - -, d1562})-

Cases of patent document under each category: G0O6Q had 379 cases, HO4L:
448 cases, HO4N: 396 cases, and HO4B: 337 cases. The information column name
after filtration and collation are as follows: the patent document names; collecting
data for six years; the patent summary.

Data of this 1,562 cases were fed to the Chinese word segmentation system to
analyze the summary of the patent documents about the words and calculate the
number of times ¢ (w, d) the words appeared in each document. The resulting
number of times the word appeared and the patent documents formed a
two-dimensional matrix. This word segmentation system based on the corpus to
conduct a contrast collected a total of 3,901 words. V = {wl,wz, R WM}. The
following analysis was then conducted.

Based on our study, the sources of patent documents collected had four cate-
gories, so we default the four themes. With a total of six years of data, making a
total of 24 specific themes, the default cluster 1 was the patent documents HO4B
with a total 337 cases, cluster 2 HO4L with 448 cases, cluster 3 HO4N with 396
cases, and cluster 4 with GO6Q 379 cases.

The Cross-Collection Mixture Model used a probability distribution for words
collection, which consisted of four groups of 6; (common theme) and 0y (back-
ground model). Whereas it must first set value, the size of the parameter value is
set by the researcher. This study set the model to gather words in O with the
proportion or weight as Ag = 0.95. As most of the data of the patent documents in
this study were 300-500 words, with many words scattered, and the more frequent
words were only concentrated in a few words, a larger Ag value could be set.
Because this study hopes to identify more specific themes, we set the Ac value as
Ac = 0.4 with the hope of making a specific theme value of a larger difference.
In addition, we also set the other two sets of parameters. One set was /g = 0.95,
Ac = 0.4 and the other set was Ag = 0.95, Ac = 0.6 to contrast whether the results
were subject to change when the parameter was different and to compare with our
experimental results.
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Table 1 Top ten key words of each theme

keyid Commonl keyid Common2
7% % £ (Polarizer) 0.037229 | 4% & = (Buffer) 0.024247
(Wide Perspective) 0.01986 | & K B (Maximum Number) 0.013471
5 #5 B (Perspective Film) 0.01986 [ & & (RCAs) 0.013344
23 3= =
# A& ¥ 1% (Static Image) 0013374 | B 2 H & (Management 0.009685
Information)

[ & & T (Alternative) 0.012145__| 5% %% (Boundary) 0.00899
£ K (Divination) 0.011866 | 3 & (Salary) 0.008648
% (Pattern) 0.01143 | & f A & (Digital Content) 0.007228
B PO (M Center) 0.009016 | 3& 1T i (Pass Code) 0.007136
% % 18 # (Security Module) 0.008354 | ¢ = (Mask) 0.007071

[ & E (Chroma) 0.007779 | iC 1= B8 & & (Memory Manag, ) 0.006225
keyid Common3 keyid Common4
& B (Movement) 0.103633__| 7 ¥ (Object) 0.191586
& F (Col ) 0.080316 | & 7 (Streaming) 0.131786
¥ B8 (Font) 0.076037 | & & (Pixels) 0.121299
7 % 7= (Integrator) 0.065446 | 7% #8 (Medium) 0.111169
% @ (End) 0.055025 | & 1E (Frame) 0.077681
78 j8 {8 (Predictive Value) 0.051258 | 2 & (Parameter) 0.067922
U  §% (Concave Mirror) 0.028581 | 48 # (Camera) 0.065405
78 Al 38 Z (Prediction Error) 0.02445 | [E R (Section) 0.063112

[ E X (Integrated) 0.020575 | Jr 51 (Seq ) 0.050709
5 % (Angle) 0.017725 | 58 S8 (Shot) 0.046344

Table 1 shows P(w|0;) (i = 1, 2, 3, 4) of the top ten words. According to the
original model common theme P(w|6;) can be used to describe the clustering of
the themes, thereby locating the high strength words of the common theme to help
describe the theme. The 6; keywords are the words related to the visual images, 6,
are the words related to digital content management, 65 are the words for pro-
cessing method for image perspective, and 0,4 are the words related to the digital
content image data transmission method. All of these words continue to appear and
have the power of identification. So we can based on the description of each theme
filter out wanted keywords content

5 Conclusion and Future Research

From the study results, we can successfully find the emerging words of low-
frequency in the past, which is different from the previous relevant studies with
patent retrieval analysis focusing on the obvious and important words, while these
obvious but important emerging words can help enterprises make accurate search
to look for patent documents of emerging technologies or help enterprises by
providing another possible direction for future research and development. We hope
to take this approach to provide another keyword search method on the patent
retrieval analysis. This method can help enterprises save a lot of labor costs in
finding the answer they want from a large amount of patent documents content.
The emerging words search is different from the past general data mining. The
occurrences of emerging technologies are fast and rising rapidly so when carrying
out trend analysis we should focus on words that first appeared but not obviously.
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These keywords can help enterprises find the hidden patent documents of
emerging technologies, which may also be where the enterprises’ emerging
technologies are located. Therefore, this study can help make more accurate results
for the forecast of emerging technologies.

The literature of the technology gap mentions the use of the principal com-
ponent analysis to reduce the dimension of the word. We hope the word search
method of this study can be added to the empty hole diagram of the technology gap
as discussed in the literature. This method can find the technology gap of the patent
documents using the scatter diagram of the first principal component and the
second principal component. We hope the word search will adopt the words of a
common theme that continually appear. With a descriptive significance for the
theme, the empty diagram can therefore be integrated to improve the shortcoming
that the principal component analysis cannot effectively describe the field.
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Making the MOST” Out of Economical
Key-Tabbing Automation

P. A. Brenda Yap, S. L. Serene Choo and Thong Sze Yee

Abstract Industrial engineers observe and analyze movements and steps taken by
a worker in completing a given task. The data obtained is defined and summed up
through coded values to predetermine the motion time of process activities that
occur within the production line. Although softwares have been developed to ease
the recording and computation of such studies, they are expensive and require
trainings to operate. The use of Maynard Operations Sequence Technique (MOST")
system has been recognized as one of the standards for predetermined time cal-
culation. However, the sequential breakdown and movement analysis techniques of
this system involving coded values can be complicated, time-consuming and
tedious. This is worsened when the production line contains numerous activities
with lengthy processes. The objective of this paper is thus to introduce an easy and
cost-effective solution that uses simple Microsoft Excel macros key-in method
which enables a trained analyst to record, determine and generate a MOST" time
study within seconds. Case studies performed have shown that this method speeds
up the calculation process at a 50-60 % rate faster than the ordinary individual code
definition and tabulation recording method. As such, it has been proven to save time
and eliminate the possibility of a miscalculation.
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1 Introduction

Maynard Operations Sequence Technique (MOST®) is an index coded work
measurement system where analyzed actions and processes are recorded down,
code assigned and tabulated to provide a predetermined time study. It’s a system
designed to measure work through movement; an alternative method to using other
systems such as MODAPTS (Modular Arrangement of Predetermined Time) or
Methods-Time Measurement (MTM) Standards.Developed by H.B Maynard
and Company,Maynard Operations Sequence Technique (MOST") gained a wide
reognition in Industrial Engineering practice since 1975 based on the fundamental
statistical principles and work measurement data which evolved into a logical and
natural way to measure work. Ithas since then, been applied in all sorts of
industries ranging from production lines to offices, material handling and even
finishing operations.

When basic MOST is applied into an analysis, the actions and movements are
categorized according to 3 different sequence models. They are The General Move
Sequence, The Controlled Move Sequence and the Tool Used Sequence Model.
Each of these models has its sub activities broken down and represented by a series
of alphabet indexes. A numbering value index will also be assigned to each
alphabet depending on the steps and number of times a movement is repeated.
Table 1 shows the basic MOST sequence models of the categorized activities.

2 Defining MOST

MOST uses time units that defined in TMU (Time Measurement Units) whereby 1
TMU is equivalent to 0.00001 h or 0.0006 min or 0.036 s. MOST" works by
adding up the total index parameter values which an analyst will assign to the
movement/actionand later adding it all up to get the predetermined time in Time
Measurement Units (TMU). From there, the total TMU will be converted in order

Table 1 Basic MOST sequence models
Activity Sequence model Sub-activities
General move ABG ABP A A—action distance
B—body motion
C—gain control
P—placement
Controlled move ABG MXI A M—move controlled
X—process time
I—alignment
Tool used ABG ABP U ABP A U—can be replaced with a specific action

such as fasten, loosen, cut, surface
treatment, measure, record and think.
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to get the final time in either minutes or seconds. The index value assigned to each
sub-activity has already been set in accordance to a prefixed MOST reference data
card which classifies and categorizes the number and types of movements with the
index value that an analyst will base on. For example, in a scenario where a skilled
operator walks 5 steps to turn on a simple tact button switch by pressing and
remain standing there; the MOST code sequence will be classified as a controlled
move with the parameters A B G M X I A. The index value assigned for the
parameters are demonstrated in Table 2.

3 Problem Description

While MOST is known to be an efficient method of getting a predetermined time
study, it is also complex and tedious in the compilation of data analysis. Thus, by
having a handful of procedures, one will tend to make mistakes in observation,
recording or even in the tabulation of data.Common human errors that are bound to
influence or affect the accuracy of the recordings and most importantly affecting
the summation of time values are:

Fatigue and tiredness

Loss of focus due to concentration on the video and process analysis
Complicated processes that require more time and attention of the analyst

A repeated sequence or action can confuse the analyst in making calculations
Negligence in calculation

4 Collecting Data and Applying MOST

A certified MOST analyst is able to breakdown the entire process that is being
observed and classifying it with parameters as well as assigning index values to
each code sequence. The process is long, tedious and can be troublesome at times
especially when the process involves complicated and sophisticated movements or
activities. In many cases, a video of the entire process is captured and recorded
first in order to playback and analyze with the MOST system. The video analysis

Table 2 MOST analysis

Activity sequence:
sample

Walk 5 steps to a machine and turn on
the tact switch by pressing it and
remain standing there. Code defined:
A10 BO G1 M1 X0 10 A0
=10+0+1+0+0=120 TMU (1) @)
=120 TMU x 0.036 =4.32 s (@)
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requires the analyst to playback the video in a reduced speed and may even have to
repeat the video more than once to determine the significant action(s), eliminating
non value added activities and even identifying steps that do not contribute to the
efficiency of the process. However, the analyst has to weigh and ration between
the identification of steps that are practical eventhough some of it may seem like a
waste of time.In an experimental comparison of a certified analyst who used a
manual recording method of MOST versus the usage of the MOST Excel sheet to
analyze a 15 min video of a production operator at work, the application of the
MOST Excel sheet used to produce the final cycle time result and tabulation was
60 % faster compared to the other manual tabulation analysis method.

4.1 Manual Versus Computerized Macros

The advantages of using MOST macros sheet is mainly speed, convenience and
accuracy. It is clear that formanual pen-paper writing or individual key-in of
parameters and a shortcut key generated parameter; the latter is a very much faster
and efficient solution.With the Microsoft Excel macros sheet tabbing method, the
shortcut keys assigned to generate the MOST parameter alphabets immediately
allows the analyst to generate the string of action codes within seconds and only
has to define the index code value to each alphabet. It is also cost-effective in terms
of the need to purchase other work measurement software or licenses in the market
that provides the same function of doing a time study. The comparisons between
manual and macros recording methods these two are mapped out in Table 3
(Table 4).

Table 3 Comparison of MOST recording methods

Manual/single key in MOST Macros MOST

e Analyst has to remember the alphabet codes e Sequence parameter alphabet codes are
to represent the correct action category and generated immediately by pressing two
what it stands for. buttons. Saves time

o If written on paper, errors are harder to be e Analyst only requires to remember which
corrected and checking back data will be shortcut generates which parameter
difficult

e Analyst is required to add up the time using a e Computer generated data makes amendments
calculator and also make conversion for the and check backs easy
unit of time measurement

e Repeated processes or sequences can be e The summation of time are added up and
confusing to the assigned analysis; converted in different measurement units
sometimes affecting the tabulation accuracy automatically

e The number of a repeated action or sequence
of an activity can be easily edited without
having to make a recalculation of the data

e Cost effective. No external/additional
software or licensing is required




Making the MOST" Out of Economical Key-Tabbing Automation 437

Table 4 Example of MOST parameters generated using macros sheet

PREDETERMINED TIME STUDY

Customer: Standard Time (sec): 2956 Prepared By:

Product: Assembly: UPH: 140 Date:
Na Methed LR \OST CODE o [ MU [of | Total TMU | Timefsec)
1 |Move Tray to workbench R|Ay Bo Gt Ay Bo P An 80| 1 0 288
2 [Put screw to pan LR|A1 Bo G1 At Bo P A 2 80 1 60 2.16)
3 L|{A: Bs Gt As Bo Po Ao 10{ 1 10 0.35]
4 |Put Spang on fidure R{Ar Bs G» Az Bo P Ao B0 1 60 2 16}
5§ |Fasten screw R|Ar Bo Gt Ar Be P LY 40 1 40 144
B LR| A Be G A1 Bo P A 2{ 1 20 0.72
7 L|Aa: Be G Ao Bo P Aa 0 1 10 0.36)
& R|As By Go Av Bo Po Fx A Be P2 Ap 300 1 300 10.80)
9 |Bend part R|A: Bes Gt Mi Xo e Ao 40| 1 40 144
10 R|A B: G M1 Xo | A 200 1 20 0.72]
" L|As Bs Go Ar Bo P A 200 1 20 072
12 |Place assembled part to bin L|Aas Be G Ay Bo P An sof 1 50 1.80)

5 Macros Predetermined Time Sheet In Detail

Microsoft Excel’s Macros function allows the user to set certain functions as part of a
‘pre-recorded’ memory to be used so that the user does not have to retype the same
data when needed over again. The key-tabbing shortcut method in Microsoft Excel’s
MOST sheet is programmed to generate a series of MOST parameter sequence
according to the analyzed actions. It is a simple excel sheet that contains allocated
columns for the recording of actions with assigned shortcut keys for the MOST
parameter to be called out within seconds. After which, the user will key in the value
codes for each alphabet and the total TMU and converted seconds will be auto-
matically added up in another column respectively. In the event a particular alphabet
is not used or does not have any value in its string of MOST alphabets sequence, the
analyst may eliminate the inclusion of the alphabet just by keying in the assigned
value as zero (‘0’). The top part of the sheet contains indicators to fill in information
such as the person in charge, customer, product, unit per hour (UPH), standard time,
type of assembly and date. The second part of the sheet contains columns to be filled
in with details and only the MOST code column preset with macros shortcut keys.

5.1 Colour Coded Indicator

Whenever a particular action or movement is repeated more than once; the analyst
will key in the number of times an additional action is repeated below the alphabet
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code index and the value of the alphabet will automatically multiply itself with the
additional number of times an action is made. The index colour will then turn
yellow to indicate where the additional value is assigned from. This method also
saves time for the analyst so that a repeated keying in of the whole action is not

needed (Fig. 1).

5.2 Macros Shortcut Keys

The macros parameter shortcut keys that are assigned according to the appropriate
parameters will generate in the MOST code column of the macros sheet by
pressing two assigned keys at the same time. They are (Table 5):

FEEDETERMIND TIME STUDY

Sasambard Thows Gk | STEB Frapuesi 8;

- :'-'--"- \:o::'[ox : :-1“.,1_-.\" o] T T | it
e :||'T' i
lala: 8s & As Be Pr A — [ a9 .".; C —
alar s e A bv o W [ [ ]
Columns Definition
No. To fill in the step or procedure numbering
Method The methods or actions that are being observed are recorded here
L/R To record down whether left or right hand or both hands are used in this
process
MOST The parameter and index value codes are keyed and defined here
if Abbreviation for ‘repeat frequency’. The number of times a specific action
or movement is keyedin here to multiply the repeated action(s).
T™U Time Measurement Unit.
cf Abbreviation for ‘cycle frequency’. The number of times a full cycle of a
repeated action or sequence is keyed in here to multiply the a whole
repeated cycle.
Total TMU Total Time Measurement Unit (after the inclusion of ‘cf or ‘rf)
Seconds Conversion of total time from TMU to seconds
Remarks Additional notes or comments can be recorded in this coloumn

Fig. 1 Macros MOST excel sheet columns

Table 5 Sequence shortcut

keys

Shortcut Keys Sequence parameter generated

Ctrl +d General move
Ctrl + q Tool use sequence
Cul + 1 Controlled move sequence
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6 Conclusion

With the utilization and application of macros MOST predetermined sheet method,
the work of an industrial engineer for a predetermine time study recording is made
convenient and simplified. Doing a time study analysis requires focus and con-
centration that only becomes accurate if broken down and analyzed properly. As
human mistakes are bound to happen, using ways that can minimize the tendency
of carelessness helps to produce effective results in a short amount of time. In
addition, the MOST predetermined sheet method is a tool that can help to save cost
without the need to use a pen and paper or the requirement to purchase an addi-
tional software and license to produce the same time study result.



Integer Program Modeling of Portfolio
Optimization with Mental Accounts Using
Simulated Tail Distribution

Kuo-Hwa Chang, Yi Shou Shu and Michael Nayat Young

Abstract Since Markowitz introduced mean—variance portfolio theory, there have
been many portfolio selection problems proposed. One of them is the safety-first
portfolio optimization considering the downside risk. From behavioral portfolio
theory, investors may not consider their portfolios as a whole. Instead, they may
consider their portfolios as collections of subportfolios over many mental
accounts. In this study, we present a mixed-integer programming model of port-
folio optimization considering mental accounts (MAs). In this study, varied MAs
are described by different level of risk-aversion. We measure the risk as the
probability of a return failing to reach a threshold level, called the downside risk.
An investor in each MA specifies the threshold level of return and the probability
of failing to reach this return. Usually the portfolio’s returns are assumed as
normally distributed, but this move may underestimate the downside risks.
Accordingly, we estimate the downside risk by using models utilizing extreme-
value theory and copula. We generate scenarios of the tail distribution based on
this model, on which the mixed-integer program is applied. In the end, we use
historical data to back test our model and the results are consistent with what they
expected. These actions result in a better understanding of the relation between
investor goals and portfolio production, and portfolio optimization.
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1 Introduction

The behavior of people in terms of their investments has been a hot topic for
research throughout the years. From the initial findings of Friedman and Savage
(1948) Insurance-Lottery Framework to the (Das et al. 2010) Mental Accounting
Framework (MA), investors tend to behave based on personal goals and aspira-
tions (Friedman and Savage 1948). Insurance-Lottery Framework study started it
all, they found out that certain people are risk seeking enough to buy lottery tickets
for their financial aspiration and also risk averse enough to buy insurances for their
financial security. Markowitz (1952) followed it with his Mean—Variance Theory
(MVT) which is based from the expected utility theory and extended the Insur-
ance-Lottery framework, wherein people who practice MVT don’t buy lottery
tickets as they are more risk averse. Shefrin and Statman (2000) followed suite
with their goal based Behavioral Portfolio Theory (BPT), wherein investors divide
their money into different mental layers with associated risk level tolerance within
a portfolio. Each layer corresponds to a specific goal of the investor like retirement
security, college education plans, and travel aspirations. Recently, Das et al.
(2010) combined key aspects of MVT and the mental accounts of BPT to
developed MA, but, similar to previous works, they assumed portfolio returns are
normally distributed.

The foundation of BPT lies in (Lopes 1987) Safety First Portfolio Theory (SP/A
Theory) and (Kahneman & Tversky 1979) Frame Dependence which are both
developmental studies of the Insurance-Lottery Framework. SP/A Theory and
Frame Dependence are all about how to deal with the risk threshold and frame-
work of each investor to beat the inefficient market. These studies greatly impacted
the Finance world in the 1990s which led to the formation of Behavioral Finance
and BPT. In BPT, investors view their portfolio not as a whole but as a collection
of several mental accounts that are associated with specific goals and varying risk
attitude for each mental account. Investors can treat one mental account as their
way to have protection from being poor, while other mental accounts as their tactic
to have the opportunity to be rich.

In this study, we describe varied MAs by different level of risk-aversion. We
measure the risk as the probability of a return failing to reach a threshold level,
which is called the downside risk. An investor in each MA specifies the threshold
level of return and the probability of failing to reach this return. Usually the
portfolio’s returns are assumed as normally distributed, but this move may
underestimate the downside risks. Accordingly, we estimate the downside risk by
using simulated tail distribution utilizing extreme value theory (EVT) and copula
developed in (Chang and Wang 2012). We generate scenarios based on distribu-
tion, on which the mixed-integer program will be applied. In the end, we use
historical data to back test our model.
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2 Model Formulation

To further study BPT, we consider the following Telser’s safety-first model model
(Telser 1955):

Max  E,(W)
s.t. P(W<A)<u

()

where E;,(W) is the expected wealth under the transformed decumulative function
which is mentioned in Lopes and Oden (1999), A is the minimum acceptable rate
of return, and « is the risk threshold or the probability that the occurring return fall
on the lower end of the acceptable risk.

In BPT, risk is measured as the probability of a return failing to reach a
threshold level, called the downside risk. There are a lot of ways to estimate the
probability. In this study, we are going to use the scenario data to estimate the risk
based on a simulation model. Usually the portfolio’s returns are assumed as
normally distributed, but in practice, findings from past studies say that this is not
the case. The rate of returns usually has heavy-tailed properties, so using normal
distribution will underestimate the risk of incidence. Accordingly, to handle this
problem, we adopt the model in Chang and Wang (2012), we consider heavy-tailed
distribution by incorporating the EVT and the copula structure to the Monte Carlo
Simulation to generate scenarios to be used as the focal point of this study.

There are nassets and gmental accounts. There are mgenerated scenarios. We
define the variables as follows:

Wik denote the percentage of wealth invested on asset i in
mental account k, i =1,2,...,n, k=1,2,...,¢

Yij k denote the return of asset i in simulated scenario j in mental
account k, i=1,2,...,n,j=1,2,...m k=1,2,...,g

Djk denote the probability that simulated scenario j will occur in
mental account k, j=1,2,....m k=1,2,...,g

7 denote the mean return of asset i, i =1,2,....n

Ry = > " wixrijx denote the return of the portfolio in mental account k,
i=12,...nj=12,...mk=12..,¢g

R, =Y ¢ wiir;  denote the expected return of the portfolio in mental
account k, i=1,2,...,n,j=1,2,...m k=1,2,...,g

R denote the tolerance level on return rate that investor
desires in mental account k, k = 1,2,...,¢

Ok denote the acceptable probability of the return failing to
reach the threshold level in mental accountk, k = 1,2,..., g

For mental account &, the corresponding (1) is
Max Rp_’k

s.t. P(Rp,k <RL,k) < ol (2)
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By Norkin and Boyko (2010), we can rewrite the constraints as follows:

Max Ry
m (3)

s.t. ijl Dj %k < o
Rij —Rpi < (M +Rpp)zjx (4)

where z;; € {0,1} and M is approaching to infinity.

To be more practical, the portfolio should be presented in the number of shares
or units purchased on the assets. Let x;; be the numbers of units of asset i pur-
chased in portfolio in account k. If S; is the initial price of asset i and we have
initial capital by for account k, so the percentage of wealth on asset i in account k is

Xigx X S
Wik = ’kbk (5)

We assume that the probabilities that simulated scenario j will occur, p;x, are
equiprobable, so the constraint (3) can be written in

m
Zj:l Zik <o X m (6)

where m is the total number of the simulated data.

In this setting, let Cy = Ry X by be the tolerance level on the loss from by.
After writing w; in terms of x;, and writing R ; in term of C; and adding the
bounds on initial capital, our model is as follows.

n
Max " xiFS;
i=1

™)
st Y zik <oy xm
Ci — 27:1 XighiioSi < (M + Ci)zjx (8)
Z; Xi1Si < by (9)
Zi:l be<B (10)

xix >0, integer, i=12,...,nk=12...,8
zx€{0,1}, j=1,2,...mk=12,...,¢g

where B is the total initial capital.
We then use this integer programming model to solve for the optimal portfolios.
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3 Results and Analysis

We use the stocks of the MSCI Taiwan Index Top 20 largest constituents, and
through the use of the Taiwan Economic Journal (TEJ) we get those stocks that
falls after a week of the announcement of dividends. We calculate 102 portfolios
from October 2010 to September 2012, and each portfolio uses 200 returns from
the historical data. We use the data collected from November 2006 to September
of 2012 to adjust and balanced the effect of the rate of returns. We then integrated
the 200 original data to the pair-copula structure and simulated 20,000 scenarios.
With reference to the EVT and the scenarios numerical distribution we were able
to develop the model to solve for the optimal portfolios.

We consider that investors have 3 mental accounts with the parameters shown
below :

“Weight” represents the proportion of wealth invested in the respective
account. From the Table 1, Accounts 1 and 2 have the same risk threshold level
but different return expectations, accounts 2 and 3 have different risk threshold
levels but have similar return expectations. We then use different methods to study
the investment returns.

First, we look at the accounts’ means and standard deviations and at the same
time compare them with the Market values as shown below :

In Table 2, we can see that account 1 has the least standard deviation and also
outperforms the market. Similarly, Account 1 has the best mean return and out-
performs the market. We can then observe the distribution of the returns in Fig. 1.

From Fig. 1, we can see that there is smaller volatility in Account 1 and
Aggregate account. Then we can analyze the cumulative distribution of the returns
through Fig. 2.

From Fig. 2, with the set of parameters in Table 1 it is clear that each account
has a smaller probability of getting bad returns compared to the Market, especially
in Account 1 and Aggregate account which gave the best performances.

Similar to the study in Chang and Wang (2012), we use following 3 cases (—,—),
(+,—) and (—,+) to represent the returns of the accounts and the Market. (—,—)
indicates that the account and market return rates are both negative. (+,—) indicates

Table 1 Parameter settings

Account 1 (%) Account 2 (%) Account 3 (%)
R, -3 -5 =5
o 7.5 7.5 10
Weight 40 30 30

Table 2 Mean and standard deviation comparison

Account 1 Account 2 Account 3 Aggregate Market

Mean 0.002999 0.002412 0.00117 0.002273 —0.00017
Standard Deviation 0.018376 0.027671 0.02835 0.023487 0.025825
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that the account has positive returns, while the market has negative returns. (—,+)
indicates that the account has negative returns, while the market has positive
returns. The case (+,+) wherein both the market and the account have positive
returns is not risky so it was excluded from the comparison. Using these 3 cases the
summaries of the comparison are shown in Tables 3 and 4.

Finally we have geometric long term cumulative returns in Fig. 3:

From Fig. 3 it is clear that each account’s rate of returns outperforms the
Market and that each account has positive returns compared to the market with
negative returns.
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Table 3 Account 1 versus market & account 2 versus market

Account 1 Market Account 2 Market
(=) 25 8 17 15
+.-) 13 0 14 0
(=4 0 11 0 12
Total 38 19 31 27
Table 4 Account 3 versus market & aggregate versus market

Account 3 Market Aggregate Market
(=) 16 18 19 15
+.-) 12 0 12 0
(=4 0 14 0 13
Total 28 32 31 28
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Fig. 3 Geometric long term cumulative returns

4 Conclusions

~
~

Market

- Account 3

The main contribution of this study is to combine the mental accounting portfolio
optimization with the safety-first model. We use mixed integer programming to
find the optimal portfolios. Through the back test, it shows that the performances
of the 3 accounts are within the pre-determined risk threshold and that the inte-
grated portfolio performances are superior in all aspects of the market. These
results supported our model in terms of obtaining optimal portfolios. To have a
possibly more accurate portfolio, future studies should consider having varying

occurrence probability for the returns and also allow short selling.
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Simulated Annealing Algorithm for Berth
Allocation Problems

Shih-Wei Line and Ching-Jung Ting

Abstract Maritime transport is the backbone of global supply chain. Around
80 % of global trade by volume is carried by sea and is handled by ports world-
wide. The fierce competition among different ports forces the container port
operators to improve the terminal operation efficiency and competitiveness. This
research addresses the dynamic and discrete berth allocation problem (BAP) which
is critical to the terminal operations. The objective is to minimize the total service
times for vessels. To solve the NP-hard BAP problem, we develop a simulated
annealing (SA) algorithm to obtain the near optimal solutions. Benchmark
instances from the literature are tested for the effectiveness of the proposed SA and
compared with other leading heuristics in the literature. Computational results
show that our SA is competitive and find the optimal solutions in all instances.

Keywords Berth allocation problem - Simulated annealing - Container port

1 Introduction

Maritime transportation has been an important component of the international
trade since the introduction of the container in the 1950s. There are more than 8.4
billion tons of goods carried by ships annually (UNCTAD 2011). Due to the
growth of the ocean shipping demand, shippers and carriers would expect to speed
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up their operations at the port stop. Thus, how to provide efficient and cost-
effective services by using the limited port resources becomes an important issue
for port authority. Among the port operations, berth allocation problem (BAP) that
assign the berth positions to a set of vessels with the planning horizon to minimize
the total service time catch both practical and academic attention.

The BAP has been tackled in both spatial and temporal variations: (1) discrete
versus continuous; (2) static versus dynamic arrival times (Bierwirth and Meisel
2010). In the discrete case, the quay is divided into several berths and exactly one
vessel can be served at a time in each berth. In the continuous case, there is no
partition of the quay and vessels can moor at any position. A static BAP assumes
that all vessels already in port before the berth allocation is planned, while the
dynamic case allows vessels to arrive at any time during the planning horizon with
known arrival information. The dynamic and discrete BAP that is known to be
NP-hard (Cordeau et al. 2005) is the main focus of this paper. We propose a
simulated algorithm to solve the dynamic and discrete BAP.

The remainder of the paper is organized as follows. Section 2 presents a brief
literature review about the BAP. The proposed simulated annealing algorithm is
presented in Sect. 3. In Sect. 4, computational experiments are performed and
compared with the promised heuristics from the literature. Finally, our conclusion
is summarized in Sect. 5.

2 Literature Review

Both the discrete and continuous BAP in various models have been proposed in the
literature; however, most studies address the discrete BAP. Steenken et al. (2004),
Stahlbock and VofB (2008) and Bierwirth and Meisel (2010) provided compre-
hensive overviews of application and optimization models in this field. In this
paper, we will address the discrete BAP and only briefly review continuous BAP.

Imai et al. (1997) formulated a static BAP as a nonlinear integer programming
model to minimize the weighted objectives which include berth performance and
dissatisfaction. Imai et al. (2001) studied a dynamic BAP whose objective was to
minimize the sum of waiting and handling times of all vessels. A Lagrangian
relaxation based heuristic was proposed to solve the problem. Nishimura et al.
(2001) extended the dynamic BAP with multi-water depth configuration. A genetic
algorithm (GA) was developed to solve the problem. Imai et al. (2003) considered
a dynamic BAP that vessels have different service priorities. The authors also
proposed a GA to solve the problem.

Cordeau et al. (2005) addressed a dynamic BAP with time windows based on
data from a terminal in the port of Gioia Tauro. The problem was formulated as a
multiple depot vehicle routing problem with time windows (MDVRPTW), and
solved by a tabu search algorithm. Imai et al. (2007) analyzed a two-objective
BAP which minimizes service time and delay time. They proposed a Lagrangian
relaxation with subgradient optimization and a GA to identify the non-inferior
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solutions. Hansen et al. (2008) extended Imai et al.’s (2003) model and developed
a variable neighborhood search heuristic to solve it. Imai et al. (2008) studied a
variant of the dynamic BAP in which an external terminal was available when the
berth capacity is not enough.

Mauri et al. (2008) proposed a hybrid column generation algorithm to solve the
MDVRPTW model in Cordeau et al. (2005). Barros et al. (2011) developed and
analyzed a berth allocation model with tidal time windows, where vessels can only
be served by berths during those time windows. Buhrkal et al. (2011) formulated
the discrete BAP as a generalized set partitioning problem (GSPP). Their com-
putational results provided the best optimal solutions for comparison in later
research. de Oliveira et al. (2012b) applied a clustering search method with sim-
ulated annealing to solve the discrete BAP.

Lim (1998) was the first one to study the continuous BAP whose berths can be
shared by different vessels. The problem was modeled as a restricted form of the
2-dimensional packing problem. Li et al. (1998) and Guan et al. (2002) modeled
the continuous BAP as a machine scheduling problem with multiprocessor tasks.
Park and Kim (2003) formulated a mixed integer programming model for the
continuous to minimize the penalty cost associated with service delay and a non-
preferred location. A Lagrangian relaxation with subgradient optimization method
was developed to solve the problem. Kim and Moon (2003) formulated the con-
tinuous BAP as a mixed integer linear programming model and proposed a sim-
ulated annealing algorithm to solve it. Imai et al. (2005) enhanced their previous
discrete BAP to a continuous BAP and proposed a heuristic for the problem. Wang
and Lim (2007) proposed a stochastic beam search algorithm to solve the BAP in a
multiple stage decision making procedure.

Tang et al. (2009) proposed two mathematical models and developed an
improved Lagrangian relaxation algorithm to solve the continuous BAP at the raw
material docks in an iron and steel complex. Lee et al. (2010) developed two
greedy randomized adaptive search procedure (GRASP) heuristics for the con-
tinuous BAP. Seyedalizadeh Ganji et al. (2010) applied a GA to solve the problem
proposed by Imai et al. (2005). Mauri et al. (2011) proposed a memetic algorithm
to solve the continuous BAP. De Oliveira et al. (2012a) presented a clustering
search method with simulated annealing heuristic to solve the continuous BAP.

3 Simulated Annealing Algorithm

The simulated annealing (SA) reaching a (near) global optimum during the search
process mimics the crystallization cooling procedure (Metropolis et al. 1953;
Kirkpatrick et al. 1983). SA first generates a random initial solution as an
incumbent solution. The algorithm moves to a new solution from the predeter-
mined neighborhood of the current solution. The objective function value of the
new solution is compared to the current one to determine whether the new solution
is better. If the objective function value of a new solution is better than that of the



452 S.-W. Line and C.-J. Ting

incumbent one, then the new solution is automatically accepted, and becomes the
incumbent solution from which the search will continue. The procedure then
continues with the next iteration. A worse objective function value for the new
solution may also be accepted as the incumbent solution under certain conditions.
By accepting a worse solution, the procedure may escape from the local optima.

A solution is represented by a string of numbers consisting of a permutation of
n ships denoted by the set {1, 2, ..., n} and m — 1 zeros for separating ships into
m berths. The numbers between two zero are the sequence of the vessels that will be
served by a berth. The completion time of each ship in the berth can be easily
calculated according to its arrival time, the sequence in the berth, and the availability
of the berth. If an infeasible solution is obtained, a penalty will be added to the
objective function. We generate the initial solution based on first-come-first-serve of
vessels’ arrival times. Each ship is sequentially positioned to the berth which can
provide the shortest completion time for the current assigned ship. After the initial
solution X is obtained, a local search procedure is applied to improve X. The local
search procedure applies swap moves and insertion moves to X sequentially.

To obtain a better solution, best-of-g-trial moves that choose the best solution
among g neighborhood solutions as the next solution are also performed. At each
iteration, a new solution Y is generated from the neighborhood of the current
solution X, N(X), and its objective function value is evaluated. Let 4 = obj(Y) —
obj(X). If 4 < 0, the probability of replacing X with Y is 1; otherwise it is based on
another random generated probability and T/(T? + A%), where T is the current
temperature. 7T is reduced after running I, iterations from the previous decrease,
according to the formula 7 = o7, where 0 < o < 1. After each temperature
reduction, a local search procedure is used to improve X, the best solution found
so far. We use swap moves and insertion moves to X, sequentially in the local
search.

4 Computational Results

The proposed SA was implemented using the C language in Windows XP operating
system, and run on a personal computer with an Intel Core 2 2.5 GHz CPU and 2G
RAM. Each instance was solved using 10 runs of the proposed approach. The
performance of the proposed SAgrs heuristic was compared with other existing
algorithms for DBAP, namely tabu search (TS) (Cordeau et al. 2005), population
training algorithm with linear programming (PTA/LP) (Mauri et al. 2008), clus-
tering search (CS) approach (de Oliveira et al. 2012b). The benchmark instances of
Cordeau et al. (2005) were used in this study. The instances were randomly gen-
erated based on data from the port of Gioia Tauro (Italy). The instances may be
categorized as two sets, 12 and I3. The 12 set includes five instance sizes: 25 ships
with 5, 7, and 10 berths; 35 ships with 7 and 10 berths and a set of 10 instances
generated for each size. The I3 set includes 30 instances with 60 ships and 13 berths.
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Table 1 Computational result for I2 problem set
Instance GSPP T°s SA

Opt. Time Best Best Avg. Time
25 x 5_1 759 5.99 759 759 759.0 0.03
25 x 5.2 964 3.70 965 964 964.0 0.27
25 x 5.3 970 2.95 974 970 970.0 1.02
25 x 54 688 2.72 702 688 688.0 0.10
25 x 5.5 955 6.97 965 955 955.0 0.66
25 x 5_6 1,129 3.10 1,129 1,129 1,129.0 0.01
25 x 5.7 835 2.31 835 835 835.0 0.01
25 x 58 627 1.92 629 627 627.0 0.03
25 x 5.9 752 4.76 755 752 752.0 0.08
25 x 5_10 1,073 6.38 1,077 1,073 1,073.3 8.75
25 x 7_1 657 3.62 667 657 657.0 0.00
25 x 72 662 3.15 671 662 662.0 0.02
25 x 7.3 807 4.28 823 807 807.0 0.29
25 x 74 648 3.78 655 648 648.0 0.31
25 x 7.5 725 3.85 728 725 725.0 0.02
25 x 7_6 794 3.60 794 794 794.0 0.01
25 x 717 734 3.54 740 734 734.0 0.21
25 x 7_8 768 393 782 768 768.0 0.07
25 x 729 749 3.73 759 749 749.0 0.02
25 x 7_10 825 3.82 830 825 825.0 0.02
25 x 10_1 713 5.83 717 713 713.0 0.04
25 x 102 727 6.99 736 727 727.0 0.13
25 x 10_3 761 6.12 764 761 761.0 0.33
25 x 10_4 810 5.38 819 810 810.0 0.72
25 x 10_5 840 6.71 855 840 840.0 0.07
25 x 10_6 689 5.57 694 689 689.0 0.01
25 x 10_7 666 5.83 673 666 666.0 0.00
25 x 10_8 855 5.87 860 855 855.0 0.01
25 x 10_9 711 5.38 726 711 711.0 0.16
25 x 10_10 801 5.96 812 801 801.0 0.04
35 x 7_1 1,000 12.57 1,019 1,000 1,000.1 5.35
35 x 72 1,192 15.93 1,196 1,192 1,192.8 13.33
35 x 7.3 1,201 7.16 1,230 1,201 1,201.0 293
35 x 7.4 1,139 13.59 1,150 1,139 1,139.0 1.25
35 x 7.5 1,164 11.50 1,179 1,164 1,164.3 3.39
35 x 7.6 1,686 29.16 1,703 1,686 1,686.4 11.72
35 x 717 1,176 12.89 1,181 1,176 1,176.0 1.95
35 x 7.8 1,318 17.52 1330 1,318 1,318.1 4.44
35 x 7.9 1,245 8.41 1,245 1,245 1,245.0 0.76
35 x 7_10 1,109 14.39 1,130 1,109 1,109.1 4.00
35 x 10_1 1,124 19.98 1,128 1,124 1,124.0 0.33
35 x 102 1,189 11.37 1,197 1,189 1,189.0 5.64
35 x 10_3 938 8.97 953 938 938.0 0.13

(continued)
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Instance GSPP TS SA
Opt. Time Best Best Avg. Time

35 x 10_4 1,226 10.28 1,239 1,226 1,227.1 16.21
35 x 10_5 1,349 22.31 1,372 1,349 1,349.0 0.95
35 x 10_6 1,188 10.92 1,221 1,188 1,188.0 0.39
35 x 10_7 1,051 9.74 1,052 1,051 1,051.0 0.33
35 x 10_8 1,194 9.39 1,219 1,194 1,194.0 0.08
35 x 109 1,311 29.45 1,315 1,311 1,311.0 2.30
35 x 10_10 1,189 14.28 1,198 1,189 1,189.0 0.05
Average 953.7 8.60 963.0 953.7 953.7 1.78
Table 2 Computational result for I3 problem set
Inst. GSPP TS PTA/LP Cs SA

Opt. Time Best Best Time  Best Time Best Avg. Time
i01 1,409 17.92 1,415 1,409 74.61 1,409 12.47 1,409 1,409.0 1.03
02 1,261 1577 1,263 1,261 60.75 1,261 12.59 1,261 1,261.0  0.05
i03 1,129 13.54 1,139 1,129 13545 1,129 12.64 1,129 1,129.0 0.18
i04 1,302 14.48 1,303 1,302 110.17 1,302 12.59 1,302 1,302.0 0.09
i05 1,207 17.21 1,208 1,207 124.70 1,207 12.68 1,207 1,207.0  0.07
i06 1,261 13.85 1,262 1,261 78.34 1,261 12.56 1,261 1,261.0  0.00
i07 1,279 14.60 1,279 1,279 11420 1,279 12.63 1,279 1,279.0 0.96
i08 1,299 14.21 1,299 1,299 57.06 1,299 12.57 1,299 1,299.0 0.30
i09 1,444 16.51 1,444 1,444 96.47 1,444 12.58 1,444 1,444.0 022
il0 1,213 14.16 1,213 1,213 99.41 1,213 12.61 1,213 1,213.0 0.11
ill 1,368 14.13 1,378 1,369 99.34 1,368 12.58 1,368 1,368.0 2.16
i12 1,325 15.60 1,325 1,325 80.69 1,325 12.56 1,325 1,325.0 2.51
il3 1,360 13.87 1,360 1,360 89.94 1,360 12.61 1,360 1,360.0 0.04
il4 1,233 15.60 1,233 1,233 7395 1,233 12.67 1,233 1,233.0  0.05
il5 1,295 13.52 1,295 1,295 74.19 1,295 13.80 1,295 1,295.0 0.00
il6 1,364 13.68 1,375 1,365 170.36 1,364 14.46 1,364 1,364.0 3.15
i17 1,283 13.37 1,283 1,283 46.58 1,283 13.73 1,283 1,283.0 0.02
i18 1,345 13.51 1,346 1,345 84.02 1,345 12.72 1,345 1,345.0  0.00
i19 1,367 14.59 1,370 1,367 123.19 1,367 13.39 1,367 1,367.0 4.49
i20 1,328 16.64 1,328 1,328 82.30 1,328 12.82 1,328 1,328.0 3.31
i21 1,341 13.37 1,346 1,341 108.08 1,341 12.68 1,341 1,341.0 4.79
i22 1,326 1524 1,332 1,326 105.38 1,326 12.62 1,326 1,326.0 1.16
i23 1,266 13.65 1,266 1,266 43.72 1,266 12.62 1,266 1,266.0  0.06
i24 1,260 15.58 1,261 1,260 7891 1,260 12.64 1,260 1,260.0  0.07
i25 1,376 15.80 1,379 1,376 96.58 1,376 12.62 1,376 1,376.0 4.75
126 1,318 15.38 1,330 1,318 101.11 1,318 12.62 1,318 1,318.0 0.46
i27 1,261 15.52 1,261 1,261 82.86 1,261 12.64 1,261 1,261.0  0.09
128 1,359 16.22 1,365 1,360 5291 1,359 12.71 1,359 1,359.4 13.53
i29 1,280 1530 1,282 1,280  203.36 1,280 12.62 1,280 1,280.0 248
30 1,344 16.52 1,351 1,344 71.02 1,344 12.58 1,344 1,344.0 3.80
Avg. 1,306.8 1498 1,309.7 1,306.9 9399 1,306.8 12.79 1,306.8 1,306.8 1.66
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The computational results for both set of instances are presented in Tables 1
and 2, respectively. The optimal solution was provided by the GSPP model using
CPLEX 11 (Buhrkal et al. 2011). The proposed SA is compared with TS for the 12
problem set as shown in Table 1. The first three columns show the instances, the
optimal solution and the computational time. The results of TS and the best and
average solution and CPU time of our SA are presented in columns 4-7. Our SA
can obtain the optimal solutions in all I2 instances, while TS can only find five
optimal solutions. Optimal solutions can be obtained in all 10 runs except for only
nine instances in which the largest gap is 0.090 %.

Table 2 lists the results of TS, PTA/LP, CS and the proposed SAwrs and SAgs
heuristics for the I3 problem set. The first three columns show the instances, the
optimal solution and the computational time. The results of TS and the best and
CPU time of PTA/LP and CS are presented in columns 4-8 followed by our SA
results. The SA and CS obtain all optimal solutions, whereas PTA/LP cannot reach
the optimal solutions in three instances.

5 Conclusions

In this paper we have studied the berth allocation problem with dynamic arrival
times. We propose a simulated annealing (SA) heuristic to solve the problem and
test our algorithm with two sets of instances. The results are also compared with
the optimal and best known solutions from the literature. Computational results
indicate that the proposed SA algorithm is fairly effective. Our SA algorithm is
able to find all the optimal solutions of the BAP instances. In the future, we can
apply the proposed SA algorithm to the continuous BAP in which vessels can berth
anywhere along the quayside.
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Using Hyperbolic Tangent Function
for Nonlinear Profile Monitoring

Shu-Kai S. Fan and Tzu-Yi Lee

Abstract For most of the Statistical process control (SPC) applications, the
quality of a process or product is measured by one or multiple quality charac-
teristics. In some particular circumstances, quality characteristics depend on the
relationship between the response variable and one and/or explanatory variables.
Therefore, such a quality characteristic is represented by a function or a curve,
which is called a ‘profile’. In this paper, a new method of using the hyperbolic
tangent function will be addressed for modeling the vacuum heat treatment process
data. The hyperbolic tangent function approach is compared to the smoothing
spline approach when modeling the nonlinear profiles. The vector of parameter
estimates is monitored by using the Hotelling’s 7* for the parametric approach and
by the metrics method for the nonparametric approach. In Phase I, the proposed
hyperbolic tangent approach is able to correctly identify the outlying profiles.

Keywords Nonlinear profile - Hyperbolic tangent function - Smoothing spline -
Hotelling’s 7*

1 Introduction

Statistical process control (SPC) has been widely recognized for quality and
productivity improvement in many domains, especially in manufacturing indus-
tries. It was pioneered by Walter A. Shewhart in the early 1920s. For most SPC
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applications, the quality of a process or product is measured by one or more quality
characteristics. However, in some practical circumstances, the quality character-
istic is better characterized by a curve. Such a functional relationship is called a
profile. A new economic age is beginning in which the demand for quality is
rapidly increasing, with a resulting global competition of companies striving to
provide quality products or services. In practice, the aluminum alloy heat treat-
ments are quite difficult to link to an SPC program. Due to its nonlinear data type,
some researchers attempted to develop thermal monitoring hardware and SPC
software that makes it possible to automatically gather data on the thermal portions
on the heat treatment of the aluminum alloy rim process in real time. In this kind of
applications, profile monitoring intends to keep watch on the relationship between
the response variable and the explanatory variables and then draw inferences about
the profile of quality characteristics. There are two distinct phases in profile
monitoring. The purpose of phase I analysis is to evaluate the stability of a process,
to find and remove any outliers attributed to some potential assignable cause, and
to estimate the in-control values of the process parameters. Based on the parameter
estimates obtained from phase I, the goal of phase II is to monitor the online data
in order to quickly detect any change in the process parameter as possible. To date,
the majority of profile monitoring works focus on phase II analysis.

A wide variety of literature has appeared in recent years, demonstrating a
growing popularity in profile monitoring. Woodall et al. (2004) gave an excellent
overview of the SPC literature regarding profile monitoring. For further discus-
sions on linear profiles, interested readers can be referred to this article. A few
references have directly addressed the issues of nonlinear profiles. Basically,
nonlinear profile monitoring approaches can be classified two categories: para-
metric and nonparametric. For example, the parametric approaches include that
Williams et al. (2007) addressed the monitoring of nonlinear profiles by consid-
ering a parametric nonlinear regression model. Jensen and Birch (2009) proposed a
nonlinear mixed model to monitor nonlinear profiles to account for the correlation
structure. Fan et al. (2011) proposed a piecewise linear approximation approach to
model nonlinear profile data. Chen and Nembhard (2011) used the adaptive
Neyman test and the discrete Fourier transform to develop a monitoring procedure
for linear and nonlinear profile data. For the nonparametric approaches, Ding et al.
(2006) utilized several types of reduction techniques for nonlinear profile data.
Moguerza et al. (2007) used support vector machines to monitor the fitted curves
instead of monitoring the parameters of models that fit the curves. Zou et al. (2007)
discussed profile monitoring via nonparametric regression methods. Qiu et al.
(2010) proposed a novel control chart for phase II analysis, which incorporates a
local linear kernel smoothing technique into the exponentially weighted moving
average (EWMA) control scheme when within-profile data are correlated.

The SPC problem with a nonlinear profile is particularly challenging by nature.
Unlike the linear profile, the nonlinear models are different from one case to
another. Different models can be used to fit different nonlinear profiles. Jin and Shi
(1999) proposed monitoring the tonnage stamping profile by the use of dimension
reduction techniques. Ding et al. (2006) proposed using nonparametric procedures
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Fig. 1 A typical aluminum 1200
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to perform phase I analysis for multivariate nonlinear profiles. They adopted data
reduction components that projected the original data onto a subspace of lower
dimension while preserving the original data clustering structure. The main goal of
this paper is to monitor the heat treatment of aluminum alloy rim process. A set of
profile data is obtained from an industrial company in Taiwan. As demonstrated in
Fig. 1, the sample data depicts nicely the typical thermal profile graph. It should be
set up to monitor oven stability and to identify any process change before it affects
product quality. In the first part, the temperature of the data is recorded by the
thermal barrier through the production line, then analytical tool gains essential
information that allows the process engineer to collect statistics and perform the
monitoring.

In this paper, the hyperbolic tangent function is proposed to model this non-
linear profile data set. We evaluate the effectiveness of the proposed approach by
comparing it with the smoothing spline approach. In phase I, the Hotelling 7° and
metric charts will be used for the outlier detection and the estimation of the
in-control parameters. The rest of the article is organized as follows. The defini-
tions of the hyperbolic tangent function and the parameters used in the function
are explained in Sect. 2. Phase I analysis is performed in Sect. 3. Conclusions are
drawn in Sect. 4.

2 Hyperbolic Tangent Function

The proposed approach in this article is to monitor nonlinear aluminum alloy heat
treatment profiles which are fitted using the “modified” hyperbolic tangent
function in comparison to the smoothing spline approach based on a model-
building viewpoint. The first step in monitoring nonlinear profiles is to fit a
parametric model that characterizes the relationship between the response vari-
ables and the explanatory variables. In essence, various modeling approaches
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should be tried in order to achieve the best fitting result. Here, we use the small
sample Akaike Information Criterion (AIC) and Schwarz Information Criterion
(SIC) for model selection. The aluminum alloy heat treatment data is used to
illustrate the proposed approach.

The hyperbolic tangent function is the major model-building approach inves-
tigated in this paper. It is adopted for periodic functions and is a linear combi-
nation that consists of the hyperbolic tangent function with constant multipliers.
With the hyperbolic tangent function, a single profile can be represented by.

ylzzal(x/_bl)tanh(xj—bl) +8/’ l:1, SRR j:17ana (1)

i1 Wi

where a; is the strength of curve, b; is the transition time position for going into/
leaving the state, w; is the width at each tangent wave term, s is the number of
terms in the series, and n is the number of observations in the profile. The
parameters are estimated through the nonlinear least squares estimation method. In
this paper, the Marguardt’s algorithm is utilized. The error term is assumed to have
a zero mean and a constant variance and to be uncorrelated with each other. The
hyperbolic tangent function also takes into account the variation among the dif-
ferent points of the data. The criterion of minimizing the squared errors is opted to
decide the most appropriate model. Typically, the coefficient of determination
should be high enough to indicate a good fitting result. According to Kang and
Albin (2000), profile data consist of a set of measurements with a response vari-
able y and one or more explanatory variables (x’s), which are used to evaluate the
quality of manufactured items. Assume in this paper that n observations in the i-th
random sample (i.e., profile) collected over time are available, indicated by
(x,-j,yij) forj=1,...,nand i =1,...,m. If the case of s = 2 is considered, the
relationship between the paired observations as the process is in statistical control
can be expressed by

f(xlj) = [11]' (xij — blj)tanh <xU_blj) + a2j (xij — sz)tanh <xuv;b21> + Sij- (2)
2j

WU

Without losing generality, adding the intercept to Eq. (2) gives

i — b . i — b .
f(x,]) = ao; + a; (x,j — b[j)tallh <x7] 11) + ay; (x,-j — sz)tanh (xij 21) + Sij-
Wi sz
3)

where the fitted profiles can be constructed via the estimation of the unknown

/
parameters ,Bj = (aoj,alj,a2j,b1j,b2j,w1j,wzj) .
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3 Phase I Analysis

Akaike information criterion (AIC) is a statistical indicator for the selection of
several models that can best explain the data. This criterion not only considers the
fitting result but also considers the number of parameters. As the parameters increase,
the model would become more complex accordingly and then affecting the effec-
tiveness of fitting result. Akaike information criterion mainly consists of accurate
fitting result and the parameters number. A minimum AIC value is desirable.

At the Fig. 2 shows that the modeling function using hyperbolic triple tangent
functions exhibits a better fit than hyperbolic double tangent functions. AIC is used
to decide the best hyperbolic tangent function. We developed double, triple, and
quadruple hyperbolic tangent function by hyperbolic tangent function. Table 1
shows that using hyperbolic triple tangent function yields is the smallest AIC, so
the choice of the hyperbolic triple tangent function is chosen for this case study of
the vacuum heat treatment data.

In order to find the model near that best fits profiles, extending to hyperbolic
triple and quadruple tangent functions are attempted. The hyperbolic triple tangent
function can be described by

f(XW ﬁl> = ap; + ali(x,»j — bli) tanh (x’j‘;—bll) + ay; (xij — bz,‘) tanh <)CU‘;4I]21)
1 2

i — b3
+ a3 (x; — b3;) tanh (36173) +e,
‘ o

()

Figure 3 shows the 7% control charts by using the hyperbolic double tangent
function method from the control chart shows the 9th profile appears to be an outlier
as its parameter estimates are quite different from those of remaining profiles.

Fig. 2 Profile fitting by " Original Data
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Table 1 The fitting results for the hyperbolic tangent functions

Knots Double Triple Quadruple
R2 0.9841 0.99197 0.992097
RTd. 0.9823 0.98521 0.990121
adj
AIC 25.8799 23.7199 29.7199
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4 Conclusion

The field of SPC is becoming more and more promising as the modern technology
advances. As products and process become more competitive and complex, there
is an increasing demand for the development of statistical methodologies to meet
these needs. This objective of this paper is to develop a new approach that can
properly characterize the aluminum alloy vacuum heat treatment process data and
also provide competitive phase I monitoring performances. The specific shape of
the profile addressed in this thesis is nonlinear. In Phase I, we propose using the
modified hyperbolic tangent function to fit the aluminum alloy heat treatment
process data. The proposed approach provides a good fit to the studied data. By
means of the two 77 statistics, the outlying profiles can be correctly identified
through this monitoring framework.

Studying the fundamental of manufacturing processes could always be an
interesting area in SPC. It helps understand whether the profiles are being over-
fitted or under-fitted. Also, a comparison study of proposed approach to the other
nonparametric methods, appearing in literature may be a good idea for further
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study. Building upon the research of the aluminum vacuum heat treatment process
monitoring, how to create an effective combination of non-parametric charts in
phase I analysis also deserves a future study.
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Full Fault Detection for Semiconductor
Processes Using Independent Component
Analysis

Shu-Kai S. Fan and Shih-Han Huang

Abstract Nowadays, semiconductor industry has been marching toward an
increasingly automated, ubiquitous data gathering production system that is full of
manufacturing complexity and environmental uncertainty. Hence, developing an
effective fault detection system is virtually essential for the semiconductor camp.
This paper focuses on the physical vapor deposition (PVD) process. In order to
rectify the aforementioned difficulties that could realistically take place, an inde-
pendent component analysis approach is proposed that decomposes every process
parameter of interest into the basis data. A fault detection method is presented to
identify the faults of the process and construct a process monitoring model by
means of the obtained basis data.

Keywords Process monitoring - Independent component analysis (ICA)
Semiconductor manufacturing - Fault detection

1 Introduction

Due to the high complexity of semiconductor manufacturing, monitoring and
diagnosis are gaining importance in manufacturing system. In semiconductor
process, the common process variations can be due to process disturbances such as
process mean shift, drift, autocorrelation, etc. For variance reduction, the critical
source of process variation needs to be first identified. The effective fault detection
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techniques can help semiconductors reduce scrap, increase equipment uptime, and
reduce the usage of test wafers. In semiconductor industry, a massive amount of
trace or machine data is generated and recorded. Traditional univariate statistical
process control charts have long been used for fault detection, such as the
Shewhart, CUSUM (cumulative sum), and EWMA (exponentially weighted
moving average) charts have long been applied to reducing process variablility.
Although univariate statistical techniques are easy to implement, they often lead to
a significant number of false alarms on multivariate processes where the sensor
measurements are highly correlated because of physical and chemical principles
governing the process operation, such as mass and energy balances. Multivariate
statistical fault detection methods such principal component analysis (PCA) and
partial least squares (PLS) have drawn increasing interest in semiconductor
manufacturing industry recently. PCA and PLS-based methods have been tre-
mendously successful in continuous process applications such as petrochemical
processes and its application to traditional chemical batch processes has been
extensively studied in the last decade.

2 Independent Component Analysis

To rigorously define ICA (Hyvirinen et al. 2001), a statistical “latent variables”
model is considered. Assume that we observe n linear mixtures xi,...,x, of n
independent components, as expressed by

X =ajs1 +apsr+ -+ ajpS,. (1)

In the ICA model, we assume that each mixture x as well as each independent
component s, is a random variable. It is convenient to use vector-matrix notation
instead of the sums as in equation. Let us denote by x the random vector whose
elements are the mixtures x,...,x,, and likewise, by s the random vector with
elements sy, . . ., s,. Let us also denote by A the mixing matrix with elements a;;. In
terms of vector—matrix notation, the above mixing model becomes

mek:Amxn'Snxk~ (2)

The statistical model in equation is called independent component analysis, or
ICA model. The ICA model is a generative model, implying that it describes how
the observed data are generated by a process of mixing the component S. The
independent components are termed latent variables, meaning that they cannot be
directly observed. Thus, the mixing matrix is assumed to be unknown. The ICA
aims to find a demixing matrix S by means of the random vector X, such that

Yilxk:SnXk:anm'Xka- (3)
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The fundamental restriction imposed on ICA is that the independent components
are assumed statically independent and they must have non-Gaussian distributions.
These two conditions are also critical techniques that make ICA different from any
other methods.

3 Proposed Fault Detection Method

We use the Independent Component Analysis (ICA) method to perform the fault
detection in the process variable and information that are obtained from the sensor.
Wu have proposed an ICA method that will be borrowed for use in Wu (2011). In
his thesis, they use the ICA method to detect the defects of solar cells/modules in
electroluminescence images. Here, we utilize their ICA method to design our fault
detection procedure in semiconductor process and we find the ICA method can
easily help us to make distinction between the normal data and abnormal data in
the process. Here, we focus on the sputter deposition that is a physical vapor
deposition (PVD) method of depositing thin films by sputtering. Sputter deposition
is a physical vapor deposition (PVD) method of depositing thin films by sputtering.
Resputtering is re-emission of the deposited material during the deposition process
by ion or atom bombardment. Sputtered atoms ejected from the target have a wide
energy distribution, typically up to tens of eV (100,000 K). The sputtered ions can
ballistically fly from the target in straight lines and impact energetically on the
substrates or vacuum chamber (causing resputtering).

In what follows, the proposed fault detection method will be described. We
have to firstly choose the normal data to be trained by using the ICA and then we
can obtain the basis data. Therefore, using the linear combination of the basis data
to reconstruct each testing data.

Step 1: Choose several normal data from the sensor to be the training data.

X is the matrix of the training data. Each normal data is in each column then the
sample matrix is shown below:

X1 X122 o XIN
X21 X2 ottt XON

X = (4)
Xm1 Xm2  cc XMN

M  Number of the normal data
N  Number of observations in each normal data

Step 2: Obtain the source matrix by using the FastICA to train the training data.

In this step, we can take the input data (X) into FastICA process, and then we
can obtain the basis data U. The size of U is M x N. ICA model is as below:
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U=W-X, (5)

where W is the demixing data that is obtained by using FastICA, and the size of W

is H x H. The basic data U (U = [u;,uy, - - - ,uy|") is the source matrix that stands
for the linear combination of basis data. Due to the page limitation, for the pro-
cedure of reconstructing the test data, interested readers can be referred to Huang.

4 Experimental Results

We will discuss the experimental results of ICA for each process parameters (see
Fig. 1) and we will find the key step for each process parameter. Because we focus
on the sputter deposition, then we have four important process parameters to be
investigated that include Gas2, Gas3, PRESSURE and PWR. Gas2 and Gas3 are
the reactive gas, PRESSURE is the pressure measured inside in the chamber and
PWR is the pressure of the Ar. We collect 227 parameters that are known as
normal data serving as the training data. There are 68 observations in Gas2, 69
observations in Gas3, 64 observations in PRESSURE and 68 observations in PWR.
We have 20 test data that include 10 normal data (good wafers) and 10 abnormal
data (bad wafers). We collect 20 sets of the testing data. Here we use FastICA

Gas2 Gas3

PRESSURE PWR

Fig..1 Process parameter
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algorithm to retrieve the basis data from the training data in each process
parameters. The flow of FastICA algorithm has been described in Sect. 3.3.3.1.
By using FasICA algorithm we obtained 67 basis data from Gas2, 68 basis data
from Gas3, 63 basis data from PRESSURE and 23 basis data from PWR.

When we use ICA to analyze the data, we have to set up the threshold for each
process parameter to help us to distinguish the good and bad wafers in the testing
data. Therefore, we consider the empirical rule to find the suitable threshold after
we analyze the testing data by using ICA via a comprehensive preliminary test.
The thresholds for each parameter are in Table 1.

After we set up the empirical rule for the threshold, then we can start to detect
the faults of the data that has been analyzed (i.e., the distance between the testing
data and reconstructed data has been calculated). The success rate along with its
standard deviation for each process parameter are displayed in Table 2.

In order to further investigate the accuracy rate, then we compute the type I error
and type II error for each parameter. Here, the type I error indicates the rate of the
normal data that is mistakenly identified as the abnormal data; the type II error
indicates the rate of the abnormal data that is not correctly identified as abnormal
data. The results of the type I error and type II error are in Tables 3 and 4.

Table 1 Threshold of each process parameter

Threshold Gas2 Gas3 PRESSURE PWR
Model 1 1,555 1,620 13.95 28
Model 2 1,648 1,760 15.3 29

Table 2 Experimental results of each parameter monitored

Threshold (Std) ~ Gas2 Gas3 PRESSURE PWR
Model 1 57 % (9.5026) 55 % (10.083) 62 % (9.5867) 77 % (6.0886)
Model 2 56 % (4.3457) 61 % (4.759) 65 % (12.3886) 70 % (9.0238)

Table 3 Type I error

Type I error Gas2 (%) Gas3 (%) PRESSURE (%) PWR (%)
Model 1 44 49 43 31
Model 2 47 41 36 26

Table 4 Type II error

Type II error Gas2 (%) Gas3 (%) PRESSURE (%) PWR (%)
Model 1 52 53 41 33
Model 2 39 28 32 24
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5 Conclusions

In this study of sputter deposition, the observations for each process parameter in
the semiconductor process can be always divided to steps 0-10. We take steps
0-10 for each observations in each process parameter to perform the simulation by
using the ICA method. For experimental results of ICA modell, the success rates
of Gas2, Gas3, PRESSURE and PWR are 57, 55, 62 and 77 %, respectively.
However, if we only take the key (step 2—7 in Gas2, step 1-4 in Gas3, step 0-2 in
PRESSURE and step 8-9 in PWR) to perform the simulation in experimental
result of ICA model 1, the success rates of Gas2, Gas3, PRESSURE and PWR are
64, 62, 68 and 79 %, respectively. From these experimental results, we can
obviously see that the success rate of only considering the key step is completely
higher than taking steps 0-10. It means that if we take steps 0—10 to perform ICA
analysis, there will produce much useless information that could influence the
efficiency of ICA in the observations. Therefore, in order to reduce the influence of
this useless information, we can only take the key step to perform ICA. For time
delay and missing values, we have several methods to deal with these problems.
For time delay data, after we correct the time delay data according to the difference
in time, we find that using no insert data is a suitable method from the experi-
mental results. For missing values, using a half standard deviation control chart is
suitable method to deal this problem.
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Multi-Objective Optimal Placement
of Automatic Line Switches in Power
Distribution Networks

Diego Orlando Logrono, Wen-Fang Wu and Yi-An Lu

Abstract The installation of automatic line switches in distribution networks pro-
vides major benefits to the reliability of power distribution systems. However, it
involves an increased investment cost. For distribution utilities, obtaining a high
level of reliability while minimizing investment costs constitutes an optimization
problem. In order to solve this problem, the present paper introduces a computational
procedure based on Non-dominated Sorting Genetic Algorithm (NSGA-II). The
proposed methodology is able to obtain a set of optimal trade-off solutions identi-
fying the number and placement of automatic switches in distribution networks for
which we can obtain the most reliability benefit out of the utility investment. To
determine the effectiveness of the procedure, an actual power distribution system was
considered as an example. The system belongs to Taiwan Power Company, and it
was selected to drive comparisons with a previous study. The result indicates
improvements in system reliability indices due to the addition of automatic switching
devices in a distribution network, and demonstrates the present methodology satisfies
the system requirements in a better way than the mentioned previous study.
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1 Introduction

For modern power distribution utilities, service quality and continuity are the two
most important demands. To attend to this demand, distribution automation is used
for improving the system response in the event of outages. On distribution auto-
mation projects, the biggest challenge is how to achieve the most possible benefit
while minimizing the investment costs (Abiri-Jahromi et al. 2012). The optimal
placement and number of automatic line switches in distribution networks is
essential for utilities in order to reduce power outages. However this optimization
is a combinatorial constrained problem described by nonlinear and nondifferential
objective functions and their solution can be challenging to solve (Tippachonl and
Rerkpreedapong 2009). Many studies provided insight on the subject, for example,
Abiri-Jahromi et al. (2012) and Chen et al. (2006). In papers such as Conti et al.
(2011), different versions of NSGA-II have been applied for the allocation of
protective and switching devices. This paper proposes the development of a
computational algorithm to address the optimal placement of automatic line
switches in distribution networks that simultaneously minimizes cost expenditures
and maximizes system reliability. A version of NSGA-II is employed.

2 Problem Formulation
2.1 Multi-objective Optimization

The multi-objective optimization problem (MOOP), in its general form, can be
expressed using the following structure (Deb 2001):

Minimize/Maximize f,(x), m=1,2,...,M;
subject to g;(x) >0, j=1,2,...,J; |
h(x)>0, k=1,2,...K; (1)

ower Upper .
xl.L <x <x; , 1=1,2,...,n.

where f,,(x) = (i (x), f2(x), ..., fu(x))" is a vector of M objective functions to be
optimized. A solution x is a vector of n decision variables x = (x1, x5, . . .,xn)T.
When a solution x satisfies all the (J/ + K) constraints and is allocated within the
2n variable bounds, it is known as a feasible solution for the optimization problem
and can be mapped into the M objective functions to obtain the objective space.
We can perform all possible pair-comparisons for a finite set of solutions, and find
which solutions dominate. The solution set of a multi-objective optimization
consists of all non-dominated solutions, and it is known as Pareto-optimal set or
Pareto-optimal front.
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Fig. 1 Automatic sectionalizing and tie-point switches in distribution networks

2.2 Distribution Feeder Model

An illustration of a radial feeder of a distribution system is presented in Fig. 1.
There are two types of line switches normally installed along distribution feeders:
sectionalizing switch (D) and tie-point switch (TP). For Fig. la, the sets of
switching devices can be expressed as: D = {1,4,6} and TP = {5}.

When a failure occurs in Sect. 3, the configuration becomes as that of Fig. 1b.
Customers in load point LP1 and LP4 will experience an interruption equal to the
switching time of the devices, while loads between the two automatic switches
(LP2 and LP3) will experience longer outage duration equal to the repair time of
feeder Sect. 3.

2.3 Objective Functions

We select three objectives to be minimized simultaneously: System Average
Interruption Frequency Index (SAIFI), System Average Interruption Duration
Index (SAIDI) and TCOST (total investment cost). We use a method based on a
modification of the study performed by Tippachonl and Rerkpreedapong (2009),
defined as follows:

e SAIFI, fi(x) : system average interruption frequency index.
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v "\ Ais) Ni
i é:z,;sll\;) (int./cust. - year) (2)
i=1 Vi

where N; is the number of customers at load point i, n identifies the number of load
points and m the number of sections. /;, is the permanent failure rate of load point
i due to failure in section s.

SAIFI =

e SAIDI, f>(x) : system average interruption duration index. It is referred to as the
average time that a customer is interrupted per year.

Z?:l (Z:n:] ;Lisris) Ni
i Ni

where r;; is the average time per interruption of load point i due to outages in
section s.

e TCOST, f3(x) : total cost.

SAIDI =

(min/cust. - year) (3)

TCOST = Nump X CD + Numgp X CTP (US$ - year) (4)

where Numyp, accounts for the number of sectionalizing switches and Numyp for the
number of tie-point switches to be installed. Cp and Crp are the total costs
including purchase and installation of sectionalizing and tie-points, respectively.
For this task, a decision variable will be associated to every section for com-
putation purposes and its value represents the cases in which: 0—no device,
1—sectionalizing switch, or 2—a tie-point switch.

2.4 Constraints

The following operation constraints are considered in this study:

e Each decision variable can only take integer values 0, 1 or 2.

e Only one automatic tie-point switch can connect two neighbor feeders.

e When performing the load transfer for service restoration, no overloading should
be introduced to the power transformers.

3 Proposed Integer Version of NSGA-II

Genetic Algorithms (GAs) handle a population of solutions that is modified over
the course of a number of generations using genetic operators and are able to work
with a wide range of types and number of objective functions making them
suitable for our multi-objective optimization problem. A modified version of
NSGA-II was selected as the search mechanism for the optimal solutions to the
proposed problem.
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Fig. 2 Chromosomal representation for a feasible solution

3.1 Solution Codification

The optimal placement of automatic line switches in distribution networks can be
considered as an integer optimization problem (integer phenotype). In this paper,
integer-coding is used.

A decision variable has been associated to every section of the distribution
feeder where a switch can be allocated (0 — no switch, 1 — auto sectionalizing
switch, 2 — auto tie-point switch). An illustration of the chromosomal represen-
tation for this feeder is shown in Fig. 2.

3.2 Algorithm Procedure

The optimal solution searching process performed by the proposed NSGA-II
follows the procedures shown in the Fig. 3. The steps are presented as follows:
(1) Generate the Initial Population; (2) Fitness Assignment; (3) Elitist Selection;
(4) Tournament Selection; (5) Crossover; (6) Mutation.

4 Numerical Results

An actual distribution system has been considered for comparison. The system is
part of Taiwan Power Company and it is located in the Fengshan area. The system
is described in Chen et al. (2006).

The NSGA-II settings for both case studies are determined in Table 1. Other
data have been retrieved from Chen et al. (2006) in Table 2. For this case study,
we run the proposed NSGA-II using a population size and number of generations
of 100 and 500, respectively, with a total of 50,000 computational evaluations.
The scatter of the non-dominated solutions and the Pareto-optimal solutions for the
switch placement optimization problem is found as that of Fig. 4.

In this study, a max—min approach has been used to select a final solution for
the multi-objective problem. Each solution in the nondominated set is first nor-
malized and then a max—min operator is applied to them using the following
expression as in Tippachonl and Rerkpreedapong (2009):



476 D. O. Logrono et al.

Start
A 4
Generate Initial
Population Gen =0
Po

size N
2
Q Gen =Gen +1

Fitness Assignment
(rank and crowding dist.)

Elitist Selection

size 2N
no
Gen =Gen max
\ 4 size N
Pt
Optimal Solution v 2 A
Tournament Selection
A 4
End A 4 3
Crossover ?
\ 4 6) sizeN
Mutation Qt

Fig. 3 Procedure performed in the proposed NSGA-II

. SAIFlax — SAIFI;  SAIDIn,« — SAIDI;  TCOSTyax — TCOST;
max | min
a SAIFIyax — SAIFLyiy " SAIDIyox — SAIDILyi, " TCOSTmax — TCOSTyin

(5)

In Table 3, we present a comparison of the reliability indexes in the original
system; after the partial automation study; and finally our proposed study for the
optimal placement of automatic line switches.



Multi-Objective Optimal Placement of Automatic Line Switches 477

Table 1 NSGA-II parameter settings

Parameter Value
Crossover Crossover fraction 0.9
Ratio 0.1
Mutation Mutation fraction 0.4
Scale 0.5
Shrink 0
Table 2 Distribution feeder parameters
Parameter Rate/Duration time
Average permanent failure rate, A 0.132 failures/year-km
Average repair time, 7, 240 min.
Switching time, r, Upstream the failure 5 min
(automatic switches) Downstream the failure 0.33 min

TCOST

0.06

SAIFI

0.09 0.08 0.07

Fig. 4 Pareto-optimal solutions and max—min solution for the case study

The solution obtained by the max—min approach represents an improvement
of 62 % in SAIFI and 32 % in SAIDI, when compared to the previous study.
Consequently, SAIFI has been reduced from 0.157 to 0.059 int./cust. — year, and

SAIDI from 20.872 to 14.212 (min./cust. — year) An investment 2.8 times
higher than the later study is required for gaining the above mentioned reliability
benefit.

Despite the higher TCOST, the max—min solution not only excels in providing a
remarkable reduction in the current reliability indices, but also the reliability
values obtained by its possible implementation can be still useful in the future
since Taipower Company has now set a new goal of 15.5 min./cust. — year for
SAIDI by the year 2030 (Runte 2012).
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Table 3 Results of the proposed study

Original system Previous study Our proposed solution
manual switching  partial automation  fully automated
SAIFI (int./cust. — yr.) 0.231 0.157 0.059
SAIDI (min./cust. —yr.)  32.233 20.872 14.212
TCOST (US$ — yr.) - 14,326 40,516.9

5 Conclusion

This paper provides a methodology to solve the multi-objective optimal placement
of automatic line switches in distribution networks. The proposed integer version of
NSGA-II has showed that this methodology guarantees a very good approximation
to the true Pareto-front. The decision maker can select a final solution from the
Pareto-optimal according to his/her professional experience. However, a selection
approach has also been presented in this study in order to choose the final solution
based on Max—min method. The methodology was tested using an actual distribution
system. The proposed solution for the system allows obtaining notable improve-
ments for reliability indices but involves higher investment cost for the utility.

References

Abiri-Jahrom A, Fotuhi-Firuzabad M, Parvania M, Mosleh M (2012) Optimized sectionalizing
switch placement strategy in distribution systems. Power Delivery, IEEE Trans 99:1-7

Chen CS, Lin CH, Chuang HJ, Li CS, Huang MY, Huang CW (2006) Optimal placement of line
switches for distribution automation systems using immune algorithm. Power Syst, IEEE
Trans 21(3):1209-1217

Conti S, Nicolosi R, Rizzo SA (2011) Optimal investment assessment for distribution reliability
through a multi-objective evolutionary algorithm. Paper presented at 2011 International
conference on clean electrical power (ICCEP)

Deb K. (2001) Multi-objective optimization using evolutionary algorithms. Chichester New York
Weinheim [etc.]: J. Wiley

Runte G (2012) Taiwan power: quietly getting the smart grid, Power Generation

Tippachon W, Rerkpreedapong D (2009) Multiobjective optimal placement of switches and
protective devices in electric power distribution systems using ant colony optimization. Electr
Power Syst Res 79(7):1171-1178. doi:10.1016/j.epsr.2009.02.006


http://dx.doi.org/10.1016/j.epsr.2009.02.006

The Design of Combing Hair Assistive
Device to Increase the Upper Limb
Activities for Female Hemiplegia

Jo-Han Chang

Abstract Many researches show that the progress of the upper limb function of
patients with more than one year apoplexy appears to be Learned Nonuse. This
research takes concepts of the Constraint-induced Movement Therapy and User-
Centered Design and develops the combing hair assistive device to increase the
upper limb activities for female Hemiplegia. We adopt the AD-TOWS (Assistive
Devices-Threats, Opportunities, Weaknesses, and Strengths) matrix to develop 33
design concepts among which 4 concepts are screened to make models, and then
invite 5 participators in the experiment. By analyzing the results of upper limb
lifting angle, the upper limb movement angle forced by the “Joint Adjustable
Device” is the biggest, which is followed by the “Comb Convertible Device”, and
then is the “Comb Convertible Lengthening Device”. The upper limb average
angle of operating the above mentioned three assistive devices are bigger than that
of operating the existing devices. By the result of the part unable to be combed, we
find that the most difficult action to users who use the existing long-handled comb
is to comb their sutural bone and occipital bone, however, the “Double-Handled
Device” is good at improving the action unable to be done.

Keywords Activities - Constraint-induced movement therapy - Hemiplegia -
Upper limb - User-centered design

1 Introduction

For the patients with cerebral apoplexy, besides suffering from physical dys-
function, they also suffer from great psychological impact (Qiu 2008; Mitchell and
Moore 2004). Patients will have Body Image Disturbance, and even hold a
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negative attitude towards the disease. Many researches show that the upper limb
function of the patients with more than one year history of cerebral apoplexy
gradually present the symptom of Learned Nonuse (Taub et al. 1994).

In recent years, Constraint-Induced Movement Therapy (CIMT) has been used
clinically, called Forced Use. Many researches also certified that the limb function
of the affected side of 50 % patients is significantly improved after a lot of
appropriate training (Liepert et al. 1998).

The proportions of items in which the female has difficulties in self-care are
higher than those of male, and the proportion of complete loss of self-care ability
in walking up and down stairs, washing hair and outdoor walking for female is
over 5 % higher than that for male (Census and Statistics Department of Ministry
of the Inferior 2006). For many females, it is very important that they can tidy
personal appearance and hygiene independently. The goal of medical team
devoted is to help the patients live independently and restore their self-esteem.
This paper proposes an assumption that if we can design an assistive device based
on the concept of CIMT by the love of beauty in female’s nature, and the assistive
device can not only help the patients live independently, but also can promote their
synchronous motion, so as to help the patients achieve the purpose of rehabilitation
at an early date, even return to normal life.

2 Literature Review

The biggest difference between disabled people and general users is the physio-
logical function of the disabled people is divided into normal side and affected
side, and the conditions of normal side and affected size are different, as a result,
when they use an assistive device, it can bring opportunities to achieve the pur-
pose, but also may cause danger due to inapplicability. Ma et al. (2007) proposed
AD-SWOT (Assistive Devices-Strength, Weakness, Opportunity, Threat), impor-
ted the Business Management Strategy and Method-SWOT (Strength, Weakness,
Opportunity, Threat) into the design procedure of assistive devices, analyzed the
physiological condition of users by AD-SWOT, and developed the design of
assistive devices according to the AD-SWOT analysis results. Then, Wu et al.
(2009) developed the assistive devices using the method of AD-TOWS (Assistive
Devices-Threat, Opportunity, Weakness, Strength) matrix to take full advantage of
patients’ physiological conditions, therefore both the affected side and normal can
be moved during the process of using assistive devices.

The purpose of this paper is to develop an assistive device which can promote
movements. This paper try to develop the assistive devices based on the concept of
CIMT and develop a new assistive device through AD-SWOT and AD-TOWS
procedures, so as to make good use of patients’ limbs to help the patients complete
tasks with their own strength, and they can also make limb movement in the
process.
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3 New Assistive Devices Design

In this stage, a participator was invited to have a hemiplegia condition analysis, so
as to design new assistive devices according to the research results.

3.1 Physiological Condition Analysis of Female Hemiplegia

3.1.1 Ability Measurement of Participator

To learn about the consciousness, cognitive function, communication condition,
motor coordination ability and motor function of the participator.

1. Consciousness, cognitive function and communication condition: Diagnosed by
doctor, the participator was a left hemiplegia apoplexy patient caused by right
cerebral artery occlusion, whose consciousness, cognitive function and com-
munication condition were normal.

2. Motor coordination ability: The participator had left upper limb hemiplegia,
myasthenia and poor upward activity of shoulder joint.

3. Motor function: The participator can overcome the basic synergistic effects and
easily perform actions such as Hand to Sacrum, Raise Arm Forward to Hori-
zontal, Pronation (Elbow Flexed) and Supination (Elbow Flexed).

3.1.2 AD-SWOT of Participator

AD-SWOT of the participator was summarized and analyzed according to the
observation on actions and activity of upper limbs (Table 1).

3.2 Combing Hair Assistive Device Design for Female
Hemiplegia

In this stage, the assistive device design was developed according to the steps of
AD-SWOT and AD-TOWS, and AD-WO developed 9 concepts, AD-SO and
AD-ST developed 12 concepts respectively. In order to screen the best design, 19
evaluation items containing W (Weakness) of user and T (Threat) of assistive
device as well as WT (Weakness/Threat) were proposed to screen the best design
from the 33 design concepts. Four design concepts with the highest score are
shown in Table 2, named as Comb Convertible Device, Joint Adjust-able Device,
Double-Handled Device and Comb Convertible Lengthening Device.
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Table 1 AD-SWOT of participator

SWOT Description
Strength 1 The shoulder joint of left upper limb can bend forward and lift to the height of
shoulder

2 The ROM and myodynamia of forward bending the right upper limb shoulder
joint are complete
3 The shoulder joint of right upper limb can lift to the height of shoulder
4 The ROM and myodynamia of the elbow, wrist and fingers of right upper limb
are complete
5 Shoulder joints of right and left upper limbs can rotate inward and outward
Weakness 1 The shoulder joint of left upper limb can’t bend forward, lift and abduct beyond
the shoulder
2 Myodynamia of moving the shoulder, elbow, wrist and finger of left upper limb
are insufficient
3 The shoulder joint of right upper limb can’t lift and abduct beyond ear, and
without insufficient myodynamia
4 Myodynamia of the shoulder joint of right upper limb to rotate inward and
outward is insufficient
Opportunity 1 The user can complete the whole task using assistive devices
2 The user’s physiological functions can be induced by using the assistive devices
and the users utilize their own abilities
3 The assistive devices can help rehabilitation
Threat 1 The operational motion makes the user lose balance
2 The pain and change of blood flow volume are caused when the user exerts
strength suddenly and violently
3 Bad compensatory postures cause other pains

4 Research Methods

In order to evaluate whether the assistive devices developed by AD-SWOT and
AD-TOWS meet the concept of CIMT, this program used mock-up to perform
experiment of testing and evaluation. In the evaluation, 5 left hemiplegia patients
were invited to actually operate the combing hair assistive devices to learn their
level of enforcement; the existing combing hair assistive devices (long-handled
comb) and the four assistive devices in this program were given to participators;
instead of being asked to perform typical tasks, the participators were allowed to
operate assistive devices freely to test the applicability of the assistive devices. The
content of evaluation contained two aspects:

4.1 Combing Completion

Parts able to be combed were analyzed, including parietal bone, right parietal
bone, left parietal bone, sutural bone, occipital bone, right temporal bone and left
temporal bone.
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Table 2 New combing hair devices for female hemiplegia

Assistive device Picture Design description

Comb 1. The area of comb bed is increased
convertible 2. The contact point of comb bed and
device handle is arranged with a rotational

joint, so that the comb bed can rotate to
different angles so as to help the users
with myodynamia insufficiency

3. The handle can be pressed and the
surface of handle is granular, which can
stimulate user’s sensation of touch

1. The area of comb bed is increased

2. The contact point of comb bed and
handle is arranged with a rotational
joint, so that the comb bed can rotate to
different angles and adjust its length to
help the users with myodynamia
insufficiency as well as those who are
unable to lift up upper limbs

3. The handle can be pressed and the
surface of handle is granular, which can
stimulate user’s sensation of touch

1. With two handles and the handles are

Joint adjustable
device

Double-handled

device rotatable (All of the four joints can
rotate smoothly)
2. The comb bed appears to be curved
3. The comb bed is widened
Comb 1. The comb bed is rotatable (The joint can
convertible rotate smoothly)
lengthening 2. The handle is lengthened
device \ 3. The comb bed is widened

4.2 Angle of Upper Limb Activity

Observing and measuring the upper limb movement angle of operating the
assistive devices, so as to learn whether the new assistive devices are effective on
improving upper limb activity; recording the maximum lifting angle and analyzing
the average lifting angle respectively.
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5 Results

Table 3 is combing completion in the experimental. Table 4 is the angle of upper
limb activity in the experimental.

By analyzing the combing completion, we found that it was more difficult for
participators to comb sutural bone and occipital the combing completion pital bone
by using the existing long-handled comb. As for the four new type assistive
devices, the parts unable to be combed of the participators were different; the
Double-Handled Device could best improve the action unable to be done. More-
over, two participators could complete the whole combing task by using the Comb
Convertible Device and Double-Handled Device.

By analyzing the average angle of upper limb activity, we found that the upper
limb movement angle forced by Joint Adjustable Device was the biggest, followed
by “Comb Convertible Device”, and after that is “Comb Convertible Lengthening
Device”; and the upper limb average angle of operating the mentioned three
assistive devices was bigger than that of operating the existing devices.

By analyzing the maximum lifting angle of upper limb activity, we found that,
both the existing and new combs could promote the upper limb lifting when users
comb the parietal bone, while the Double-Handled Device can lift two upper limbs
up to the sutural bone. In addition, two participators could lift upper limbs when
combing the left and right temporal bones with Comb Convertible Device; and
another two participators lifted upper limbs when combing the left temporal bone
with Joint Adjustable Device.

Table 3 The combing completion in the experimental

Assistive Left Parietal Right  Occipital Sutural Left Right Total
devices parietal bone parietal bone bone temporal temporal
bone bone bone bone
Long-handled 0 0 0 4/5 4/5 0 1/5 1 4/5
comb
Comb 0 1/5 0 3/5 4/5 0 0 13/5
convertible
device
Comb 2/5 0 1/5 3/5 3/5 4/5 1/5 2 4/5
convertible
lengthening
device
Joint adjustable 2/5 2/5 2/5 4/5 2/5 2/5 1/5 3
device
Double-handled 0 0 0 1/5 0 1/5 1/5 3/5
device

Total 4/5 3/5 3/5 3 2 3/5 12/5 4/5
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Table 4 The angle of upper limb activity in the experimental

Assistive devices Maximum Minimal Average Standard
angle angle angle deviation

Long-handled comb 105 15 46 35.1

Comb convertible device 25 125 66 37.5

Comb convertible lengthening 15 110 53 36.8

device
Joint adjustable device 20 165 83 56.0
Double-handled device 40 15 28 17.7

6 Discussion

This experiment shows that the new combing hair assistive devices for female
hemiplegia can improve the upper limb activity of the users. The Double-Handled
Device can best improve the action unable to be done, and it can help users to lift
bilateral upper limbs to sutural bone so as to achieve the purpose of forcing the
movement of the affected part. The products developed by AD-SWOT and
AD-TOWS can utilize the user’s limbs, so as to successfully promote the move-
ment of the affected part.

By analyzing the experimental record, we found that when the comb bed was
perpendicular to the handle, the contact area of comb bed and hair was reduced, so
that the participators must lift their upper limbs to complete the task. The results
showed that the upper limb lifting can be promoted by reducing the contact area of
comb bed and hair, which can serve as a reference for future design.

Previous researches showed that for the patients with more than one year history
of cerebral apoplexy, if we limit their the upper limb activity of normal side for
2 weeks and give enough appropriate training on the affected side, about 50 %
patients will obviously improve their motor function of the affected upper limb
(Liepertet al. 1998); and this improvement can be continued and obviously observed
during the application of the affected upper limb in daily life. In this research, the
assistive device design evaluation was mainly focused on the promotion of upper
limb activity and validity of using the products. In the future, we will continue to
observe whether this Double-Handled Device can achieve rehabilitation effects.
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Surgical Suites Scheduling
with Integrating Upstream
and Downstream Operations

Huang Kwei-Long, Lin Yu-Chien and Chen Hao-Huai

Abstract Surgical operations are a critical function for hospitals because they are
responsible for almost two-thirds of all profits. Hence, medical resources associ-
ated with surgical operations and operation rooms (OR) should be utilized effi-
ciently. Conducting an overall plan for the allocation of medical resources and
capacities used in surgical operations is complicated because numerous types of
resources are involved in an OR scheduling problem. Furthermore, the upstream
and downstream operations of a surgery, such as the number of beds for preop-
erative examination and intensive care unit, also significantly affect OR schedule
performance. The objective of OR scheduling is to minimize the overtime cost of
surgical operations and the idle cost of ORs. Using the concept of OR suites and
modes, we construct a mixed integer linear programming model by considering
surgical resources and the corresponding upstream and downstream operations. A
five-stage heuristic method is proposed to solve large-scale problems effectively
and efficiently. A numerical study is conducted, and the results show that the
proposed method can reduce the total cost of managing operation rooms and
improve the quality of surgical services.
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1 Introduction

The managerial aspect of providing health services to hospital patients is
becoming increasingly important. Among all hospital operations, surgery is one of
the most critical because the revenue derived from surgeries is about two-thirds of
the total income of the hospital (Jackson 2002). Denton et al. (2010) indicated that
operating rooms (ORs) constitute about 40 % of a hospital’s total expenses. ORs
are therefore simultaneously the most expensive center and the greatest source of
revenue for most hospitals. To lower the cost of ORs and run ORs efficiently, OR
scheduling must be implemented. If the schedule is too tight, ORs will be less
flexible in handling emergencies. Conversely, if the schedule is too loose, ORs
may become idle. Thus, methods on how to improve the efficiency of OR
scheduling have received considerable attention in recent years.

So far, most OR scheduling problems only consider how surgeries can be
scheduled to increase the performance of ORs. However, to improve the efficiency
of ORs, the periods when the OR is available should be considered along with the
coordination of other resources. Weinbroum et al. (2003) showed that the better
coordinated the upstream and downstream resources, the higher the efficiency of
ORs in operation room scheduling. Pham and Klinkert (2008) indicated that a
complete surgery is divided into three stages: preoperative, perioperative, and
postoperative. They also proposed the concept of the OR suite to illustrate that
considering other support facilities when scheduling surgeries is important. In the
present study, we considered the simultaneous limitation of upstream and down-
stream OR resources and used the concept of the OR suite to integrate and plan
resources. This method prevents ORs from becoming idle or occupied by a surgery
for an extended period, which causes a lack of resources upstream and down-
stream. We propose a mixed integer linear programming (MILP) model to produce
a multi-day OR schedule. The resulting model can help hospital managers decide
the required number of ORs, how to assign surgeries to the OR, and the time each
medical team should conduct operations.

The remainder of this article is organized as follows. The next section gives a
brief review of related literature. In Sect. 3, we describe the problem and defini-
tions. Section 4 proposes a heuristic algorithm and shows the numerical results of
algorithm. In the final section, we summarize our main conclusions.

2 Literature Review

Pham and Klinkert (2008) indicated that scheduling priority for different cases and
predictability should be considered separately in the scheduling problems of sur-
gical cases. They also divided surgical cases into four types: emergency, urgent,
elective, and add-elective cases.
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In a hospital, the proper functioning of an OR depends upon the doctors, the

number of operating and recovery rooms, anesthesiologists, and nurses. Moreover,
the crucial points of different factors should be focused for generating an effective
OR schedule, which can improve healthcare quality and reduce costs in numerous
restrictions. Denton et al. (2007) divided OR scheduling into two systems: the
block system and the open system. The open system is designed to arrange the
patients to be served during the scheduled period. The surgery team will apply for
an appointment to use the OR after a surgery case is held, then the supervisor will
schedule the time when the ORs may be used. By contrast, Patterson simplified the
open system into a first-come, first-served policy. Furthermore, Dexter et al.
(2003) defined the “any workday strategy,” in which the surgical team is free to
make an appointment for a surgery date and an OR. Gable indicated that the open
system is rarely utilized and that surgery cases are often cancelled because surgery
teams prefer to complete surgery cases during fixed days. However, the open
system forces them to complete all surgery cases in a day or a separated group of
days, thereby reducing the satisfaction of the surgery team. In practice, the open
system is rarely adopted in hospitals.
In the OR scheduling problem, upstream and downstream resource capacity
constraints, including caregivers, surgery teams, ORs, and equipment, must be
considered. Insufficient capacity may result in surgical delays and OR/personnel
scheduling changes, leading to additional healthcare costs and reduced patient
satisfaction. Jonnalagadda et al. (2005) showed that 15 % of surgery cases in
hospitals are cancelled because of the lack of available recovery beds. About 24 %
of appointed surgery cases are refused because of a full intensive care unit (ICU);
moreover, the patients’ length of stay in the ICU and the number of ICU beds
significantly affect surgery scheduling (Sobolev et al. 2005; Kim 2000).

3 Problem Description and Definition

We consider an OR scheduling problem with the limited upstream and down-
stream capacities and integrate the demand of resources, including staff and
facilities in every stage of surgery. The objective is to reduce the total overtime
cost and total idle cost of ORs. Moreover, a stable schedule can reduce the number
of delayed or cancelled surgeries and the extra costs caused by schedule
adjustments.

Our problem is a scheduling problem without a buffer. Using the OR suite
concept, we define a surgery as a job that can be separated into three stages:
preoperative, perioperative, and postoperative. In each stage, resources are needed
when conducting the operation, including human resources (anesthesiologists,
nurses, and surgeons) and facilities (OR, recovery room, and other medical
equipment). The combination of resources in every stage is called a mode. Dif-
ferent operations require different modes. Therefore, for any job, two concurrent
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operations will never use the same resource. In this study, different modes may
process the same operation. Some assumptions for the mode are given as follows:

e The available mode for any operation is known. The number of available modes
is limited by the capacity of the hospital.

e When a mode is chosen for an operation, all the resources of that mode are
occupied for that period of time, which consists of processing time, setup time,
and cleanup time.

e Other modes that include the same resources as the chosen mode cannot provide
services when the chosen mode is in progress.

e The lengths of various modes are slightly different. Every mode has an available
time limit, and the available time interval of every mode is decided at the
beginning of a problem setting.

In the early stages of planning, we will verify the modes available to process
every stage of every job and to indicate that the available path of every job is
different and known. If we consider the mode of every stage as different functions
of a machine, we can turn the scheduling problem of each stage into a flexible
scheduling model for the unrelated parallel machine scheduling problem and
formulate a mixed integer linear programming model (MILP).

4 Heuristic Algorithm and Numerical Analysis

4.1 Heuristics

This study investigates the scheduling problem with the flexible unrelated parallel
machine, which is an NP-hard problem. Therefore, we need to develop a heuristic
algorithm to solve large-scale problems. This heuristic algorithm is divided into
five steps to obtain a near optimal solution in a short period.

Initial step: Dividing surgical cases into three types

The first type of surgical case is the critical surgical case. It has the highest
priority in scheduling. Next, the second type of surgical case has a higher priority
than the third type because it requires more time to be accomplished.

Step 1: Planning critical surgical cases

Planning the perioperative and postoperative stages and scheduling OR suites
are the main objective of this step. In addition, the first type of case that requires
downstream resources is a high priority for planning. To avoid the chance of
overtime and overtime costs and increase the efficiency of scheduling surgical
cases, a preliminary plan for the order of processing for the first type of cases and
OR suites is created in this step.

Step 2: Calculating the adjustment factor and deciding the adjustment range
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Maximum Pessible Idling Gap

Fig. 1 Maximum possible idling gap

If the first type of cases occupied downstream resources for a long period, then
other cases must wait for the release of downstream resources, causing other
surgery cases to become blocked and upstream resources to become idle. The
blocking of the critical surgical case with the longest time on ICU and the surgical
case with the shortest processing time result in the maximum possible idling gap
(denoted as Gp,x) as shown in Fig. 1.

In this study, we can derive an adjustment factor from the maximum possible
idling gap, idle costs, and overtime costs of the OR suites to decide the maximum
possible adjustment range by this factor. When considering placing surgical cases
into the maximum possible idling gap, if the processing time of the surgical case is
less than the maximum possible idling gap, the surgical case can be placed into the
time interval. Conversely, it will result in overtime costs for the OR suite.

We define the unit cost of the processing time of the mode r as C? and the unit
overtime cost of the mode r as C). P, is the processing time of the surgical case,
which is most likely to be scheduled into the maximum possible idling gap. The
idle time cost is C;;,. If we want to use another mode ' to deal with this surgical
case, the unit cost of time and processing time are defined as C%, and P,.. If the
processing and overtime costs of the mode r are less than or equal to the pro-
cessing cost of the mode #’ and the idle cost of G,.x, then placing this surgical case
into the maximum possible idling gap can reduce the total cost. Moreover, the
critical value can be derived from Eqs. (1) and (2):

CP X P, 4+ C, X (Py — Gmax) = CV X Py 4 Giax X Ciypp- (1)

P _ Cf, X Pr’ + Gmax X (Cidle + C;)
re e

: 2)

More critical surgical cases require the use of the ICU and are usually operated
by an experienced medical team. The processing and overtime costs of the com-
bination of resources are therefore almost the same. We can simplify Eq. (2) by
assuming C? = C’, and P, = P, to derive Eq. (3):

Gmax ¥ (Cige + Cy)

P, = &

3)

If the processing time of the surgical case exceeds the critical value, placing the
surgical case into the maximum possible idling gap is not advisable.
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Step 3: Planning the surgical case not within the adjustment range

After finding the maximum adjustment range in Eq. (3), a small- or medium-
sized surgical case with a processing time larger than the adjustment range will be
planned first. The processing time of these surgical cases is relatively longer than
that of other cases; in addition, these cases are expected to use more downstream
resources which may also result in the idling gap. Therefore, these surgical cases
should be given higher priority in planning than other cases.

Step 4: Adjusting the upper and lower bounds of the start time of planned
surgeries

To improve the idle situation caused by system congestion, small and medium-
sized surgical cases can be placed into the idle time interval in this step. However,
not all idle time intervals can accommodate small and medium-sized surgical
cases. Thus, we aim to place very small cases into the interval by a slight
adjustment of the start time or end time of planned cases to increase the utilization
of the OR. Given the processing time of unplanned surgical cases, an adjustment
threshold (Ggjus) can be derived as Eq. (4).

Cr' x P,
Gadjusl = ( 2 (4)

C{'(dle + C:)) .

Step 5: Planning all surgeries

The start time and end time of surgical cases planned in Steps 1 and 3 are
adjusted based on Ggj,s: and considered as constraints for planning these surgical
cases. Further, the resource modes for these planned surgical cases are recorded as
the input data. Because of the reduction of the problem size, all surgical cases and
resource allocations are scheduled by the mixed integer linear programming
model.

4.2 Parameter Analysis and Comparison

The objective of this study is to minimize the total fixed costs, overtime costs, and
total cost of idle ORs. In the parameter analysis, we compared the example with
five types of surgical cases and three ORs with 13 combinations of resources
within a 3-day planning period solved by an MILP model and the proposed
heuristic algorithm. Three factors are studied: overtime cost, idle time cost, and
ability represented by O, I, and A, respectively. These factors are set to high and
low standards, which are represented by subscripts H and L, respectively.
Therefore, eight scenarios are studies and the results are summarized in Table 1.
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Table 1 Comparison of MILP and Heuristic results

MILP result Heuristic result
Scenario Total Overtime Idle OR Total Overtime Idle OR
cost cost time utility ~ cost cost time utility
cost (%) cost (%)

1(On, I, Ap) $161,632 $9,142 $1,200 96.30  $169,115 $22,855  $2,800 96.30
20y, In,AL) $192,216 $54976  $800  97.04  $203,347 $45,207 $100  99.63

30y, I, Ay) $166,230 $0 $360 9048  $172,680 $2,150  $360  90.48
40y, I, A;) $187,380 $13,060 $620  83.60  $197,070 $0 $960  78.24
5(0r, I, Ap) $163,400 $32,000  $0 100 $164,650 $33,250  $0 100
6(0r, Iy, AL) $164270 $18,500  $1,500 94.44  $169,280 $24,050  $1,500 100.00
70, I, Ay)  $139,780 $19,000  $0 100 $143,030 $22,250  $0 100
8O, I,Ar)  $151,160 $29,300  $0 100 $151,160 $29,300  $0 100

Figure 2 shows that the total medical cost has roughly the same pattern as the
fixed costs and that the fixed costs of opening or not opening OR suites signifi-
cantly affect the total cost of the hospital. The difference between the total medical
cost and the fixed cost in Scenario 2 is slightly large because the overtime work
involved in the situation is more serious than the others, thereby leading to higher
overtime costs.

Although the result of MILP is similar to that of the heuristic algorithm, they
differ in overtime costs. The total cost in the heuristic algorithm is higher than the
approximate optimal solution by only about 3.2 % in average, but the time
required by the MILP to reach a solution is about 443 times longer than that by the
heuristic algorithm. Therefore, we suggest using the heuristic algorithm to save
time.

Cost Structure Comparison
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Fig. 2 Costs comparison for each scenario
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5 Conclusion

In this study, we integrate resources and plan the schedule using the concept of the
OR suite while considering constraints of upstream and downstream resources of
ORs in a hospital to avoid ORs being occupied or idle because of a lack of
upstream and downstream capacities. Using the OR scheduling method proposed
in this study, the forced cancellation or delay of surgeries for the maintenance of
the quality of medical and surgical services can be avoided. Hence, the satisfaction
of staff and patients is also improved.

This problem can be formulated as an MILP model, and the objective is to
minimize the fixed costs, overtime costs, and idle costs of ORs. Given the high
degree of complexity of this problem, we propose a five-step heuristic algorithm to
increase the efficiency of solving this large-scale problem. We also compare and
discuss the results of MILP and the heuristic algorithm to identify the applicable
conditions for the problems faced by the different scenarios.

In conclusion, the differences in total costs between MILP and the heuristic
algorithm when solving the different scenarios are within 6 %. However, the
heuristic algorithm is more efficient, and it can be used to solve not only different
scenarios within this problem but also large-scale practical problems.

Acknowledgments This research was supported by National Science Council of Taiwan (NSC
99-2221-E-002-155-MY3).

References

Denton B, Viapiano J, Vogl A (2007) Optimization of surgery sequencing and scheduling
decisions under uncertainty. Health Care Manage Sci 10(1):13-24

Denton BT, Miller AJ, Balasubramanian HJ, Huschka TR (2010) Optimal allocation of surgery
blocks to operating rooms under uncertainty. Oper Res 58(41):802-816

Dexter F, Traub RD, Macario A (2003) How the release allocated operating room time to increase
efficiency: predicting which surgical service will have the most underutilized operating room
time. Anesth Analg 96:507-512

Jackson RL (2002) The business of surgery: managing the OR as a profit center requires more
than just IT. It requires a profit-making mindset, too. Oper Room Inf Syst, Health Manage
Technol

Jonnalagadda R, Walrond ER, Hariharan S, Walrond M, Prasad C (2005) Evaluation of the
reasons for cancellation and delays of surgical procedures in a developing country. Int J Clin
Pract 59(6):716-720

Kim SC (2000) Flexible bed allocation and performance in the intensive care unit. J Oper Manage
18:427-443

Pham DN, Klinkert A (2008) Surgical case scheduling as a generalized job shop scheduling
problem. Eur J Oper Res 185:1011-1025



Surgical Suites Scheduling with Integrating Upstream and Downstream Operations 495

Sobolev BG, Brown PM, Zelt D, FitzGerald M (2005) Priority waiting lists: is there a clinically
ordered queue? J Eval Clin Pract 11(4):408-410

Weinbroum AA, Ekstein P, Ezri T (2003) Efficiency of the operating room suite. Am J Surg
185:244-250



Research on Culture Supply Chain
Intension and Its Operation Models

Xiaojing Li and Qian Zhang

Abstract In recent years, China has become the cultural industry toward highly
centralized, with the rapid development of international direction. Between the
competitions of the 21st century, not a business enterprise competition, but com-
petition in the supply chain and supply chain, supply chain is the development trend
of industry chain as the value chain of cultural products. Supply chain functions,
like integration, and optimization, are gradually reflected in the cultural industries.
The cultural characteristics of the supply chain are proposed in this paper. From the
perspective of the cultural industry and supply chain’s intension, several cultural
supply chain operating models are given in this paper. From the angle of the supply
chain finance and capital flow, the supply chain operation mechanism is presented
for how to promoting the culture of the supply chain, which is provided a reference
for increasing the cultural development of the supply chain.

Keywords Culture industry - Culture supply chain - Operation mode - Supply
chain finance - Operating mechanism

In 2010, the overall size of Chinese cultural industry market total transactions
amount reached to 169.4 billion, an increase of 41 % from 2009. In 2011, Chinese
cultural industry market transactions amount reached to 210.8 billion. In 2012, the
first time China surpassed United States to become the world’s largest art market;
Chinese cultural industry output value is expected to exceed 4 trillion Yuan, make
further enhance the proportion of GDP. These series growth dates indicated that
cultural industry market as a special market have tremendous development
potential and cultural industry is gradually mature in china.
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1 The Connotation of Cultural Supply Chain

What is “culture”? In 1871 American anthropologist Edward Taylor put forward to
a concept, the cultural is defined as “a completed system including knowledge,
faith, art, morality, custom, and all the abilities and habitats from which a social
member would acquire”. Cultural products are created by a person or department,
and cultural or artistic as the main content, which the goals are meet the needs of the
human spirit, reflect the social ideology and become mass entertainment culture
carrier. UNESCO United Nations defined cultural industry is “According to
industry standards, cultural industry includes production, reproduction, storage, and
distribution of cultural products and a series of activities.” Cultural industry market
is different from other material economy markets. When mining existing cultural
resources to create a new cultural products or services, instead of bring con-
sumption and loss of original cultural resources; we will increase the content of the
original cultural resources. Supply chain is building around the core business,
starting from the procurement of raw materials, intermediate products and final
products, then deliver to consumers by sales network, through control information
flow, logistics, capital flow, together suppliers, manufacturers, distributors, retail-
ers, until end-user into an overall functional network chain structure. Now Chinese
cultural industry is constantly maturity, development, and gradually forms a
complete industrial chain. Putting supply chain theory into cultural industry, using
supply chain basic ideas to achieve these goals that include integrate the cultural
industry, achieve efficient operation of cultural industry, create time value, place
value, and other value-added; achieve cultural industry restructuring, optimize the
industrial structure, improve the functional organization of urban land use, improve
the investment environment, the protection of the urban environment and bring
about other important social functions. Through anglicizing and combing the
concept of cultural product and supply chain, this paper present cultural connotation
of product supply chain and it unlike other material goods supply chain, put forward
to the definition of cultural products supply chain and features that differ from other
products. Taking the market as the orientation, Cultural supply chain is based on
leading enterprises, linked with interest, put the cultural product creation, pro-
duction, processed, sales, as a whole, be integrated with flow of material, infor-
mation and capital, finally form a network structure with industrial chain. The
cultural flow chart of the supply chain as follows in Fig. 1.

2 Basic Characteristics of Cultural Supply Chain

The key to form a complete supply chain is to increase the added value of cultural
industry chain. If you do not use supply chain theory to optimize logistics,
information, capital on the whole industry chain flow, to reduce unnecessary links,
the china is just a cultural industry chain, not a cultural industry supply chain.
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Fig. 1 The cultural supply Supply source
chain flow chart
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In the cultural industry, around the core enterprise, optimize the characteristics of
cultural products and supply chain management, control the logistics flow,
information flow, capital flow, to form a supply chain network structure from the
creative source to the final consumers. According to the analysis of cultural
industry and supply chain, cultural industry supply chain has characteristics of
general industry supply chain, also has its own characteristics. The cultural supply
chain basic characteristics are as follows:

1. Higher complexity. Compare with other products, Cultural products supply
chain more complexity, this kind of complexity is composed of several aspects.
First, the supply chain upstream—cultural product creation, cultural product
features: symbolic, invisible, ideology and so on, determine the diversity of
cultural product types, and sources of product creators. The product creators
including individuals, social groups, enterprises and government. Cultural
upstream supply chain show its complexity, so that we should pay attention to
upstream supply chain. Second, compare with other general products, the
manufacturing process of cultural product become more complexity, cultural
manufacture process is not a one-time processing, but through industrial chain,
take advantage of cultural resources, put in-depth development to repeatedly
output on the content, including offer rich additional market value for related
industries. This special complexity is determined by cultural features like the
eternal value and advanced. Finally, the last thing is cultural product sales,
because of cultural product consumption has a lot of uncertainty, compared
with the general sales, cultural products become more complexity. These
uncertainties are directly or indirectly connect with the policy changes, the
demand of social media, and not simplify for supply and demand theory
determine the entire marketing process. At the same time, cultural products
consumers may also be new cultural product creators, therefore cultural
products of service object may become to cultural products provider.
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2. Better agility. Compared with general industry, the ideology and intangibility
of cultural products represent cultural products in constant spread, demand is
also constantly changing, so better agility of whole cultural supply chain to be
required. As a creative of cultural industry, cultural industry supply chain need
dynamic more, so its agility requires higher. The agility of cultural supply chain
is mainly reflected in three aspects: Firstly, source of cultural supply chain—
cultural products suppliers, Cultural product innovation and mining maximum
cultural value directly affects entire cultural industry supply chain from source
of manufacture to sales. Secondly, manufacturing process of cultural product,
because of culture features: innovative frequent, the entire manufacturing
operation require to make quick response to meet supply chain requirements, to
shorten the operating cycle, to reduce unnecessary work link, can be reflect to
supply chain upstream in time. Finally, cultural products marketing process,
that is to maximize product speed which is transferred to the consumer market,
shorten the operating cycle of cultural products.

3. More network nodes. Cultural supply chain is a network structure which con-
sists of core business of supplier, the supplier’s suppliers and users, end-users.
Because of the special attributes of cultural products, suppliers, intermediaries
and users of cultural supply chain appear diversification, while government and
special assessment agencies are also involved in the whole cultural product
supply chain process. Compare with other products, network nodes of cultural
supply chain with more hierarchical, more integration use to entire cultural
supply chain. A reasonable network node has a vital role to improve entire
cultural products supply chain efficiency and integration.

3 Cultural Supply Chain Operation Modes

Supply chain theory in the application of cultural industry are mainly reflected in
two aspects: Integrated Supply Chain (ISC). The use of ISC in cultural industry
mainly centres on product-orientation, geographical area, various enterprises and
Industry internal and external systems etc. In general, ISC deem supply chain as
integration which include integration of supply demand relations, integration of
logistics, information and management. Green Chain. Green Chain is that con-
sidering environmental factors and regeneration influence factors on the industrial
chain integration. In the development of cultural industries, it contains Green
Chain idea. For example, ecological park is a kind of green tourism, green is an
important factor to consider in the development of park, need to ensure minimum
damage to the environment, to realize the green supply chain operation, reduce
unnecessary waste. Again for instance, recovery based on knowledge of culture
product, also embodies the idea of Green Chain. Nowadays the competition
between enterprises is the competition between supply chains. Through analysis
the characteristics and connotation of cultural supply chain, combined with the
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actual situation of China’s cultural industry development, according to the
development of cultural industry relying on the land space needs, gradually formed
two types of supply chain development models: one is the entity of the industrial
park and industrial integration mode, second is the virtual network level mode.

3.1 Physical Space: The Cultural Industry Cluster Supply
Chain Operation Mode

At present, innovation is an important role in cultural industry development,
innovation make all-round, large-scale influence on cultural industry development.
According to innovation and degree of dependence on tangible resources, mainly
have the following several kinds of supply chain development path: (1) Relying on
resources mode. (2) Creative guidance modes. (3) Non inheritance innovation
mode.

3.2 Virtual: Network Level Cultural Supply Chain
Operations Mode

With the development of international information, Science and technology,
e-commerce in various industries have achieved a certain degree of development.
Cultural supply chain network modes consist of Cultural Assets and Equity
Exchange, namely establish a network platform that realize seamless connectivity
between service providers and customers, reduce unnecessary operational flow.
This mode has the following features:

1. Supply chain management functions. Through integrated information, tech-
nology to the entire operation platform, controlled logistics, information, cap-
ital flow from suppliers and customers, reduced unnecessary operation process,
such as suppliers, etc., to achieve the whole chain integration and optimization.

2. Integration of capital flows. From the view point of capital flow, currently
chinese cultural property rights exchange mainly to solve cultural products
pricing, settlement, delivery, financing and other capital flows problems.
Because cultural property trading platform can put individual, group, govern-
ment, corporate and other participants together, take advantage of information
technology as soon as possible to achieve circulation of entire supply chain
flow and to get rid of the unnecessary capital flows operation, to achieve capital
flow integration of entire supply chain and value-added of industrial chain, to
achieve integration of capital flow operation (Fig. 2).
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Fig. 2 Resources type
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4 Cultural Supply Chain Operation Mechanism

Cultural supply chain operating mechanism is use to optimize and integrate cul-
tural industry in logistics, information and capital flow. Logistics: cultural supply
chain logistics related to cultural products such as procurement, production,
inventory, package, transportation, sales process. Information flow: through
information sharing, cultural supply chain information flow mainly realize
seamless connectivity to reduce the bullwhip effect, achieve to fast response and
entire supply chain agility. Capital flow: cultural supply chain capital flow mainly
is reflected in financing activities, settlement payment, procurement activities and
risk control.

Supply chain finance embedded industrial clusters can get more new resources
“blood” to promote cultural industry cluster rapid development. Industrial clusters
also can make supply chain finance more widely used, and then provide a good
credit environment to improve income levels and reduce the risk for financial
institutions. From point view of supply chain finance, optimizing integration of
cultural supply chain we can from following aspects:

1. Establish clear cultural industry supply chain finance subject. Depending on the
supply chain model, subjects have following categories: (1) government, macro
managers. As planners and investors of Chinese cultural industry parks, eco-
logical parks and other gathering place, in the early stages development of
cultural supply chain government is a very important finance body. (2) Core
enterprises. As cultural supply chain dominant enterprises, core enterprises
open up cultural supply chain upstream and downstream financing needs to
stabilize entire supply chain cash flow and to promote supply chain integration
and flexible development. (3) Other enterprises. As other supply chain node
enterprise, be able to reduce capital flow pressure, to some extent, promoting
supply chain stable and orderly development. (4) other organizations. Other
organizations such as bank play an important payment and settlement role
which affecting whole cultural supply chain capital flow. Making a clear cul-
tural supply chain financial body category, and then proposing different
financial strategies for financial body have significant significance.
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2. Coordination mechanisms. From point view of core enterprise capital flow,
Supply chain finance collaborative management is base on collaborative theory.
At strategic, motivation, business level, through financing, procurement, pay-
ment, we wish settlement and risk control activities can achieve whole cultural
supply chain financial body coordination, achieve cultural supply chain capital
flow integration, shorten current cycle of cultural products, improve the oper-
ating efficiency of entire supply chain, achieve whole culture supply chain
coordination, agility and flexibility.

3. Establish partnership. Supply chain partnership is the node enterprises for the
common goal to establish a benefit-sharing, risk-sharing partnership in the
supply chain. Cultural supply chain operations have certain risks, such as credit
risk. Establishing partnerships is an effective means to avoid credit risk, help to
improve the reputation of the business-to-business, to reduce unnecessary
approval operational aspects, to control supply chain finance risks, to achieve a
higher level of integration of supply chain, to improve the operation of the
entire supply chain finance.
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Power System by Variable Scaling Hybrid
Differential Evolution

Ji-Pyng Chiou, Chong-Wei Lo and Chung-Fu Chang

Abstract In this paper, the variable scaling hybrid differential evolution
(VSHDE) used to solve the large-scale static economic dispatch problem. Different
from the hybrid differential evolution (HDE), the concept of a variable scaling
factor is used in the VSHDE method. The variable scaling factor based on the 1/5
success rule of evolution strategies (ESs) is embedded in the original HDE to
accelerate the search for the global solution. The use of the variable scaling factor
in the VSHDE can overcome the drawback of the fixed and random scaling factor
used in HDE. To alleviate the drawback of the penalty method for equality con-
straints, the repair method is proposed. One 40-unit practical static economic
dispatch (SED) system of Taiwan Power Company is used to compare the per-
formance of the proposed method with HDE. Numerical results show that the
performance of the proposed method combining with the repair method is better
than the other methods.
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1 Introduction

The aim of the economic dispatch (ED) is to obtain the great benefits in power
system. So, many mathematic programming methods have been researched for ED
problems. Su and Chiou (1995) applied Hopfield network approach to solve the
economic dispatch problems. However, the Hopfield network method requires two
phase computations. Sewtohul et al. (2004) proposed genetic algorithms (GAs) to
solve the economic dispatch problem. Gaing (2003) proposed a practical swarm
optimization (PSO) method for solving the economic dispatch problems in power
systems. The population size is set to 10 x b, where b, is the number of decision
parameters. In so doing, much more computation time is required to evaluate the
fitness function. Sinha et al. (2003) used an evolutionary programming (EP)
method to solve economic dispatch problems.

Hybrid differential evolution (HDE) (Chiou and Wang 1999, 2001) is a sto-
chastic search and optimization method. The fittest of an offspring competes one
by one with that of the corresponding parent. This competition implies that the
parent is replaced by its offspring if the fitness of the offspring is better than that of
its parent. On the other hand, the parent is retained in the next generation if the
fitness of the offspring is worse than that of its parent. This one by one competition
gives rise to a faster convergence rate. However, this faster convergence also leads
to a higher probability of obtaining a local optimum because the diversity of the
population descends faster during the solution process. To overcome this draw-
back, migrating operator and accelerated operator act as a trade-off operator for the
diversity of population and convergence property in HDE. However, a fixed
scaling factor is used in HDE. Using a smaller scaling factor, HDE becomes
increasingly robust. However, much computational time should be expanded to
evaluate the objective function. HDE with a larger scaling factor generally pro-
duces a local solution or misconvergence. Lin et al. (2000) used a random number
that its value is between zero and one as a scaling factor. However, a random
scaling factor could not guarantee the fast convergence.

In this study, a variable scaling hybrid differential evolution (VSHDE) (Chiou
et al. 2005) for solving the large-scale economic dispatch problems is proposed.
Different from the HDE, the scaling factor based on the 1/5 success rule of evo-
lution strategies (ESs) (Back and Schwefel 1991, 1993) is used in VSHDE method
to accelerate searching out the global solution. The repair method is used to
alleviate the drawback of the penalty method for equality constraints. To illustrate
the convergence property of the proposed method, one 40-unit economic dispatch
system of Taiwan power system is used to compare the performance of the pro-
posed method with HDE.
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2 Problem Formulation

The economic dispatch problem can be mathematically described as follows:

min Ziew P,=Pp+P, (1)

where i is index of dispatchable units, P; is power generation of unit , ¥ is a set of
all dispatchable units. Subject to the following constraints:

1. Power balance constraint

S BP0 RS @
PL=) > B;PP 3)

i
where P is total load demand, P, is power losses and Bj; is power loss coefficient.

2. Generation limits of units

l)i min S Pi S Pi max (4>

where P;in and P; g, are the minimum and maximum of unit i, respectively.

3 VSHDE Method

The VSHDE method is briefly described in the following.
Step 1: Initialization

The initial population is chosen randomly in an attempt to cover the entire
parameter space uniformly as (5).

Z,O = Zi,min + (0,‘ : (Zi,max - Zi,min))v = 17 21 o '7Np (5)

where g; € (0, 1] is a random number. The initial process can produce Np indi-
viduals of Z? randomly.

Step 2: Mutation operation

The essential ingredient in the mutation operation is the difference vector. Each
individual pair in a population at the G-th generation defines a difference vector
Dj. as

jk
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Dy =27 -7 (6)

The mutation process at the G-th generation begins by randomly selecting
either two or four population individuals ZjG,ZkG ,Z]-G and Z¢ for any j, k, [ and
m. These four individuals are then combined to form a difference vector Dj, as

Djxim = Djx + Dy, = (Z,G - Z/?) +(z7 - 7)) (7)

A mutant vector is then generated based on the present individual in the
mutation process by

zZ7 =70 + (F - Djaw), i=1,2,...,N, (8)
where F is the scaling factor. Further more, j, k, [ and m are randomly selected.

Step 3: Crossover operation

The perturbed individual of ZiG“ and the present individual of ZZ are chosen
by a binomial distribution to progress the crossover operation to generate the
offspring. Each gene of i-th individual is reproduced from the mutant vectors
Z0 = [zGH, Z6, .., ZG "] and the present individual Z8 = 2§, Z8, ..., Z9].
That

©)

G .
SGH _ Z,; if arandom number > C,
i T\ 4G+l .
otherwise

gl

where i = 1,...,N,;g = 1,...,n; and the crossover factor C, € [0, 1] is assigned
by the user.

Step 4: Estimation and selection

The evaluation function of a child is one-to-one competed to that of its parent.
This competition means that the parent is replaced by its child if the fitness of the
child is better than that of its parent. On the other hand, the parent is retained in the
next generation if the fitness of the child is worse than that of its parent, i.e.

z7t = arg min{f(Z7),£(Z7)} (10)
z7 = arg min{f(z7)} (11)
where arg min means the argument of the minimum.

Step 5: Migrating operation if necessary

In order to effectively enhance the investigation of the search space and reduce
the choice pressure of a small population, a migration phase is introduced to
regenerate a new diverse population of individuals. The new population is yielded



Power System 509

based on the best individual ZbG“. The g-th gene of the i-th individual is as
follows:

+1_
G+1 - G+l Zig' ~Zemin
Z: = .
Z,)Gg+1 + (0 (Zomar — Zng+1 , otherwise

i=1,2,..,N,; g=12,...n

(12)

where ¢; and § are randomly generated numbers uniformly distributed in the range
of [0,1];i=1,...,Ny;and g=1,...,n

The migrating operation is executed only if a measure fails to match the desired
tolerance of population diversity. The measure is defined as follows:

NZ i ~1) < (13)

i#b
where

7G+1 _ 7G+1
. gi bi
0, ife< G

bi

(14)

n, =
1, otherwise

Parameter &;,¢ € [0, 1] expresses the desired tolerance for the population
diversity and the gene diversity with respect to the best individual.

Step 6: Accelerated operation if necessary

When the best individual at the present generation is not improved any longer
by the mutation and crossover operations. A decent method is then employed to
push the present best individual toward attaining a better point. Thus, the accel-
erated phase is expressed as follows

Jorr {ZE*H 1) <1(2)
oor _

15
ZET — aVf, otherwise (15)

where ZZ denotes the best individual, as obtained from Eq. (15). The step size
o € (0, 1] in (15) is determined by the descent property. Initially, o is set to one to
obtain the new individual.

Step 7: Updating the scaling factor if necessary
The scaling factor should be updated in every g iterations as follow:
cqg X F ! if pb <3 1

FH =¢ ¢ x F' if p >

: ,5 1o
F if pl =z
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where p! is the frequency of successful mutations measured. The initial value of
the scaling factor, F, is set to 2 (Storn and Price 1996; Price 1997). The factors of
ca =0.82 and ¢; = 1/0.82 (Michalewicz 1999) are used for adjustment, which
should be taken place for every ¢ iterations.

When the migrating operation performed or the scaling factor is too small to
find the better solution, the scaling factor is reset as follow:

iter

F=1- (17)

itermax

where iter and itermax are the number of current iteration and the maximum
iteration, respectively.

Step 8: Repeat step 2 to step 7 until the maximum iteration quantity or the desired
fitness is accomplished.

4 Example

To investigate the convergence property of the VSHDE, a 40-unit practical ED
system of Taiwan Power Company (TPC) is employed as an example. The power
loss is released in this example. The total demand is 10,500 MW. The penalty
method and repair method are used for the equality constraints, respectively. To
compare the performance of the VSHDE and HDE methods, this system is
repeated 20 independent trials. The best convergence property among this 20 runs
of the HDE and VSHDE methods are lists in Fig. 1. From the Fig. 1, the con-
vergence property of the VSHDE combining the repair method is better than the
other methods. The largest and smallest values among the best solutions of the 20

Fig. 1 The best convergence VSHOE( P p——
property of the HDE and .
VSHDE methods —=— HDE(P) —&— HDE(R)
1.4398E+05 &
1.4393E+05 —M

1.4388E+05

1.4383E+05 ‘.\\N
1.4378E+05 +——

1.4373E+05

1.4368E+05 \

1.4363E+05 +—++++r T %

@&@Qu@Qb‘xgb‘@&%&@&x&ng‘%&
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Table 1 Computational result for 20 runs of example

Penalty method Repair method

VSHDE HDE VSHDE HDE
STD 0.1598983 0.1673993 41.9851067 58.0260301
MAX. ($) 143926.9138 143927.2861 143778.2017 143831.3298
MIN. ($) 143926.4272 143926.7005 143632.7084 143633.0706
AVE. ($) 143926.6289 143927.0029 1437247618 143757.7223

runs are, respectively, expressed in Table 1. The average for the best solutions of
the 20 runs and the standard deviation with respect to the average are also shown
in this table. A smaller standard deviation implies that almost all the best solutions
are close to the average best solution. The standard deviation for the VSHDE
method is smaller than the HDE method. From the above discussion, the con-
vergence property of the VSHDE method is better than the HDE method.

5 Conclusion

This paper uses the VSHDE and HDE methods is solved the large-scale economic
dispatch systems, respectively. The VSHDE method utilized the 1/5 success rule
of the evolution strategies (ESs) to adjust the scaling factor to accelerate searching
out the global solution. The variable scaling factor is used to overcome the
drawback of fixed and random scaling factor used in HDE. To alleviate the
drawback of the penalty method for the equality constraints, the repair method is
used in this paper. The computational results obtained of solving one 40-unit
practical ED system of Taiwan Power Company are investigated. From the
computation results, the VSHDE method combing the repair method is better than
the other methods.
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Investigating the Replenishment Policy
for Retail Industries Under VMI Strategic
Alliance Using Simulation

Ping-Yu Chang

Abstract Recently, retail industries are booming rapidly because of the
convenience and low price. However, as the competition increases, inventory
shortage becomes a serious problem for both retailer and supplier. Therefore,
developing a suitable inventory management for retailer and supplier has been a
pertinent area of study in recent years. Some strategies such as Quick Response
(QP), Continuous replenishment (CR), and Vendor Managed Inventory (VMI)
have been proven to have impact on retailer-supplier inventory. However, only
qualitative research are devoted in these strategies which might not provide
detailed insights of the usefulness for using these strategies. Therefore, this paper
investigates VMI strategies using simulation models and develops the replenishment
policy for implementing VMI. Furthermore, this research uses Automatic Pipeline
Inventory Order Based Production Control System (APIOBPCS) to identify the
factors of using VMI in retailer-supplier inventory management and a simulation
model based on these factors is developed to achieve the replenishment policy. The
results show that total cost will be reduced and inventory turnover can be increased
using this replenishment policy in VMI.

Keywords Retailer - VMI - Strategic alliance - Replenishment policy

1 Introduction

Recently, retail industries are booming rapidly because of the convenience and low
price. The major function of retailers is being the middleman between suppliers
and customers. For the suppliers, retailers provide exihibition place for their
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product while retailers maintain various product and reduce transaction cost for
customers. Simchi-Levi et al. (2001) pointed out the reason of bullwhip effect and
showed that reducing uncertainty and constructingstrategic alliance will reduce the
bullwhip effect. For strategic alliance, Quick Response (QR), Continuous
Replenishment (CR), and Vendor Management Inventory (VMI) are usually
implemented and discussed. All the strategic alliances are proved to reduce
inventory and lead time while increasing efficiency. Furthermore, Tyan and Wee
(2003) analyzed VMI and demonstrated that VMI can solve the problem of
inventory shortage. VMI is realized to have the most significant effect on reducing
inventory and lead time than QR and CR. However, its effectiveness will be
different among various strategies executions. To realize the impact, further
analysis should be performed with appropriate measurements. Computer simula-
tion has become a very popular tool in the analysis and design of manufacturing
systems and has been done for a variety of purposes from assessing the flexibility
of the system to comparing different system designs. Therefore, this research
investigates the effect of implementing VMI into industries using simulation.

2 Literature Reviews

VMI is known as the suppliers (vendors) control the quantity and the date of the
shipment so that inventory levels of suppliers and retailers can be reduced. Alberto
compared the situations of traditional supply chain and VMI supply chain when
orders occur. His research proved that VMI can be effective for inventory control
because of the just-in-time information flow between suppliers and retailers. Tyan
and Wee (2003) investigated the impact of implementing VMI in retail industries
in Taiwan. The results showed that great advantages can be achieved using VMI in
inventory control for retail industries. The results also indicated that VMI can be
applied in electronic industries to reduce inventory level and lead time. Disney and
Towill (2003a, b) described VMI as the special collaborative strategy between
manufacturers and distributors based on literatures. Distributors will collect and
pass customers’ purchasing information to manufacturers and suppliers so that
forecast estimation accuracy and reorder point can be improved. Furthermore,
Disney and Towill (2003a, b) proved that VMI can solve bullwhip effect within
traditional supply chain while inventory cost was reduced and inventory turnover
is increased. Disney et al. (2004) also evaluated the impact of using VMI in
different echelons of supply chain and concluded that VMI was appropriate for
dynamic supply chain. Hong (2002) used IOBPCS (Inventory and Order Based
Production Control System) to present the problems within the production systems
and provided strategies to solve the proposed problems. IOBPCS was first men-
tioned by Coyle in 1977 and strengthened by Naim and Towill in 1993. IOBPCS
represents the simplify model of the relations within the real production system
and was introduced based on observation of British industries. Berry discussed the
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variables that were appropriate for IOBPCS. These variables are production
completion rate, inventory level, lead time, and fill rate.

John introduced WIP (work in progress) into IOBPCS to enhanced the stability
of the system and proposed APIOBPCS(Automatic Pipeline Inventory and Order
Based Production Control System,APIOBPCS) for modeling the production sys-
tem. Disney and Towill (2002a, b, c) then applied APIOBPCS to increase the
stability of VMI supply chain and the results showed that the production system
can be more stable with WIP as the performance measurement.

3 Methodology and Results

This research develops an APIOBPCS model of VMI for retailers and suppliers
based on the IPBPCS model created by Disney. The proposed model can be
applied to evaluate the impact of implementing VMI into the relationship of
suppliers and retailers. Figure 1 demonstrates the developed APIOBPCS model of
suppliers and retailers. In Fig. 1, the direction with a positive sign represents the
decision making process will add value to the supply chain. For example,
a positive sign existed on the direction from warehousing to suppliers safety stock.
The reason of positive sign is that inventory is moved from warehouse to suppliers
to reduce the total inventory level of the supply chain. The negative sign represents
the decision making process will deduct the value to the supply chain. The reason

Supglier safety stock

Fig. 1 Retailer and supplier APIOBPCS
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of a negative sign between replenishment quantities and order requirement is that
the order requirement will have negative impact on the replenishment quantities.

In the VMI supply chain, suppliers will obtain demand information from
retailer’s database using information technology. The suppliers will determine
shipping quantities and time to deliver product to retailers. Through APIOBPCS,
the flow of information and the value of the decision making process are evaluated.
Based on APIOBPCS, decisions that can provide positive value to the supply chain
are mentioned. To realize the significance effect of using VMI and APIOBPCS,
simulation models are constructed and factors with different levels are tested in the
simulation models.

3.1 Simulation Results

The simulation models are developed using ARENA with order processing time
and supplier replenishing time as the performance measurements. Table 1 shows
the factors and levels of the simulation experiments. In Table 1, three factors,
product variety, inventory levels, and replenishment quantities are determined
based on literatures for the simulation experiments.

Table 2 demonstrates the results of order processing time using simulation for
VMI supply chain and traditional supply chain. The average order processing time
of VMI is significant shorter than the average order processing time of traditional
supply chain. The decrement of the order processing time indicates the reduction
of the lead time. The most significant reduction is when inventory level is low and
replenishment quantities is high. The average processing time for traditional
supply chain and VMI are 105.098 and 73.843, respectively. Furthermore, the
variances of traditional supply chain and VMI in this experiment are 126.817 and
23.953, respectively. This result indicates that implementing VMI not only reduce
the average order processing time but stabilize the system performance.

Table 3 demonstrates the replenishing time for the traditional supply chain and
VML It takes more time for the traditional supply chain to replenish inventory than
the time for VMI. The product varieties do not have significant effect on the
average replenishing time. However, the variances of the replenishing time
between traditional supply chain and VMI do not have significant difference.

Based on the results showed in Tables 2 and 3, VMI is a better supply chain
strategy than the traditional supply chain with the performance measures of order
processing time, order waiting time, and replenishing time. The variance of order

Table 1 Factors and levels

Factors Levels
Product variety Uniform (10, 20), Uniform (20, 40)
Inventory levels 50, 60

Replenishment quantities 50, 70, 80




Investigating the Replenishment Policy 517

Table 2 Order processing time

Product variety ~ Inventory level Replenishment quantities Average Variance

Traditional Uniform (20, 40) 60 50 85.175  58.457
70 94.725 106.84

80 98.292  97.904

50 50 88.342  76.864

70 96.256  86.626

80 105.098 126.817

Uniform (10, 20) 60 50 42435 12239

70 47.104 24716

80 49.720  23.973

50 50 44987  11.364

70 50.004  15.408

80 52486  19.133

VMI Uniform (20, 40) 60 50 74.004  21.124

70 73.638 27918

80 73.843  23.953

50 50 74.004  21.124

70 73.638 27918

80 73.843  23.953

Uniform (10, 20) 60 50 37.677 4.061

70 37.629 2.550

80 37.428 1.992

50 50 37916 5.706

70 37.536 5.190

80 39.265  19.507

processing time and order waiting time for VMI outperform traditional supply
chain. However, no difference of the variance of replenishing time between VMI
and the traditional supply chain is found.

4 Conclusions

This research uses simulation to prove the advantages of adapting VMI into supply
chain. Three factors, product varieties, inventory levels, and replenishment
quantities with different levels are tested in the models to realize the impact of
using VMI in the supply chain. The results of the simulation show that VMI can be
implemented to shorten order processing time, order waiting time, and replen-
ishing time. With the reduction in these three categories, order lead time can be
decreased. Furthermore, VMI outperform the traditional supply chain in different
experiments. The results also indicate that VMI can be extended to be imple-
mented in retailers-suppliers supply chain. Although strengths of using VMI are
addressed in this research, more topics can be discussed as future research. Topics
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Table 3 Replenishing time

Product variety  Inventory level Replenishment quantities Average Variance

Traditional Uniform (20, 40) 60 50 379.272 446.817
70 396.646  681.108
80 409.999 1098.48
50 50 382717  482.991
70 389.307 1291.476
80 404.483  997.099
Uniform (10, 20) 60 50 375289  626.856
70 399.523  953.422
80 412.295 1038913
50 50 381.951  464.437
70 407.785 1002.174
80 411.624  776.065
VMI Uniform (20, 40) 60 50 287.896  542.757
70 266.594  534.132
80 272476 1422.782
50 50 287.896  542.757
70 266.594  534.132
80 272476 1422.782
Uniform (10, 20) 60 50 311.294  459.662
70 274.125  772.330
80 272476 1422.782
50 50 313.158  332.286
70 285.631  663.091
80 288.429  768.464

such as safety stocks, adapting optimized retailer-supplier relations in the supply
chain, and determining optimal levels for the factors can be discuss further to
identify the advantages of using VMI.
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Applying RFID in Picker’s Positioning
in a Warehouse

Kai Ying Chen, Mei Xiu Wu and Shih Min Chen

Abstract As the RFID technology gradually matures, the research on the RFID
technology-based positioning system has attracted more attention. The RFID
technology applied to positioning can be used for orientation recognition, tracking
moving trajectories, and optimal path analysis, as well as information related to the
picker’s position. According to previous literatures, warehousing management
consumes high cost and time in business operation, more specifically; picking is one
of the most costly operations in warehousing management, which accounts for 55 %
of total warehousing cost. Therefore, this study constructed an actual picking
environment based on the RFID technology. This system uses the back-propagation
network method to analyze the received signal strength indicator (RSSI), so as to
obtain the position of the picker. In addition, this study applied this locating device to
picking activities, and discussed the effects of the positioning device on different
picking situations.
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1 Introduction

In recent years, the vigorous development and continuous improvement of wireless
communications technology have been promoting the gradual growth of RFID
technology. From 2000 onward, RFID has been widely applied in transportation
management, logistics management, livestock management and personal ID rec-
ognition. With increasingly maturing RFID technology, studies on RFID tech-
nology-based positioning system are gaining more and more attention. The
application of RFID technology in positioning can provide direction recognition,
movement tracking and optimal route analysis as well as information relating to
the user location. To reduce the redundant labor cost in picking and maximize the
benefits, this study uses RFID technology to build a real application environment
and judge the location of the order picking personnel in real time with the help of
the RSSI reading results. Moreover, this study also applies the positioning device
in order picking activities to explore the overall effectiveness of the positioning
devices in order picking activities to reduce unnecessary paperwork and respond
quickly to temporary orders or changes.

2 Literature Review

2.1 Introduction to RFID

RFID is mainly originated in the technology for military purpose of identifying the
friend or foe aircraft in WWII in 1940. The one gives rise to the wave of RFID
application is the largest chain store of the United States, the Wal-Mart. In a
retailer exhibition held in Chicago in 2003, it announced to request the top 100
suppliers to place RFID tags on the pallets and packaging cartons before 2005
(Glover and Bhatt 2006).

RFID is a “non-contact” automatic identification technology, mainly consisting
of transponder, reader and middleware system. Its automatic identification tech-
nology can complete management operations without manual labor by mainly
using the wireless wave to transmit the identification data. The fixed or hand-held
reader then automatically receives the identification data contained in the tag chip
to realize the purpose of identity recognition. The received data will then be
filtered in real time and sent back to the back end application systems to generate
data with added-value after summarization. RFID can be integrated with pro-
duction, logistics, marketing and financial management information for combined
applications (Lahiri 2006).
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2.2 Discussions on Positioning Approaches

The principle of triangulation is mainly to use the known geometric relationship of
lengths or angles of three points in the space as the reference for positioning to
calculate the object position. With distance as the reference basis, it mainly
measures the relative distances in between three fixed points of known locations.
With the distances between fixed points and the center of the round as the radius,
the location of the point to be measured can be inferred by the intersections of
triangular geometry. If using the angle as the reference positioning basis, location
is identified by the angle of the signals.

The positioning concepts of Scene Analysis are mainly to use the RSSI and
mathematical models to construct database of the collected parameters regarding
specific place or location. In the positioning of certain object, the measured
parameters can be matched and compared with the database to find out similar data
to infer the location of the object (Bouet and Santos 2008).

Proximity approach is also known as the connectivity approach, which mainly
uses the proximity to characteristics in the judgment of location. It can be mainly
divided into the centralized and the distributed method. The former is to set up
antenna in specific location. When the point to be positioned approaches a certain
location, the antenna will receive the information about the point to be positioned
and uses the location of strongest RSSI as the coordinates. The latter uses a large
amount of reference points of coordinates. When a certain reference point
approaches, it will read its coordinates to realize positioning (Ward et al. 1997).

Spot ON positioning system is the first indoor positioning system using the
RFID technology. Spot ON uses self-developed RFID equipment to realize the
function of indoor positioning. It mainly uses the RFID reader and a number of
sensing tags to construct an indoor wireless sensing network environment covering
a certain range (Hinckley and Sinclair 1999).

Location Identification based on dynamic Active RFID Calibration
(LANDMARC) is a recently developed positioning system using the RFID tech-
nology. LANDMARC system mainly follows the method of the Spot ON posi-
tioning system to predict the location of the unknown object by relative RSSI
estimated distance. The main idea is to use the additional reference tags of fixed
positions to enable the LANDMARC to considerably improve the accuracy rate of
location determination.

Neural network is a mathematical model. It is an in-formation processing
system composed of biological simulation and neural network system. It can
conduct a series of actions including storage, learning and feedback to the input
signals. The neural network has high capability of information processing with
excellent non-linear mapping capability for non-linear calculation. At present, the
commonly used neural networks can be divided by network connection architec-
ture into the feed-forward neural network and feedback neural network (Basheer
and Hajmeer 2000).
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3 Research Method

This study is mainly to develop a real picking positioning environment on the basis
of the RFID technology. Since it does not need too many RFID readers and the
environmental equipment for the experiment is relatively simple, coupled with the
built-in chips of the RFID tags that can store object information, it can be a system
for warehouse management and positioning to save costs considerably. The RSSI
can be sent back to the back end application systems via readers for analysis by
using the BPN (Back-Propagation Network) method to realize the effects of
positioning.

In this study, we mainly use the RFID readers, antennas and a number of RFID
tags developed by the Omron Company to build the actual positioning environ-
ment for warehouse picking. The reader type is Omron V750-series UHF RFID
System, the communications frequency is 922-928 MHz, and is in line with the
standards of EPC global Class 1 Gen2, it is suitable for the process management in
manufacturing site, the order delivery of logistics units and material incoming
inspections.

The experimental situation of this study is: the environment is assumedly set up
in an open space. A RFID Reader and a number of receiving antennas fixed in
different places are used in the system. According to different distances between
the antenna and the personnel, when positioning, it can read K RSSI values in one
reading. In this experiment, objects of different impacts will be placed on the shelf
(such as water, metal etc.). By the RSSI values the reader receives, we can cal-
culate all the possible locations of the order picking personnel. The experimental
scenarios are as shown in Fig. 1.

In this study, we use Matlab software as the programming tool to build the BPN.
Among all neural net-work learning models, BPN model is the so far the most
representative and most widely applied model. It is an architecture of multiple-layer

Fig. 1 Experimental
scenarios
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Fig. 2 Architecture of neural network

sensors. It is a multiple layers of feed-forward neural network using the super-vising
learning algorithm. It is suitable for applications including classification, identifi-
cation, prediction, system control, noise filtering and data compression.

During the learning process, BPN will give training examples to the neural
network. Each training example contains input item and target output value, and
the target output value will continuously urge the network to modify the weight
value of the transmission connectivity, and the repeatedly adjust the strengths of
the network links by training to reduce the difference between the network output
value and target output values until the difference is below the critical value.

The network used in this study contains three layers: input layer, hidden layer
and output layer, and its architecture are as shown in Fig. 2.

Input layer: the number of neurons is determined by the corresponding number
of input vectors. In this study, the experimental design has 12-24 features, hence
the number of the neurons of the input layer is set in the range of 12-24 neurons.

Output layer: in this study, the output value is the location of the personnel. The
location of the order picking personnel is assumed in the experiment in five cases
including Position O representing that the picking personnel is not at the site of the
warehouse, Position 1-4 representing that the picking personnel is at the No. 1,
No. 2 ... location, respectively. Hence, the number of neurons of the output layer
in this experiment is set as five.

Hidden layer: generally, the unit number of the hidden layer is set as (input
layer unit number + output layer unit number) = 2. To improve the accuracy of
the experiment, in this study, we set the hidden layer unit number in the range of
5-9 in search of the optimal number of units.

The BPN training process is to input the training examples in the network to
allow the network to slowly adjust the weighted value matrix and partial weight
vectors to comply with the requirements of training example target value T.



526 K. Y. Chen et al.

4 Experiment Design and Analysis

Since the RFID operation and positioning are subject to the impact of external
environmental factors such as object properties, blocking, multiple routes, and
dispersion. Hence, this study tests the system in case of empty shelf and shelf with
objects of different properties to simulate the positioning in actual picking envi-
ronment. This study designs four scenarios in experiment. Scenario 1 is the shelf
without any object. Scenario 2 is the shelf with paper products, Scenario 3 is the
shelf with liquid objects and Scenario 4 is the shelf with metal objects. Regarding
five locations of Position 0—4, we collect the RSSI values when the personnel
standing at different locations in case of four scenarios and input them into the
BPN model for prediction to determine the location of the personnel. The photos
of experimental scenarios are as shown in Figs. 3, 4, 5 and 6.

Before the analysis RSSI value, the data should be processed. The pre-
processing steps in this study can be summarized as shown below:

Step 1: list the RSSI values read by tags of same number in a same column

Step 2: make up for the omitted value with the minimum value of the receiving
level

Step 3: set the target output vector of each location (T)

Step 4: data normalization

In this study, we divide the variable data into the training set and testing set by
ratio of 7: 3. The collected data are divided into two parts: the first part consists of
1,440 data of 1,000 training samples and 440 testing samples; the second part
consists of 2,860 samples of 2,000 training samples and 860 testing samples.
Compare the data of the two parts to analyze the relationship be-tween the
accuracy rate and Mean Square Error (MSE) value in case of different scenarios.

Fig. 3 Scenario 1: without
any object on the shelf
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Fig. 4 Scenario 2: paper
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Fig. 5 Scenario 3: liquid
objects on the shelf

Since there is no definite standard regarding the se-lection of neural network
architecture and relevant parameter setting, we have to use the trial and error
method. Therefore, this study will explore the impact of different parameter setting
on the network accuracy (for example: Hidden layer, Hidden node, Learning rate,
Epoch and Momentum). After the comparison of the tests of different parameters,
the BPN optimal parameter settings of this study are as shown in Table 1:

After the network analysis of the four scenarios, the accuracy rate and MSE
value of the analysis results are as shown in Fig. 4.
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Fig. 6 Scenario 4: metal
objects on the shelf

Table 1 Parameter setting

Parameters Value
Input Node 12
Hidden Node 7
Output Node 5
Learning Rate 0.3
Momentum 0.7
Epoch 2,000

Fig. 7 Accuracy rate of the 100
analysis results
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According to the analysis results in this study, no matter 1,000 or 2,000 training
samples, it can be learnt from Fig. 7, the accuracy rate in case of four scenarios
gradually reduces from that of the empty shelf (99.7 %) — paper products
(99.3 %) — liquids (98.22 %) — metals (92 %). It can be learnt from Fig. 8, the
MSE value gradually rises from that of the empty shelf (0.00080418) — paper
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Fig. 8 Mean square error of 0.03
the analysis results
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products (0.0027778) — liquids (0.0060043) — metals (0.025204). Hence,
according to the experimental results, the RSSI will be more severely interfered in
case of being blocked by metal products. As a result, the ac-curacy rate and MSE
value will be poorer consequently.

5 Conclusion

According to the experimental results, more training samples can lead to better
accuracy rate and MSE value, and the accuracy rate and MSE value in case of
picking metal products is the worst. Namely, when positioning and reading, the
receiving level of RSSI will be more affected in case of the blocking of metal
objects than other objects. In this study, we compare the predicted location and the
original data and the result can effectively predict the location of the picking
personnel.

Hence, the proposed picking positioning system is expected to reduce unnec-
essary labor and equipment cost in picking activities to maximize effectiveness.
Moreover, the system is expected to respond quickly to temporary orders or
emergent orders to increase picking efficiency.
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An Innovation Planning Approach Based
on Combining Technology Progress
Trends and Market Price Trends

Wen-Chieh Chuang and Guan-Ling Lin

Abstract Innovation planning is important for manufactures to maximize the
payoffs of their limited research and development expenditures. The key to
the success of such innovation planning relies on a valid approach to estimate the
value of each R&D project can produce. The purpose of this research is to build a
model that considers a broad spectrum of trends in technology development and
market price trends. Base on the assumption that the market prices can be a good
indication of customer values, this modeling method collects historical product
feature data, as well as their historical market prices and trains a neural network to
track how electronic product specifications evolutions affect market prices. Pre-
dictions can be made from the behavior of the trained model to evaluate the value
of each product improvement and, therefore, effective innovation plan can be
made based on this model. The structure of this paper is threefold. First, it
describes the evolutionary patterns of electronic products and their market prices.
Second, it proposes artificial neural network methods to model the evolutionary
processes; predictions concerning digital cameras to prove the validity of the
model. Third, this research discusses the implications of these findings and draws
conclusions.
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1 Introduction

Every year, market competition forces electronics manufacturers to develop
products with new specifications. A new model of any electronic product typically
offers new features or improved specifications. Manufacturers compete by frequent
introductions of new products with slightly better specifications than previous
products. For example, Canon, one of the largest digital camera manufactures of
the world, has brought in at least 7 series, 165 in total compact camera models for
the U.S. market along since 1998. The resolutions of these cameras have been
evolving from 810 k pixel, for the early models, to 12.1 megapixel for the latest
products (Canon 2013).

Most products can be improved in many ways. For example, a digital camera
manufacturer might need to decide whether to invest on making its new model to
capture 200 more pixels, or to weigh 20 g less, or to increase optical zooming by
20 %. Omae (1982) referred to the various possible directions of product
improvement as the strategic degrees of freedom (SDFs). For the new product
strategic developers, with the fact that each of these improvements might require
separate product improvement projects to achieve, each cost different R&D
resources, it is important for them to use innovation planning to maximize the
payoffs of their limited research and development (R&D) expenditures;

An innovation planning, therefore, can be simply defined as the determination
of the value of each product improvement project in this paper. Such value can be
complicated in many ways. In fact, to determine the valuation of a technology
development has long been described as an art (Park and Park 2004) rather than a
science. Davenport et al. (1996), have pointed out that any study on knowledge
work improvement should focus on making products/services more attractive (to
customers) in order to increase value. Although how attractive a product
improvement is can be somehow derived using some market survey techniques,
these results are subjective to how far the survey reached. An alternative approach
is therefore proposed in this paper to evaluate product improvement values. The
historical data of the technology evolving trend, as well as market price evolving
trend is collected to form a model. Based on the assumption that the value of each
product improvement can be measured by the amount of money that customers are
willing to pay, which can be indicated by their market price, a neural network is
trained to model how specification improvement as well as time factors to affect
product prices. The price of future product can be therefore predicted by pro-
jecting; as a result the value of each product improvement can be estimated.

The structure of this paper is threefold. First, it describes the evolutionary
patterns of electronic products and their market prices. Second, it proposes arti-
ficial neural network methods to model the evolutionary processes; predictions
concerning digital cameras to prove the validity of the model. Third, this research
discusses the implications of these findings and draws conclusions.
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2 Technology Progress Trends and Market Price Trends
for Electronic

Ever-shortening product life cycles (PLCs) and technology s-curves are two
important notions for electronic product evolution trends. The first notion, PLC,
can be defined as “the period of a product in the market” (Abernathy and
Utterback 1975). It has been widely used to represent the sales pattern of a product
from its introduction to termination. Rink and Swan (1979) presented some typical
product life cycle patterns and suggested that businesses might improve their
planning processes by changing their product patterns. Due to rapid developments
in technology and brisk competition, electronic products often have life cycles that
can be measured in months. According to data collected from Intel’s website,
Intel’s microprocessors have evolved at least 72 times between the company’s
inception in 1971 and 2013 (Intel 2013).

The second idea, the s-curve, is often used to depict technological progress over
time (Abernathy and Clark 1988). Movement along a given s-curve generally
results from incremental improvements within an existing technological approach.
When the progress reaches its limit and starts to slow down, one expects a new
s-curve to replace older curves as a driver of technological growth. Theoretical as
well as empirical discussion of s-curve models can be found in Nieto et al. (1998).

By combining the two notions above, an evolutionary model for electronic
products can be built. Figure 1 illustrates this model. S1 and S1 in Fig. 1 represent
two technological s-curves. As the technology progresses overtime, new products
(P1, P2, ..., etc.), each holds better specifications than previous models, are
introduced to market and replace the market share of the old models quickly.

It is more interesting when to add the information of product price into the
model. Although the relationship between advances in performance and price has
long been recognized (Porter 1980), price does not usually move in lockstep with
technological innovations. Generally, new products with higher specifications are
expected to be more valuable and deserve higher price tags. However, empirical
studies do not support this notion. For example, a study to Google’s computing
infrastructure equipments showed that, in compared with three successive

Fig. 1 Typical technology
progress trends for
electronics
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generations of Google hardware of servers, the performance trend goes up with a
much steeper pattern than the performance/server price trend (Barroso 2005). One
likely cause of this divergence between price and performance is that technolog-
ical advances reduce manufacturing costs while improving product features. Other
factors might include the competition effects or even strategic considerations.
While the patterns of new product pricing are hard to track, a typical price pattern
can be easily observed for many electronics; Companies cutting the prices of old
products while some new products with higher specifications are introduced to
market. A typical new product price pattern can be therefore summarized as Fig. 2.

Note that the curves in Fig. 2 overlap; at any given time it is likely that multiple
products with different features and prices will be offered to the same consumers.
Foster (1982) and McGrath (1998) have emphasized that products with similar
price/performance ratio tend to share the market. For example, in January, 2010,
there were more than 23 CPU products on the market from Intel only, ranging
from $51 to $998 in pricing (Sharky Extreme 2013). The wide spread of prices
range is mainly derived from their technical features differences.

It can be concluded that, in spite of non-technical factors which are hard to be
predict, the prices of electronics are affected by two major factors. First, how
attractive their features are in compared with other competition product in the
market; Second, the time factor itself. Based on this conclusion, an evolutionary
model that takes specification evolution as input and the market prices as output can
be built. Using this model, the price of future product can be therefore predicted by
projecting; as a result the value of each product innovation plan can be estimated.

3 Artificial Neural Network for Electronics Price
Trend Modeling

The nonlinear interactions and non-numeric data of this domain can be modeled by
an artificial neural network. An artificial neural network (ANN) is an intercon-
nected collection of artificial neurons that uses a mathematical or computational
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model for information processing (Smith 1993). Neural networks have long been
applied as practical non-linear statistical data modeling tools. A predetermined
“neural network” is built and a set of known examples “trains” the correct linkage
strengths, or weights, between input and output neurons. Once the “correct”
weights have been obtained from training, the model can be used for prediction.

To illustrate the proposed methodology and to verify its validity, a prediction
model is constructed for a real-world case—namely, point-and-shoot digital
cameras.

3.1 Model Construction and Testing

In order to construct the model, 269 records, describing a 58-month period, were
collected from the point-and-shoot digital camera market in Taiwan. Six variables
were selected as inputs: effective pixels, optical zooms, ISO, camera size, weight,
and data collection time. The market price of each record at the data collection
time was assigned as the model output.

Various network structures were tested; a simple multi-layer neural network
(1 hidden layer with 3 neurons) was selected because of the training results. Twenty
records that are after the date of 2010/7/1 were selected as the verification set. The
other 249 records were randomly divided into three groups: a training set (180
records); a cross-validation set (25 records); and a testing set (44 records). Data in the
cross-validation set was used in the training process to prevent possible over-training.

After the weights had been obtained, data from the testing set were used to
verify that the trained ANN model would be valid with respect to new data.
Figure 3 compares the results of model prediction with actual prices of the testing
set data. As shown in Fig. 3, the average differences between predicted data to
actual data is about 18 %, which were satisfactory in this case.

Desired Output and Actual Network Output
20300

18000
16000

12000 r

Output

1 4 2 1 13 16 19 22 25 28 31 34 37 40 43
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Fig. 3 Comparison between predicted prices and actual prices for the testing set data
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Table 1 Comparison between predicted prices to actual prices

No. Time Effective Optical Max  Volume Weight Prices Prices Diff.
Pixel Zoom ISO (cm3) (gram) (predicted) (Actual) (%)

1 2010/71 1,410 23 3200 88,536 105 8,727 7,980 9
2 2010/7/1 1,200 23 3200 101,834 133 9,188 13,980 34
3 2010/7/1 1,220 2.3 3200 102,323 130 9,121 9,980 9
4 2010/7/1 600 23 6400 658,419 341 11,827 8,800 34
5 20107771 504 2 3200 117,494 141 8,215 8,000 3
6 2010/7/1 1,510 24 6400 954,180 496 16,506 20,450 19
7 20107771 1,410 23 3200 88,536 105 8,727 8,800 1
8 2010/8/1 1,410 2.3 6400 152,712 180 11,383 11,150 2
9 2010/8/1 1,410 2.3 3200 98,532 116 8,867 9,100 3
10 2010/8/1 1,410 23 3200 92,806 103 8,529 6,200 38
11 2010/8/1 1,000 3.8 3200 132,151 190 10,201 11,700 13
12 2010/8/1 1,000 3.8 3200 171,935 170 9,292 14,300 35
13 2010/8/1 1,200 3 1600 130,014 135 8,044 7,980 1
14 2010/8/19 1,210 4 1600 379,845 260 9,985 8,500 17
15 2010/9/1 1,010 1.7 12800 395,010 360 12,728 17,900 29
16 2010/9/1 1,210 23 6400 106,029 133 10,267 9,900

17 2010/9/1 1,210 23 3200 184,080 209 10,643 9,900 8
18 2010/9/2 600 2 12800 202,488 195 11,845 10,000 18
19 2010/10/10 1,410 35 1600 1223,037 552 14,293 15,600 8
20 2010/10/20 1,000 5 3200 412,580 351 12,858 17,900 28

3.2 Model Application for Innovation Planning

The trends in the data were extrapolated to predict future market behavior. The
inputs from the verification data set were applied to the model to test the per-
formance of the model to extrapolated data. Table 1 shows the testing results.

As shown in Table 1, the differences between actual prices and predicated
prices are ranging from 1 to 38 % with an average 15 %. The accuracy of the
prediction model is within acceptable range. Further test the accuracy trend of
the prediction model. The average accuracy decreases gradually from 15 % for the
first projected month to 18 % for the fourth projected month. This information can
be use to evaluate how far the model can be projected.

4 Conclusions

Traditional technology models have often applied s-curves to explain how market
prices arrived at their present states. This paper has combined PLCs and s-curves
to predict how feature advances will affect market prices. This research trained a
neural network from data about product features and market prices over a period of
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time. Price trends affected by product features were identified. The trained model
was used to predict digital camera prices as a proof of concept. Corporations can
use the methods explained in this paper to plan future product innovations.
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Preemptive Two-Agent Scheduling
in Open Shops Subject to Machine
Availability and Eligibility Constraints

Ming-Chih Hsiao and Ling-Huey Su

Abstract We address the scheduling problem in which two agents, each with a set
of preemptive jobs with release dates, compete to perform their jobs on open shop
with machine availability and eligibility constraints. The objective of this study is
to minimize make span, given that one agent will accept a schedule of time up to
Q. We proposed a heuristic and a network based linear programming to solve the
problem. Computational experiments show that the heuristic generates a good
quality schedule with a deviation from the optimum of 0.25 % on average and the
network based linear programming model can solve problems up to 110 jobs
combined with 10 machines.

Keywords Scheduling - Two-agent - Open shop - Preemptive . Machine
availability constraint - Machine eligibility

1 Introduction

Consider two agents who have to schedule two sets of jobs on an m-machine open
shop. Each job has k operations, k < m, and each operation must be performed on
the corresponding specialized machine. The order in which the operations of each
job are performed is irrelevant. Operation preemption is allowed and the machine
availability and eligibility constraints are considered. The machine availability
arises when machines are subject to breakdowns, maintenance, or perhaps high
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priority tasks are prescheduled in certain time intervals. The machine eligibility
constraints are imposed when the number of operations of each job i can be less
than m. Each machine can handle at most one operation at a time and each
operation can be processed on at most one machine at a time. Two agents are
called Agent A and B. Agents A and B have n, (n,) jobs. Let n denote the total
number of jobs, i.e., n = n, + n,, and each job j of agent A (B) is denoted by

J;‘ <J}’) The processing time of a job j of agent A (B) on machine i is denoted by

P (P]bl) The release time of a job j of agent A (B) is denoted by r{ (r}’). Each
machine i is available for processing in the given N(i) intervals, which are
(BEfE], i=1,...m, k=1,...,N(i), and b/"' > f¥, where pf and f* are the
start time and end time of the kth availability interval of machine i, respectively.

The operations of job j of agent A (B) are processed on a specified subset M}’ (MJ” )

of the machines in an arbitrary order. We use C; (Cjb) to denote the completion

time of J; for agent A (B) and Cp,x = max{l max C{, max C?} to denote the

<j<ng <<
makespan. The objective is to minimize makespan, given that agent B will accept a
schedule of cost up to Q. According to the notation for machine scheduling, the
problem is denoted as O,NCy|pmmn®, ré, M¢ : pmm®, b, M?|C, . : Ch. <O,
where O indicates open machines, NC,,;, means that the machines are not available

()

in certain time intervals, pmm“®) signifies job preemption, r]a implies that each

job has a release date, Mf ®) denotes the specific subset of machines to process job

Jj, and Cfnax < Q denotes agent B will accept a schedule of time up to Q.

The multi-agent scheduling problems have received increasing attention
recently. However, most of the research focuses on the single machine problem.
The Baker and Smith study (2003) was perhaps the first to consider the problem in
which two agents compete on the use of a single machine. They demonstrated that
although determining a minimum cost schedule according to any of three criteria:
makespan, minimizing maximum lateness, and minimizing total weighted com-
pletion time for a single machine, is polynomial, the problem of minimizing a mix
of these criteria is NP-hard. Agnetis et al. (2004) studied a two-agent setting for a
single machine, two-machine flowshop and two-machine open shop environments.
The objective function value of the primary customer is minimized subject to the
requirement that the objective function value of the second customer cannot
exceed a given number. The objective functions are the maximum of regular
functions, the number of late jobs, and the total weighted completion times. The
problem in a similar two-agent single machine were further studied by Cheng et al.
(2006), Ng et al. (2006), Agnetis et al. (2007), Cheng et al. (2008), Agnetis et al.
(2009), and Leung et al. (2010). When release times are considered, Lee et al.
(2012) proposed three genetic algorithms to minimize the total tardiness of jobs for
the first agent given that the second agent will accept a schedule with maximum
tardiness up to Q. Yin et al. (2012a) address the same problem while using the
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approaches of mixed integer programming, branch and bound, and marriage in
honey-bees optimization to solve the problem.

The multi-agent problems are extended by considering variations in job pro-
cessing time such as controllable processing time (Wan et al. 2010), deteriorating
job processing time (Cheng et al. 2011a; Liu et al. 2011), learning effect (Cheng
et al. 2011b; Lee and Hsu 2012; Wu et al. 2011; Yin et al. 2012b; Cheng 2012),
and setup time (Ding and Sun 2011). Mor and Mosheiov (2010) considered
minimizing the maximum earliness cost or total weighted earliness cost of one
agent, subject to an upper bound on the maximum earliness cost of the other agent.
They showed that both minimax and minsum cases are polynomially solvable
while the weighted minsum case is NP-hard.

Lee et al. (2011) extended the single machine two-agent problem to the two-
machine flowshop problem where the objective is to minimize the total completion
time of the first agent with no tardy jobs for the second agent. A branch-and-bound
and simulated annealing heuristic were proposed to find the optimal and near-
optimal solutions, respectively.

As for the preemptive open shop, Gonzalez and Sahni (1976) proposed a
polynomial time algorithm to obtain the minimum makespan. Breit et al. (2001)
studied a two-machine open shop where one machine is not available for pro-
cessing during a given time interval. The objective is to minimize the makespan.
They showed that the problem is NP-hard and presented a heuristic with a worst-
case ratio of 4/3. When time-windows is considered for each job on an open shop
and the objective is to minimize makespan, Sedeno-Noda et al. (2006) introduced
a network flow procedure to check feasibility and a max-flow parametrical algo-
rithm to minimize the makespan. Sedeno-Noda et al. (2009) extended the same
problem by considering performance costs including resource and personnel
involvement.

So far as we know, there is no result related to a preemptive open shop wherein
two-agents and machine availability and eligibility, as well as job release times,
are considered.

2 Computational Results

The objective of the computational experiments described in this section is to
evaluate both the performances of the heuristic and the exact algorithms. All
experimental tests were run on a personal computer with AMD 2.91 GHz CPU.
The heuristic algorithm was coded in Visual Basic, and the linear programming
model and the constraint programming model were solved by LINGO11.0 and
ILOG OPL 6.1, respectively. The experiment involves the instances with the
number of jobs n = 40, 60, 80, 100 and 110 in which three pairs of n, and n, are
set as
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(na = 20, ny = 20), (n, = 25 ), and (n, = 15,n), = 25)
(n, =30, np, = 30), (n, =35, n, = 25), and (n, = 25, n;, = 35)
(n, =40, n, = 40), (n, =45, n, = 35), and (n, = 33, n, = 45)
(na = 50, np = 50), (n, = 60 ), and (n, = 40, n, = 60)
(ny =55, np =55), (n, =60 ), and (n, = 50, n;, = 60)}, respectively.

,np = 15), an

}
}
}
,np, = 40), an }, and

,np = 50), an

P N N

The processing time of pj; are randomly generated from a uniform distribution
U[0,10]. The job arrival time r; refers to Chu (1992) and are generated from

m ng m np

U0, P], where P = (Z Zp” +> Zp,,)/m is the mean processing time on
i=1j= i=1j=1
each machine. The number of machine m is set as m = 6, 8 and 10. To generate
the upper bound of makespan for agent b, we refer to Bank and Werner (2001)

m_ ng m_ np

na "
PO PV AW

with  Q=f (2| p+—"—||%  where P=—""—=""— and
p e {1.2,1.5,2,2.5}. The rate of machine availability 6 is set as 0.7, 0.9 and 1.0.
Five instances are generated for each combination of n, m, pfi, rj’?, 0, Q, yielding
900 instances. In comparing heuristic performance, the following formula is used
to determine the deviation of the heuristic solution over the optimal solution.
Deviation (%) = [(heuristic-optimum)/optimum] x 100 %.

Table 1 shows the solution quality of the heuristic. The influences of m, n, n./n,,
and 6 on the solution quality of the heuristic are analyzed.

Table 1 illustrates that the deviation of the heuristic from the optimal solution
appears in descending trend as the value of m increases. The reason is that the
heuristic selects the maximum total remaining processing time of each job, instead
of that of each machine, to be processed on the corresponding machine. For the
rate of machine availability 6, the value of 1 showing that all machines are
available at any times. Since none of [bf?,fik], i=1,...mk=1,...,N(i
incurred, the number of time intervals decreases and the span of time interval
increases, therefore more jobs are competing to be scheduled in each time interval
and hence the error increases. As to the number of jobs, the higher value that 7 is,
the better the performance of the heuristic. One reason is that the higher value for
n implies more time epochs r; incurred and a smaller time span for each 7; making
the heuristic easier to assigning the operations correctly. Another reason is that the
denominator increases, whereas the deviation of the heuristic solution from the
optimal solution may not increase in proportion to the denominator. There is no
significant difference in the performance of the heuristic on the value of n,/n,, but
n.n, = 0.5 gives the best performance. When n,/n;, increases, the deviation
increases due to the fact that the heuristic gives priority to agent B and thus more
operations of agent A should compete to schedule in each time interval.
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Table 2 Execution times of Lingo and Heuristic for small-size instances

m N Lingo(ss) Heuristic(ss)
6 90 19.25 1.25
6 100 37.75 1.75
6 110 30.25 1.75
8 90 32.25 1.75
8 100 165.25 2.25
8 110 71.25 2.50
10 90 181.25 2.00
10 100 629.00 3.00
10 110 1002.75 3.00

Based on this analysis, we found that decreasing machine number m and the
value of n,/n;, reduced the deviation of the heuristic, while decreasing job number
n increased the deviation of the heuristic. The heuristic generates a good quality
schedule with a deviation from the optimum of 0.25 % on average.

As to the execution time of the heuristic, Table 2 shows the average execution
time of the network based linear programming and the heuristic. The average
execution time of the heuristic is small compared to that of the linear
programming.

In Table 3, the average execution times in seconds for Linear Programming
model, Constraint Programming model, and Combined model (Linear program-
ming and Constraint Programming) are shown in columns lingo, OPL, and Total,
respectively. For n = 80 and m = 10, the average execution time for the com-
bined model exceeds two hours. Therefore, an efficient heuristic algorithm is much
required.

3 Conclusions

In this paper, we have analyzed the preemptive open-shop with machine avail-
ability and eligibility constraints for two-agent scheduling problem. The objective
is to minimize makespan, given that one agent will accept a schedule of time up to
Q. This problem arises in environments where both TFT-LCD and E-Paper are
manufactured and units go through a series of diagnostic tests that do not have to
be performed in any specified order. We proposed an effective heuristic to find a
nearly optimal solution and a linear programming model that based on minimum
cost flow network to optimally solve the problem. Computational experiments
show that the heuristic generates a good quality schedule with a deviation from the
optimum of 0.25 % on average.
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Table 3 Execution times of L. P model, OPL model and those of both models

n

40 60 80

# m f lingo OPL Total Lingo OPL Total Lingo OPL Total
0.7 6 12 1.67 3471.55 347322 5.83 5632.6 563843 12.50 5383.2 5395.70
1.5 250 1621.4 162390 5.83 4866.14 4871 .97 1233 6217.37 6229.70
2 1.83 4443.77 4445.60 4.83 3658.6 3663.43 12.83 8374.42 8387.25
2.5 1.67 2189.61 2191.28 550 4569.55 4575.05 11.00 7941.41 7952.41
8 1.2 483 3563.08 3567.91 21.50 44248 4446.03 78.67 6268.49 6347.16
1.5 7.00 1443.82 1450.82 18.50 3954.75 3973.25 38.17 7704.92 7743.09
2 7.67 5066.59 507426 18.83 6614.74 6633.57 27.33 2103.56 2130.89
2.5 3.33 479144 4794.77 27.33 5982.09 6009.42 40.17 7497.72 7537.89
10 1.2 6.00 4189.73 4195.73 54.83 6148.1 6202.93 143.00 52354 5378.40
1.5 8.50 3821.1 3829.60 49.50 5743.97 5793.47 114.33 6818.86 6933.19
2 19.00 4693.21 471221 49.17 7330.26 7379.43 183.17 8758.87 8942.04
2.5 15.50 2043.46 2058.96 46.17 6236.85 6283.02 62.17 8695.65 8757.82
09 6 1.2 3.67 3039.84 3043.51 6.67 2850.65 2857.32 26.33 5551.2 5577.53
1.5 1.67 2232.66 223433 9.50 3644.31 3653.81 20.17 5946.28 5966.45
2 3.00 2767.03 2770.03 8.50 1418.79 1427.29 15.83 7841.27 7857.10
2.5 3.00 1283.03 1286.03 13.67 3345.55 3359.22 17.50 6982.52 7000.02
8 1.2 433 2918.39 2922.72 44.17 3 86.79 430.96 121.17 6002.08 6123.25
1.5 3.83 1051.23 1055.06 11 .67 2515.51 2527.18 50.83 6147.72 6198.55
2 12.33 3845.41 3857.74 51.50 4309.71 436121 84.00 6349.53 6433.53
2.5 15.50 2504.07 2519.57 17.17 4862.58 4879.75 45.83 6600.61 6646.44
10 1.2 9.17 3579.19 3588.36 25.50 6039.01 6064.51 168.33 7074.55 7242.88
1.5 14.83 298.89 313.72 58.00 5946.64 6004.64 183.00 6661.49 6844.49
2 14.83 4352.03 4366.86 51.67 7150.68 7202.35 123.00 8079.32 8202.32
2.5 11.67 2143.27 2154.94 2533 6270.04 629537 99.00 7973.84 8072.84
1 6 1.2 150 321597 3217.47 1583 3695.52 371 1.35 12.17 6414.66 6426.83
1.5 1.83 3013.4 301523 450 5124.51 5129.01 16.83 6301.5 6318.33
2 2.17 2111.1 2113.27 450 4288.64 4293.14 25.50 6042.42 6067.92
2.5 1.67 1390.48 1392.15 550 509222 5097.72 12.17 1745.63 1757.80
8 1.2 2.67 2791.07 2793.74 17.00 2167.23 2184.23  48.50 5986.16 6034.66
1.5 4.50 2551.8 255630 12.17 2216.43 2228.60 53.00 6284.06 6337.06
2 2.67 3868.56 3871.23 15.00 4533.6 4548.60 20.00 5285.74 5305.74
2.5 9.17 4052.98 4062.15 13.67 5139.19 5152.86 86.33 6349.87 6436.20
10 1.2 6.50 3989.02 3995.52 35.17 6148.1 6183.27 101.17 9280.7 9381.87
1.5 6.33 3484 3490.33 39.50 5743.97 5783.47 139.83 6818.86 6958.69
2 4.83 3693.21 3698.04 13.00 7330.26 7343.26 36.17 8758.87 8795.04
2.5 3.33 3043.1 3046.43 14.67 6236.85 6251.52 54.00 8695.65 8749.65
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Supply Risk Management via Social
Capital Theory and Its Impact on Buyer’s
Performance Improvement

and Innovation

Yugowati Praharsi, Maffie Linda Araos Dioquino and Hui-Ming Wee

Abstract Today’s supply chain managers are facing plenty of risks due to
uncertainties of inbound supplies. Buyer must learn how to mitigate those unex-
pected risks. In this study, we explore supply risk management via structural,
relational, and cognitive approaches from a buying firm’s perspective based on the
social capital theory. We also propose that the three forms of social capitals are
positively related to buyer—supplier performance improvements. Consequently, the
performance improvement of buyer—supplier will positively influence the inno-
vation performance.

Keywords Supply risk - Social capital theory - Buyer performance improvement -
Supplier performance improvement - Innovation performance

1 Introduction

Modern supply chain managers have to deal with uncertainties of inbound supplies
such as changes of demand volume, on-time delivery, competitive pricing, tech-
nologically behind competitors, and quality standards. Buyer must learn how to
mitigate those unexpected risks.

Firms establish networking relationships to obtain resources, valuable infor-
mation, and knowledge to overcome uncertainty in the business environment.
Buyers and suppliers that work closely with one another tend to form social

Y. Praharsi (X)) - H.-M. Wee

Department of Industrial and Systems Engineering, Chung Yuan Christian University,
Chung Li, Taiwan

e-mail: yugowati.praharsi @staff.uksw.edu

M. L. A. Dioquino
Department of Information Technology, Satya Wacana Christian University, Salatiga,
Indonesia

Y.-K. Lin et al. (eds.), Proceedings of the Institute of Industrial 549
Engineers Asian Conference 2013, DOI: 10.1007/978-981-4451-98-7_66,
© Springer Science+Business Media Singapore 2013



550 Y. Praharsi et al.

networks and develop relationships in uncertain situations to manage supply risk
(Acquaah 2006). Social capital is an important risk management strategy because
social relationships are one of the ways to deal with uncertainty (Woolcock 2001).

Nahapiet and Ghoshal (1998) proposed 3 dimensions of social capital, i.e.: the
relational, the cognitive, and the structural dimensions. Research that has examined
buyer—supplier relationship effects on buyer—supplier performance has primarily
focused on relational capital (Johnston et al. 2004; Cousins et al. 2006). More
recently researchers have begun to consider other dimensions of social capital.
Krause et al. (2007) considered the structural and cognitive aspects of social capital
and their effects on various aspects of buyer and supplier performance. Lawson et al.
(2008) considered the effects of relational and structural capital, resulting from
relational and structural embeddedness. Embeddedness refers to the degree to which
economic activity is constrained by non-economic institutions. The term was created
by economic historian Karl Polanyi. Carey et al. (2011) proposed an integrative
model examining the relationships among relational, structural, and cognitive
dimensions of social capital. Hughes and Perrons (2011) explored the evolution of
social capital dimensions. Tsai et al. (2012) postulated that innovation performance
is indirectly affected by 3 forms of social capital.

There are few studies that discuss on risk management in the relationship with
social capital. Cheng et al. (2012) explored supply risk management via the
relational approach in the Chinese business environment (i.e. guanxi). The current
study jointly examines three forms of social capital as a form to perceive supply
risk. Also, there are few studies explored the dimensions of social capital
embeddedness. Lawson et al. (2008) considered relational embeddedness such as
supplier integration and supplier closeness and structural embeddedness such as
managerial communication and technical exchange. Our study thus considers
transaction-specific supplier development in addition to relational embeddedness
and shared norms in addition to cognitive embeddedness. Either social capital
theory or social capital theory embeddedness has been respectively included in the
previous research as form to perceive supply risk, but none of the previous
research has tried to simultaneously take both into account for explaining per-
formance outcomes. Hence, this study is motivated by their initiatives.

In answering these gaps, we make four key contributions to the supply chain
literature. First, we show that when a buying firm faces supply risk, it tends to form
social networks with its key supplier to reduce risk in 3 forms of social capital.
Secondly, we extend the application of social capital theory in SC research by
explicitly recognizing relational aspect of embeddedness (transaction-specific
supplier development) and cognitive aspect of embeddedness (shared norms).
Thirdly, we propose that the dimensions of social capital theory (social interaction
ties, trust in supplier, shared vision) and the dimensions of social capital
embeddedness (managerial communication, technical exchange, supplier integra-
tion, transaction-specific supplier development, shared norms) influence buyer and
supplier performance improvements. Finally, we propose that the performance
improvement of buyer and supplier will positively influence the innovation
performance.
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In this study, we explore supply risk management via structural, relational, and
cognitive approaches from a buying firm’s perspective. Figure 1 shows a major
framework in this study.

2.1 Supply Risk Management

Risk exists in supply chains and its occurrence can detrimentally affect the pro-
vision of products and services to the final consumer. Supply risk has been defined
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as the probability of an incident associated with inbound supply from individual
supplier failures or the supply market, in which its outcomes result in the inability
of the purchasing firm to meet customer demand or cause threats to customer life
and safety (Zsidisin and Ellram 2003). Cheng et al. (2012) proposed that when
buyers perceive a supply risk situation with their key supplier, they amass social
capital to deal with uncertainty and risk. Social capital can be used as a resource to
reduce uncertainty and risk in different forms above. This leads to:

Proposition 1 Perceived supply risk has a positive relationship with social
capital development

2.2 Social Capital Theory

The social capital theory is used to explain the relationship between the buyer and
the supplier. Social capital theory (SCT) has become an important perspective for
theorizing the nature of connection and cooperation between organizations (Adler
and Kwon 2002). As interactions within the linkage between the firms increase,
social capital is improved, thereby potentially increasing the flow of benefits.
These benefits can include access to knowledge, resources, technologies, markets,
and business opportunities (Inkpen and Tsang 2005).

Nahapiet and Ghoshal (1998) proposed 3 dimensions of social capital: (1) the
relational dimension (e.g. trust, friendship, respect, reciprocity, identification and
obligation), referring to the strength of social relationships developed between
buyers and suppliers in the network that is developed through a history of prior
interactions among these people and that influences their subsequent behaviors in
the network; (2) the cognitive dimension (e.g. shared ambition, goals, vision,
culture, and values), referring to rules and expectations of behaviors between
buyers and suppliers in a network that define how a community or society will
perform; (3) the structural dimension (e.g. strength and number of ties between
actors, social interaction ties), referring to structural links or interactions between
buyers and suppliers in social relationship.

Structural social capital refers to the configuration of linkages between parties
that is whom you know and how you reach them (Nahapiet and Ghoshal 1998).
Conceptualizing structural capital as the strength of the social interaction ties
exists between buyer—supplier (Tsai and Ghoshal 1998). Social interaction ties
facilitate cooperation in dyadic buyer—supplier relationships, and are defined as
purposefully designed, specialized processes or events, implemented to coordinate
and structurally embed the relationship between buyer and supplier (Cousins et al.
2006; Nahapiet and Ghoshal 1998).

Social interaction ties have also been linked to performance improvements and
value creation in buyer—supplier relationships (Cousins et al. 2006), because they
provide a forum whereby buyers and suppliers can share information and identify
gaps that may exist in current work practices. This leads to:
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Proposition 2 Social interaction ties positively influence buyer and supplier
performance improvements

Structural embeddedness creates the opportunity for future structural capital
benefits. There are two factors in the structural embeddedness, i.e.: managerial
communication and technical exchange (Lawson et al. 2008). In order to achieve
the benefits of collaboration, effective communication between partners’ personnel
is essential (Cummings 1984). Quality performance was superior between buyers
and suppliers when communication occurred among design, engineering, quality
control, purchasing and other functions. This leads to:

Proposition 3 Managerial communication positively influence buyer and supplier
performance improvements

Simple technology exchanges can enhance supplier performance and are
independent of whether a buyer and supplier have established familiarity through
long-term relationship. Others have argued that technical exchanges help to
improve buyer performance (Lamming 1993). This leads to:

Proposition 4 Technical exchange positively influence buyer and supplier per-
formance improvements

Relational capital dimension refers to personal relationships that develop
through a history of interactions, i.e. the extent to which trust, friendship, respect,
obligation, identification, and reciprocity exist between parties (Nahapiet and
Ghoshal 1998; Villena et al. 2011). These networks encourage buyer and supplier
to act according to one another’s expectations and to the commonly held values,
beliefs, and norms of reciprocity. The latter maintain mutual trust between supply
chain partners, which reduces the negative consequences of uncertainty and risk.

Trust is an essential element of relationships and one of the key aspects of
relational social capital. Trust reduces the risk of opportunistic behavior and brings
partnering firms closer together to collaborate more richly and to withhold
potentially relevant resources (Inkpen and Tsang 2005). Improved relationships
and trust can lead to improved buyer and supplier performances (Johnston et al.
2004). This leads to:

Proposition 5 Trust in supplier positively influence buyer and supplier perfor-
mance improvements

Relational embeddedness between buyers and their key suppliers can be defined
as the range of activities integrated, the direct investments between both parties,
and their relational capital. As a relationship evolves with a key strategic supplier,
the relationship becomes embedded as the supplier becomes more integrated and
the buyer gives more efforts in supplier development. There are two factors in the
relational embeddedness, i.e.: supplier integration (Lawson et al. 2008) and
transaction-specific supplier development.

When buying firms are committed to full supplier integration, they are arguably
prepared to help their key suppliers through information sharing, technical
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assistance, training, process control, and direct investment in supplier operations,
in return for the benefits of improved performance and joint value creation
(Frohlich and Westbrook 2001). More strategic suppliers become fully integrated
and the more positive experiences draw them closer to a buying firm, the richer the
information exchanged (Koka and Prescott 2002). This leads to:

Proposition 6 Supplier integration positively influence the buyer and supplier
performance improvements

As buying firms increasingly realize that supplier performance is crucial to their
establishing and maintaining competitive advantage, supplier development has
been a subject of considerable research in supply chain management (Govindan
et al. 2010). Supplier development is defined as any effort of a buying firm to
increase the performance and capabilities of the supplier and to meet the buying
firm’s short and/or long term supply needs (Krause and Ellram 1997).

Transaction-specific supplier development significantly correlated with and had
direct effects on the performance of both purchasing and supplier organizations in
terms of buyer and supplier performance improvement (Krause 1997). Transac-
tion-specific supplier development leads to closer cooperation between manufac-
turers and their suppliers. This leads to:

Proposition 7 Transaction-specific supplier development positively influence the
buyer and supplier performance improvements

The cognitive dimension refers to the resources that provide parties with shared
expectations, interpretations, representations and systems of meaning (Nahapiet
and Ghoshal 1998). The cognitive capital is also defined as symbolic of shared
goals, vision and values among parties in a social system (Tsai and Ghoshal 1998).
Congruent goals represent the degree to which parties share a common under-
standing and approach to the achievement of common tasks and outcomes. The
establishment of congruent goals can guide the nature, direction, and magnitude of
the efforts of the parties (Jap and Anderson 2003).

Shared culture refers to the degree to which norms of behavior govern rela-
tionships. Shared norms can be created by expectation that govern appropriate
behavior and affect the nature and degree of cooperation among firms. Strong
social norms associated with a closed social network encourage compliance with
local rules and customs can reduce the need for formal control (Adler and Kwon
2002).

A lack of norms similarities and compatible goals may trigger conflicts that
result in frustration and have negative effects on performance (Inkpen and Tsang
2005). Krause et al. (2007) found support for the positive effect of shared norms
and goals on cost reduction. This leads to:

Proposition 8 Shared norms positively influence the buyer and supplier perfor-
mance improvements

Proposition 9 Shared goals positively influence the buyer and supplier perfor-
mance improvements
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2.3 Buyer and Supplier Performance Qutcomes

Performance improvements sought by buying firms are often only possible when
they commit to long-term relationships with key suppliers. Long term commitment
means that the buyer regards its suppliers as partners (Krause and Ellram 1997). In
the global market where buyer’s competitive advantage can be rapidly initiated by
competitors, a commitment to innovation is inevitable to sustain competitive
advantages and innovation performance. Commitment to innovation refers to
employee’s duty such as pledge or obligation to work on innovation. By boosting
commitment to the innovation, great performance on innovation can be primarily
achieved. This leads to:

Proposition 10 Buyer performance improvement positively influence innovation
performance

Supplier performance improvement is defined as upgrading existing suppliers’
performance and capabilities has been recognized as one of the initiations of
supplier development to meet the changing competitive requirements (Hahn et al.
1990). Rewards for supplier’s improvement are also a stimulating tool that indi-
cates buyer’s recognition and provides incentive to supplier for further outstanding
achievement. This leads to:

Proposition 11 Supplier performance improvement positively influence innova-
tion performance

The performance improvement in essence also comes from promoting buyer
and supplier cooperative behavior that increases the creativity of their actions
(Nahapiet and Ghoshal 1998). The creativity encourages the accomplishment of
innovation performance such as the development of new products and markets.
More recently, some studies suggested pursuing innovation performance besides
the traditional operational improvement. A set of innovation performance shows
that it takes longer to reach the threshold of innovation performance compared
with operational benefits (Villena et al. 2011). Therefore, in this study we pose
innovation performance as the effect of buyer and supplier performance
improvements.

3 Conclusion and Future Research

This study developed an integrative framework of structural, relational, and cog-
nitive approaches to supply risk management grounded in the social capital theory
and proposed its impact on buyer performance improvement and innovation. Our
study contributed to the literature on a number of fronts.

First, we showed that when a buying firm faces supply risk, it tends to form
social networks with its key supplier to reduce risk in three dimensions of social
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capital. Secondly, we extend the application of social capital theory in supply
chain research by explicitly recognizing relational aspect of embeddedness and
cognitive aspect of embeddedness. Thirdly, we analyze the three dimensions of
social capital and the social capital embeddedness in a single model, which has
rarely been done in previous studies. Finally, we use a complete set of performance
measures to develop a more complete view of how social capital facilitates a value
creation. For future works, a more comprehensive study to develop performance
criteria and indicators can be done.
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Abstract In this paper, a variable time windows-based three-phase combined
algorithm is proposed to address the scheduling problem of on-line batch pro-
cessing machine for minimizing total tardiness with limited waiting time con-
straints and dynamic arrivals in the semiconductor wafer fabrication system
(SWES). This problem is known to be NP-hard. In the first phase, the on-line
information of scheduling parameters is preserved and sent. In the second phase,
the computational results of reforming and sequencing are obtained. In the third
phase, the super-hot batch is loaded. With the rolling horizon control strategy, the
three-phase combined algorithm can update solution continually. Each interval of
rolling horizon is a time window. The length of each time window is variable. The
experiments are implemented on the real-time scheduling simulation platform of
SWES and ILOG CPLEX to demonstrate the effectiveness of our proposed
algorithm.
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1 Introduction

Batch processing machines (BPM) are frequently encountered in the semicon-
ductor wafer fabrication system (SWFS) such as furnace operations. For an
overview of batching and scheduling problems, we invite the reader to refer to
Potts and Kovalyov (2000). Johnson (1954) first proposes polynomial time algo-
rithms the items minimizing the total elapsed time. Ahmadi et al. (1992) consider
the batching and scheduling problems in a flow-shop scenario with a batch-pro-
cessing machine and a discrete-processing machine. Lin and Cheng (2001) con-
sider scheduling a set of jobs in two batch machines. Su (2003) formulates a hybrid
two-stage model comprising of a BPM in the first stage and a discrete machine in
the next stage with limited waiting time constraints. In order to consider on-line
scheduling, the rule decomposition-based is a good strategy. Rolling horizon
control strategy, a kind of time-sequence-based decomposition method, is devel-
oped for dynamic scheduling problems (Ovacikt and Uzsoy 1994, 1995).
According to rolling horizon control strategy, a scheduling problem can be divided
into several sub-problems along time-axis. Each sub-problem corresponds to a
time window of the whole schedule. This approach is extended and applied to
schedule in SWES (Klemmt et al. 2011).

In this paper, we extend time-sequence-based decomposition method to address
the problem of scheduling on-line BPM for minimizing total tardiness with limited
waiting time constraints and dynamic arrivals in SWFS. Du and Leung (1990)
prove that a special case with single machines is NP-hard. Definitely, our problem
is also NP-hard. According to time-sequence-based decomposition rule, the large
BPM is divided into smaller ones. Each smaller one includes three-phase.

The remaining sections of this paper are organized as follows. In Sect. 2, we
present the problem and notations. The methodology of proposed variable time
windows-based three-phase combined algorithm is defined in Sect. 3. The com-
putational experiments are designed and conducted in Sect. 4. Section 5 concludes
the paper with future research directions.

2 Problem Definition and Notations

In this research, we model two BPMs with limited waiting time constraints and
dynamic arrivals. As illustrated by Fig. 1, the definitions are stated as follows.

This model includes many machine groups (MG) such as MG', MG?, and MG®.
The process flow is IN — MG' - MG? » MG' » MG® - OUT, where
re-entrant flow is allowed. The information of jobs in Buffer 3 is obtained in the
first phase. Once any MG is started, it can’t be interrupted. Assume MG® group has
the same processing time, and is not starved.

For convenience, we use the following notations in the rest of the paper.
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Let I be number of different products, J number of different batches coming
from MG' group in Buffer 3, N number of reforming batches waiting to be
scheduled on MG group and S capacity of MG® group t denotes current time of
simulation clock. P 3G presents processing time of MG® group. For batch j, Qj» Sjs
1;, d;, ZS;, DS}, PR}, and Py; stand for limited waiting time between MG group and
MG? group, size, arriving time, due date time, total number of processing steps,
number of processing step on MG> group, pure remaining processing time after
MG? group, and processing time of the kth processing step, respectively. For the
reforming batch n, dr,, Cr, and PRr, denote due date time, completion time, and
pure remaining processing time after MG> group, respectively. M is an extremely
huge positive integer.

3 Methodology

In this section, a variable time windows-based three-phase combined algorithm is
proposed. We begin with introducing the overall algorithm structure. Then we
analyze the slack-based mixed integer linear programming (MILP) model.

Based on decomposition rule and rolling horizon control strategy, the problem
can be decomposed into many time windows. The length of each time window is
variable, which is equivalent to the interval of between two adjacent time points of
the super-hot batch to be loaded. At each time window, the problem includes three
sub-problems (i.e., three phases): to get information of scheduling parameters, to
reform and sequence batches, and to load super-hot reforming batch and update the



562

D. Yang et al.

state of manufacturing system. The first and third sub-problems are resolved by
real-time scheduling simulation (ReSZ) platform of SWFS (Liu et al. 2005). The
second sub-problem is resolved by slack-based MILP model which is executed by
ILOG CPLEX and the program developed by ourselves. The proposed algorithm is
illustrated in Fig. 2 and implemented as follows.

step 1 The last idle and available BPM (i.e., MG® group) is loaded. Initialize the
time window and start to run the first phase strategy. Read and preserve
the on-line information of batches in Buffer 3. Check the on-line status of

MG? group.

step 2 When a condition that one MG® group is idle and available is met, the
event of loading batch is registered.

step 3 Because no reformed and sequenced batch can be loaded, the idle and
available MG® group must be a status of waiting.

step 4 Compute the total number (N) of reformed batches which are waiting to be
scheduled on MG? group. If N > 1, then go to Step 5; else go to Step 9.

Fig. 2 The overall flow chart
of three-phase combined
algorithm

Rolling horizon control strategy

r
— ‘ Complete the last idle BPM loading ‘

‘ Initialize time window ‘

Update the on-line information of batches in
Buffer 3 and the on-line status of the MG® group

‘ One MG’ group is idle and available ‘

‘ The idle and available BPM is a status of waiting ‘

[Compute the total number of reformed batches|

The number of
available batches>1

Send the current information of batches in
Buffer 3 to the slack-based MILP model

First phase |

Reform and sequence the batches

Send the results of the slack-based MILP model
to the real-time scheduling simulation platform

Satisfy stopping criterion
of the iteration

Third phase |
|
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step 5 Output the on-line information of batches in Buffer 3 and set up a

step 6
step 7

step 8
step 9

database. The database is the inputs of the slack-based MILP model.
The event of reforming and sequencing batch is registered. That is, start
to run the ILOG CPLEX and the program developed by ourselves.
Generate an array of the optimal batches sequencing and output database
of this position array. This database is returned to ReS?> platform.

The event of loading the super-batch is registered.

Start to load the super-batch to idle and available MG® group.

step 10 Remove the loaded batch from Buffer 3. Update the status of MG> group.

step 1

For

Terminate the current time window.

1 If the stopping criterion of the iteration is reached, the procedure stops.
Otherwise, it returns to Step 1. Where, the stopping criterion of the
iteration is controlled by the total running time of the ReS? platform of
SWES.

the event of reforming and sequencing batch, we consider the optimal

sequence positions indices that can be found efficiently by slack-based MILP

model.
The
indices

reforming batches binary parameters and optimal sequencing positions
are the decision variables. The processing time requirements need to be

satisfied, which are the constraints. The total weighted tardiness is to be mini-
mized, which is the objective function. We define the optimal sequencing positions

indices as the one-dimensional array which are noted the [Position (1), Position
(2), ..., Position (N)]. Such problems are conventionally formulated as follows.
Minimize
N
> T=>" max|(Cr, — dry),0] (1)
n=1
Subject to
Cr,=t + Position (n) - Py + PRy, (2)
Position (n) € {1,2,---,N};Vn € {1,2,---,N} (3)

If n # I then Position (n) # Position (I); Vnand | € {1,2,--- N}  (4)

. _{ 1 If the batch j in Buffer3 is assigned the reforming batch n
jn=

0 Otherwise

Vne{1,2,--- . N}; VYje{1,2,---,J} (5)

N
ij,,:l;Vje{l,Z,---,J} (6)
n=1
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J
PRry = xpn- PR;;Vn € {1,2,--,N} (7)
j=1
PRj: Z ij;Vj€{1,2,~-,J} (8)
k:DSj-H
J
dry = xjp-d;Vn € {1,2,---,N} (9)
j=1
J
> x5 <S;Vne{1,2,---,N} (10)

J=1

t — rj + Position (n) - Pgys — M(1 — xj,) <gj;¥n € {1,2,--- ,N};

Vj € {1,2,---,J}
v ([ "

Objective function (1) minimizes total weighted tardiness for each time win-
dow. Constraint (2) is used to compute the completion time of the nth reforming
batch. Constraints (3) and (4) ensure that each reforming batch is sequenced to a
position and each position has only one reforming batch to be assigned. Constraint
(5) imposes the reforming batches binary restrictions. Constraint (6) ensures that
each batch in Buffer 3 is assigned to exactly one reforming batch. Constraint (7) is
used to compute the pure remaining processing time of the nth reforming batch
after MG® group. Constraint (8) is used to compute the pure remaining processing
time of the batch j after MG® group. Constraint (9) is used to compute the due date
time of the nth reforming batch. Constraint (10) ensures that the total size of all
batches assigned to a reforming batch does not exceed MG’ group capacity.
Constraint (11) ensures that the total waiting time of the jth batch in Buffer 3 does
not exceed the limited waiting time. Constraint (12) is used to compute the total
number of reformed batches waiting to be scheduled on MG® group. Constraints
(1-12) conduct slack-based mathematical linear model, we call it slack-based
MILP model which can be fit for being solved by ILOG CPLEX .

4 Simulation Experiments

In this section, a computational experiment is invested to evaluate the proposed
three-phase combined algorithm, so a virtual semiconductor manufacturing system
(VSMS) is modeled and set to run. As shown in Fig. 3, there are 8 different
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Fig. 3 The typical process flow of VSMS with batch processors
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Fig. 4 The processing time of the different processing steps

equipment areas. Among the overflow of VSMS, DIK (i.e., GM' group) and LPC
(i.e., GM® group) belong to BPMs with limited waiting time constraints and
dynamic arrivals which are our object of research.

Four different types of wafer products are assumed to be processed simulta-
neously (I = 4). We assume that each product has the same processing steps, i.e.,
ZS; = DS; = 12. The processing time of each processing step is shown in Fig. 4,
where PT;, pjx2 represents processing time of product i which is processed in DIK
group for the second time (i.e., re-entrant). The values of PT;, p;x2 (i = 1, 2, 3, 4)
are 180, 263, 410, and 300. The maximum capacity of LPC is 12 jobs (S = 12).
For each batch, let q; be 11360. Because LPC is the last processing step, PR; = 0.

In order to evaluate efficiency of the proposed three-phase combined algorithm,
genetic algorithm (GA) is used as reference heuristics to assess the performance of
slack-based MILP method. The computational experiments are programmed and
implemented in Visual Basic. NET 2008 and ILOG CPLEX 12.2 on a Intel Core 2
Duo 2.0 GHz with 2 GB DDR-2 RAM. We consider four different performance
measures and two cases. The four different performance measures include CPU
time, improvement rate, objective function (optimal) value and deviation.

Whenever one machine in LPC is idle, the information of scheduling param-
eters of LPC is sent to the slack-based MILP model. Two cases are Case 1 and
Case 2. With respect to Case 1 the total number of batches waiting to be scheduled
for LPC is 8 (J = 8). The detailed database is that s; = [3, 4, 5, 6, 6, 7, 8, 9],
r; = [100, 150, 200, 300, 180, 263, 410, 300] and d; = [1,211, 1,211, 1,227, 1,227,
1,236, 1,236, 1,245, 1,245]. While Case 2, ] = 16, the detailed database is that
s;=13,4,5,6,6,7,8,9,3,4,5,6,6,7,8,9], r; = [100, 150, 200, 300, 180, 263,
410, 300, 100, 150, 200, 300, 180, 263, 410, 300] and d4; = [1,211, 1,211, 1,227,
1,227, 1,236, 1,236, 1,245, 1,245, 1,211, 1,211, 1,227, 1,227, 1,236, 1,236, 1,245,
1,245].

For the main parameters of GA, let population size, crossover probability,
mutation probability, and number of generations be 80, 0.8, 0.1 and 120,
respectively.
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Table 1 The comparisons between slack-based MILP method and GA method

Case  CPU time (s) Percentage min(}_T) Deviation
Slack-based MILP_GA _MProvement (%) g hased MILP_GA (%)

Case 1 0.06 55.83 +99.87 1,500 1,542 +2.72

Case 2 77.58 7746 —0.15 15,762 15,870 +0.68

The experimental results of slack-based MILP method and GA are listed in
Table 1. In Case 1, the objective function value obtained from slack-based MILP
is better than GA by 2.72 %, the CPU time of slack-based MILP is better than GA
by 99.87 %. In Case 2, although the objective function value obtained from slack-
based MILP is better than GA by 0.68 %, the CPU time of slack-based MILP is
longer than GA by 0.15 %. From Table 1, slack-based MILP method performs
quite well, especially for smaller number of scheduling batches. Table 1 also
shows that our proposed slack-based MILP method can provide the tradeoff
between CPU time and solution quality.

5 Conclusions

In this paper, we have discussed a scheduling problem of on-line BPM for min-
imizing total tardiness with limited waiting time constraints and dynamic arrivals
in SWEFS. To resolve this NP-hard problem, we have proposed a variable time
windows-based three-phase combined algorithm. According to the VSMS exper-
iment, we have evaluated the performance of the proposed algorithm. The results
have demonstrated the effectiveness. Our ongoing work is on where real SWFS
industry BPM scheduling can be considered.
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Optimal Organic Rankine Cycle
Installation Planning for Factory Waste
Heat Recovery

Yu-Lin Chen and Chun-Wei Lin

Abstract As Taiwan’s industry developed rapidly, the energy demand also rises
simultaneously. In the production process, there’s a lot of energy consumed in the
process. Formally, the energy used in generating the heat in the production pro-
cess. In the total energy consumption, 40 % of the heat was used in process heat,
mechanical work, chemical energy and electricity. The remaining 50 % were
released into the environment. It will cause energy waste and environment pol-
Iution. There are many ways for recovering the waste heat in factory. Organic
Rankine Cycle (ORC) system can produce electricity and reduce energy costs by
recovering the waste of low temperature heat in the factory. In addition, ORC is
the technology with the highest power generating efficiency in low-temperature
heat recycling. However, most of factories are still hesitated because of the
implementation cost of ORC system, even they generate a lot of waste heat.
Therefore, this study constructed a nonlinear mathematical model of waste heat
recovery equipment configuration to maximize profits, and generated the most
desirable model and number of ORC system installed by using the particle swarm
optimization method.
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1 Introduction

It is required large amounts of energy and fuel consumption when factories in the
process of manufacturing. According to Taiwan’s department of energy distribu-
tion, the industrial department accounted 38.56 % with total energy, and 50 % of
carbon dioxide emissions with total national emissions (Bureau of Energy 2011a).
However, the energy is used in the form of heat energy, thermal energy is
accounted for the total energy consumption by more than 90 %, only 40 % of heat
energy is converted into process heat, mechanical work, chemical energy, and
electricity, other 50 % heat released as waste heat form to environment, it is
causing of energy waste and environmental pollution (Kuo et al. 2012). According
to statistics, the temperature of most Industry waste heat discharge is between
130 °C and 650 °C, and about 2 million (KLOE) of waste heat below 250 °C,
accounting for 62.72 % of the total waste heat, belongs to the low temperature of
waste heat discharge. Then, the temperature between 251 °C and 650 °C (middle
temperature waste heat) and above 651 °C (high temperature waste heat) account
for 19.08 and 18.20 % of total waste heat (Bureau of Energy 2011b).

Today for low-temperature waste heat recovery power generation system, the
organic rankine cycle (ORC) system is the highest technology with power gen-
eration efficiency, it is widely used in industrial waste heat, geothermal hot
springs, biomass heat and waste heat power generation purposes (Kuo and Luo
2012). In addition, ORC system almost has no fuel consumption during it running
period, it can also reduce carbon dioxide and sulfur dioxide emissions and other
pollutants (Wei et al. 2007). ORC system use organic working fluid as a medium
of pick up thermal power generation (Lee et al. 2011). It can choose suitable low
boiling point substances as the working fluid (such as refrigerant, ammonia, etc.)
by different heat source temperature range, and making low temperature heat
energy converted into electricity or brake horsepower output. For the medium and
the low temperature heat source, converted to electricity, is more efficient than
water (Drescher and Briiggemann 2007). The loop circuit of ORC system, the
main components include: pump, evaporator, expander, generator and the con-
denser. Working fluid circulating in the circuit model is started form (1) booster
pump, (2) evaporated into vapor, (3) promote the expansion machine and gener-
ators, (4) then condensing to liquid, to complete the cycle (Durma et al. 2012;
Somayaji et al. 2007; Chang et al. 2011; Kuo and Luo 2012).

However, in Taiwan the environment of tariffs is generally low, invest of ORC
generator have high risk of too long investment recovery period and low return on
investment, so the industry still maintain hesitated, even if the factory has lots of
waste heat but still lack of invest desire, only few factories are willing to invest in
ORC generator to conduct waste heat recovery power generation (Lee et al. 2011).

Therefore, the goal of this study is using ORC power generation units to
construct a nonlinear mathematical model of waste heat recovery equipment
configuration to maximize profits, will let the low temperature waste heat into
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electric power via ORC system, and using particle swarm algorithm to find out the
suitable generator set number and model, that will be an effectively assist of
factory in their waste heat recovery.

2 Model Construction

This study focus on the factory’s low temperature waste heat with recycling value,
and through ORC system for it recovery. With the condition of maximum output
power, only considering heat source temperature and discharge temperature, heat
source mass flow rate and specific heat, the working fluid evaporation temperature,
and the condensing temperature, than obtained by waste heat of heat capacity
(Fenn 2003). It is include the loss of power transmission and the generator effi-
ciency, therefore, without discussing each element thermal efficiency, achieve the
overall optimization cycle thermal efficiency (Lee 2009; Lee et al. 2011). In the
cost analysis of investment of ORC generator, the most important is the purchased
equipment costs of unit itself. Besides, have to consider generating set surrounding
the installation costs (Lukawski 2009), and taking into consideration of the time
value of money, use levelization concept. The times change might also change the
money value, transform to annuity. In addition, the operation and maintenance
costs of waste heat recovery equipment operate will increase year by year, must
through constant-escalation-levelization-factor to the cost of the time value of
money considerations (Lukawski 2009; Meng and Jacobi 2011).

In this study, the objective function is maximize the annual net profit, include
the annual sell electricity income, annual investment cost, annual operation and
maintenance costs, government subsidies and annual salvage value. At last, it can
figure out the suitable number of units from the waste heat recovery equipment
configuration optimization. Then can be learned that all of the waste heat source in
factory should be parallel configuration of those generators model and number.

2.1 Parameters

1 Number of heat source in factory

J Number of generators model of ORC

HT; The temperature of the heat source i (°C)

LT; The discharge temperature of the factory requirements (°C)

M; Total mass of the heat source i (kg/h)

S; Specific heat of the heat source 7 [cal/g(°C)]

ET; The evaporation temperature of the working fluid in the model j of ORC (kelvin, K)
CT; The condensing temperature of the working fluid in the model j of ORC (kelvin, K)
RH The running hours of the model j of ORC in a year (h)

EP Electricity price per kWh
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EGR
PEC;
sV,

Cl;
CP;
CEE;
G
Cs;
DPC;
PRC;;
GRMC

FPB
MARR
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Electricity growth rate

Purchased equipment cost of the model j of ORC

Salvage value of the model j of ORC

Each generator government grants of the model j of ORC

Cost of installation of the model j of ORC

Cost of piping of the model j of ORC

Cost of electrical equipment of the model j of ORC

Cost of civil and structural work of the model j of ORC

Cold source of the model j of ORC

Design and planning costs of the model j of ORC

Maintenance costs of the model j of ORC installation at the heat source i
Plant repair costs of the model j of ORC installation at the heat source i
Growth rate of the maintenance costs

Factory budget

Payback required by the factory

Minimum acceptable rate of return

Assessment of useful life

2.2 Variables

Xij
m;

Yj:

The number of the model j of ORC installation at the heat source i
The mass diverted to the model j of ORC from the heat source i (kg/h)

1, the heat sourcei has installed the model j of ORC ;
0, the heat source i has not installed the modelj of ORC

I
1, the factory hasinstalled the model j of ORC (Z Vij > 1);
i=1

I
0, the factoryhas not installed the model j of ORC (Z Yij = 0)
i=1

2.3 Mathematical Model

Objective function for waste heat recovery equipment configuration profits (annual
sell electricity income-annual investment cost-annual operation and maintenance
costs + government subsidies + annual salvage value) maximize is:
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Equation (1) is the objective function of this study. Equation (2) as the heat
source i with model j of ORC, the evaporation temperature of ORC can’t higher
than the temperature of that source. Equation (3) for the generator heat source have
no install, the installation number is 0. If factory installed the j generator, then Eq.
(4) represent at least one heat source will installed the generators, which must
consider the generator design and planning costs. M of Eqgs. (3) and (4) as an
infinite value. Equation (5) as the sum of mass diverted to the model j of ORC
from heat source i, those mass can’t more than the total mass of that source.
Equation (6) as available generating capacity by the heat source i installed the
model j of ORC, it can’t more than the generating capacity of that model. Equation
(7) is restriction of payback period. Equation (8) is restriction of budget. Equation
(9) is restriction of return on investment. Equation (10) tells all variables must be
greater than or equal to zero.

3 Validation

This study discusses the case for a steel works within the two color coating line, in
the process of production will produce waste heat. The heat source data is below
Table 1, the conditions of ORC generator power generation, and the relative of
investment cost, according to the literature and the case data which company
provided, the simulation parameters set as Table 2 (Lukawski 2009; Lee et al. 2011;
Chang et al. 2011; Kuo et al. 2012). This case company for investment restrictions:
MARR is 10 (%), FPB is 5(year), B is 50,000,000 (NT). And assuming RH is 8,000
(h/year), EP is 3.01 (NT/kWh), EGR is 2 (%), n is 20 (year), GRMC is 1 (%).
This study use Particle Swarm Optimization of simulate the flock foraging,
through global search and particle search, then find the best solution after iterative

Table 1 Heat source data

Heat source M; (kg/h) Si (cal/g °C) HT; (°C) LT; (°C)
i=1 23,760 0.31 320 170
i=2 23,280 0.31 332 170

Table 2 Parameters of the ORC

Model of  GC; ET; (K) CT; (K) PEC; (NT) SV; (NT) A; (NT) CI; (NT)

ORC kW)

j=1 50 381.15 313.15 4,500,000 450,000 2,000,000 270,000

ji=2 125 394.15 294.15 11,250,000 1,125,000 5,000,000 675,000

Model of ~ CP; (NT) CEE; (NT) CC; (NT) CS; (NT) DPC; MC; (NT) PRC;
ORC (NT) (NT)

j=1 405,000 180,000 135,000 225,000 225,000 225,000 225,000

j=2 1,012,500 450,000 337,500 562,500 562,500 562,500 562,500
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Table 3 PSO parameter table

Parameters Generations Particle =~ Maximum Minimum Studying Studying
number  weight (Wn) weight (wnin) factor 1 ¢;  factor 2 C,
Value 500 100 0.9 0.4 2 2

Table 4 Results of the validation

Heat source i with model j of ORC i=1,j=1 i=1,j=2 i=2,j=1 i=2,j=2
Number of installation x;; 1 1 1 1
Mass my; (kg/h) 6,715 16,920 7,494 15,662

Annual net profit (NT/year) 14,845,764

update (Xia and Wu 2005). This research use linear decreasing weighting method
(Kennedy and Eberhart 1995), set the related parameters as Table 3. Use MAT-
LAB 7.10 to write a program, get the results in Table 4.

4 Conclusions

This study constructed a nonlinear mathematical model of waste heat recovery
equipment configuration to maximize profits of ORC system, with the problem of
painting process of waste heat emissions in steel company as a case, using particle
swarm algorithm for validation. Then find out the best configuration of company’s
color coating process for optimal of waste heat recovery equipment, to achieve the
objective of the waste heat recovery.
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Evaluation of Risky Driving
Performance in Lighting Transition Zones
Near Tunnel Portals

Ying-Yin Huang and Marino Menozzi

Abstract Driving behavior is affected by rapidly varying lighting conditions that
frequently occur in transition zones near tunnel portals. When entering a tunnel in
daytime, car drivers might encounter various difficulties in keeping high perfor-
mance for safety concerns: (1) Physiological issues caused by high-level glare—
the adaptation of the eye requires recovery time, during which time there will be
impaired vision and reduced visibility of on-road objects; (2) Psychological issues
caused by visual discomfort and distraction—limited resources for performing
information processing are shared by the distracting and disturbing sensation; (3)
Behavioral issues caused by driving patterns of the driver and other road users—
many drivers reduce their speeds when entering the tunnel; thus a car driver must
react to the sudden speed change. This study investigated the records of traffic
accidents on Zurich highways in tunnel areas and conducted experiments using a
driving simulator. The analysis of accident records shows that the frequency of
accidents increases near tunnel portals. Experimental results show that discomfort
glare impairs both peripheral visual attention and motion discrimination in sim-
ulated driving tasks. In conclusion, we suggest considering tunnel portals as a key
factor causing elevated risk in traffic safety. Lighting designs and road layout near
tunnel portal areas should be carefully defined.

Keywords Driving performance - Lighting transition - Tunnel portal - Risky
event - Visual attention - Motion discrimination
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1 Introduction

Modern development and applications of the tunnel construction technology have
enabled fast and convenient transportation in our daily life. With the increasing
number of travelers using tunnel connections, efficient management of traffic flows
and traffic safety have become an important topic. Continuously improved design
concepts regarding tunnel constructions have been proposed in order to fulfill
various aspects of major importance, such as safety concerns and optimized traffic
volumes, as well as economic and energy considerations. For example, an Austrian
study has suggested that traffic safety in uni-directional traffic tunnels is signifi-
cantly higher than in bi-directional traffic tunnels (Nussbaumer 2007). Other
suggestions have also been discussed and made for the layout of tunnels, lighting
systems in tunnels (DIN 2008), traffic organization and fast control of tunnels, and
so on, regarding safety. In fact, studies have shown that road tunnels are as safe as
(or even safer than) other high standard open stretches of roads (Amundsen and
Ranes 2000; Nussbaumer 2007) in terms of the probability of accidents occurring
and road users being injured. However, when an accident happens in a tunnel, the
cost and severity are higher than on open stretches of roads. Besides, higher
accident rates occurred in the entrance zone of tunnels.

Several issues arise when one is driving into a tunnel. Car drivers encounter
various difficulties in the transition zones of tunnels, i.e. from outside to inside of
tunnels, which may result in risky driving performance. Firstly, rapidly changing
lighting conditions may perturb one’s visual system. Depending on lighting con-
ditions and on individual susceptibility, glare may cause visual disability, dis-
comfort or a combination of both (Boyce 2003). On a sunny day, for instance, a
driver may be exposed to an extremely high-level luminance of 10,000 cd/m?
when gazing on the tunnel entrance wall from the outside of the tunnel; as soon as
the driver enters the dark environment inside the tunnel, the eye must get adapted
to a very low-level luminance of 5 cd/m? within a short time. Such an abrupt and
great variation of luminance causes so called disability glare and affects one’s
visual performance because of the inertia of the light adaptation mechanism of the
eye. As visibility of objects depends on the light level one’s eye is adapted to, and
the light adaptation process is rather slow, a car driver may therefore face a risky
driving event during the transition period due to reduced visibility of on-road
objects. In addition to disability glare, the changing lighting conditions may result
in visual discomfort without affecting acute visual performance, known as dis-
comfort glare. Discomfort glare, which causes visual distraction, and/or vice versa
(Lynes 1977), has been discussed mainly for some work-place related issues
(Osterhaus 2005; Sheedy et al. 2005; Hemphéld and Eklund 2012). Little is known
about its potential effects on traffic safety in tunnel portal areas. When discomfort
glare acts as a distracter, our cognitive mechanism decides how to proceed with
our visual attention for incoming driving events. As a result, while we are suffering
from sensations of discomfort, discomfort glare shares our perception resources
and increases our mental loads. As the amount of available resources for
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information processing are limited (Wickens et al. 2005), discomfort glare may
bind resources therefore reducing the amount of available resources during the
transition phase. Secondly, changes in the driving environment in the transition
areas require car drivers’ attention resources. When entering a tunnel, drivers have
to proceed and rebuild the radical image changes of the visual environment from
an open road to a closed and narrower area. Besides, some events may take place
during the transition period such as switching the radio channel, adapting speed,
changing lane, adjusting the head-lamp, attending to traffic signs and indicators,
etc. More resources are occupied and less is left for handling any unexpected or
sudden critical driving event. Thirdly, driving behaviors and patterns of road users
towards a tunnel may affect other drivers. It has been noticed that drivers tend to
reduce the car speed when approaching a tunnel entrance. This means that a driver
must keep alert to any sudden speed changes of other cars and react simulta-
neously, especially to keep a safe distance with the front car. Again, such a task
uses the limited resources and increases the mental load of a driver.

In conclusion, to drive in lighting transition zones near tunnel portals is a heavy
driving task of a road user. Factors among physiological issues of light adaptation,
psychological and behavioral issues of increased loads and reduced resources
being available, may raise the probability of a risky driving event. In this study we
aimed to analyze some car accident records near highway tunnel portals in
Switzerland and support the hypothesis that an elevated potential of risk of car
accidents may be expected in the transition zones near tunnel portals. In addition,
by summarizing results of several experiments carried out in our driving simulator,
we aimed to investigate certain abovementioned effects which could result in a
risky driving performance caused by visual discomfort and distraction. Finally we
aimed to conclude with some suggestions which may help in preventing risky
driving performance near tunnel portals.

2 Method

2.1 Data Analysis: Records of Accidents on Zurich Highway
Within the Last Decade

Support to the hypothesis of an elevated risk for accidents in proximity of tunnel
portals is investigated by analyzing records of accidents on Zurich highways,
traffic data etc., which were collected within the last decade. Data from 1,110
accidents were included and analyzed in this study, the factors bring considered
are lighting, meteorological and other environmental factors, traffic parameters and
individual factors of drivers involved in the accidents.
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2.2 Visual Attention Tests in Simulated Driving Tasks:
Evaluation of Effects on Visual and Mental Performance
Caused by Discomfort Glare

Several experiments were carried out in a driving simulator in virtual reality. First,
we investigated the effect of discomfort glare on peripheral visual attention in a
realistic driving scenario. Participants performed the attention test (Fig. 1a) which
required detection of simultaneously presented visual information both in the
central visual field and in periphery. In a two alternative forced choice task,
participants reported whether the orientations of two arrows, one in the central
visual field (0°) and the other in the peripheral visual field (18°), were the same or
not under different glare conditions. In 50 % of the total trials, a white frame with
a luminance of 25 cd/m? was flashed prior to the presentation of the arrow set. In
the other 50 %, no glare stimuli were applied.

In another experiment we investigated the effect of discomfort glare on the
speed discrimination of a front car. Participants performed the motion detection
test in a simulated city-scenario (Fig. 1b) under different glare conditions. Par-
ticipants reported whether the perceived speed of a front car was faster or slower
than own car speed. The car speed of the participants was fixed at 50 km per hour.
The speed of the front car was given pseudo-randomly among the total trials,
varying from 45 to 54 km per hour. One-third of the total trials were applied a
flash of a white frame with a luminance of 19 cd/m* before the stimuli were
presented. In another one-third of the trials, a grey glare mask with a luminance of
3.5 cd/m” was flashed before the front car presentation. In the rest trials no glare
was applied.

Fig. 1 a Template scene of the attention test—two arrows were simultaneously presented and
participants were asked to report whether the orientations of two arrows were the same
b Template scene of the motion detection test—a front car with different speed settings was
presented and participants were asked to report whether the speed of the front car was faster or
slower than his/her own speed
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Fig. 2 Accidents with Position of the sun
elevation and azimuth of the 90 7
position of the sun. The
tunnel portal is marked with a
red box (indicative, not true
to scale) and the horizon with
a yellow line (indicative).
Columns on the axes
represent the frequency
distribution of the elevation
and the azimuth (Mauch 60
2012)
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Fig. 3 Box-plot diagram
presenting the distribution of 2] N=56
detectability d’ in the glare
condition and the no-glare 4

condition of the total 56
14
0 1 J;

participants
Glare condition No-glare condition

Detectability d’

After analyzing the data, it was found that there is a strong relation of accidents
frequency increase with near tunnel portal areas (Mauch 2012). In extreme cases, it
was found that there is about seven times higher accident frequency occurred at the
tunnel entrance compare to the inner section of the tunnel. An elevated accident
frequency was also found at the exit portal of tunnels. One interest finding is that
the luminance level before the tunnel portal area does not affect the accident
frequency, however, the position of the sun at the time of accident occurrence
shows significantly correlation with the accident frequency (Fig. 2).

Results of the attention test were evaluated based on the theory of signal
detection (Gescheider 1985). Participants performed significantly better when no
glare stimuli were presented (two-tailed ¢ test, t(55) = —2.614, p = 0.01) in
detectability d’ (d'gare = 1.87; d'no glare = 2.11; Ad’ = 0.24) as illustrated in
Fig. 3. Discomfort glare was shown to cause peripheral visual attention
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Fig. 4 Graphical representation of the results of average detectability d’ versus the speed
difference between the participant and the front car under different glare conditions

impairment in a complex and temporarily varying visual environment. As attention
and in particular peripheral attention have been identified as a predominant factor
directly related to driving skills (Ball et al. 1993), we therefore propose to consider
discomfort glare as an important cause of risky driving performance in lighting
transition zones of tunnels.

Results of the motion detection test revealed that participants performed the
speed discrimination task significantly better in the no glare condition (Fig. 4).
Discomfort glare interfered in visual perception of motion and caused reduced
detectability in speed discrimination of a front car, which could be a major concern
of safety issues during the transition period.

Above-mentioned effects on drivers’ attention of abruptly varying lighting
situations, as can be found in the transition zones, seem to play a role on traffic
safety. Inattentiveness while entering a tunnel was named as one of the most
important causes leading to impact with the front car in the transition zones.
Possibly a lack of attention might have prevented some drivers in correctly esti-
mating the speed of the front car, despite good visibility of the car ahead in terms
of luminance contrast.

3 Conclusions

We suggest that tunnel portal areas may contain several risky factors which increase
the probability of risky driving performance regarding traffic safety. Car drivers
face various difficulties in the lighting transition zones when driving into a tunnel.
Discomfort glare impairs drivers’ attention to visual information on the road and
impair their ability to estimate a front car’s speed. Therefore, we suggest consid-
ering discomfort glare as a major importance in driving safety in addition to effects
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caused by a disturbed light adaptation of the eye. Among measures for improving
driving safety in tunnel portal areas, we suggest increasing the lighting level at
tunnel entrances with respect to current regulations by an important amount, e.g. a
factor of 5-10, and/or reducing the lighting level before tunnel entrances by
introducing some penumbra using roofs, windows, etc. for instance. Additionally,
we recommend that the coefficient of reflection of the tunnel portal surface be
reduced by changing the painting material or using dark-green vegetation, or
smaller surface areas of tunnel portals, Furthermore, we suggest avoiding complex
driving environments before tunnel portal areas, such as by decreasing the amount
of road indicators and traffic signs, avoiding junction-connections, and so on.
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Application of Maple on Solving Some
Differential Problems

Chii-Huei Yu

Abstract This article takes the mathematical software Maple as the auxiliary tool
to study the differential problem of some types of functions. We can obtain the
infinite series forms of any order derivatives of these functions by using differ-
entiation term by term theorem, and hence greatly reduce the difficulty of calcu-
lating their higher order derivative values. On the other hand, we propose some
functions to evaluate their any order derivatives, and calculate some of their higher
order derivative values practically. The research methods adopted in this study
involved finding solutions through manual calculations and verifying these solu-
tions by using Maple. This type of research method not only allows the discovery
of calculation errors, but also helps modify the original directions of thinking from
manual and Maple calculations. For this reason, Maple provides insights and
guidance regarding problem-solving methods.

Keywords Derivatives - Differentiation term by term theorem - Infinite series
forms - Maple

1 Introduction

As information technology advances, whether computers can become comparable
with human brains to perform abstract tasks, such as abstract art similar to the
paintings of Picasso and musical compositions similar to those of Mozart, is a natural
question. Currently, this appears unattainable. In addition, whether computers can
solve abstract and difficult mathematical problems and develop abstract mathe-
matical theories such as those of mathematicians also appears unfeasible.

C.-H. Yu ()

Department of Management and Information, Nan Jeon Institute of Technology, No.178,
Chaoqin Rd., Yanshui Dist, Tainan City, 73746 Taiwan, ROC

e-mail: chiihuei@mail.njtc.edu.tw

Y.-K. Lin et al. (eds.), Proceedings of the Institute of Industrial 585
Engineers Asian Conference 2013, DOI: 10.1007/978-981-4451-98-7_70,
© Springer Science+Business Media Singapore 2013



586 C.-H. Yu

Nevertheless, in seeking for alternatives, we can study what assistance mathematical
software can provide. This study introduces how to conduct mathematical research
using the mathematical software Maple. The main reasons of using Maple in this
study are its simple instructions and ease of use, which enable beginners to learn the
operating techniques in a short period. By employing the powerful computing
capabilities of Maple, difficult problems can be easily solved. Even when Maple
cannot determine the solution, problem-solving hints can be identified and inferred
from the approximate values calculated and solutions to similar problems, as
determined by Maple. For this reason, Maple can provide insights into scientific
research. Inquiring through an online support system provided by Maple or browsing
the Maple website (www.maplesoft.com) can facilitate further understanding of
Maple and might provide unexpected insights. For the instructions and operations of
Maple, we can refer to (Abell 2005; Dodson and Gonzalez 1995; Garvan 2001;
Richards 2002; Robertson 1996; Stroeker and Kaashoek 1999).

In calculus courses, determining the nth order derivative value f(*) (c) of a
function f(x) at x = ¢, in general, needs two procedures: firstly finding the nth order
derivative £ (x) of f(x), and secondly taking x = ¢ into f")(x). These two proce-
dures will make us face with increasingly complex calculations when calculating
higher order derivative values of a function (i.e. n is larger), Therefore, to obtain the
answers by manual calculations is not easy. For the study of differential problems
can refer to (Edwards and Penney 1986, Chap. 3; Grossman 1992, Chap. 2; Larson
et al. 2006, Chap. 2; Flatto 1976, Chap. 3; Yu 2013a, b, c, d, e, 2012). In this paper,
we mainly studied the differential problems of the following two types of functions

f(‘x):(1+xq+x2q+...+x’1‘1)m (1)
xP
g(x):[l_xq+x2q_...+(_])nx”‘1]m (2>

where m, n, p, q are positive integers. We can determine any order derivatives of
these two types of functions by using differentiation term by term theorem; these
are the main results of this study (i.e., Theorems 1 and 2), and hence greatly reduce
the difficulty of evaluating their higher order derivative values. Additionally, two
examples in which Theorems 1 and 2 were practically employed to determine any
order derivatives of these two functions and calculate some of their higher order
derivative values. The research methods adopted in this study involved finding
solutions through manual calculations and verifying these solutions by using
Maple. This type of research method not only allows the discovery of calculation
errors, but also helps modify the original directions of thinking from manual and
Maple calculations. For this reason, Maple provides insights and guidance
regarding problem-solving methods.
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2 Main Results

Firstly, we introduce some notations and theorems used in this study.

Notations.
Suppose 7 is any real number, n is any positive integer. Define

(r),=r(r=1)---(r=n+1), and (r))= 1.

Finite geometric series.
Suppose n is a positive integer, y is a real number, y # 1. Then

n

I+y+y +- 4y = 1]{;], where y # 1.
1_(_l)n+1yn+1

L—y+y> =+ (=1)Y' = =" where y # — 1.
Binomial theorem.
m
Assume u is a real number, m is a positive integer. Then (1 + u)" = > @uk.
k=0

Binomial series (Apostol 1975, p. 244).
e8]
If w,a are real numbers, |w|<1. Then (1 +w)* = > (%w‘f.
q=0
Differentiation term by term theorem (Apostol 1975, p. 230).
If, for all non-negative integer k, the functions g : (a,b) — R satisfy the

following three conditions: (1) there exists a point xy € (a,b) such that > g (xo) is
k=0
convergent, (2) all functions gi(x) are differentiable on open interval (a, b), (3)
Z 4 gi(x) is uniformly convergent on (a, b). Then Y~ g(x) is uniformly convergent
k=0 -
and differentiable on (a, b). Moreover, its derivative £ 3 gi(x) = > 4 g (x).
k=0 k=0

Firstly, we determined the infinite series forms of any order derivatives of
function (1).

Theorem 1 Suppose m,n,p,q are positive integers and let the domain of the
function

xp
(1+x9+x%+ -+ xm)"

fx) =

be {x e Rlx #£0, £1}.
(1) If |x| <1 and x # 0, then the kth order derivative of f(x),

f(k>(x) — Z i (_1)r+s(m)r(_m)s(qr +p+ngs+ qs)kqu‘+p+nqs+qs7k (3)

rls!

r=0 s=0
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(2) If |x| > 1, then

m

f(k Z 1)m+r+5(m)r(_ ) (qr+p — hgm — ngs — gm — L]S)k 4T +P—ngm—ngs—gm—qs—k
rls!

r=0 s=

4)

Proof
(1) If |x| <1 and x # 0, then

X
(14 x94+x24 + - - 4 x")"
(1)
o [l —x("+])ll]m

fx) =

(by finite geometric series)

N~ =D (), 1)r“( ) L+ 1)g
s (D) m r+p+ngs+qs
DI EIJ’( o ©

By differentiation term by term theorem, differentiating x by k times on both
sides of (6), we obtained the kth order derivative of f(x),

m oo r+¥
f(k ZZ (m) ( ) (qr+p + nqs + qs)k qr+p+nqs+qs k

1¢1
r=0 s=0 rs:

(2) If |x| > 1, then by (5) we obtained

. 1
fx) =x"(1—x9) = o]

="

’ (n+l)qm[1 _ x—(iH—l)q]m

(1 —x1)"

()

n

S

m+s
( )sxf(rhtl)q

( 1) ( ) N ) Nr s grdp—ngm—qm Z

7

() ‘Z'M

+rts
i _ m r Y( )r(—m)quH_p_m,m—nqs—tirrl—qY
rls!

\
I
=}

s=0
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Also, using differentiation term by term theorem, differentiating x by k times on
both sides of (7), we determined f*)(x)

m

i (_l)err%Y(m)r(_m)s(qr +p —ngm — ngs — qm — qs)kxqr+p7nqunqsfquqx7k
e rls!

The similar proof of Theorem 1, we can easily determine the infinite series
forms of any order derivatives of function (2).

Theorem 2 [f the assumptions are the same as Theorem I, and let the domain of

Sfunction g(x) = [lﬂﬂxzqf';(il)nw]m be {x € Rlx #0, £1}.

(1) If |x| <1 and x # 0, then the kth order derivative of g(x),

S (D" (), (=m)(gr +p 4 1GS +45)_gripingetas
g => > ] et (8)
r=0 s=0 -

Q) If |x| > 1, then g (x)

_ = i (_1)ns+nm(m)r(_m)s(qr +p —ngm—ngs —qm — qs)kxqr#»pfnqunqsfqm7qsfk
L rls!
©)
3 Examples

In the following, we provide two examples, aimed at the differential problem of
two types of rational functions to demonstrate our results. We determined their any
order derivatives and some of their higher-order derivative values by using The-
orems 1 and 2. On the other hand, we employ Maple to calculate the approxi-
mations of these higher-order derivative values and their infinite series forms for
verifying our answers.

Example 1 Suppose the domain of function

x3

f<x>:(l+x2—|—x4+x6)4 (10)

is {x € R|x # 0, £ 1}. By (i) of Theorem 1, we determined the 7th order derivative
value of f(x) at x = 1/2,
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7 1 4 o0 1 r+s4r _43 8s 2 3 1 8s+2r—4
f<)<5>zzz( ) ()(r!ll( Tt )7'(§> (11)

r=0 s=0

We use Maple to verify our answer.
>f: = x - xM3/(1 + xM2 4+ xM + xMN6)N;
3

(1422 + x4 4 x6)*

fi=x—

>evalf(D@ @7)(f)(1/2), 14);

—35551.764617819

>evalf(sum(sum((—1)(r + s)*product(4—i, i=0-( — 1))*product(—4—
jj = 0-++(s — 1))* product(8*s + 2*r 4+ 3 — k, k = 0---6)/(r!*s!)*(1/
2)N8*s + 2*r — 4),s = 0---infinity), r = 0---4),14);

—35551.764617819

On the other hand, using (2) of Theorem 1, we obtained the 10th order
derivative value of f(x)at x = —2,

f(lO)(_z) — i i (_l)r+s(4>r(_4)s(2r — 85— 29)lO . (_2)2r78s739 (12)

K
=0 =0 r:.s:

Using Maple to verify the correctness of (12).

>evalf(D@ @10)(f)(—2), 14);

—2255.1259338446

>evalf(sum(sum((— 1) r + s)*product(4 — i,i = 0..(r — 1))*product(—4 —
jJj = 0--+(s — 1))* product(2*r — 8*%s — 29 — k, k = 0..9)/(r!*s!)*(—2)*2*r —
8*s — 39), s = 0---infinity), r = 0---4), 14);

—2255.1259338446

Example 2 Suppose the domain of function

¥

8br) = (1 — 23 +x6 —x0 4 x12)? (13)

is {x € R|x # 0, £1}. Using (i) of Theorem 2, we obtained the 6th order deriv-
ative value of g(x) at x = 1/3,

s (2) - Zi Qe 1or 3 (1) B

We can use Maple to verify the correctness of (14).
>g: = x — xM5/(1 — x*3 4+ x*6 — xN9 4 xM2)N3;

X

(1 —x3 4 x6 — X9 +x12)°

g =x—
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>evalf(D@ @6)(g)(1/3), 14);

11133.205916540

>evalf(sum(sum(product(3 — i,i = 0---(r — 1))*product(—3 — j, j = 0---(s —
D))*product(3*r + 15*s + 5 — k, k = 0---5)/(r!*s)*(1/3) (3*r + 15*s — 1),
s = 0---infinity), r = 0---3), 14);

11133.205916540

Next, by (ii) of Theorem 2, we obtained the 9th order derivative value of g(x) at
x =3,

3 o9
_ ZZ ;(3r — 155 — 40), 33r—155—49 (15)

r=0 5s=0

Using Maple to verify the correctness of (15).
>evalf(D@ @9)(g)(3), 14);

—0.0000079153266419116

>evalf(sum(sum(product(3 — i,i = 0---(r — 1))*product(—3 — j,j = 0---(s —
1))*product(3*r — 15%s — 40 — k, k = 0---8)/(r!*s))*373*r — 15%s — 49),
s = 0---infinity), r = 0---3), 14);

—0.0000079153266419116

4 Conclusions

As mentioned, the differentiation term by term theorem plays a significant role in
the theoretical inferences of this study. In fact, the application of this theorem is
extensive, and can be used to easily solve many difficult problems; we endeavor to
conduct further studies on related applications.

On the other hand, Maple also plays a vital assistive role in problem-solving. In
the future, we will extend the research topic to other calculus and engineering
mathematics problems and solve these problems by using Maple. These results
will be used as teaching materials for Maple on education and research to enhance
the connotations of calculus and engineering mathematics.
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Six Sigma Approach Applied to LCD
Photolithography Process Improvement

Yung-Tsan Jou and Yih-Chuan Wu

Abstract Liquid Crystal Display (LCD) makes to pursue light and thin trend, and
towards high resolution development. To promote the LCD high resolution, the
process requires more precise micromachining. The major key is lithography, but
also generally known as the photolithography process. This research uses Six
Sigma DMAIC steps (Define, Measure, Analyze, Improve, Control) to an empir-
ical study of the pattern pitch machining process in a domestic optoelectronic
manufacturer. Constructed in the photolithography process, the pattern pitch
machining process capability improves and a process optimization prediction
mode. Taguchi method is used to explore the parameters combination of photo-
lithography process optimization and to understand the impact of various
parameters. The findings of this research show that C,; can upgrade from 0.85 to
1.56 which achieve quality improvement goals and to enhance the LCD photoli-
thography process capability.

Keywords DMAIC - LCD - Photolithography - Six sigma - Taguchi method

1 Introduction

The liquid crystal display (LCD) has major advantages over its competitors. It is
thinner, smaller and lighter than other displays and also has low power con-
sumption, low-radiation, high-contrast and high-dpi. Hence, the LCD panel is
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widely applied in daily electronic products, and the demand for the LCD panel
increases. LCD production process consists of the following three main processes:
TFT Array process, Cell assembly process, and Module assembly process, and
each process consists of some sub-processes (Chen et al. 2006). The most critical
modules that include mask process numbers and LCD resolution quality are
photolithography technology. Significantly reduction in manufacturing costs result
if there are fewer a mask process number during photolithography process. In
addition, the higher resolution of the photolithography process will improve the
LCD quality. This study focuses on the LCD array process which requires 4-8
mask process numbers and each mask process needs handling after photolithog-
raphy process. It hopes to find a suitable model for the LCD photolithography
process improvement by actual machining experiments of one domestic opto-
electronic manufacturer.

In recent years, Six Sigma DMAIC (Define-Measure-Analyze-Improve-Control)
approach has been widely used in many research areas (Breyfogle et al. 2001).
Through Six Sigma approach, Analysis of variance (ANOVA), and Taguchi
method (TM), the study aims to construct a suitable LCD photolithography process
improvement mode for the optoelectronics industry. Therefore, the study has the
following objectives: (1) Six Sigma DMAIC approach is used to establish a project
process, and combined with Taguchi method and ANOVA analysis to design a new
process analysis and prediction mode. (2) Taguchi method is used to identify the
various design parameters and key factors of the photolithography process to find
out the optimal process conditions and to verify the results of the experiments.

2 Literature Review
2.1 Six Sigma

Dr. Mike J. Harry developed Six Sigma for management practices in 1980s. Six
Sigma’s most common and well-known methodology is its problem-solving
DMAIC approach. The 5-step DMAIC method is often called the process
improvement methodology. Traditionally, this approach is to be applied to a
problem with an existing, steady-state process or product and service offering.
DMAIC resolves issues of defects or failures, deviation from a target, excess cost
or time, and deterioration (Pete and Larry 2002). DMAIC identifies key require-
ments, deliverables, tasks, and standard tools for a project team to utilize when
tackling a problem. The DMAIC process and key steps are shown as in Fig. 1.
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* Define the project boundaries;
* Define the process by mapping the business flow;
* Define the requirements and expectations of the customer
@ * Develop a data collection plan; )

* Collect and compare data to determine issues and shortfalls;
* Measure the process to satisfy customer’s needs

* Analyze the causes of defects and sources of variation;
* Determine the variations in the process;
* Prioritize opportunities for future improvement

* Improve the process to eliminate variations;
* Develop creative alternatives and implement enhanced plan

* Control process variations to meet customer requirements;
* Develop a strategy to monitor and control the improved process;
* Implement the improvements of systems and structures )

Fig. 1 DMAIC process and key steps

2.2 Taguchi Method

Taguchi technique provides a simple, efficient, and systematic approach to opti-
mize design for performance, quality, and cost. Taguchi quality control is divided
into three stages, system design, parameter design, and tolerance design (Su 2008).
This methodology is valuable when design parameters are qualitative and discrete.
Taguchi parameter design can optimize the performance characteristics through
the setting of design parameters and reduce the sensitivity of the system perfor-
mance to the source of variation (Chen and Chuang 2008).

This study focuses on the photolithography process of LCD Array and adopts
nominal-the-best, NTB characteristic. The closer to the original mask design
value, the better the quality characteristics after developing pattern pitch. It means
that the quality characteristics measured value close to the target is better. The
Signal-to-Noise ratio, S/N for each design parameter level is computed based on
S/N analysis. The nominal S/N ratio corresponds to a better performance char-
acteristic. Hence, the optimal design parameter level is the level with the nominal
S/N ratio. The nominal S/N ratio can be written as given in Eq. (1). The confidence
interval, CI then can be calculated as Eqgs. (2) and (3) (Su 2008).

2

n=—10log,, (“

g> = —10log,,(MSD) = —101log,, [(u —m)* +a? (1)
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1
Clh = \/sz;l,z XV, % [ ] (2)
neﬁc

1 1
CIZ = \/Fa;l,z X Ve X |: +—:| (3)
Nef r

where, represents S/N ratio; MSD stands for Mean Square Deviation. F, represents
critical values of the F-distribution for the significance level «; V, represents the
pooled error variance.

3 Methodology
3.1 Define

A TFT-LCD array process consists of three main modules—Thin Film, Photoli-
thography, and Etching (Chen et al. 2006). Photolithography process includes
some sub-processes such as dehydration bake, HMDS, photoresist coating, soft/
pre-bake, exposure, development, and post-exposure (as in Fig. 2). The high
complexity and precision processing, means that every sub-process directly
influences the success or failure to the entire photolithography process. LCD
manufacturing is a glass substrate which must go through photolithography pro-
cess 4-8 times to achieve complete circuit. Therefore photolithography process
plays an important role of the entire LCD manufacturing process.

Patterns after developing the photolithography process can be classified into
normal developing, incomplete developing, under-development and over-
development etc. This study focuses on the pattern pitch after developing of the

A —. ===
Dehydration Photoresist
Development Post-Bak
- E i

Fig. 2 Photolithography process
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Fig. 3 Actual pattern pitch from developing

photolithography process to meet the design target value 60 = 5 (nm). The closer
to the original mask design value, the better it is. Developing from the pattern pitch
the left is incomplete developing, and the right is developing normally, as shown
in Fig. 3.

3.2 Measurement

Process capability indices (PCIs) are practical and powerful tools for measuring
process performance. Process capability indices have been widely used in the
manufacturing industry to provide numerical measures on whether a process is
capable of reproducing items meeting the manufacturing quality requirement
preset in the factory. Numerous capability indices have been proposed to measure
process potential and performance. The two most commonly used indices C, and
Cpi discussed in Kane (1974), and the two more-advanced indices C,,, and Cp
are developed by Chan et al. (1990), and Pearn et al. (1992). C,, measures how
close one is to one’s target and how consistent one is to one’s average performance
(Wright 1995). The larger the index, the less likely it is that any item will be
outside the specifications. Of this study before improvement the C,; 0.85 < 1.33
presents the process is substandard, unstable and insufficient process. Process
improvements must be given high priority and documented in a corrective action
plan. The measurement data of the pattern pitch by 30 randomly selected devel-
oping products are shown in Table 1.

Table 1 Measure data of pattern pitch (nm)

57.90 58.97 58.34 60.39 57.36 62.39
59.99 62.39 61.80 59.64 62.90 58.90
57.91 59.64 60.50 62.84 63.20 63.28
59.45 61.32 62.32 60.30 58.00 57.65
56.00 63.75 63.90 61.09 61.50 60.12

Note 1 pitch = 130 nm
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Table 2 Control factors and fixed factors

Factors Range Conditions

Control factors Developing time (sec) 45 ~ 80 50
Exposure energy (mj) 200 ~ 700 300
Photoresist thickness (A) 25,000 ~ 29,000 26,000
Temperature (°C) 110 ~ 125 115

Fixed factors Ingredients TMAH
Photoresist developers 2.5 %

3.3 Analyze

Three senior engineers with an average engineering experience of more than six
years in the photolithography process, participated in this project. These experts
identified control factors and fixed factors. The control factor chosen for this study
had 4 control factors, including developing time, exposure energy, photoresist
developers, and temperature. Table 2 presents the chosen control factors and the
developer ingredients are Tetra Methyl Ammonium Hydride (TMAH).

3.4 Improve

Design of experiments (DOE) is a discipline that has very broad application across
all the natural and social sciences and engineering. An excellent solution to this
project is an approach known as Taguchi Parameter Design. As a type of fractional
factorial design, Taguchi Parameter Design is similar to traditional DOE methods
in that multiple input parameters can be considered for a given response. There
are, however, some key differences, for which Taguchi Parameter Design lends
itself well to optimizing a production process (Muthukrishnan et al. 2012).
Taguchi Parameter Design methodology includes selection of parameters, utilizing
an orthogonal array (OA), conducting experimental runs, data analysis, deter-
mining the optimum combination, and verification. In this experiment, the pattern
pitch 60 £ 5 (nm) after the developing be used to obtain a set of best combination
of experimental parameters. The use of orthogonal array can effectively reduce the
number of experiment necessary. The experiment layout using a Taguchi’s LiOA,
as shown in Table 3, was used to design the Taguchi experiment in this study.

The greater the S/N ratio, the better quality has. The largest S/N ratio can get
the best parameter level combinations. The experimental data shows that the S/N
ratios for optimal factors combination are A,B;C,D,. Figure 4 presents main
effects plot for S/N ratios.

Perform ANOVA to identify significant parameters. ANOVA establishes the
relative significance of parameters. Factors A, C, and D are significant in this
experiment. The percentage of the experimental error of 2.42 %, less than 15 %



Six Sigma Approach Applied To LCD Photolithography 599

Table 3 Experimental layout using Lj(3*) OA

A B C D Developing time Exposure energy PR thickness Temp. SN

1 1 1 1 60 300 25,000 115 40.869
1 2 2 2 60 400 27,000 120 75.607
2 3 3 3 60 500 29,000 125 70.692
2 1 2 3 70 300 29,000 125 80.281
2 2 3 1 70 400 25,000 115 68.871
2 3 1 2 70 500 27,000 120 71.406
3 1 3 2 80 300 27,000 120 65.550
3 2 1 3 80 400 25,000 125 41.147
3 3 2 1 80 500 29,000 115 57.332

Main Effects Plot (data means) for SN ratios
B
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Signal-to-noise: Nominal is best (10¥*Log(Ybar**2/s**2))
Fig. 4 Response graph for SN ratios
Table 4 Results of confirmation experiment
Factors Pattern pitch values after developing SN
A B C D Observed value 1 Observed value 2 Observed value 3
2 3 2 2 60.3 60.31 60.32 75.6078
2 3 2 2 59.64 59.63 59.64 80.2815
2 3 2 2 60.31 60.29 60.32 71.9275

can be identified in this experiment did not ignore some important factors. The
F value of experimental factors A, C, D is greater than 4, which means that the
factors’ effect is considerable. The calculated optimal expectation S/N ratios and
CI, are 88.39 and 16.82. According to S/N ratios and CI;, the range of the optimal
conditions is [88.39 £ 16.82] = [71.57, 105.21]. This experiment performed three
trials. Table 4 presents the results of the confirmation experiment.

Further, CI, is 20.103, the S/N ratio confidence interval of confirmation
experiment is [88.39 £ 20.103] = [68.287, 105.50]. Through the confirmation
experiment, S/N ratios fall within the 95 % confidence interval which indicates the
success of the experimental results. Using the patterns pitch after developing and
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Fig. 5 Process capability after improvement

optimal factors combination of the experiment perform 30 times, process capa-
bility indices C, is improved from 0.85 to 1.56 in experimentation (as in Fig. 5).
This study clearly shows that through optimal factors combination A,B;C,D,,
including the developing time of 70 s, the exposure energy of 500 mj, the pho-
toresist thickness of 27,000 A, and temperature of 115 °C, machining process is
greatly improved for photolithography process.

3.5 Control

After confirmation experiments and process capability analysis, this study thus can
verify conclusions and has two-point suggestions for control. (1) Changing the
factors combination, the control factors of the developing time from 50 to 70 s,
exposure energy from 300 to 500 mj, the photoresist thickness from 26,000 to
27,000 A, and maintaining the temperature at 115 °C. (2) Keeping observation the
photolithography process records and monitoring the process capability analysis,
the products quality and process stability will be improved.

4 Conclusions

This study uses Six Sigma DMAIC steps, technical data of one domestic opto-
electronics manufacturer, to do investigate the potential improvement of photoli-
thography process. Combined with Taguchi DOE and ANOVA analysis, the
chosen key factors are use to identify the pattern pitch 60 £ 5 (nm) process
optimization. Taguchi method was applied to this experiment to get the optimal
processing factors including the developing time of 70 s, the exposure energy of
500 mj, the photoresist thickness of 27,000 A, the temperature of 115 °C, and its
process capability analysis results show that C, is upgraded from 0.85 to 1.56 in
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experimentation. It will obviously improve the products quality of precision and
process capability. In addition to increasing the competitiveness of products, the
experiment results of photolithography process can also provide technical refer-
ences for the domestic optoelectronic manufacturers and related industries.
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A Study of the Integrals of Trigonometric
Functions with Maple

Chii-Huei Yu

Abstract This paper uses Maple for the auxiliary tool to evaluate the integrals of
some types of trigonometric functions. We can obtain the Fourier series expan-
sions of these integrals by using integration term by term theorem. On the other
hand, we propose some related integrals to do calculation practically. Our research
way is to count the answers by hand, and then use Maple to verify our results. This
research way can not only let us find the calculation errors but also help us to
revise the original thinking direction because we can verify the correctness of our
theory from the consistency of hand count and Maple calculations.

Keywords Integrals - Trigonometric functions - Integration term by term theorem -
Fourier series expansions - Maple

1 Introduction

The computer algebra system (CAS) has been widely employed in mathematical
and scientific studies. The rapid computations and the visually appealing graphical
interface of the program render creative research possible. Maple possesses sig-