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Abstract The success of any words-characters recognition system depends on board
parameters such as the language (Arabic, Latin, Indi ...), the document type (writing
or typing), based or free-segmentation, pretreatment, features extraction and clas-
sification approaches. Within these fields, Building a robust and viable recognition
system for Arabic handwritten has always been a challenging task since a long time.
In this study, we propose an end-to-end system based on deep Convolutional Recur-
rent Neural Network CNN/RNN; we trained our system on IFN/ENIT extended
database in order to improve our results.

Keywords Arabic handwriting recognition - Convolutional neural network -
Recurrent neural network + IFN/ENIT database

1 Introduction

Optical Character recognition OCR system for Arabic used to solve several problems
in different areas: analyze humans sentiment [1, 2], writer identification [3]. Disease
detection such as Parkinson’s [4], speech recognition [5], etc.

Usually, the process of word recognition achieved through four steps: prepro-
cessing, segmentation, features extraction and classification. In this model, each step
input depends on the output of the previous one (pipeline), which could increase the
error rate. In the recent studies, researchers used deep learning in order to realize
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the system. Which is a free-segmented model starts by preprocessing then features
extraction and classification. Our proposed model inspired by [6] constructed of
Convolutional Neural Network (CNN) layers, Recurrent Neural Network (RNN)
layers and Connectionist Temporal Classification (CTC) layer.

Elbashir [7] proposed a Convolutional neural network (CNN) model for off-line
Arabic handwritten, they used Sudan University of Science and Technology dataset
(SUST ALT), the model accuracy is 93.5%. In [8] Najib Tagougui et al. built a
hybrid model NN/HMM for Arabic handwritten recognition (AHR), they trained
the segments on a multi-layer perceptron Neural Network (MLPNNs) to extract
characters probabilities. A Hidden Markov Model (HMM) used to decode the outputs
of the first system, the evaluation of their model done on ADAB database; it achieved
96.4%.

Younis [9] used a deep neural network to build an Arabic handwritten recognition
system, they started by a Batch Normalization to improve the speed and the accuracy
of their system, the accuracy is 94.8% on AIA9k [10] dataset and 97.6% on AHDC
dataset. El-Sawy et al. [11] model a deep learning architecture based on CNN to
recognize Arabic Handwritten characters, with two convolutional layers and two
pooling layers, they created their own dataset in order to train and test the proposed
system, the dataset is composed of 16,800 character with 94.9% of accuracy.

Sahlol et al. [12] proposed a novel method for Arabic characters recognition,
starting with a new preprocessing step based on noise removal and different kind of
features, then they trained the system on CENPRMI database [13] to feed a neural
network, it gives an accuracy = 88%. Abdalkafor et al. [14] used the same database
to build their system based on novel features extraction techniques and MLP NN,
the system accuracy reached up to 94.75%.

In [15] Mohammed Ali Mudhsh et al. presented an Alphanumeric VGGNet for
Arabic character recognition, their system is developed by thirteen convolutional
layers, three fully connected layers and two max-pooling layers, the system shows
a high performance with an accuracy equal to 99.66% after training it on ADBBase
[16] database and 97.32% for HACDB Dataset [17]. In [18] Ahmed El-Sawy et al.
provided a deep learning technique for Arabic Digits Recognition, five CNN layers
trained on MADBase with 88% of accuracy.

Few researchers focused on Arabic word/text recognition. In [19, 20] Mohamed
Elleuch et al. integrated two classifiers: Convolutional Neural Network (CNN) and
Support Vector Machine (SVM) in order to recognize Arabic words Handwritten,
the training and testing is done on IFN/ENIT [21] and HACDB [22] databases, their
model compared to other Optical Character Recognition systems (OCR) gives better
results. Shi et al. [6] developed a novel End-to-End Convolutional Recurrent Neural
Network (CRNN) for scene Text recognition; their system handles the variation of
length and height of words in scenes, the experiments is evaluated on the III'T-5 K [23],
Street View Text [24] and ICDAR [25] datasets it shows a competitive performance.
Alaa Alsaeedi et al. [26] adopted their system to use it in smartphones; they used a
CNN for characters recognition and transparent neural Network (TNN) for printed
words recognition, the recognition rate of their system is 98%.
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Or, text recognition in video is a very interesting topic for OCR community,
Yousfi et al. [27] improved Bidirectional Long Short-Term Memory-Connectionist
Temporal Classification (BLSTM-CTC) segmentation-free model for Arabic video
text recognition based on a joint learning of Maximum entropy and RNN models,
they judged that their model outperform the classical BLSTM-CTC model by 36%.
In [28] Ali Mohcine et al. proposed a model, which convert an Arabic line into
characters, and then feed into a neural network, their model achieved an accuracy up
to 83%.

This paper arranged as follow: Sect. 2 describes the existing OCR systems based on
neural networks with a brief discussion, Sect. 3 presents the proposed approach, used
techniques and results discussion. The paper ends with conclusion and perspectives
for future work.

2 Material and Methods

2.1 Database

As input of our model, we used 946 name of Tunisian town/village written by more
than 1000 writers. The original database is composed of 32,492 handwritten name,
to improve the performance/ability and prevent over fitting of our model a large
dataset is crucial, we used Keras deep learning neural network to fit our model using
image data augmentation via the ImageDataGenerator, by applying domain-specific
techniques to base images in order to create transformed versions of images. The main
challenge is the selection of techniques used for data expend to not lose information
or generate damaged/unreadable images.

In our model, we used a simple and powerful library for data preparation, the
library provides class that define the configuration for image data preparation and
augmentation, instead of choose specific arguments for each image, the function
fits different arguments to model then randomly transform the original image to
generate the desired augmented images. In our model, we used a rotation up to 2°,
width and height shift up to 2 and shearing up to 4, in order to generate 15 examples
for each image in IFN/ENIT database, as result we fit 487,350 training sample and
(~3,876,648 characters) to our CNN-RNN model (Fig. 1).

2.2 Methodology

The main purpose of this work is to propose a robust approach for Arabic word
recognition; the model achieved in four steps: preprocessing in order to normalize
the input data, five CNN layers to extract relevant features from image, and then two
RNN layers for sequence modeling, at the end CTC layer for transcription (Fig. 2).



880 M. Boualam et al.

Mo, b

I L

NN I P E N PV E PP

wo 00 M0 e 300 ™ e we 20 w0 @9 0 & Mo 00 M0 40 W

PP TS RS BT

3 00 200 a0 300 0 30

o 30 0 W0 00 W0 00 W0 ° MO0 W0 MO 00 W0

ib) gencrated images

Fig.1 Image augmentation using image data generator from Keras library of Tensorflow, a original
image, b fifteen randomly generated images: rotation up to 2°, width and hight shift up to 2, shearing
up to 4
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Fig. 2 Overview of the end-to-end proposed model

The proposed model gave significant results for Latin language in different research
[6].

Preprocessing. The first fundamental step in an OCR model is preprocessing, the aim
is to improve the quality of image data to suppress unwilling distortions or enhances
in order to get better results. Even if IFN/ENIT images are already extracted and
binarized, we used preprocessing to resize images to 128 x 32 without distortion
by copying it to a white target image of same size, and convert our text corpus into
UTF-8 to be readable.

CNN Model. A convolutional Neural Network (CNN) used in different fields (image
processing, audio processing, etc.), it is the method of loosely simulate the neural
human brain network, it define features in the image in two parts: the convolution
layers that extract features from input images, Fully connected layers that used data
from the previous part to generate output. In the training step, two importing processes
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are involved: forward propagation process the input data and generate the output,
Backward Propagation calculate error and update parameters (weight and bias). The
CNN that we created contain five layers to identify multiple features, each layer
composed of three operations: filter Kernel of size 5 x 5 in the first two layers and 3
x 3 in the last three layers. Then, all negative outputs of the previous layer converted
into zero by RELU function (1), in this step the image shape is not transform. The
last layer “Pooling” reduce the image dimensionality in order to run the algorithm
at a decent speed, the pooling technique used in our model is max-pooling (2 x 2
squares).

{F(x) = max(0, x)} (1)

RNN Model. RNN is a very powerful neural network, it captures sequential informa-
tion present in the input data, the output at each step depends on the current word and
the previous one, since it is equipped with a mechanism of recurrent feedback that
have a memory which captures information about the calculations done previously.
RNN suffers from vanishing and exploiting gradient problem (with a large number
of time steps), this problem was explored in depth by [29, 30]. In [31] S. Hochreiter
and J. Schmidhuber designed LSTMs to avoid the previous problem:

he = f(Wanxe + Wapxi—1 + by) )

Ve = Whyhz + by (3)

where x: input sequence given as input, h: sequence of hidden vectors computed by
hidden NN, y: output vector. W the matrices weight, b the bias vectors and f the
activation function it could be Sigmoid or tanh function. Long Short-Term Memory
(LSTM) have access to past but not to future, for this reason, a Bidirectional RNN is
used; it feeds the learning algorithm with the original data from beginning to the end,
and once from end to beginning using a forward recurrent component and a backward
recurrent component. Our model composed of two RNN layer to propagate relevant
information through a sequence that contain 256 features per time-step.

CTC function. The Connectionist Temporal Classification [32] CTC loss layer
provide end-to-end training and free-segmentation transcription, it takes as input the
output matrix of the last RNN layer and the ground truth text (GT), then computes
the loss value and infer/decode the matrix to get the text represented in the image.
The loss calculation done by summing up all scores of all possible alignments of GT
text. Alternatively, decoding done in two steps: First takes the most likely character
per time-step and calculates the best path. Second, removes duplicate characters and
blanks from path to represent the recognized text.

Hybrid CNN-RNN model. CNN-RNN hybrid model proved excellent results in
different fields such as visual description [33], video emotion recognition [33], etc.
In our model as described in Fig. 2, we performed feature extraction using CNN,
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Fig. 3 Proposed end-to-end hybrid architecture based on CNN-RNN-CTC

which acts like encoder, then generate a language model and provide sequence-
using RNN, which acts like decoder. Otherwise, the RNN is language based model
use the output features of CNN layers and translate it into natural language sentence.
Our end-to-end hybrid CNN-RNN model generally used to map static spatial inputs
(images) to sequence outputs (text), the proposed model can perform classification
of image and text inputs by taking advantages of CNN and RNN (Fig. 3). Our model
classify the word containing in the provided image, and recognize it character per
character. This allow the model to recognize words even if they are not present in
the database (if they are well classified).

3 Results and Discussion

To construct our model we used python language, which have lot of advantages
comparing to other languages such as MATLAB widely used for machine learning,
C, etc.: it is free and open source, interpreted language so it is ported in different
operating systems, it is easier for programing, it contains a wide choice of libraries
for learning machine, etc. In [34] Colliau Taylor et al. presented a comparative study
between Matlab, Python and R. We implemented our model using TensorFlow [35]
library. In the proposed approach, we used 25,000 sample/epoch; 50 sample/batch,
the model proved a high performances comparing to similar models using the same
dataset IFN/ENIT. Our database split to training and testing images, we wanted to
prove that the size of training and testing database affects the results, we used different
scales of inputs for training and testing respectively (95-5%, 80-20%, 70-30%), we
notice that the results of training dataset between (80-95%) gave the best results with
minimal difference. We trained our network until our character error rate (CER) on
the development set did not improve for at least 8 epochs, the results are shown in
Table 1.
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Table 1 CNN-RNN-CTC . -

CER results for different Train-test size CER (%) WER (%)

training and testing dataset 95-5% 2.07 91.49

sizes 80-20% 2.10 91.79
70-30% 3.03 88.49

Table 2, Performance References Techniques CER (%)

comparisons with other

methods Elleuch et al. [19] SVM + CNN 7.05
Yan et al. [36] LSTM 6.91
Awni et al. [37] CNN 6.63
Maalej [38] Maxout into MDLSTM 10.11
Present work CNN + RNN + CTC 2.1

To evaluate our system we used character error rate (CER) and word error rate
(WER), which represent the number of correct detected words from testing data set,
we obtained significant results compared to previous studies using same database
(IFN/ENIT). The resulting WER, CER respectively were above 91.79 and 2.10%
(Table 2).

4 Conclusion and Future Work

We have presented an offline Arabic end-to-end hybrid recognition system; based on
convolutional neural network and recurrent neural network specially bidirectional
LSTM method and connectionist temporal classification CTC, we used image data
augmentation in order to increase training images.

For perspectives, to improve our model we will focus on training-test data
improvement (data preparation), as it is the first source of recognition errors, by elim-
inating damaged images, and improve the quality of training dataset. The next step
will be improving the CNN-RNN by adding more layers, we will try to increase image
size to use complex text lines/paragraphs, focusing on two main issues: touching and
overlapping.
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