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Abstract A very large amount of unstructured text data is generated everyday on
the Internet as well as in real life. Text mining has dramatically lifted the commercial
value of these data by pulling out the unknown comprehensive potential patterns
from these data. Text mining uses the algorithms of data mining, statistics, machine
learning, and natural language processing for hidden knowledge discovery from the
unstructured text data. This paper hosts the extensive research done on text mining
in recent years. Then, the overall process of text mining is discussed with some
high-end applications. The entire process is classified into different modules which
are test parsing, text filtering, transformation, clustering, and predictive analytics.
A more efficient and more sophisticated text mining model is also proposed with a
decision feedback perception in which it is a way advanced than the conventional
models providing a better accuracy and attending broader objectives. The text filtering
module is discussed in detail with the implementation of word stemming algorithms
like Lovins stemmer and Porter stemmer using MapReduce. The implementation set
up has been done on a single node Hadoop cluster operating in pseudo-distributed
mode. An enhanced implementation technique has been also proposed which is Porter
stemmer with partitioner (PSP). Then, a comparative analysis using MapReduce has
been done considering above three algorithms where the PSP provides a better stem-
ming performance than Lovins stemmer and Porter stemmer. Experimental result
shows that PSP provides 20-25% more stemming capacity than Lovins stemmer and
3—-15% more stemming capacity then Porter stemmer algorithm.
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1 Introduction

In today’s world, the amount of unstructured data is growing in an enormous way
that the existing relational systems are incompetent in handling them. The form of
data can be audio-video clips, textual data, software program logs, flight records,
etc. The information hidden inside those data leads to a complete new world of
opportunity and insight. This is the reason for why every organization and individual
is demanding to explore these huge amount of data, which constructs the foundation
of text mining. It is also called as a practice of textual form of data to discover the
key conceptions, themes, hidden trends, and relationships without prior knowledge
of exact terms that has been used by author to express the concept [1]. As part of text
mining algorithms of data mining, text analytics, machine learning, natural language
processing, and statistics are used to extract high quality, useful information from
unstructured formats. Test mining is also popular as “text analytics” is a means by
which unstructured data is processed for machine use. For example, if a Twitter
comment “I don’t find the app useful: it’s really slow and constantly crashing.” is
taken into consideration then text mining of the contextual information is really
important to help us understand why the tone might be negative and what may be the
cause of such customer disappointment as shown in Fig. 1. These analyses may lead
to the answer of questions like “Is the person replying to another negative tweet? or
is this the original composition? or what is the application name? or is this the only
problem with the app or there are other problems too?, etc.

1.1 Conventional Process Flow of Text Mining

Textual data are in the form of unstructured data are normally available in readable
document formats. These formats can be user comments, e-mails, corporate reports,

Is the person replying to another
negative tweet?

Is this the original composition?
Whar is the application name?

User Comment :
I don’t find the app useful:
it's really slow and
constantly crashing.

Is this the only problem with the app
or there are other problems too?

<=

Text Mining Process

Fig. 1 Text mining
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web pages, news articles, etc. According to conventional text mining process, the
documents are first derived into a quantitative representation. Once the textual data
is transformed into a set of numbers which precisely capture the hidden pattern in
it, then any data mining algorithm or statistical forecasting model is applied on the
numbers for generating insights or for discovering noble facts [2, 3].

A typical text mining process generally have the following sub-tasks to complete
the process.

Data Collection Collection of textual data is the first step in any text mining research

[3].

Text Parsing and Transformation The next step is to parse the words from the
documents. Therefore, sentences, parts of speech, and stemming words [3] are identi-
fied from the document. Document variables associates with author, category, gender,
etc., are also extracted with the parsed words.

Text Filtering After the parsing of words, there may be some irrelevant words which
are not required in the analysis, and those words are removed from the document.
This is done manually by browsing through the terms or words. This is the most
time-consuming and subjective tasks in all of the text mining steps. A fair amount
of subject knowledge and domain knowledge is required to perform this task. In
case of document filtering [3], the selected keywords are searched in all the selected
documents. If any document does not contain any of the keywords, then it is removed
from the list of analysis.

Text Transformation In this step, the document is presented in a numerical form of
matrix [3]. This matrix generally contains the occurrences of the words is also called
as term frequency. Numerical presentation of the document is mandatorily required
to perform any kind of analytics on the document. Therefore, this step converts the
unstructured text to a workable analytical document.

Text Mining In this step, hidden patterns and knowledge are extracted using mining
algorithms such as classification, clustering, association analysis, and regression
analysis. As shown in Fig. 2, text mining is an iterative process where the process of
filtering to mining is repeated based on the feedback received from this step [4].

1.2 Applications of Text Mining

Text mining process is being used to provide answers to industrial queries and to
optimize daily operations efficiently. It is also used to develop business strategic deci-
sions in finance, automobile, marketing, health care, etc. Hidden patterns, trends, and
perceptions are discovered from a huge volume of unstructured data using techniques
like data analytics, categorization, and sentiment analysis. In this research, we have
discussed below applications of text mining.
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Fig. 2 Conventional text mining process

Risk Management Inadequate risk estimation is accounted for biggest reason of
failures in any industry. In these cases, text mining is used to estimate the proper
risk in business and also to identify the most adequate way to mitigate the risk
[3]. Therefore, the application of text mining software has drastically increased the
capacity of risk mitigation in industries.

Knowledge Management Managing huge volume of data containing the histor-
ical information creates many problems like huge storage space, latency in finding
specific information, etc. The healthcare industries are a classic example for the above
problems where the information of historical patients’ data can be potentially used
for medical analysis and product development [3]. Therefore, text mining is used to
filter the useful informations by discarding the irrelevant ones. Then, many analytic
algorithms are run on the filtered data to find and store the extracted unknown facts
only, which reduces the storage issue, latency issue, etc.

Cybercrime Prevention Random availability of information over Internet can bear
the brunt of cybercrimes. Text mining is used to trace the cybercrime activities and
also helps to identify the source of intruders [3]. Therefore, text mining is used by
law enforcement and intelligence agencies.

Customer Care Service Customer care services are better operated using text
mining and natural language processing. Text analytics software improves customer
experiences. These analytics use many valuable information sources such as survey
and customer call notes which help effectiveness and speedy resolution of customer
problems [3]. Test mining is also used for automated faster responses to customer
queries.

Contextual Advertising Digital advertising has got a new height of safety and user’s
privacy by applying text mining as core engine of contextual retargeting [3]. It also
provides better accuracy in contextual advertising.

Business Intelligence Text mining is uses to support faster decision making by
taking consideration of valuable enterprise data [3]. It helps to find future insights
for improving the business by monitoring huge number of data sources.



An Implementation of Text Mining Decision ... 277

Social Media Social media is a potential source of huge amount of unstructured
data inside which a lot of hidden patterns related to business, sentiment [5], and
intelligence are there. Many organizations predict the future customer needs using
text analytics. This information help organizations to extract the customer opinions,
to understand their emotions, and also to predict their requirements. Text mining has
made revolutionary modifications in social media.

2 Literature Survey

As text mining is our focus of research, therefore, some recent research artifacts
are studied. All the related studies and analysis points that application of big data
technologies like Hadoop MapReduce, k-means, particle swarm optimization (PSO),
and cloud computing provides better result, reduced execution time and better solu-
tion for big data problems. Large data sets can be analyzed using Hadoop cluster
and parallelization of clustering algorithms and using parallel k-means clustering
provides a drastic reduction in execution time [1]. Document clustering, parallel k-
means, and distributed computing [6] are the techniques that have been used with
Hadoop MapReduce in the study. After selecting centroids randomly, every docu-
ment is fed to one mapper. The mapper calculates the new centroids based on the
Euclidean distance. The result of all mappers is sent to a reducer to calculate a
resulting centroid which then compared with the assumed centroid [7]. If there is a
difference in centroid value, then the process is iterated, otherwise, the centroid is
considered as final output as shown in Figs. 3 and 4.

To settle the number of cluster and initial centroid, the parallel k-mean algorithm
is modified which can be optimized using fuzzy logic, gravitational intelligence,
and swarm optimization. Big data has its own challenge in terms of storing the
data and retrieving it fast. Manual grouping of files is very complex when there is
a huge amount of document. A new working k-means non-negative matrix factor-
ization (KNMF) with modified guideline of non-negative matrix factorization [8,
9] is used for document clustering. Comparison study of iterated Lovins algorithm,
Lovins algorithm, and Porter algorithm of text mining shows that maximum words are
stemmed in iterated Lovins algorithm. Therefore, the characteristics of k-means non-
negative matrix factorization help in clustering the documents with parallel imple-
mentation of MapReduce on large sized documents. This results in quick and easy
clustering as well as less time consumption.

In order to shrink the computational time, HDFS, MapReduce, and clustering
algorithms are used by distributing the clustering jobs on multiple nodes which means
multiple clustering tasks run parallel on different nodes. A comparative review of
components of Hadoop and MapReduce has been studied to compare result with
the traditional partition-based algorithms with their implementation in MapReduce
paradigm to achieve various clustering objectives on different size of data sets [7].
Introduction of combiner programs between the map and reduce function helps in
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reduction of volume of data to be written by mapper and volume of data to be read
by reducers that decrease the overall operation time. The time reduction is highly
realizable when the number of document is huge rather than smaller data sets [1].
The model for implementation of parallel k-means clustering in MapReduce without
a combiner is shown in Fig. 4.

With above working methods, the advantage of the ability of global search in
particle swarm optimization (PSO) is used for optimal generation of centroids. The
power of parallel processing with global search supports data intensive distributed
application with improved accuracy in generating compact clusters [4]. Some more
literatures are studied in context of text mining and a comparative study is presented
in Table 1 in terms of their objective, findings, and methods used. From the study,
it is clear that MapReduce is the most popular technology to handle text mining
problems. Therefore, in our context of research, we have implemented the proposed
text mining model using Hadoop MapReduce with partitioner.

3 Proposed Decision Feedback-Based Text Mining Model

Textual content is typically available in comprehensive document format. These
formats can be e-mails, text file lettering, user feedback, sentimental comments,
corporate reports, sentimental comments, news reporting, Web pages, etc. The
proposed text mining model tries to first instigate a quantitative representation of
document and then transfer the document into a set of numbers where the numbers
adequately capture the patterns of textual data. Any traditional statistic model, fore-
casting model, and analytical algorithm can be used on these numbers for generating
insights or to produce a predictive modeling. Statistical-based systems count the
word frequency of each word and calculate their statistical proximity toward related
conceptual indexes. These systems may produce inappropriate concepts and miss
the required words which in turn reduces the prediction model accuracy. Iterative
text mining decision feedback model is the advanced form of a text mining where
the process is repeated till the result is acceptable without getting completely out
of process. In this model, the feedback block is the controller of number of itera-
tions. Feature selection, data analytics, and evaluation phase constitutes the feedback
block. Also, this process minimizes the interference of irrelevant words to increase
the model accuracy. The iterative text mining model which we have proposed has
the design as shown in Fig. 5. The steps involved in this model are:

Data Collection Collecting an unstructured data set for analysis is always the first
step of any text mining process.

Text Parsing and Transformation In this step, the data set is cleaned and a dictio-
nary of words is created from the document using NLP. This includes identification
of sentence, word, parts of speech, and stemming words [1]. The extraction of each
word from document is associated with a variable for further reference in the process.



S. Khatai et al.

280

(penunuoo)

SurIa)snyo JuawNOop
paseq-uonnted Joj sa1So[ouyo)

w3rpered

SurwrwesSoxd 1oy se sonpaydey
asn yorym sungyrroS[e Surre)snyo
paseq-uonnted UO SYIOM [OIBISAI
jJua0a1 aredwod 0) syueuodwrod IaY)
pue 2onpaydey pue doopeH jo

[£] suonoaxip pue saway)
JUQDAI JO SISA[eUR U IOMIWLL]
Qonpaydepy Sursn sjeseiep

JUda1 U0 sasnooj 1oded sy, onpaydey pue doope | morAa1 aarsuayardwod e apraoxd o, | 810T 981 Jo SurIAIsN(O paseq uonIIEJ
urewop
suorsuawiIp SIY) Ul SpuaI) urew ) SuIAJnuapt
JUIQHJIP YFNOIY) SUTEWOp Jo [eo3 oy yum yoeordde
parjdde asoy) ur spuan ay) AJnuopt pajeWwOoINEe-Twds SUTUI 1x9) B [2]
0} ydweye ue ur ‘FunoyIew Ul ejep U0 paseq SISA[eUE 2INJBINI] YOIeasal sIsA[eue InjeIaI| paseq Jurfopouwr
31q jo uonesidde a3 uo pasnooy e Ju9sald om ‘Sunodiew ur ejep ordoy pue Sururw Jx9) e :JunoyIew
SIsATeue oInJeId)] YoIeasal Iy, elep S1g | 519 U0 JSAIUI YOIBISAI OY) USAID) | 8T(T ur ejep S1q UO SPULI) YoIedsay]
SuLIAISN[O JUAWNOOP
10§ 2onpaydey Sursn wyyriode SurIaIsnpo o[Iym sueow-y reryuanbas
sueaw-y [o[rered e pasodoid pauojradino pue douewogrod
JIOM STUJ, "W} UOHNIAXI JO SULID) 1oyS1y paure)qo suedw-y pasodoid
ur J[nsa1 SULIAISNO UT ASUSIOYJ AU} Jey) SAIBIISUOWAP J[NSAI A,
10} 2onpaydeq Sursn swyLIos[e "J3S BJBp JUAWNOOP JO 9ZIS SuIkIea
Susnpo azifeqrered o) jueroduwr 3un9Isn[o 10J sueow-y [enuanbas
SI 9] "ow Jo ueds 1I0US UT S}oS iIm J[nsar oy paredwos pue
ejep oFre[ SurzATeue ur puan reindod [epowt Surwrwrerdord sonpaydey [1] wprio3e sueow-3y [o[fered Suisn
pue JuaoaI e st 19)snp doopey Sursn wyyoS[e sueow-y Surasnyo Juswnoop ur LousIoye
Joj [opow Jurwrwrer3ord oonpaydey Qonpaydey pue doopeH | [o[ered e juowradxa pue udisop oL, | 810T onpaydeA jo sisA[eue uy
Surpur pasn A3ojouyoay, EINSRET I [ YR =) § apIL

Sururur 1x9) ur sI0Mm JU0I Jo Apnis daneredwo) | dqel,



281

An Implementation of Text Mining Decision ...

(panunuoo)

uoneIn3yuod donpayyde

Surkrea Aq doopeH uo suoneordde
Suryojew Surns pue Junod

piom Sunrojdxa Aq eiep paImonnsun
PUE ‘pINONIIS-TWAS ‘PAINIONIS
9zATeue pue ‘ssad01d ‘oFeuew

donpaydeN ‘SAAH

195 Byep

ndur ue yjim I9)snpo spou-nnw
pue opou 9[3urs € uo pardde

a1 ‘Suryojew Sulns pue JuUNod
Kouanbaiy piom ‘sonbruyos) om)

QU L, "o3u9[reyo 31q e SI vIep Jo sadA)
JUQISJJIP WO} UOHBUWLIOJU] USPPIY
IOA0DSIP OF, "Y31Y AIQA ST BIRp
PoINJONIISUN PUB ‘PAINJONIS-TWIIS

[o1]
doopey Sursn suonesrjdde ojdures

‘oyerado 01 moy smoys 1oded sryg, ‘doopeq ‘Sunndwos pno[) |  ‘paInjonms Jo ASeAIOUT JO eI AL | 8107 Jo stsATeue paseq sonpayden
pea[ ururw 1x9),, Se powreu
uonjeoridde pue pasn Apnyjing
STYOTYM JIANS WYILIOS[e Mou
© pUE ‘WHLIOS[E JOWW)S SUIAO] SurIa)snyo JuawNOop
PUE JOUIW)S 19)J04 0) pareduiod “9'1 “ejep Jo SULIAISN]O Y SOWO0D
QUM S[NSAT 19339q UIALS ARy QI0Y “2I0J0IaY) ‘PaPaU e SA[Y [8] uonezojoe] XIyew
WY)LIOS [ JOWIW)IS SUTAOT PRI Q) SUIZLI9)ORIRYD SISBAIOUI SI[Y JO JAnje39U-UOU JIAN JO so[ni pajepdn
SI Jey) swyjIoS[e Suruwa)s ur JIoquinu 95Te] UAYM ‘PIaqe[ 2q 03 SI yim Surieisno Juewnoop :doopey
Aqurew sonbruyo9) Surssoooxd mau v QonpaydeN | so[y juawnoop jo juswudie doig | 810T pue QudNT YIM JUTUTW X,
Surpur pasn A3ojouyoay, EINSRET I [ YR =) § apIL

(ponunuod) 1 AqeL,



S. Khatai et al.

282

(penunuoo)

SOZIS 9 JUIYIP SuIsn JUSIUOIIAUD
Qonpaydepy doopeyH oy ut paje[nuis
u29q 2Aey sweidoid Junod piom

Jo uorsioa pasordwr ue pue ojduirs

e ‘Apms Juasaxd s1y) uj “sonAeue ejep
31q ur suoneorjdde jueyrodur Auew
punoj sey jomauwrely aonpaydejny
doopeq ayJ, "10309s 1] 2} Ul os[e
pue SUITAI] UISpPOW INO JO sa1oyds

I1e uo 10edwr S[qesIeWwal © OpeW Sy

Surssaooad [o[ered aonpayden

So1y

1X9} JO oS QuIes Y} JuIsn paje[nuirs
pue pau3isap udeq sey weidoxd
JUNOS PIOM Y} JO UOISIOA paroxduur
ue ‘os[y ‘euale eyep Si1q oy

ur rerndod K194 st yomym wes3oid
JUNOD PIOM Y} UO UOTIR[NWIS
Qonpaydey ojdurs e Sururojrod
£Qq [ 1X3) JO SOZIS JURIJJIP

Uo QW) UOHNIIXI Y} AINSLAU 0] SI

[11] yuswuosiAua
doopey ur junods Kouanbaiy

sonAreue eyep J1q JO UOTIN[OAI Y], ‘SAH ‘sonATeue eyep 3ig | Apmis s1y) Jo 2And2[qo yoreasar oy, | L10T PIOM JO UOT)EN]BAD QOUBWLIOLNIO]
suoneordde
0Sd £q pojerouad paINqINSIp dAIsuuI eiep 1oddns
SPIONUAD 159q Y} SAZI[IN WILIOF [ 0] SIsATeue pue 93e10)s pAINQLISIP
sueow-y Aq paje[nuLIo] ST Jey) soprao1d yorym JIomouresj
yse) SuL)snyo Yy ‘sueowt S J-JYIN Qonpaydey pue doopey
uj "s3as ejep a3re[ A1 ssadoid sazrmn A3ojopoyjeuwr pasodoid
0} donpayden Y pazijorrered SIy L, “AorInooe paroxdwr yirm
9q Apuaroyje ued poyjeuwr pasodoid s19)snp joedwod a1ow Junersuad
Y, “(s19s eyep J1q 10) sueaw ur Spre yorym spronuad rewndo [¥]
SId JO AOoUSIoyJouT 9y} SWOIIA0 apraoxd 03 Ky[Iqe YoIeas [eqo[3 poyiow prIqAY ® U0 paseq SIsATeur
0) pasodoid sem sueow-y J-JIN Qonpaydepy ‘doopey | sit jJo oFejueape oxe) 0) pasn st OSd | L10T SULIISN[O JUSWNIOP PANQLISI]
Surpur pasn A3ojouyoay, EINSRET I [ YR =) § apIL

(ponunuod) 1 AqeL,



283

An Implementation of Text Mining Decision ...

MITA UI
QIE SUOISUA)XA S, 9ATH JO owog ‘sadK)
eyep aanrund Jo 3os [ews € A[uo
suoddns 9AIH ‘seseqejep [euonipen
0) paredwo)) “oATy Sursn Apomb pue
Apuaroyye a3en3ue| K1onb o130] Jo

19)$n[d
doopeH oy uo sof $$900. JouINU]
Jriqowt ssa001d pue Yromowery
wAISAS s1y} Jo uonejuawd[duwr

oy Juasaid om ‘uay], ‘doopey

uo paseq domawelj Sururur ejep
panqrnsip e jasard am ‘A3o[outyoe)
Sunndwos pnoyo 0) SUIPI0OOY
‘BIEP QAISSBUI Q) SISA[RUR pUB
210)s 01 9[qeun uaeq sey urioperd

[¢1] doopey uo peseq 30 ssadoe
JUIUI S[IGOW JOJ YIOMIWIBI}

sonpaydey xordwoos ojum ued apy | 9ATH ‘doopeq ‘Surnndwos pnop) Sururw ejep paseq-opou o[3uIS | G107 wo)sAs Jururur eyep paynquusip v
suaY0)
PI[Ed SIUSWRLR [NSurueaw 1oyjo
Jo ‘sfoquuAks ‘saseayd ‘spiom ojur dn
Teq[oIos 1%9) Jo weans e SunyeaIq Jo ssedoxd
9} [[0IOS O} Sy Jasn Y} ‘pIom Y st uoneziuayo], ‘syonpoid
Ternonted Jo 90ua1IN000 Jo Aouanbaiy UMO OJUT UOTJRISAIUT Q) I0] UISUD
9y} puy 03 JOPIO U] "UOTIUUOIIANUIL Sururw ejep e se pue sisk[eue
IIoy) I ‘s1ojerado 9zruayo) pue ejep 10J uoneoridde ouorepue)s
9SBD WLI0JSUBN—[00) JUTApIdey] ® SB 9[qR[IeAR ST )] "SUIUIW BJEp I0J [z1] (eidwrexa ue se ownsax 3urye))
3u1ISn QUOP ST JUSWNIOP IX3} JO JUNOD wo)sAs 201nos-uado Surpes| pfrom Jourw prdex Sursn Junod Kouanbaiy
Kouanbaiy prom oy ‘reded siy) uy uinpidey | oyl Ajqeuonsonbun st sourgpidey | G107 | PIOM I0J UOTIBZIUSYO) JUSWINIOP IXI,

Surpurg

pasn A3ojouyoay,

2A09[q0

Teax

oL

(ponunuod) 1 AqeL,



284 S. Khatai et al.

l

G§—y—T—=s— W

Data Collection Text Parsing Text Filtering Text Transformation

Decision Feedback

Model
’ é 'ﬂl J I?é“
Application Evaluate Data Analytics Feature Selection

Decision Model

Fig. 5 Proposed model of text mining

Text Filtering In the parsed document, there will be some words which are not
relevant to the mining process and those words need to be filtered out from the
document called as word stopping and word stemming [ 14, 15]. This process requires
an in-depth knowledge of the domain. Number of word stemmed are denoted by “S”.
The word stemming process has been discussed in more detail in further sections.

Text Transformation After text filtering, the document is presented by the occur-
rences words contained in it. After transformation, a document can be represented
in two ways such as

e A simplified representation used in information retrieval and natural language
processing where it contains the multiset of words irrespective of grammar is
known as a bag of word. It is a JSON object representation.

Bowl = {“John™: “37”, “is”: “1”, “Good”: “5”}

e Vector space model is an algebraic representation of text involving two steps.
First, the document is represented in a vector of words and then the vector is
transferred into a numerical format where the techniques of text mining can be
applied. In this research, the documents have been represented in a vector space
mode.

Feature Selection It is also known as variable selection in which we select a subset
of more important features to be considered in the model creation. Irrelevant and
redundant features are not to be used in model creation to improve the model accuracy.

Data Mining At this stage, the traditional data mining process is merged with text
mining. Classical data mining techniques are used for clustering of the data that
obtained from the quantitative representation of document to be associated in further
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evaluation steps. K-mean clustering [9] or a parallel k-mean clustering [13] technique
is taken into consideration in this phase.

Evaluate In this step, we evaluate the mining result. After evaluation, if the result
is not acceptable, then we discard the result and continue the process as an iterative
model to get the best results. Once the result is acceptable, we proceed to next step.

In this step, word stem factor (WSF) is calculated to decide the result acceptance.
Word stem factor (WSF) is defined as the percentage of number of word stemmed
to total number of distinct word. Word Stem Factor (WSF) = (S/T) * 100

Application The evaluated model is now have a broader area of application in the
different text mining process. This model is ready as a product to be deployed in real-
life problems. The model can be applied in web mining, E-consultation in medical,
Twitter data analysis, and resume filtering.

4 Big Data Technologies

In hope of using data in future organizations collect and store by organizations
store enormous amount of data. A number of significant global challenges have
been notified as revolution in big data technologies [16]. The way organizations
are collecting, using, managing, and leveraging data using big data technologies is
ways beyond of imagination. In this research, we have focused on the most popular
big data technology—Hadoop. It is one of the most sophisticated and ever growing
ecosystems in the era of big data. Different technologies of Hadoop ecosystem have
been briefly discussed.

4.1 Hadoop Distributed File System

To store huge amount of data in cluster of computers and to channel them to the
required applications at a high bandwidth Hadoop distributed file system (HDFS), it
is used inside Hadoop ecosystem. Large cluster constituting hundreds and thousands
of server nodes built of commodity hardware to execute user application tasks [16,
17]. Storage and computation are distributed across servers and the system provides
a technique of parallel processing and the required resource for each node have the
capability to grow with demand while cost remains economical at every size. Data is
stored in files and files are placed on nodes providing replication for fault tolerance.
Some unique features of HDFS are highlighted below.

e Physical location of node is considered in rack awareness for storage allocation
and task scheduling.
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e Minimal data motion that process is moved to data rather than moving data to
process. This technique reduces bandwidth.

e The previous versions of storage are restored using standby name node and
secondary name node in case of human or system errors.

4.2 MapReduce

As a parallel processing framework, Hadoop MapReduce is used for processing
huge amount of data in very less time. Large amount of data are processed clusters
containing thousands of node built from commodity hardware. The cluster is highly
reliable and fault tolerant. Job tracker is the single master nose and multiple task
trackers acting as slave node constitutes the initial architecture of Hadoop frame-
work. Whereas yet another resource negotiator (YARN) is the advanced Hadoop
architecture [10, 13]. Resource manager is responsible for job scheduling on slave
nodes, monitoring the task execution, and re-executing the failed tasks. Some more
advantages of MapReduce are mentioned below.

e Commodity hardware is added to the existing server to increase the capacity is
also known as scale-out architecture or horizontal scaling.

e Failed tasks are automatically recovered proving the fault tolerance of cluster.

e Flexibility for amount of file systems and facility of serialization in multiple open
frameworks.

¢ Intelligent data placing technique to maintain the load balancing with maximum
utilization and efficiency.

A MapReduce process is shown in Fig. 6. The data split files are executed in
mapper parallely. After mapper phase is completed, the interim results are sorted
and shuffled. Then, the results are merged and fed to the reducer. The no of reducer
is defined in the MapReduce program determines the number of output files.

43 Pig

Pig is a data flow tool used for analyzing large data sets. It is not specific to Hadoop
only rather it can be used with any parallel data processing. Though it can support all
types of data that is structured, semi-structured, quasi-structured, and unstructured
data but very frequently used for structured and semi-structured data. It uses Pig
Latin language [18]. Each line in Pig code is converted to a logical plan and series of
MapReduce tasks. It creates a directed acyclic graph (DAG) for each job. Features:

e Pig provides ease of programming where developers have to write less number
of coded than MapReduce for a particular requirement.

e In case built-in functions are not available, users can create custom programming
which can be easily integrated with Pig.
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Fig. 6 MapReduce processing

4.4 Hive

As a data warehouse software Apache Hive inside Hadoop ecosystem helps to query,
analyze, and manage large data sets stored distributed storage (HDFS). It provides
the facility of HIVEQL, an SQL-like language for querying and retrieving data. All
the Hive queries are converted into MapReduce job by Hive engine automatically
and implicitly. When it is difficult to express logic in HIVEQL, it allows MapReduce
programmers to be plugged in with Hive using custom mappers and reducers [17].

Hive allows indexing to provide acceleration in data search. Compaction and
Bitmap indexes are also applicable in Hive. It supports different file types like plain
text, RCFile, and ORC. It can operate on compressed data storages using GZIP,
BZIP2 an SNAPPY. User-defined functions (UDFs) are supported by Hive when
built-in functions are not available.

4.5 Sqoop

The facility to transfer data between HDFS and RDBMS (MySQL and ORACLE)
is provided by Sqoop inside the Hadoop ecosystem. It imports data from RDBMS
to HDFS to process it and again export the data to RDBMS [18]. It facilitates the
connection of different database servers, controlling of import and export process. It
can import data to Hive and HBase.
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4.6 Oozie

Hadoop ecosystem provides the facility of a Web application based on Java used
for scheduling Hadoop jobs is known as Apache Oozie. It sequentially combines
multiple jobs to one logical unity of work. It supports MapReduce jobs, Pig scripts,
Hive query, and Sqoop import exports. Jobs of a specific system like Java or a shell
script program can also be scheduled in Oozie. Oozie workflow and Oozie coordinator
are two categories of Oozie jobs. Multiple workflow and coordinators are bundled
in Oozie to manage the lifecycle of running jobs. It is scalable and reliable.

4.7 Flume

Flume is used for efficient collection, aggregation, and movement of large amount
streaming data like record logs. It has failover and recovery mechanism and it is used
for online analytic application. Flume has a new data set sink Kiite API that is used
to write data to HDFS and HBase.

4.8 ZooKeeper

Zookeeper is a centralized configuration and synchronization service in Hadoop
ecosystem [17]. Every time a service is scheduled a lot of configuration need to be
changed and resources are synchronized and this makes the service more fragile.
Zookeeper is very fast with workloads with the ideal read-write ratio of 10:1. It can
be replicated over multiple servers to avoid single point of failure.

S Word Stemming

In context of information retrieval and linguistic morphology stemming, it is the
process of tumbling any transformed word to its original stem word. Stem word is
the base or morphological root form of any word. Stemming is a process that maps all
related words to its stem [14]. Word stemming is an essential part of natural language
processing and it is done by removing any suffix or prefix attached to the stem word.
This conversion is also required in text clustering, categorization, and summarization
as part of pre-processing in text mining.
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5.1 Pre-requisites for Stemming

Word stemming requires tokenization and filtering from the document first. These
two processes bring the document into the granular level required for word stemming.

Tokenization In tokenization, a document is split into a set of word based on some
tokenizer or separator [12]. The separators can be a blank space or any special
character. An example is illustrated as below.

Text = “Science brings the society to the next level.”

[T3E1]

The output of tokenization assuming blank space (
“brings”, “the”, “society”, “to”, “the”, “next”, “level”].

The punctuation marks and non-text characters are removed from the document
in tokenization. Hence, the words are finally converted to nouns, verbs, etc. Another
approach of word tokenization is focused on the statistical distribution of the words
inside the document instead of following the occurrences of words. In the statis-
tical analysis, it is important to index the texts into vectors. In this research, as the
bag of word (BOW) approach has been adopted part of statistical representation of
document.

) as a separator: [“Science”,

Filtering This process removes the words which are not important for text mining
process or which may degrade the result of analysis and it is also called as stop word
filtering. Stop words [19] are the words which are not required in the text mining
process. This filtering is controlled as per the requirement, i.e., a strong stop word list
will create the best result in text mining process. The stop word lists are available in
World Wide Web. One of the resource available in http://www.lextek.com has been
considered in this research [20].

5.2 Classification of Stemming

Stemming algorithms are broadly classified into three groups. The classification of
stemming algorithm is shown in Fig. 7.

Truncating Method This method removes the prefix and suffix of a word. Trun-
cate (n) is the most basic stemming algorithm in which each nth position word is
truncated and words existing in positions less than n are not truncated as well as
no stemming rule is applied on them. Therefore, the chance of over stemming is
increased. Another stemming algorithm where the plural words are transferred to
singular form by removing the suffix ‘S’ [14]. There are four types of algorithm in
truncating method as highlighted below.

Lovins Stemmer This algorithm contains 294 ending rules, 35 transformation rules,
and 29 conditions. The longest suffix from any word can be removed by this stemmer.


http://www.lextek.com

290 S. Khatai et al.

[ Stemming Algorithm ‘

A 4 Y Y

Truncating ‘ | Statistical l l Mixed
\ 4 \ 4 h 4
* Lovins Stemmer + N-Gram Stemmer * Inflectional and Derivational
¢ Porters Stemmer ¢ HMM Stemmer Stemmer
¢ Paice/Husk Stemmer e YASS Stemmer e Corpus Stemmer
¢ Dawson Stemmer * Context Sensitive Stemmer

Fig. 7 Classification of stemming

After removing the suffix from the word, the word is referenced with different tables
to convert it to a valid stem or root word after making some adjustments [15]. As a
single pass algorithm maximum of one suffix is removed from a word. This algorithm
can transfer the double letter words like “setting” to its original stem words very
fast, i.e., “set” and also handles many asymmetrical plural forms to their singular
transformations, for instance, “feet to foot,” “men” to “man,” etc. Lovins stemmer
algorithm consumes more data and many suffixes are not available in the ending rules.
Sometimes, it is very unreliable as it cannot match the stems of similar meaning.

Porter Stemmer Porter stemmer algorithm was proposed in 1980. Many modifi-
cations have been suggested and done on the elementary algorithm. There are 1200
suffix rules in the algorithm having five steps in each rule. The algorithm is iterated
through the rules until one of them is accepted. Once a rule is satisfied, the suffix
from the word is removed, then the resultant stem word is returned and next step
is performer [15]. Also, there are 60 comprehensive conditions in this algorithm
in the form of <Conditional Rules> with <Suffix> constitutes a <New Suffix>. For
example, if a word ends with “EED” and has at least one consonant and vowel
then the suffix can be changed to “EE.” For instance, “Emceed” will be changed to
“Emcee” but “Speed” will remain as it is. Porter stemmer algorithm is designed as
a detail stemming framework where the key intension of the framework is that the
programmers can develop new stemming rules for different sets of suffix.

Paice/Husk Stemmer It contains 120 rules indexed by suffixes and is iterative in
nature. In each iteration, algorithm tries to find a match with the suffix and then either
the suffix is deleted or it is replaced. Advantage of this algorithm is that it takes care
of both deletion and replacement. But this is a very heavy algorithm which may
create over stemming error [new paper].
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Dawson Stemmer This is an extension of Lovins stemmer algorithm which have
a 1200 extensive list of suffix transformation [15]. It is also a single pass algorithm
therefore it is fast. The suffix is stored in reverse order indexed by their length and
last letter.

Statistical Method These types of stemming algorithm remove the affixes (suffix
and prefix) after applying any statistical analysis and technique. N-Gram stemmer,
HMM stemmer, and YASS stemmer are statistical stemming algorithms. N-Gram
stemmer is language independent and is based on n-gram and string comparison [14].
HMM stemming algorithm is unsupervised and language-independent stemming
and it is based on hidden Markov model. YASS stemming corpus based and can be
implemented without knowing the morphology. It uses hierarchical clustering and
distance measure approach.

Mixed Method This type of stemming algorithms are composition of inflec-
tional and derivational morphological methods, corpus-based methods, and context-
sensitive methods [15]. As part of inflectional methods, the algorithms are correlated
to syntactic variations such as plural, cases, and genders of a specific language.
Krovetz and Xerox stemmers are example of inflectional and derivational methods.
Corpus-based methods use the occurrences of word variants. Some drawbacks of
Porter stemmer algorithm have been taken care here like “Iteration” is not converted
to “Iter” and “General” is not converted to “Gener”.

6 Proposed Porter Stemmer with Partitioner Algorithm
(PSP)

This algorithm has about 60 rules which can be coded using MapReduce. When
“Partitioner” technique is applied with all the porter rules, it provides better result. In
partitioner of MapReduce, multiple partitions [21] are created based on conditions
for data before data goes to reducer. The simplest partition technique is a hashing
partition, but based on the condition, we can create required number of partition.
For example, if special characters are not required for text mining process, then
we can separate them in one partition and other alphabets and numbers will be in
another partition. For this technique, the number of reducers needs to be set in the
MapReduce program. Figure 8 shows the model for the proposed algorithm Porter
stemmer partitioner which combines the rules of Porter stemmer implemented in
MapReduce partitioner.
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Fig. 8 Proposed Porter
stemmer algorithm with
partitioner (PSP)
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7 Hadoop Cluster Operation Modes

For this research, the selected documents have unstructured format of data. Therefore,
Hadoop MapReduce and HDFS have been chosen for implementation. The selected
documents are stored in HDFS and a MapReduce program is run on each document
parallel [22]. For the purpose, a Hadoop cluster with Hadoop Archirtecture-2 has
been set up. A Hadoop can run in three different modes as shown in Fig. 9.

Standalone Mode Standalone mode is the default operation mode of a Hadoop
cluster also known as local mode. In this mode, none of the demons like name node,
resource manager, secondary name node, data node, and node manager run inside the
cluster. Therefore, it is mainly used for learning, debugging, and testing [23]. In this
mode, the cluster runs faster than the two other modes. In this mode, HDFS storage
architecture is not utilized, so it is like a system having the same kind of storage
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Fig. 9 Hadoop cluster operation modes

as in windows like an NTFS or FAT32 system. When this mode starts to run none
of the configuration files like mapred-site.xml, hdfs-site.xml, core-site.xml, etc., are
needed. All the processes run in a single JVM in this mode.

Pseudo-Distributed Mode In pseudo-distributed operation mode, all the demons
run on a single node. This mode is a simulation of the cluster, therefore, all the
processes run independently. Name node, resource manager, secondary name node,
data node, and node manager run on separate Java virtual machines (JVMs) inside
a single node. This mode mimics the operation of fully distributed mode on a single
node [23].

The master-slave architecture of Hadoop cluster also exists in this mode is handled
by a single system. Resource manage and name node are run as master, whereas data
node and node manager run as slave. The secondary name node in this mode is used
to handle the hourly back up of the name node. When this mode starts to run the
configuration files (core-site.xml, mapred-site.xml, and hdfs-site.xml) need to be set
up in the environment.

Fully Distributed Mode This is the production mode of Hadoop cluster where
multiple nodes are used. Some of the nodes run master demons resource manager
and name node, whereas rest of nodes in the cluster run slave demons node manager
and datanode. The HDFS storage architecture is fully followed here therefore the files
are stored on multiple nodes [23]. The configuration parameters of the cluster envi-
ronment need to be specified in this mode. This mode is highly scalable supporting
both horizontal and vertical scaling. Also, this mode is completely reliable, fault
tolerant and have the full capability of distributed computing.

Standalone mode has a very limited scope, whereas fully distributed mode is
highly expensive and need a lot of configurations to be handled. Therefore, for this
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research, a pseudo-distributed cluster mode has been chosen. The chosen mode is a
Horton works pseudo-distributed cluster running on Hadoop-2 architecture.

8 Environment Setup

A Hadoop cluster has been set up for implementation taking the Hortonworks Hadoop
2.2 version. It provides a command line interface to interact with the cluster and an
easy accessible Web interface for displaying cluster-related informations.
Commands to make up the Hadoop cluster [24]. Figure 10 shows the Hadoop
version installed on the cluster.
As the used Hadoop architecture is a second generation architecture, five demons

always run on the cluster to make it operational [25, 26]. The running demons are
shown in Fig. 11.

o Name node
e Data node

[@localhost ~]$ hadoop version

Hadoop 2.2.0

Subversion https://svn.apache.org/repos/asf/hadoop/common -r 1529
768

Compiled by hortonmu on 2013-10-07T06:28Z

Compiled with protoc 2.5.0

From source with checksum 79e53ce7994d1628b240f09af9lelaf4

This command was run using /usr/lib/hadoop-2.2.0/share/hadoop/com |
mon/hadoop-common-2.2.0.jar
[@localhost ~1% |}

Fig. 10 Installed Hadoop version

[@localhost ~]$ sudo jps
1900 NodeManager

1733 NameNode

1783 DataNode

3036 Jps

1845 ResourceManager
1964 JobHistoryServer
[@localhost ~1$ |}

Fig. 11 Running demons on Hadoop cluster
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e Node manager
e Resource manage
e Job history server.

Information about the name node are shown in Figs. 12 and 13. The name node
runs on port 8020. There are total 38 blocks in the cluster. The cluster have 10.60 GB
storage for Hadoop distributed file system out of total ~18 GB storage. Figure 14
shows internal storage structure of HDFS. This server has a block size of 128 MB
and the files are stored as part files inside the blocks of HDFS. Part files are the
logical partitioning of a bigger data set [24, 26]. The replication factor of cluster is

NameNode 'localhost:8020' (active)

Started: Wed Dec 19 10:26:07 IST 2018

Version: 2.2.0, 1529768

Compiled: 2013-10-07706:28Z by hortonmu from branch-2.2.0
[ Cluster ID: || CID-befS9e3e-aba0-4501-910b-d3685bbe282c |

Block Pool ID: || BP-1756%09416-127.0.0.1-1411538715533

Browse the filesystem
HNameNode Logs

Cluster Summary

Security is OFF

90 files and directories, 38 blocks = 128 total.

Heap Memory used 44.42 MB is 91% of Commited Heap Memory 48.72 MB. Max Heap Memory is 966.69 MB.

Hon Heap Memory used 18.05 MB is 99% of C ited Non Heap Memory 18.16 MB. Max Non Heap Memory is 96 MB.

Configured Capacity th 17.23 GB
DFS Used g 1.08 MB
Non DFS Used 3 7.73 GB
DFS Remaining : 9,50 GB
DFS Used% : 0.01%
DFS Remaining% : 55.12%
Block Pool Used z 1.09 MB
Block Pool Used% : 0.01%
DataNodes usages : Min % || Median % || Max % | stdev % |
0.01% [ 0.01% || 0.01% | 0.00% |
jve N : |[ 1 {Decommissioned: 0)
Dead Nodes : || 0 (Decommissioned: 0)
ggmmuzéigmg '\IE& 3 0
Number of Under-Replicated Blocks | : 0

Fig. 12 Name node information-1

NameNode 'localhost:8020'

WWed Dec 19 10:26:07 15T 2018

1.2.0, 1519768

2013-10-07T06:282 by hortonmu from branch-2.2.0
CID-befs903e-aba0-4501-510b-d3685bbe282c
BP-1756505416-127.0.0.1- 1411538718533

Block Pool 1D:

G back to DFS hame

Live Datanodes 1 1

Mon Block | Black
Noge | Tramsterring | Last | admin | CPONINOD | ysed | OFs | Remaining | sed | Used | Remaining [ o | Pool | pool | Failed [
Address Contact | State ram ¥ | 160y | used (Gn) (L) () i) Used | Used | Volimes
(Gn) tGn) | (%)
| locathost | 127.0.0.1:50010 1| sarvica 17.23 | o000 | Tes o8 | oo | 55,43 | o00| oul o|  zao

Fig. 13 Name node information-2
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Name 'Iypc'slza R ‘Block Slze Modifi Time |F

had. m dir [ 2014-09-24 11:46 [rwxrwxrwx
partitions_0d09dh61-0093-4ba0-9b10-d28674932007 |file 133 B |1 128 MB 2014-09-29 19:22 [rw-r—r--
partitions_1c630cec-1d2e-4d71-9c49-8d47c4ael5e? (file 153 B|1 128 MB  2014-09-29 19:24 |[rw-r-—-T--
partitions. 659-4bcl-bef6-2b3706fabblf |file 153 B|1 128 MB 2014-09-29 19:22 |[rw-r-—-r--
partitions_3150588f-ebaf-47d9-b651-abal3c77d07e |file 153 B|1 128 MB  [2014-09-29 19:33 [rw-r—-r--
partitions_470591af-e561-4bed-al85-ba99d3045bbb |file 1533 B|1 128 MB  2014-09-30 17:29 | rw-r--r-—
partitions_3538af272-15a4-454a-246(-ce2626c356eh  [file 153 B|1 128 MB | 2014-09-29 19:11 [rw-r--r--
partitions_Ge64cd18-b3ab-10bb-b0fe-4{4522296966 |file 153 B|1 128 MB  2014-09-30 17:40 |[rw-r-—r--
partitions_792dcf70-c9e6-4911-917b-73690755edbd |file 153 B |1 128 MB  2014-09-29 19:02 [rw-r—r-
partitions_7d9d7132-ac58-4b78-a12d-fc463b42605d (file 153 B|1 128 MB [2014-09-30 19:11 [rw-r--r-
partitions_84843b533-c0b5-4618-9166-14a9c857ecad (file 153 B|1 128 MB  2014-09-29 19:04 |[rw-r—r--
partitions_9703047c-92ca-4721-9367-767.219149354 [file 153 B[1 128 MB  [2014-09-29 19:36 |rw-r—-r--
partitions_98c394c9-6781-1cf0-6fe7-[00e1856fe43  [file 153 B[1 126 MB  2014-09-29 19:00 [rw-r-—-r--
partitions_9a5140c4-afeb-47Mb-a360-113484df5743 [file [153 B[1 128 MB  2014-09-29 19:35 [rw-r—1-—
partitions_bd105f44-8133-4b62-9845-2(b574fd3clf |file 153 B|1 128 MB 2014-09-30 12:47 |[rw-r—r—
partitions_df97fdb2-7533-4bca-9687-99{2c473042h [file [153 B[1 126 MB  2014-09-29 19:11 [rw-r--r--
|partitions_eeBca7h1-6968-4844-bed(-48261def63fe  |file 153 B|1 128 MB  [2014-09-30 17:12 [rw-r--1-

Fig. 14 HDFS storage structure

set to 1, therefore, every file is present in a single rack only according to the rack

awareness of Hadoop.

9 Implementation

Implementation of this research follows all the steps of proposed text mining model.
Implementation of this research has compared the stemming performance of Lovins
stemmer algorithm, Porter stemmer algorithm, and Porter stemmer with partitioner

algorithm.

9.1 Data Collection

Three different data sets have been considered for the implementation of this research.
All data sets are of different sizes and have different structures of data as described

below.

Data Set-1 (CV Data Set) A CV structure has been considered as the first and
smallest data set for this research. It has the text that is relevant to a CV like tech-
nologies, expertise, work experience, etc. This data set has been collected from an
open source [27] of size 2 KB and total 260 words. The data set has the text data so
it is unstructured in nature. A portion of the data set has been shown in Fig. 15.

Data Set-2 (Speech data set) Speeches have the most complex linguistic
morphology. The second data set has been considered as a speech data set of PMO
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CHRISTOPHER MORGAN

ADDRESS: 177 GREAT PORTLAND STREET, LONDON W5W 6PQ

PHONE: +44 (0)20 7666 8555

EMAIL: CHRISTOPER.MORGAN@GMAIL.COM

OBJECTIVE PROVIDE ANALYSIS DATA SUPPORT IN A COMPANY AS DATA ANALYST.

WORK

EXPERIENCE 04/2014 - 04/018

DATA ANALYST, GHT COMPANY, MADRID SPAIN

RESPONSIBILITIES:

ESTABLISH OPERATION STRATEGY IN A TEAM FOR IMPROVING SALES

PREPARE DATA AND INFORMATION FOR MAKING REGULAR REPORT DATA ANALYSIS
PERFORM DATA ANALYSIS FOR COMPLEX DATA AND FILES JAVA JAVA JAVA JAVA JAVA JAVA
03/2012 - 05/2014

DATA ANALYST, STARTUP CORPORATION, MADRID SPAIN

RESPONSIBILITIES:

COMPOSED JAVA PROGRAM FOR INTERFACING WITH ORACLE DATABASE

PERFORMED DATA ANALYSIS ESPECIALLY FINANCIAL DATA

PERFORMED STATISTICAL DATA ANALYSIS USING STATA

SHOWED DATA ANALYSIS IN REGULAR MEETINGS FOR CREATING NEW PROGRAM JAVA JAVA JAVA
JAVA JAVA

EDUCATION

2004 - 2008

BACHELOR DEGREE OF COMPUTER SCIENCE, TECHNICAL UNIVERSITY OF MADRID

2002 - 2004

CERTIFIED AS DATA ANALYST, DATA ANALYST CERTIFICATION, TECHNICAL UNIVERSITY OF MADRID

Fig. 15 Data set-1

India on 72nd Independence Day. Data has been collected from official site [28] of
the India’s Prime Minister. The data set has total 8000 words and unstructured in
nature. A part of the data set is shown in Fig. 16.

Data Set-3 (Twitter data set) The third data set has been collected from the Amer-
ican microblogging site Twitter [29]. The data set contains social media comments
and is the largest data set considered for this research. It have total ~52,00,000 words
and is of 185 MB. A part of data set is shown in Fig. 17.

After the data sets are collected, they are transferred to HDFS, because data has to
be present in HDFS for MapReduce processing. Command used to move data from
local storage to HDF are given below.

To check if file exists in local storage—*1s”.
To move file from local storage to  HDFS—“hdfs  dfs-
copyFromLocal/home/local/textdata/textmining”.

Figure 18 shows the data sets presence inside the HDFS.

9.2 Text Parsing

Text parsing is a technique to read the input data set and break it into granular
levels which is a word. Text parsing is a logic that performs the above task inside
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I hail from Gujarat. There is a saying in Gujarati ‘Nishan Chuk Maaf Lekin Nahi Maaf Nichu Nishan’ which
means one should have big aims and dreams. However, for that, one has to strive hard and be answerable.
But if the aims are not big, targets are not far-sighted, decisions are also not taken. Development comes
to a halt. That is why my dear brothers and sisters, it is necessary for us to move ahead with big aims and
resolve. When targets are vague, when the spirit is not strong, then important decisions in our social life
also get held up for years. Take for instance the case of MSP — economists, farmer organizations, farmers
as well as political parties had been demanding, that farmers should get an MSP which is one and a half
times of their investment. The matter was debated for years, files moved to and fro, and but was stuck.
Finally, we took the decision. We took a bold decision of giving the farmers the MSP which is one and half
times their investment. There was unanimity on GST. Everyone wanted GST but they could not arrive at
a decision because while on the subject, they were thinking in terms of their vested interests and whether
this will translate into electoral gains. Today, with the help of small traders, their open mindedness and
their attitude of accepting the new, the country has implemented G5T. A new found confidence has been
generated in the business community. The small entrepreneurs, small businessmen who faced teething
difficulties in adopting GST, accepted the challenge and the country is now moving ahead. Today, we have
enacted laws on Insolvency and Bankruptcy to strengthen the banking sector. Who opposed them earlier?
Taking decisions requires conviction, force, confidence and complete dedication to the good of the
kommon man. Why was the Benami property law not enforced earlier? The Benami property laws are
implemented only when there is courage and a determination to do something for the country. The
Jawans of our defence forces were demanding one-rank one-pension for several decades. They were not
resorting to agitation because they are disciplined, but nobody was paying heed to their voices. Somebody
needed to take a decision in this regard. You gave us the responsibility of taking this decision and we
fulfilled it positively. My dear brothers and sisters, we are not the kind of people who work in the interest
of the party. We are capable of taking tough decisions because national interest is topmost in our priority.

Fig. 16 Data set-2

As from title. What kind of visa class do | have to apply for, in order to work as an academic in Japan ?
What kind of Visa is required to work in Academia in Japan?

visajob-search

Which online resources are available for job search at the Ph.D. level in the computational chemistry
field

As a comp ional chemist, which online resources are available for Ph.D. level jobs?

job-search

As from title. Not all journals provide the impact factor on their homepage. For those who don't
where can | find their impact factor

Where can | find the Impact Factor for a given journal?

journalsbibliometrics

8 | have seen many engineering departments want professional engineer registration. Why do they
care?

8 In U.S5., why do many engineering departments care about professional engineer registration?

8 job-searchengineering

What is the h-index, and how does it work

What is the h-index exactly and how does it work?

bibliometrics

8 If your institution has a subscription to Journal Citation Reports (JCR), you can check it there. Try this
URL:http://isiknowledge.com/jcr

If | publish a pre-print paper on arXiv, how can | guarantee exclusive rights to the publisher
afterwards? Am | unable to publish on non-open access journals after | publish a pre-prin

Does publishing a paper on arXiv prevent me to submit it to a non-open access journal?
copyrightarxiv

2 An increasing number of funding organisations require publications on the research that they fund
to be open access, i.e. available to the public without having to subscribe to a jour

Fig. 17 Data set-3
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Contents of directory /

Goto : |/ go

Name Type [Size [Replication [Block Size [Modification Time [Permission |
Datasetl.ixt[file [1.23KB |1 [128 MB  [2020-08-12 21:33 [rw-r-1-- |
|Dataset2.txt file [44.66 KB |1 (128 MB  [2020-08-12 21:33 [rw-r--r-- |
[Dataset3.txt [file [170.69 MB |1 [128 MB  [2020-08-12 21:34 [rw-r-1-- |

Fig. 18 Data sets in HDFS

a MapReduce program [11]. As data in all the data set is separated by space we
have used line offset value and string tokenizer [12] to parse the data sets. Parsing
of data sets produce a bag of words (BoW) pseudocode for text parsing is defined as
TEXT-PARSING(A).

TEXT-PARSING(A)

1 tokenizer < tokenize(line)
2 for j € 1 to length[tokenizer]
3 A[j] € tokenizer(j]

For example assuming “My name is xyz” is a line.

Tokenize converts the line into an array of words by splitting them based on blank
space. For the above example, tokenizer will create [‘My’, ‘name’, ‘is’, ‘xyz’] for a
line “My name is xyz”.

Text parsing is done in mapper side and all the further steps are done in reducer
side.

9.3 Text Filtering

Text filtering removes the unexpected words from the bag of words. It is done by
passing the tokenized array into a stop word filter. For example, the word “an” do
not contribute any morphological interpretation in the analysis. Therefore, it needs
to be removed from the analysis. When a word passes through the stop word list
than it is checked for its presence in the list [12]. If the word is present in the stop
word list, then it is removed from the bag. Pseudocode for text filtering defined as
TEXT-FILTERING(A) is explained below.
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TEXT-FILTERING(A)
1 stopwords[] =["a”,’as”, “able”, “about”, “above”, “accord-

33 95 39 99 99 93 95 99,

ing”,”accordingly”,”across”, actually”,”after”,”afterwards”,”’again”,
“against”, “aint” .....]
for k € 1 to length[A]
flag = true
fori € 1 to length[stopwords]
if A[k] = stopwords][i]
flag = false
if flag = true
Insert A[k] into a new array B
After stop word removal three stemming algorithms such as Lovins stemmer,
Porter stemmer, and proposed partitioned Porter stemmer (PSP) have been used for
implementation of word stemming process. The proposed PSP stemmer takes care
of the punctuation marks, special characters, etc., which are also not relevant to
our analysis. Therefore, in the proposed PSP stemmer, a partitioner program has
been used in this research. It removes all the special characters, punctuations into an
unused partition, and only consider the words containing alphabets. Post-partitioning
the terms are passed to the stop word list. Number of word stemmed are denoted by

“S”. The comparison of stemming results has been discussed in further sections.

02NN B W

9.4 Text Transformation

After the text filtering, the document is now converted to a numerical matrix form
call as document matrix [19]. The symptomatic presentation of different terms has
been explained below.

Term Frequency ()\) It is defined as the total occurrence of a stem word with
respect to the total number of distinct words present in a document. Whereas the
total occurrence of a root or stem word is defined as Term Count.

Term Count = Total count of existence of a stem word in a document.

Term frequency = Total count of occurrence of a word in document/Total Number
of Word in document.

If N = Total number of word in document.

T = Term count then term frequency (\) = T/N

Document Matrix Itisanumerical representation of the document. After finding the
term frequency [12] of each unique term in document, the document is presented in
form of matrix as [Word (Term) Term frequency (F)] which constructs the document
matrix. Figure 19 shows a portion of document matrix of data set-2.
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Fig. 19 Document matrix of CONTRIBUTING 1742.5

data set-“2” CONTRIBUTION 1161.6666
CONVEY 3485.0
CONVICTION 3485.0
COOKING 3485.0
CORNER 3485.0
CORRIDORS 3485.0
CORRODED 3485.0
CORRUPT 3485.0
CORRUPTION 11€1.6666
COST 3485.0
COULD 1161.6666
COUNCILS 3485.0
COUNTED 3485.0
COUNTRIES 1742.5
COUNTRY 50.507248
COUNTRYMEN 112.41936
COUNTRY'S 580.8333
COUPLE 3485.0
COURAGE 1742.5
COURSE 3485.0
COURT 3485.0

Word Stem Factor (o) The percentage of total number of word stemmed with
respect to the total unique word present in a document is defined as word stem factor.
Algorithms providing higher percentage of stemming are known as Dense Stemmer.

S = Total number of word stemmed
U = Total unique word present in document

a = (S/U) * 100

Stop Word Factor (8) Itisdefined as the percentage of total number of word stopped
with respect to the total unique word present in a document.

X = Number of stopped words
B = (X/U) * 100

Cumulative Word Stem Factor (y) It is defined as the percentage of total number
of word stemmed and stopped with respect to the total unique word present in a
document.

y = ((S + X)/U) * 100
andy=a+p
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9.5 Feature Selection

99

In this research, attributes such as “term,” “frequency,
word factor” have been considered.

word stem factor,” and “stop

9.6 Evaluate

The values obtained from the model has been accepted to complete the evaluation
process. The values obtained have been analyzed in further sections.

10 Result and Discussion

Table 2 shows a comparative study for word stemming capacity of the three stemming
algorithms. From the result, it is clear that Porter stemmer with partitioner algorithm
provides dense stemming than Lovins stemmer and Porter stemmer. Also, PSP is
more accurate in stop word filtering. This performance improvement is applicable
to documents of all sizes. Figure 20 shows the graph plotted for word stem factor
with respect to the different stemming algorithms. From the graph, it is observed
that with increase of data set size, PSP algorithm shows better result which resolves
the big data volumetric issue [18], i.e., the model provides the better result when
operate on huge data set. Similarly, a graph is plotted between the stop word factor
and the stemming algorithms as shown in Fig. 21. From the figure, it is observed
that a Porter stemmer algorithm when operated with a partitioner provides better
stopping capability than Lovins stemmer and Porter stemmer. Another graph between
cumulative word stem factor and stemming algorithm is shown in Fig. 22. The plot
clearly points toward the better performance of Porter stemmer with partitioner than
the other stemming algorithms according to the increased size of data sets. The
accuracy of analysis depends on the stop word list and word stemmed. So, the stop
word list is continuously updated for better results.

11 Conclusion and Future Work

From the above result analysis, it is clear that Porter stemmer algorithm with Hadoop
MapReduce partitioner provided better result than Lovins stemmer and traditional
Porter stemmer algorithm. Therefore, PSP algorithm can be used with big data to
create an operation module which can be used in industrial applications, health
care, social media, etc. The Porter stemmer with partitioner is capable of providing
better result for huge amount of data sets than other stemming algorithms. The
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Table 2 Comparison of stemming results
Result | Data Algorithm | Total Total word | Total Word | Stop | Cumulative
set set unique stemmed | word stem | word | word stem
word in S) stopped | factor | factor | factor (y)
document X) (o) ®)
)
1 CvV Lovins 221 17 15 749 16.79 | 1448
stemmer
2 CV Porter 220 38 15 |17.27 |6.82 |24.09
stemmer
3 CV Porter 204 55 15 2696 |7.35 |34.31
stemmer
with
partitioner
4 PM Lovins 3484 304 254 872 |7.29 |16.02
speech | stemmer
5 PM Porter 3347 1028 254 130.71 |7.59 |38.3
speech | Stemmer
6 PM Porter 3297 1075 277 326 |84 41.01
speech | stemmer
with
partitioner
7 Twitter | Lovins 5,209,760 28,756 | 10,015 0.55 |0.19 0.74
stemmer
8 Twitter | Porter 5,166,699 | 336,965 | 10,015 6.52 |0.19 6.72
stemmer
9 Twitter | Porter 5,166,699 | 1,120,535 | 12,882 |21.68 |0.25 |21.94
stemmer
with
partitioner

proposed methodology also has an extensible capability of reducing unnecessary
words from the text mining and also has the capability to reduce the error in the
following an iterative approach. The model can be used for CV filtration, online
exam evaluation of subjective question answer, sentiment analysis, etc. In future, the
model and algorithm will be implemented in other application domains such as health
care and the obtained results will be compared. Also, the optimization techniques
like particle swarm optimization (PSO) will be applied to enhance the model.
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WORD STEM FACTOR VS STEMMER
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Fig. 20 WSF versus stemmer

STOP WORD FACTOR VS STEMMER
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Fig. 21 SWF versus stemmer
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CUMULATIVE WORD STEM FACTOR VS STEMMER
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Fig. 22 CWSF versus stemmer
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