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Generative Adversarial Network
for Detecting Cyber Threats in Industrial
Systems

Vasiliy Krundyshev and Maxim Kalinin

Abstract The transition from the information economy to the digital presents new
challenges to the community related to the development of breakthrough technolo-
gies, a network of cyber-physical systems, artificial intelligence, and big data. When
creating digital platforms, a number of difficulties arise: the large dimension of the
digital infrastructure and its heterogeneity, poorly established information interac-
tion between the segments, the lack of a common approach to ensuring cybersecurity,
and high dependence on personnel qualification and reliability of equipment. The
introduction of the digital economy leads to an increase in the risk of cyber threats
associated with problems of access control between systems, regulation of infor-
mation, and control flows. In this paper, for solving cyber threat detection tasks,
it is proposed to use generative adversarial neural networks. The paper presents
training and testing algorithms of the neural network. The result of the experiments
demonstrated high accuracy at cyber threat detection.

Keywords Artificial intelligence · Cyber threats · Generative adversarial
networks · Neural networks · Industrial systems · Intrusion detection · ANN ·
GAN

1 Introduction

Today, the digital revolution no longer seems to be another slogan of marketers and
fiction of science fiction writers. Energy, engineering, transport, and other industries
are actively entering the era of digital transformation and are under the influence
of changes in Industry 4.0, which includes the Internet of things, blockchain tech-
nology, modeling using augmented reality, and much more. According to World
Bank estimates, Industry 4.0 could bring the world economy up to $30 trillion [1].
Digitalization involves accelerating processes and automating production to the level
of “one-button problem solving” when the operator is not constrained in movement

V. Krundyshev (B) · M. Kalinin
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2 V. Krundyshev and M. Kalinin

and can manage almost the entire enterprise from anywhere. Given the specifics of
most enterprises, high security requirements are one of the key conditions in the
design of information and telecommunication systems.

In the industry of automated process control systems, a unique situation arose:
Several high-profile incidents [2, 3] that led to targeted cyberattacks on a very
limited number of objects completely formed an idea of the potential threat, both
among developers of protective equipment and among potential users of these tools.
Accessible information about many of these incidents was presented exclusively to
researchers and developers of protection tools against traditional computer threats.
As a result, the main efforts were focused on the technical analysis of the IT compo-
nent of the corresponding attacks, and the analysis of the cyber-physical component
was not given due attention. The resulting reports contain numerous misinterpreta-
tions of almost all known incidents that are constantly encountered in the professional
environment of engineers, and also proved to be difficult for potential users to under-
stand the means of protection. Emerging manufacturers of new specialized tools
for protecting industrial automation systems have developed products that protect,
perhaps not so much from real everyday attacks as from synthetic scenarios invented
by information security researchers themselves sometimes without relying on prac-
tical experience, and their activemarketing activities have generated demand for such
products. Thus, there was a dangerous situation when industrial automation systems
not only became vulnerable to accidental attacks of malicious software not specifi-
cally targeted at them, but also attracted the attention of traditional cybercriminals to
industrial enterprises, as evidenced by the results of studies published on the ics-cert
portal kaspersky.com [4].

Due to the features of modern digital infrastructures and the rapidly growing
volume of data being processed, traditional protection methods become ineffective,
so researchers are faced with the task of creating new methods for ensuring cyberse-
curity that take into account the specifics of the object of protection—amodern high-
tech enterprise.Many researchers have focused on the use of artificial neural network
(ANN) apparatus to identify hidden patterns and deviations [5–7]. Several solutions
have already shown their effectiveness in solving the problem of detecting cyber
threats, and the fact that the world’s largest companies spend impressive amounts on
research and development in this area only confirms the promise of this approach
[8–10].

The purpose of the paper is to assess the possibility of using modern generative
adversarial networks (GANs) to solve the problem of detecting cyber threats in
industrial systems. This paper is organized as follows: Sect. 2 presents mathematical
model of GAN; Sect. 3 provides an analysis of studies on the use of GAN in various
areas; Sect. 4 describes the proposed architecture of GAN; Sect. 5 presents the
training and testing algorithms of the neural network; Sect. 6 presents the results of
assessing the quality of the developed solution, and finally a conclusion is provided
in Sect. 7.



Generative Adversarial Network for Detecting Cyber Threats in … 3

2 Generative Adversarial Network

Generative adversarial network (GAN) is a relatively new class of artificial neural
networks, the main purpose of which is a generation of certain objects. Ian Good-
fellow fromGoogle proposed thismodel in 2014 [11].GANconsists of a combination
of two neural networks, one of which generates the objects, and the second one esti-
mates them. The first network is called a generator, and the second one is called
a discriminator. GAN is based on the mathematics of game theory. The main idea
is to oppose the work of the generator and the discriminator, so that the game was
played not to anyone’s victory, but to a mutual balancing of the capabilities of the
enemy and bringing the game to a draw. The task of the discriminator, according to
the data obtained in the analysis of the business problem, is to build a solution to the
problem. The task is reduced to classification, regression, and others. The task of the
generator, using noise data z and sometimes some auxiliary information about the
system, is to construct data for the discriminator such that for the discriminator they
will become indistinguishable from the data from the true dataset (Fig. 1).

Therefore, the generator also learns to distinguish the fake data provided by the
generator from the real data from the original dataset. This is an antagonistic game, a
zero-sum game. The task is in mutual learning of the discriminator and the generator,
and not in the victory of someone.

Let pz be the distribution of noise data z. pg is distribution of data x, received
from the generator. pr is the original distribution of data.

The task of the discriminator is to maximize the value of the expectation [12, 13]:

Ex∼pr (x)
[
log D(x)

]
(1)

At the same time, to minimize the value of the data obtained from the generator:

Ez∼pz(z)
[
log(1 − D(G(z)))

]
(2)

Fig. 1 GAN architecture
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Of course, at the same time, the task of the generator is to increase the chances
that the discriminator recognizes a fake:

Ez∼pz(z)
[
log(1 − D(G(z)))

]
(3)

You can combine these tasks as an error function for minimax games:

min
G

max
D

L(D,G) = Ex∼pr (x)
[
log D(x)

] + Ez∼pz(z)
[
log(1 − D(G(z)))

]

= Ex∼pr (x)
[
log D(x)

] + Ex∼pg(x)
[
log(1 − D(x))

]
(4)

Determine the best discriminator result:

L(G, D) =
∫

x

(
pr (x) log(D(x)) + pg(x) log(1 − D(x))

)
dx (5)

Let x̃ = D(x), A = pr (x), B = pg(x).
Then:

f (x̃) = A log x̃ + B log(1 − x̃) (6)

d f (x̃)

dx̃
= A

1

ln 10

1

x̃
− B

1

ln 10

1

1 − x̃
= 1

ln 10

(
A

x̃
− B

1 − x̃

)
= 1

ln 10

A − (A + B)x̃

x̃(1 − x̃)
(7)

Equating the value of the derivative to zero, we get:

D∗(x) = x̃∗ = A

A + B
= pr (x)

pr (x) + pg(x)
∈ [0, 1] (8)

The total global minimum for the generator and the discriminator is obtained:

L
(
G, D∗) =

∫

x

(
pr (x) log

(
D∗(x)

) + pg(x) log
(
1 − D∗(x)

))
dx

= log
1

2

∫

x

pr (x)dx + log
1

2

∫

x

pg(x)dx = −2 log 2 (9)

Let us denote the Jensen–Shannon distance:

DJS(p||q) = 1

2
DKL

(
p|| p + q

2

)
+ 1

2
DKL

(
q|| p + q

2

)
(10)

Distance between distributions pr and pg:
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DJS(pr ||pg) = 1

2
DKL

(
pr || pr + pg

2

)
+ 1

2
DKL

(
pg|| pr + pg

2

)

= 1

2

⎛

⎝log 2 +
∫

x

pr (x) log
pr (x)

pr + pg(x)
dx

⎞

⎠

+ 1

2

⎛

⎝log 2 +
∫

x

pg(x) log
pg(x)

pr + pg(x)
dx

⎞

⎠ = 1

2

(
log 4 + L

(
G, D∗))

(11)

Thus, L(G, D∗) = 2DJS(pr‖pg) − 2 log 2.
To achieve themaximumaccuracy of the discriminator, it is necessary tomaximize

the distance between the real distribution and the distribution of the generator.

3 Related Works

The history of artificial intelligence as a new scientific direction begins in the middle
of the twentieth century. However, only since the 2010s, with the advent of high-
performance computers, researchers and developers have adopted the technology of
artificial intelligence to solve urgent applied problems. Information security experts
are seriously considering the possibility of replacing traditional statistical anomaly
detectors with artificial neural networks. Among the main advantages of ANN are
the following:

• no need to formalize knowledge (replaced by training);
• ability to learn automatically and in the process;
• probability of detecting unknown attacks;
• possibility of parallelization of work.

In works [14–17], it is proposed to use a multilayer perceptron, previously trained
on the basis of attacks (e.g., KDD [18]). In the work of Zhang et al. [19], it is
proposed to use a neural network and wavelet transform. Kang and Kang [20] use
deep learning to detect problems in a vehicle’s onboard CAN network. Emilianova
et al. [21] propose to use a recirculating neural network or the principal component
method for compressing the feature space, after which they investigate the use of
both a double-layer perceptron and a self-organizing map (SOM). In [22], existing
approaches are investigated and indicate the possibility of using perceptrons with
different numbers of layers, single-layer classifiers for detecting the normal state, as
well as a hybrid network consisting of a SOM and a perceptron.

The number of GAN-related jobs has grown exponentially in the past two years.
Now, more than 300 different approaches, algorithms, and improvements have been
recorded. The scope of the GAN is very wide.
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The first area is image processing, video, audio, and textual information. For
example, in [23], the authors present TextGAN, a model capable of generating real-
istic texts. It can be noted that the long short-term memory (LSTM) network is used
as a generator, and convolutional neural network (CNN) is used as a discriminator.
In [24], the authors presented the AnoGAN model based on DCGAN, the purpose
of which is to determine anomalies in computed tomography images. Such works
open up broad prospects for image processing. You can unravel the style of written
characters and the characters themselves, the background of the image and the object,
hair, emotions, and the fact that there are points in the sample from the selfie, etc.
In addition, serious topics such as the diagnosis of diseases and the search for drugs
are addressed.

The second area is the detection of anomalies. For example, in [25], the authors
proposed an efficient anomaly detection algorithm based on the GAN. This model is
based on teaching methods that allow you to simultaneously teach both an encoder
and a generator together with a discriminator. As an example, the authors cite
the model bidirectional GAN (BiGAN) [26]. This approach helps to avoid the
computationally expensive operation of restoring a hidden view.

The third area is the generation of data for training. The authors of [27] investigated
another problem—the generation of plausible data to increase the training sample.
As a result of training with the help of these samples, the random forest classifier
was strengthened, having trained to find such domain families that it did not initially
detect. The basis of the model of autoencoder allows you to detect domain names
generated using domain generation algorithm (DGA).

Thus, an analysis of the literature has shown that management and monitoring
tools are evolving toward complex solutions. Modern systems, in general, strive to
not only perform the narrow task of intrusion detection, but also help in diagnosing
network malfunctions, while implementing both anomaly detection methods and
methods for detecting known violations. This increases the amount of data that
you want to process, and their dimension. The literature mainly deals with neural
network methods based on perceptrons or SOMs. Recently, however, the attention
of researchers and developers has focused on the use of competitive neural networks
or convolutional networks. These methods are well proven in related areas where
complex analysis is required.

At the moment, there is a clear gap between the needs of the industrial Internet of
things (IIoT)market and the offer in the formof existing solutions [28, 29]. Therefore,
it makes sense to conduct research in this direction.

4 Architecture of GAN

GAN is an architecture consisting of a generator and a discriminator that are config-
ured to work against each other. Discrimination algorithms attempt to classify input
data. Given the characteristics of the data, they try to determine the category to
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which they relate. Generative algorithms are reversed. Instead of predicting a cate-
gory according to the available images, they try to match images to this category.
That is, in other words, discriminatory models study the boundary between classes,
and generative models model the distribution of individual classes.

An open neural network library, Keras [30], was used to implement the neural
network. It contains numerous implementations of widely used building blocks of
neural networks, such as layers, target and transfer functions, and optimizers.

Consider the discriminator model. It uses a sequential Keras model with dense
layers (fully connected layers). The number of layers and neurons in the layers is set
when creating a class of the neural network model.

The discriminatormodel can be represented as two blocks. The first block consists
of a set of layers, each of which uses a pre-configured matrix of weights and the acti-
vation function ReLu. The kernel_initializer = ‘uniform’ parameter implies the use
of an initializer that generates uniformly distributed tensors. Within the framework
of the problem being solved, this initializer allows to achieve a significant increase in
the accuracy of the neural network. The activation function was chosen as the ReLu
function—one of the simple activation functions that looks like f (x) = max (0, x),
since it efficiently reduced the error compared to the sigmoid and Tanh functions
[31]. The second block contains one layer, which contains the number of neurons
equal to the number of investigated signs and using the sigmoidal activation function.

Instead of the classical procedure of stochastic gradient descent, Adam optimizer
[32] is used to update iterative weights in the network based on training data. It is
well suited for tasks that are large in terms of data and parameters.

The generator model is designed in a similar way. It also uses the activation
functions ReLu, uniform initializer, and Adam optimizer.

GAN training should take place in a special way. While the discriminator is
training, the generator values are held constant. Similarly, during generator training,
the discriminator values should remain constant. Everyone must train against a static
opponent. This will allow the generator to better read the gradient by which it should
learn, and the discriminator will be able to establish this gradient. If the discriminator
is too well trained, it will return values very close to 0 or to 1, so the generator will
have difficulty reading the gradient. If the generator is too good, then it will constantly
use the discriminator’s flaws leading to incorrect negatives.

The trained neural network needed to be saved with the possibility of further
loading. Keras makes it quite easy to save a trained neural network and load it again.
For this, the model used is converted to JSON format, and all weights are written
in.h5 format. After loading, the model must be compiled.

5 Training and Testing Algorithms

For training and testing the developed ANN, it is necessary to prepare datasets.
Existing datasets, such as KDD and DARPA, do not take into account the specifics
of a dynamic industrial system, so it was decided to synthesize the data using the
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network simulator NS-3 [33], which allows you to create a digital twin of the network
infrastructure of the enterprise. In order for the developed intrusion detection model
to be fully and adequately run the program repeatedly, each time in a new experiment
the location of the nodes, their speed, and transmitter power changed. In total, 500,000
launches of 4 scenarioswere carried out (without attack,with a black hole attack,with
a gray hole attack, and with a DDoS attack). Each attack has its own characteristics,
which the neural network takes into account.

The training algorithm is as follows:

1. From the routing tables, we obtain information on the number of hops between
nodes. From the statistics files (flowmon) is allocated information on the transfer
of packets and their loss. Packets are extracted from the script file for NetAnim,
and the received, transmitted, and dropped packets are calculated for each node.
According to all these data, statistics is considered and a feature vector is
prepared.

2. The information from point 1 is combined into one marked sample: Matrix X
is a set of feature vectors for each analyzed traffic.

3. A neural network is built according to the model of generative-competitive
neural networks. For this purpose, 3 neural networks are compiled. The first is a
generator consisting of three layers: the first of 5 neurons, the input dimension
is 10, the second of 3, the third, the output, of 70 (the size of the feature vector).
The activation function for 1, 2 layers is ReLu, and for the output—sigmoid. The
second network is a discriminator consisting of three layers: 5, 3, and 1 neurons,
respectively. The input dimension is 70. The activation functions are ReLu,
ReLu, and sigmoid, respectively. The third network (stacked) is the combination
of the first and second network into one,where discriminator training is disabled.

4. Neural network must be compiled.
5. The formed samples are fed to the input of the neural network for learning.

The neural network trains 500 epochs. At each epoch, a random part of the
input data consisting of 1000 vectors is taken. Thousand random vectors of
dimension 10 are generated. The latter are transmitted to the generator input to
predict fake attributes. Fake and real data are concatenated into one table. All
fake data are marked as non-malicious traffic. The resulting table is fed to the
input of the discriminator learning. The discriminator takes each vector, drives
the calculations through the neurons, counts the differentials for each layer in
a reverse pass, and recalculates the weights for the neurons. Then, a generator
is trained on a set of random vectors that are marked as malicious. This is done
by training the integrated neural network. The generator is trained according to
the discriminator principle, and the discriminator is not trained at this moment.

6. The neural network is saved to a file for future reuse.
7. The neural network is ready for operation; that is, you can proceed to testing it.

The testing algorithm is as follows:

1. The neural network is loaded from the file.
2. At the input of the neural network, data are supplied.
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3. For marking, dataset used trained discriminator.
4. Calculate the metrics to assess the quality of the neural network.

6 Quality Assessment of Neural Network

Quality assessment of the developed neural networkwas carried out using the sklearn
module metrics library. To evaluate the effectiveness of the developed solution,
several metrics were used: accuracy, precision, recall, F-measure. Precision–recall
curve, ROC curve, and a confusion matrix were also constructed.

In the simplest case, such a metric can be the share of scenarios for which the
neural network made the right decision.

Accuracy = P

N
(12)

According to the results of the experiments, the maximum accuracy of detecting
cyber threats amounted to 95%.

Precision and recall are metrics that are used in evaluatingmost of the information
extraction algorithms. Sometimes, they are used on their own, sometimes as a basis
for derived metrics such as F-measure or R-precision. The essence of precision and
recall is very simple.

The precision of a systemwithin a class is the proportion of scenarios that actually
belong to this class relative to all the scenarios that the system has assigned to this
class.

Precision = TP

TP + FP
(13)

The recall of a system is the proportion of scenarios found by the classifier that
belong to the class relative to all scenarios of this class in the test set.

Recall = TP

TP + FN
(14)

Obviously, the higher the precision and recall, the better. However, in practice,
maximum precision and recall are not achievable at the same time and you have to
look for a balance. Therefore, it is advisable to have a certain metric that combines
information about the precision and recall of our algorithm. Such a metric is the
F-measure. F-measure is the harmonic average between precision and recall. It tends
to zero if precision or recall tends to zero.

An important role in the description of these metrics in terms of classification
errors is played by the error matrix. The classification error matrix for the developed
neural network will be as follows (Fig. 2).
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Fig. 2 Confusion matrix

Table 1 Consistency table

Precision Recall F-measure Support

Normal 0.90 0.88 0.89 1000

Malicious 0.98 0.98 0.98 5000

Micro-avg 0.96 0.96 0.96 6000

Macro-avg 0.94 0.93 0.93 6000

Weighted-avg 0.96 0.96 0.96 6000

The values of the previously described metrics for developed neural network are
presented in Table 1.

Figure 3 presents precision–recall curve and ROC curve.
Amethod for comparingROCcurves is to estimate the area under the curves. Since

themodel is always characterized by a curve located above the positive diagonal, they
speak of changes from 0.5 (“useless” classifier) to 1.0 (“ideal” model). This estimate
can be obtained directly by calculating the area under the polyhedron bounded by
the coordinate axes on the right and bottom and on the top left by the experimentally
obtained points. The numerical indicator of the area under the curve is called area
under curve (AUC), and in this case it is 0.972, which indicates the high effectiveness
of the developed model for detecting cyber threats.

As a result of the study, ANN was developed to detect and prevent cyber threats
in real time and limited resources on the industrial Internet of things. According to
the obtained results, we can conclude that the developed ANN for the initial problem
gives a stable result equal to 95%. The probabilities of FP and FN do not exceed 5%.
When trying to increase the input data, the generator reduced the accuracy of the
discriminator, so it was not possible to improve the result. It was also noticed that
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Fig. 3 Precision–recall curve and ROC curve

with an increase in network traffic, the processing time of the signs that the ANN
receives at the input increases by several times. Training ANN with a large amount
of network traffic is much faster than parsing input data. Considering the fact that
a large amount of data was generated for training, the network retraining should be
carried out quite rarely in the future.

7 Conclusion

As a result of the study, various modifications of generative adversarial networks
were considered. Areas in which they are already successfully applied are identified.
Algorithms for training and testing the developed neural network for detecting cyber
attacks in IIoT are proposed. The best neural network configuration for solving the
task has been determined. A method of synthetic dataset generation for training and
testing has been developed. The experimental results confirmed the effectiveness of
the proposed method based on GAN.

The study showed that using neural networks in the task of detecting attacks in
dynamic networks of IIoT is a better strategy than classical signature-based analysis.
Firstly, neural networks are a more flexible solution, since by increasing the input
vector with new features, this is a simple task and does not require rewriting the
network code, and any adaptation to new features occurs automatically. Secondly, the
neural network is not inferior in performance to complex signature methods, which,
having a huge database of signatures, are capable of heavily loading resources.

In the future, it is planned to expand the number of detected cyber threats, supple-
ment the signs of attacks, and conduct a larger study using the computing resources
of the supercomputer.
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Detection and Prediction of Safety Faults
in Inter-Device Networks Applying a Set
of Data-Driven Methods

Maxim Kalinin , Vasiliy Krundyshev , Viacheslav Belenko,
and Valery Chernenko

Abstract Digital transformation concerns the safety and reliability for smart homes,
industrial IoT, smart building, VANET, WSN, and mesh networks. For common
network environment, data confidentiality, integrity, and availability were treated as
safety of information, but last decade, due to appearance of dynamic device-to-device
cyber spaces, the cyber security is focused on safety, reliability, and sustainability
of the connected cyber physical units. Growing variability and amount of controlled
data make traditional analytical methods ineffective for safety ensuring. The paper
presents our method of cyber faults detection and prediction in smart inter-device
infrastructure by data-driven analysis. The proposed approach is founded on the
modified method of k-nearest neighbors (kNN) improved with Dempster–Shafer
(DS) theory and spatial-temporal correlation of the connected devices. This method
shows above 99% level of effectiveness comparing to common safety assurance
methods.

Keywords Dempster–Shafer · Safety · Data-driven analysis · Fault ·
Spatial-temporal correlation · IoT · kNN

1 Introduction

Last decade, due to the active development of dynamic device-to-device networks
(e.g., IoT [1], IIoT [2], WSN [3], MANET [4], VANET [5], as well as a popular
concept of smart homes, smart buildings, and smart cities), the object of protection
acquires a new glance as an element of the cyber space, in which traditional read
and write operations have real-life physical consequences. Now, Internet of things
(IoT) is a core of the concept of smart buildings and smart cities in which we live.
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Technology forecasts suggest that about 30.7 billion IoT devices will be installed
and connected to Internet by 2020. Most of these devices will be deployed in critical
networked infrastructures of cyber physical space [6].

Rob van Kranenburg has introduced four levels of IoT by its coverage [7]: Body
area network (BAN), local area network (LAN),wide area network (WAN), verywide
area network (VWAN). On each level, IoT is a cyberspace equipped with integrated
technological systems. Traditionally, these systems were installed separately. Due to
the interoperability and interdependence of data between these systems, the concept
of fully integrated smart network has emerged [8]. This infrastructure is aimed at
improving energy efficiency and reducing operating costs [9].

While cyber physical infrastructure integrates preferences and actions to provide
new services, there is also a growing risk of cyber attacks targeting both cyber
subsystem of IoT and all outer systems connected to it. Cybercriminals who were
previously concentrated on corporate networks and online services are now increas-
ingly targeted at industrial control systems (ICS) and IoT-based areas [10]. Critically
important infrastructures (e.g., smart hospitals, automated power plants, sensors field,
smart farms) can now be their targets. It can lead to large economic losses or increase
the risk of emergency. Below there are some kinds of threats that can be detected in
inter-device networks and possible consequences of their activity:

• hardware failure: abort of service and system malfunction;
• power outages: system disruption;
• impact of viruses and trojans: malfunctions in the system software, disruption of

work or disabling of the system;
• user mistakes: possible system failures due to improper use of equipment;
• interception of information transmitted over communications: violation of the

confidentiality of information, it is possible to seize control of the system;
• presence of inner intruders (security staff, service men, cleaners, etc.): system

malfunctions due to improper maintenance of equipment, the level of danger
depends on the degree of insider access to the system.

Thus, a new mechanism is needed that would allow timely monitoring of fail-
ures and predicting their possible occurrence in the safety trace. Today, there are
many methods for detecting safety failures and malfunctions in cyber physical envi-
ronment of connected devices, e.g. [11–13]. However, it is important not only to
timely detect the safety failures with high level of accuracy, but also to predict the
further occurrence of faults. The goal of this paper is to develop a highly effective
method for analysis and predicting of safety failures in inter-device network using a
complex of new machine learning methods of data-driven analysis. To present our
work, the paper is structured in the followingmanner: Sect. 2 lists the knownmethods
for detecting and predicting failures, Sect. 3 describes our failure analysis solution,
Sect. 4 sets our experimental results, and, finally, Sect. 5 gives a conclusion to our
work.
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2 The Related Works

A survey of the knownmethods for fault management allows us to erect the following
background:

1. k-nearest neighbors (kNN) method [14]:

• mathematical structure at the heart of the method—calculate distance
function;

• fault detection rate—81%;
• used to detect malfunctions of an oil-filled power transformer.

2. modified kNN (kNN + DS method) [15]:

• calculating the distance function with application of Dempster–Shafer (DS)
theory;

• fault detection rate—95%;
• used to detect malfunctions of an oil-filled power transformer.

3. support vector machine (SVM) + kNN [16]:

• construction of a hyperplane for a set of points, finding the distance function;
• fault detection rate—75.3%;
• utilized to detect failures in variousmachines. For detection, theSVMmethod

is used, and for its improvement, the KNN method is utilized.

4. artificial neural networks (ANN) [17, 18].

• Mahalanobis distance calculation.
• ability to predict the deterioration of the details considered in the article

environment.

5. SVM + back propagation neural network (BPNN) [19].

• search for a hyperplane for a set of points;
• fault detection rate: SVM—91.93%, and BPNN—85.57%;
• detection of failures at a thermal power plant. SVM and BPNN are used for

classification.

6. fuzzy neural network (FNN) [20].

• counting fuzzy Gaussian function of membership;
• fault detection rate—93.37%;
• applied in wastewater treatment systems. Based on the predicted sensor

validity index (SVI) values and sensor outputs. To predict SVI values, FNN is
entered with multiple inputs and one output (MISO). On the basis of various
water quality sensors, water quality is assessed and, based on this, a possible
failure in the treatment system is predicted.

The listed methods are quite diverse, however, none of them have a sufficiently
high accuracy of fault detection, except kNN + DS method. The further section
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presents our proposal to increase accuracy of kNN+DSmethod.Ourmethod is based
on the data-driven analysis received from the devices of the digital infrastructure
and further building the Spatial-Correlation Consistency Regions (SCCR) for the
neighbor devices. We have called our method as kNN + DS + SCCR.

3 Safety Failure Analysis and Prediction

3.1 Data-Driven Failure Analysis

The proposed method for data-driven failure analysis consists of a module for
calculating regions of data consistency and modules for predicting the failures
(Fig. 1).

The proposed system contains the following units:

• module for calculating the regions of consistency;
• module for consistency checking;
• databases with regions of consistency;
• fault detection module;
• failure prediction module.

Fig. 1 Scheme of the data-driven failure analysis
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The fault detection module is based on the modified kNN method and performs
the classification of the sensor indicators coming from the devices. The result is a
list of sensor states, based on which further prediction of failures is made. The fault
prediction module is based on a method that uses information about the past number
of failures. The result of this method is a number of failures that will occur for a
particular pair of devices. Failure detection and prediction consists of the following
steps:

1. The module for calculating the regions of consistency receives data from N
sensors from each device. The data is a sequence of sensor readings for a certain
period of time T.

2. Based on the training data Si(t, T ) and Sj(t, T ) taken up to a predetermined time
T, for each pair of counters that are neighbors, a region of consistency of spatial
correlations is calculated.

3. The regions of consistency are constructed for each device, and these data are
stored in a database.

4. To detect failures, the kNN method is extended with the DS theory. Before
applying this method, the incoming data is also split in pairs for each pair of
devices and checked for consistency using saved regions of consistency. If the
data is consistent, they are further classified, otherwise the data is not processed.

5. The result of the classification is a sequence of assessments of the state of each
pair of devices (“Normal_state” or “Fault_state”).

6. Next, prediction of failures occurs based on the number of “Fault_state” ratings
for each pair of devices using the method based on the Weibull distribution.

3.2 Module for Calculating the Regions of Consistency

In this module, correlation patterns are built for each pair of devices located in one
correlation area, which is determined manually. There are several devices in the
correlation area, while devices may belong to several different areas. The area of
correlation, the Spatial-Correlation Consistency Regions (SCCR), ensures that the
devices in it are spatially and temporally correlated, which is required to solve the
task.

The formula for the center of the SCCR ellipse is (1):

EWMA = a ∗ pt + (1 − a) ∗ EWMAt−1, (1)

where EWMA is the value of the exponentially weighted moving average at the
point t (the last value, in the case of a time series); EWMAt−1 is the value of the
exponentially weighted moving average at the point t − 1 (the previous value in the
case of a time series); pt—the value of the original function at time t (the last value,
in the case of a time series); a—the coefficient characterizing the rate of decrease in
weights, takes a value from 0 to 1, the smaller its value, the greater the influence of
the previous values on the current average value.



20 M. Kalinin et al.

Main andminor axes of theSCCRellipse are calculated usingprincipal component
analysis (PCA). The orthogonal principal components �a and �b determine the angle
of rotation of the main axis to the axis θ, and the lengths of these axes are set as
three deviations 3σ a and 3σ b. In general, the multidimensional case, the process of
isolating the main components occurs as follows (Fig. 2):

1. The center of the data cloud is searched, and a new origin is transferred there—
this is the zero principal component (PC0).

Fig. 2 Algorithm for SCCR
calculation
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2. The direction of the maximum data change is selected—this is the first main
component (PC1).

3. If data is not fully described (noise is large), then another direction (PC2) is
chosen—a perpendicular to the first one, so as to describe the remaining change
in data, etc.

3.3 Fault Detection Module

To classify the state of the device, an improved “k” method of nearest neighbors is
used applying the Dempster–Shafer theory.

BPA is a basic probability assignment. For one neighbor it is calculated as
ms,i

({
Cq

}) = α0φq
(
ds,i

)
, where α0 = 0.95, ds,i is a distance between the state being

classified and the nearest neighbor. The value ofφq is calculated asφq
(
ds,i

) = e−γqdβ

,
where β = 2, γ q = 1/dqβ , and dq is the average distance between the closest distances
to the class Cq .

The total BPA for the set of all neighbors of the class Cq is calculated as
ms

q

({
Cq

}) = 1 − ∏
xi∈φs

q

(
1 − α0φq

(
ds,i

))
.

Figure 3 presents fault detection algorithm. Figure 4 shows a sample of the SCCR
ellipse for two devices (the axes of coordinates are the values of sensor readings
(voltage, temperature, etc.) at a certain time; sensors’ data are marked with dark
green dots).

3.4 Failure Prediction Module

To predict failures, the method described in [21] was used. This method is based
on the use of the Weibull distribution to assess the reliability of various systems.
Suppose that a set of classified states of a device of size N that was received in the
period from 0 to tc contains X failures. You need to know how many failures will be
in the time interval [tc, tw].

It is desirable to have one prediction Y
∧

for the number of failures Y in the future
interval [tc, tw]. Considering the observed (non-zero) number of failures X for the
period tc, the predicted number of failures is calculated as Y

∧

= N ∗ q̂ , where q̂ is

calculated as q̂ = [
1 − (

X
N

)] − [
1 − (

X
N

)](
tw
tc

)β

, where tw—the upper limit of the
time interval, tc—the lower limit of the time interval, β—form parameter (depending
on the failure rate).
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Fig. 3 Fault detection
algorithm

Fig. 4 An example of SCCR
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4 Experimental Results

For the experiment, three different situations of occurrence of failures in the cyber
physical environment are selected [15]: random failures, periodic failures, noise. A
dataset of 5000 values of indicators of various sensors for training and a test dataset
of 1000 values were used. The experiment was conducted for 20 devices. Figures 5
and 6 present the outputs of the suggested method for 20 devices for random and
periodic failures.

The figures show the average error of the developed method for the number of
neighbors (1…40). The traditional kNNmethod copes with the task of classification
worst of all (with a maximum number of neighbors k = 40, its accuracy is around
78%). The results of the kNN + DS method are better. The accuracy of 99.997% is
reached by the suggested kNN + DS + SCCR method.

Fig. 5 Classification accuracy of random failures

Fig. 6 Classification accuracy of periodic failures
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5 Conclusion

The potential of IoT, its applications, and prospects is growing rapidly. Neverthe-
less, there are several open issues for IoT security and safety research varying from
protection against cyber attacks [2, 4, 6, 22] to failures detection [23, 24]. Many
important topics in the field of protection against cyber threats and disruptions are
currently at the stage of intensive discussion.

The proposed data-driven method assembles the abilities of traditional kNN
approach [14], Dempster–Shafer calculations [15] and data consistency checking.
The obtained results have shown a high failure detection accuracy, above 99%.

Our further work is targeted for resources estimation and implementation of the
suggested solution for the area of safety management systems.
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Development of an Algorithm
for Determining the Railway Tracks
on Video Image

Ivan Deylid , Sergey Molodyakov , and Boris Tyutin

Abstract The subject of the work is in the field of creating autopilot railway trans-
port. One of the problems related to railway safety is considered. This paper presents
a developed algorithm for determining the railway track from a video image. It is
the first step in determining the free path or obstacles in front of the locomotive. The
proposed algorithm is a combination of several machine learning algorithms that are
applied sequentially (boosting). The first stage of the algorithm is the extraction and
classification of features from the image. In this stage, the speeded up robust features
or SURF-method is used. At the output of the SURF-stage, we obtain information
in the form coordinates of key points and their descriptors. In the second stage, the
selected key points are classified. Combinations of two classification methods are
used: the K-nearest neighbors or KNN-method and the support vector machines or
SVM-method. The final step is the compilation of a railway track mask. For this,
the nearest neighbor graph method is used. For practical use of the found mask,
the inverse perspective transformation is performed. The efficiency of the developed
algorithm is shown experimentally. It can be considered as one of the ways of image
segmentation. The main advantages of the algorithm are associated with minimal
preparation of the training sample and the ability to analyze its work for further
improvement. The results of processing real video images obtained from a video
camera mounted on a locomotive are presented.
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1 Introduction

Today, the application field of computer vision is continuously expanding. Hardware
and software development follows the demand for better tools in this area all-new
algorithms for image processing and recognition are being created. More powerful,
high-speed multi-core video processors start to get used for computations. Better
cameras, lidars, radars, and other types of sensors gather more information from
the environment. Integration of all of this data allows creating systems capable of
reliable object recognition. They are robust enough to operate in different weather
conditions.

Transport is an areawhere the usage of computer vision gives great results. A lot of
modern cars already include autopilot elements based on video processing. Commer-
cial success of theTesla autopilot [1] showcased the great potential of computer vision
in modern industries. Right now active work is being carried out to introduce it in
railway transport [2–5]. The usage of computer vision makes it possible to take the
next step in the construction of autopilot trains. The use of autopilot trains increases
traffic safety, expands our ability to monitor train telemetry and, in general, improves
the automation of rail transportation.

Great research in this area was done at the University of Salzburg (Austria). There
an experimental locomotive was equipped with sensors, and several computer vision
algorithms were developed [6, 7]. There is also ongoing work in the Research and
Design Institute of Informatization, Automation, and Communication in Railway
Transport (JSCNIIAS). It focuses on automation of the railway transport movement,
creation of autonomous trains, and usage of computer vision systems. Currently, one
of the shunting locomotives is equippedwith two cameras for near and far observation
areas, a lidar and a radar. Data from cameras can be sent real-time to the NIIAS
laboratory in St. Petersburg [8].

Figure 1 shows the original image frame obtained from the 2K resolution camera.
One of the main tasks of image processing is to determine the railway track in the
path of locomotive motion using a video camera. The main difficulties here come
from the presence of railway switches, the real-time nature of all the computations,
and the need to mitigate the influence of various weather phenomena (snow, rain,
etc.).

Several algorithms can be used to determine the railway tracks. One of them is
connected with using some of the methods based on segmented neural networks
(SegNet, Unet, FCN, etc.) [9–11]. Main disadvantages of these methods are large
computing costs per frame and difficulties in interpreting the results of a deep
neural network. Thus, it is reasonable to use several algorithm together to reduce
the probability of mistakes.

In this chapter, an algorithm for determining the railway track on the way of
the motion using the analysis of the features will be considered. The work of the
algorithm in the tasks of classification, removal of noise, and construction of the
individual features of the railway trackmaskwill be shown in stages. The represented
algorithm can be considered as one of the algorithms of image segmentation.
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Fig. 1 The original image of
the railway tracks

2 Algorithm

2.1 Frame Extraction

The first stage of the algorithm is the extraction and classification of features from
the image. For this, the speeded up robust features (SURF) method is used, which
is a fast method for extracting features from an image [12, 13]. At the output of the
SURF-stage, we obtain information in the form coordinates of key points and their
descriptors. This information is further used to classify points.

It was previously selected set of data consisting of the image of the railway track—
a positive example, and background images—negative example (Fig. 2). During the
training, features were extracted from each image, and their descriptors are marked
with a class label (depending on which data set belongs to the image).

Fig. 2 The examples of
positive (a) and negative
(b) images from the dataset

a) b)
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2.2 Key Point Classification

In the second stage, the selected key points are classified. A combination of two fairly
simple and popular classification methods is used: the K-nearest neighbors (KNN)
[14] and the support vector machines (SVM) [15, 16]. It is important to say about
features classifier training: for SVMit is recommended to select the tuningparameters
in such a way as to avoid overfitting, assigns, results in one set of data may, with a
high probability be in another. For the K-nearest neighbor method, optimization is
more complicated: after creating training samples, clustering is performed on it by
the K-Means algorithm [17], after which the label of each centroid is determined by
the overwhelming number of signs (positive or negative). Then new training samples
for the algorithm are created, consisting of fewer examples.

Two main advantages of this approach are that the amount of training data for
the nearest neighbor method (in this example 500 instead of 7000) is significantly
reduced, which will increase the speed of the classifier, secondly, thus avoiding
retraining, and thirdly, the selection task number of neighbors more easily now. All
points on the screen are classified, in the case that both classifiers gave a positive
result—this point is considered as a railway’s point.

Figure 3 shows the result of the aggregation of classifiers based on the support
vector method and the K-nearest neighbor method: red points are rails determined
by two classifiers; yellow points defined as rails only one of the classifiers; green
points are background.

Fig. 3 The result of
classification of key points
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2.3 Noise Removing

No machine learning algorithm can always produce a correct result. So the next step
in determining a railway is to remove noise or false-positive classifier results. It is
possible to skip points defined as not related to rails, but being them (it is enough to
know some points of the contours of rails and approximate the rest), we will ignore
the classifier error data. Many more problems can happen with points falsely defined
as relating to rails, because in the next stage when they participate in drawing up
the mask, it is possible to get distortions. To remove them, we use the compactness
property of the data. It is logical to assume that most of the rail track points will be
near to each other because on the frame they also are near each other, so the right
way is to remove all those points, among which the nearest N neighbors are defined
as not rails.

2.4 Masking

The final step is the compilation of a rail track mask. For this, the NNG (Nearest
neighbor graph) method [18] is used. Let us compose the graph on the image,
according to the following principle: connect each point with K closest to it. Thus,
the contours of these figures cover image areas related to the rails. By varying the
parameter K, one can avoid distortions and errors in the construction of the mask (by
reducing the parameter K), or reduce the probability of rupture of the track sections
(by increasing the parameterK). In Fig. 4 it is a graph composed of several neighbors
equal to 6. To create a mask from the obtained graphs, we repeatedly do a morpho-
logical closure operation on the resulting graph (Fig. 5). In Fig. 6 you could see that
the mask does not cover all the railway tracks.

Fig. 4 The graph of key
points connections with
several neighbors equal to 6
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Fig. 5 Image frame with a
mask obtained after
execution of the
morphological closure

Fig. 6 An image of railway
track with a mask over
successive 1 frame

For getting more complete coverage of the railway track with a mask, it is
suggested to accumulate data obtained from previous frames, averaging their masks.
This allows more stable determination of the track.

For practical usage of the found path, it is necessary to compare the data about
it with other different sensors and methods of semantic segmentation of the image.
Therefore, an inverse perspective transformation (Bird View [19, 20] projection) is
performed above the frame, which further allows the results obtained in the complex
description of the surrounding locomotive environment.

Figure 6 shows the railwaymapwith a mask calculated in 1 frame. Figure 7 shows
an image of the railway track, on which a mask is applied, averaged over successive
5 frames.
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Fig. 7 Another image of
railway track with a mask
over successive 5 frames

3 Results

The accuracy of the classifiers was determined: 83% for the nearest neighbor method
and 64% for the method of support vectors machine. It is determined that the combi-
nation of thesemethods, aswell as additional operations on the obtained set of results,
allowed to obtain an acceptable approximate railway tracks.

4 Conclusion

Thus, a method for searching the track gauge has been developed as a combination
of machine learning and computer vision algorithms. To increase the accuracy of
the classifier, the procedure of sequential application of the algorithms of K-nearest
neighbors, support vectors, and frame averaging is used. The working capacity of
the developed algorithm is shown experimentally. The method can be considered
as one of the ways of image segmentation. The main advantages of the algorithm
that implements the method are associated with minimal preparation of the training
sample and the ability to analyze its work for further improvement. The described
method of segmentation is an element of solving the main tasks of machine vision:
positioning and identifying obstacles in the way of the train. Further development
of the system is associated with the complexing data obtained from lidar and radar
scanners and other algorithms of semantic image segmentation.
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Hardware and Software System
for Collection, Storage and Visualization
Meteorological Data from a Weather
Stand

Pavel Pankov , Igor Nikiforov , and Yufeng Zhang

Abstract In the modern world, the use of measuring sensors andmicrocontrollers is
growing every year. Their application ranges from household appliances to industrial
automation. The article describes the process of developing and creating a software
and hardware system designed for collection, storage and visualization meteorolog-
ical data. The system includes a stand with weather sensors, a microcontroller and a
software. It allows user to receive data from the stand with a microcontroller and to
interactwith theMongoDBdatabase.As a result of the research and thework, a proto-
type of a hardware and software system was developed, which provides the tracking
of atmospheric environmental indicators, their processing, storage and visualization.
In addition, the possibilities for further project development are described.

Keywords Big data ·Microcontroller ·Weather · Sensors · esp32 ·MongoDB ·
Data storage · Data processing

1 Introduction

Devices, which include sensors and microcontrollers, have gained ground over the
world. People are surrounded everywhere by measuring sensors, such as climate
sensors, space sensors, lights and microcontrollers. These components are used both
in the simplest household appliances, such as air conditioning, and in the most
complex control systems of assembly workshops in industrial enterprises [1], or
it can be used in medical application [2].

In everyday life, it is important for people to take into account the weather condi-
tions, however, weather forecasts on TV or on the Internet are not always correct,
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and the location may not be accurate. Therefore, there is a high need for software
and hardware to obtain information about the current weather outside.

The hardware and software systemmust collect relevant information from sensors
located indoors or outdoors, and be able to visualize the results of work on a mobile
application or a stationary workstation.

In addition, such system can be used in places where it is useful to know the
meteorological indicators in the garage [3], in the country, for construction work, or
to have similar stands in industrial premises tomonitor and complywith technological
processes [4].

2 Architecture of Hardware and Software System

The article proposes the following structure of the software and hardware system,
shown in Fig. 1, which includes a stand with meteorological sensors and a micro-
controller that collects and processes data from sensors and software to work with
these data for a local or a mobile workstation.

We can define the following basic modules:

• environmental sensors: temperature sensor, atmospheric pressure sensor and
humidity sensor;

• microcontroller that is responsible for polling sensors, collecting information and
sending it over the network to a computer;

Fig. 1 Structure of the
hardware and software
system
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• software system that provides data reception from the controller, processing of
received data, its recording in the database and visualization.

In turn, the software system consists of:

• database;
• module for receiving and recognition data;
• module for data processing and data visualization.

The database stores information obtained from the microcontroller.
The module for receiving and writing data receives data packets from the

microcontroller over the network, processes them and writes data to the database.
The visualization module provides a graphical representation of received and

processed data from the database as necessary.
The main difference between this project and existing meteorological stations on

the market, such as the Oregon Scientific BA900 [5] is the data storage. That means
that the sensors data is not simply collected and displayed. The entire amount of data
is stored in the database for a certain time so that they can be further analyzed and
visualized statistics [6].

3 Analog Review

At the moment on the Internet, there are many projects of personal weather stations.
Analogs1,2,3 for comparison were considered and their main idea, similarities,
advantages and disadvantages were highlighted.

Most projects use Arduino as a microcontroller. One of the advantages of this
microcontroller is its low price. Arduino provides a simple project development
platform, and many examples can be found on the Internet.

All similar projects have the following similar features:

• small dimensions;
• low cost of software development;
• available hardware components;
• low cost of the final product;
• the possibility of use in everyday life;
• mobility of the application.

One common disadvantage was identified when reviewing projects.
Data collection is carried out for a single display on the display. Some projects

allow you to write data to the SDmemory card. However, this method has significant
disadvantage:

1https://create.arduino.cc/projecthub/ragingradish/improved-weatherstation-20x4-18dd89.
2https://create.arduino.cc/projecthub/GilettaStefano/aws-arduino-weather-station-9e5a21.
3https://create.arduino.cc/projecthub/Arduino_Genuino/mkr-zero-weather-data-logger-574190.

https://create.arduino.cc/projecthub/ragingradish/improved-weatherstation-20x4-18dd89
https://create.arduino.cc/projecthub/GilettaStefano/aws-arduino-weather-station-9e5a21
https://create.arduino.cc/projecthub/Arduino_Genuino/mkr-zero-weather-data-logger-574190
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• one SD card can work with only one device;
• it is need to pull out the SD card to save data one the computer;
• SD card is not a reliable storage device;
• small amount of memory;
• there is no possibility of collecting data from different devices.

Themain idea of the project being developed is the possibility of remote collection
and storage of information.

4 Hardware Selection

4.1 Microcontroller Selection

One of the problems solved in the work is the choice of the element that will collect
data from the sensors and send them to the local workstation.

Several variants of microcontrollers [7] were considered: Arduino [8, 9], STM 32
[10], ESP 32 [11], Raspberry Pi [12–14].

Let us introduce the main selection criteria for microcontrollers:

• price (K1). The price is taken not of the microcontroller itself, but of the devel-
opment board, which include the microcontroller and the necessary components
for its full operation;

• clock frequency (K2). The clock frequency is the number of processor cycles
(operations) per second;

• support of information transfer channels the Wi-Fi (K3). Having access to an
Ethernet network using Wi-Fi is mandatory for wireless data exchange;

• open-source libraries for working with selected sensors (K4). This criterion is
rather important, since availability of open source libraries for work with a partic-
ular sensor significantly reduces development time. The libraries can be used as a
basis for the development, it is possible to optimize it and leave only the necessary
functions.

Table 1 shows the characteristics of the considered microcontrollers, where “+”
means the presence of what is described in the criterion and “−” means its absence.

Table 1 Microcontrollers characteristics

Microcontroller K1, � K2, MHz K3 K4

Arduino 100–1000 8–48 Add board +

STM 32 1000–6200 24–216 Add. board −
ESP 32 400–600 160/240 + +

Raspberry Pi 2900–3800 1400 + +
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As a result of the comparative analysis, the ESP 32 microcontroller was selected,
since its capacity is sufficient to complete the task, and the price is one of the lowest.

4.2 Sensors Selection

The selection of sensors is carried out to obtain the following data in operation:

• ambient temperature;
• atmosphere pressure;
• humidity.

The following sensors are selected:

• BMP180 GY-68. It combines an atmospheric pressure sensor and a temperature
sensor. I2C sensor interface. Accuracy of pressure determination is 0.02 hPa.
Accuracy of temperature determination is 0.01 °C;

• SI7021 HTU21. It combines a humidity sensor and a temperature sensor. I2C
sensor interface. Accuracy of humidity determination is 3% RH. The accuracy of
temperature determination is 0.4 °C.

5 System for Collection, Storing and Visualization
of Meteorological Data from the Weather Stand

5.1 Work with Database

A document-oriented database MongoDB is chosen for data storage [15, 16].
Due to the fact that MongoDB does not allow working directly with the ESP

32 microcontroller, and nothing was found from the considered libraries to solve
this problem, it was decided to write data to the local MongoDB database from a
computer and transfer data over the network to exclude use wired connection.

5.2 System Development Stages

The development process included the following stages:

• design and assembly of a stand with weather sensors and an ESP 32 microcon-
troller;

• writing firmware for the ESP 32microcontroller, which collects data from sensors
and sends data over the network using a home Wi-Fi network;
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Fig. 2 Assembled stand
with sensors in the case and
outdoors case with sensor

• writing software to connect a computer with a microcontroller and write data to
the database;

• writing software for reading data from the database, its processing, analysis and
visualization.

5.3 Design of the Stand

As mentioned earlier, the stand includes an ESP 32 microcontroller, an atmospheric
pressure and temperature sensor BMP180 GY-68 and a humidity sensor SI7021.

The communication interface with the sensors is an I2C [17, 18]. The ESP 32
microcontroller has one data bus with an I2C interface; however, this interface allows
using many sensors, and its address is used to select the required one.

Due to the fact that the sensors need to be placed outdoors, their use without the
case is impossible, since precipitation can lead to short circuits or other situations
that will lead to negative consequences.

On the other hand, it is also impossible to enclose the sensors in a completely
sealed case, since the indication of the sensors will differ from those outside the case.

As a result, it was decided to place the sensors in a case that fixed outdoors,
and the microcontroller with power indoors, which provided quick access to the
microcontroller for rebooting and flashing it. The assembled stand is shown in Fig. 2.

5.4 Algorithm for Data Collecting and Sending

The microcontroller firmware had the following requirements:

• it requires constant interrogation of sensors and collection of actual data;
• sending data to a computer over the network should be implemented when

receiving a command from a computer, meaning that it is ready to receive data.
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First of all, libraries for interaction with sensors were implemented.
At the beginning, the microcontroller performs test requests to the sensors to

determine their presence and correct operation.
After client has connected to the server, the microcontroller expects a command

from the client, while continuing to poll the sensors for the latest up-to-date data.
After receiving the command from the client, the microcontroller sends four

packets with the current sensor indications.
The data packet contains the packet prefix, the command identification number,

the number of “useful bytes” which contains the data from the sensors, the data itself
and the end of the packet.

After sending the data, the microcontroller waits for the command from the client
again, while updating the data from the sensors.

5.5 Receiving and Writing to a Database on a Computer

The script for receiving data from themicrocontroller andwriting data to the database
was written in Python [19, 20].

After launching the script, it connects to the local MongoDB database, which is
operated using the PyMongo module.

After connecting to the database, a connection is made to the server using the IP
address that ESP 32 receives after connecting to the Wi-Fi network. Then the script
sends a command to receive data and waits for a response from the microcontroller.

If the waiting time for new data exceeds the specified time, the script reports an
error and continues its work.

After receiving the message, the received packet is parsed in accordance with the
described protocol for receiving and transmitting data.

If the received data packet was correctly parsed and identified, the received data
is recorded in the database. Otherwise, an error packet message or non-existing
identifier is displayed.

Below there is an example of the format for writing data to the database in JSON
format:

{

sensor: “HTU Temperature”
data: “−0.16”
date: “2018_12_12”
ime: “23:33:12:565”

}
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5.6 Reading and Visualizing Data from the Database

The following software was written to read and visualize data from the MongoDB
database:

• Python script that uses standard PyMongo4 module methods to connect to the
database;

• Python script that builds a graph of changes in sensor readings based on the latest
actual data from the database in real time;

• a program written in C# which shows the latest actual data from the sensors in the
form of a simple widget with three fields and graphs of changes in the indicators
also in real time.

The first Python script demonstrates how to use the standard PyMongo module.
Script launch is possible with parameters:

• the name of the sensor which data is required;
• the date for which data is required. This parameter can also specify “today” or

“yesterday”;
• if the third parameter is the date, then it is the end of the data collection period,

and the second parameter is its beginning. This parameter also provides for the
option “today.”

If the script is launched without specifying any parameters, all data on the default
sensor will be requested.

After parsing transmitted parameters, the script receives from the database the
data for the specified sensor and period of time and builds a graph for them, also
indicating the average level.

The second Python script also accepts a sensor name as a parameter. After
launching, the script builds a graph of the change in sensor data in real time. Connec-
tion to the database is carried out in the same way as in the second example, using
the PyMongo module.

Aprogramwritten inC#consists of twowidgets in the formof two semitransparent
windows. The first window displays up-to-date information on the three sensors
requested from the base. The second window contains three graphs of changes in
sensor readings since the launch of the program.

After starting the program and establishing a connectionwith the database, a timer
is started, requesting data from the database and displaying this data on the forms.

A GitHub repository was created for the project, which contains all the source
code. Repository is available by reference.5

4https://api.mongodb.com/python/current/.
5https://github.com/DucklingDark/Meteo_Station.

https://api.mongodb.com/python/current/
https://github.com/DucklingDark/Meteo_Station
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6 Example of System Work

6.1 Python Scripts

An example of data visualization using Python tools is presented in Figs. 3 and 4.
Figure 3 shows the collected values from the BMP180 pressure sensor for 9 days.
Figure 4 shows the collected values from the HTU21D for 9 h.
The horizontal line indicates the average value for displayed period of time.

Fig. 3 Pressure values for 9 days

Fig. 4 Temperature values for 9 h
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Fig. 5 Windowwith the current digital values of the sensors and the graph of changes in atmospheric
pressure for 10 s

Legend describes the chart. It contains the name of the sensor, the average value
of the collected data, the maximum and minimum values with time stamps. There
are also units of measurement in the legend.

There are data gaps on the charts. The stand was switched off and data collection
was not performed during these periods of time.

6.2 C# Program

After starting the program, two windows open. Both windows are made in the form
of semitransparent widgets with the ability to move around the screen:

• the first window contains three fields with the name of the indicators and the actual
value that is currently relevant;

• the second window contains three graphs that shows changes in sensor readings.

If necessary, each of the windows can be closed, leaving the second. The program
will stop its work only after closing both windows.

An example of the program is shown in Fig. 5.

7 Conclusion

As a result of the work, a hardware and software system was created. It can collect
meteorological data, store, visualize and process it. The paper described comparative
analyzes of microcontrollers and sensors, based on which ESP 32 and BMP 180 and
SI7021 HTU 21D sensors were selected.

The main difference between the developed project and its analogs is the ability to
store a large amount of data for further analysis of the current state of the environment
in the room.
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For the first stages of development, Raspberry Pimicrocomputerswere not consid-
ered due to their high cost, however, their use can simplify and improve the system,
contributing to its development.

In addition, for the completeness of indications of the stand and the system, there
is a need to add a speed and direction of wind, but these sensors are expensive and
made in most cases for use in industrial areas.

The next stages of development can be the transfer of the database to cloud services
and use the Raspberry Pi instead of ESP 32. In addition, there is a need to add the
coordinates of the stand or a short name of the room to the database. On the other
hand, user can use these stands in different rooms where user needs to know such
indicators, for example, for a system for maintaining temperature and humidity. This
will allow user to combine several systems into one centralized.

Such development of the system will allow access to data not only from the
computer on which the database is located, but from any location with access to the
Internet.

Also, it is necessary to send error messages to the database and to track their
occurrence in order to fix stand and system problems in time, and to predict them if
it is possible [21].
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Plant Disease Recognition Based
on Multi-dimensional Features of Leaf
RGB Images

Basim Al-Windi and Vladimir Tutygin

Abstract A system based on the representation of sets of texture parameters of
Haralik as multi-dimensional vectors, including the stages of normalizing leaf
images, training, testing, recognition. The training stage includes geometric and
parametric normalization of the source photo images, calculation of GLCM adja-
cency matrices, matrix of estimates of mathematical expectations and confidence
intervals of the scatter of the Haralik parameters of the components R, G, B, RG,
RB, GB of the source RGB photo images; the testing phase, performed by modeling
statistical tests in order to determine the required quantity averaging parameters of
the diagnosed photo images; recognition stage, based on a correlation comparison
of the column vectors of the matrix of estimates of mathematical expectations with
the column vector of the averaged values of the parameters of the diagnosed photo
images.

Keywords Normalization of photo images · GLCM—matrix · Haralik texture
parameters · Membership function

1 Introduction

Most plant diseases cause changes in the appearance of leaves in the visible spectrum.
To solve the problem of highlighting features on images for the purpose of clas-

sifying them (diagnosing diseases), various methods of forming a set of features are
used to uniquely identify images, i.e., assign them to a particular class.

Most often, fuzzy logic methods and neural networks used to solve the problem
of highlighting features in images of plant leaves in order to classify the type of plant
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disease, and diagnostics performed both directly from color RGB or HSV images of
leaves, and according to their texture descriptions.

Related Work
Ananthi and Vishnu Varthini [1] in their project (detection and classification of plant
leaf diseases) usedRGB image as resource to theirwork, then usedHSI color transfor-
mation; after the transformation, he take the intensity as a base for disease detection
and masking the healthy region on pictures by doing threshold, his threshold idea
was that he identify the mostly green colored pixels. After that, based on specified
threshold value that is computed for these pixels, the mostly green pixels, if the green
component of the pixel intensity is less than the recomputed threshold value, the red,
green, and blue components of the this pixel are assigned to a value of zero. This
is done in sense that the green-colored pixels mostly represent the healthy areas of
the leaf, they do not add any valuable weight to disease identification, and further-
more, this significantly reduces the processing time. Removing the masked cells:
the pixels with zeros red, green, blue components were completely removed. This is
helpful as it gives more accurate disease classification and significantly reduces the
processing time. This idea of deleting picture background is useful but it takes a long
time because he make a threshold to get the result, which take more time. He used
four parameters from GLCM (Contrast, Energy, Local homogeneity, Cluster shade,
Cluster Prominence) as feature extractions.

His extension of this work will be developing algorithm for classification features.
Kaushal and Bala [2] in their work (GLCM and KNN-based Algorithm for Plant

Disease Detection) used GLCM.
Algorithm to extracts textural features from the image, then they used the k-mean

clustering algorithm for the segmentation of input images based on their properties
and divide then to several regions. Their idea of defining the distance of nearest
centroid is Euclidean distance. They did that by calculated consecutively for each
data point and the data point having the minimum distance assigned to the cluster.
Theseminimumpoints are summed up to get a centroid.After that, the SVMclassifier
is applied in the existing algorithm, which will classify the input image into two
classes. They improve result performance of existing algorithm by replacing the
SVM classifier with KNN classification. This action leads to improve the accuracy
of disease detection because the KNN can classify more than two types of classes
that are why I think they replaced the SVM.

Dhaware and Wanjale [3] in their project (A Modern Approach for Plant Leaf
Disease Classification, which depends on Leaf Image Processing). Their work was
consisting of preprocessing, segmentation, feature extraction, and different image
classification techniques. His project dataset depends of 120 healthy and infected
leafs. He resized the image to 512 × 512 in order to keep up the consistency as far as
size of the images because he depends on mobile picture, which the minimum size of
it is 2 megapixels. Then he covert RGB image into HSV, for background subtraction
he used cluster based and color based, in color based he did that by using R, G, B
element and selecting G element because it has pixels more that R&B so he removed
them. In cluster-based, the connected elements in the image are discovered out and
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the immense part of the image is kept and other part is removed. He makes two
classes of feature extractions first healthy image features and infected leaf features
as a data set in segmentation part he used 21 methods like.

Number of the strategies are principal component analysis (PCA), fuzzy logic,
K-nearest neighbor (KNN), support vector machine (SVM), artificial neural network
(ANN), neuro-fuzzy interference system, etc.

KNNmethod classifies imageswith using nearest distance between trained dataset
and testing dataset. Choosing the appropriate value for k is major drawback of KNN.
The ANN applies estimation functions that depend on lots of inputs given to the
system, which are known. The disadvantage of this method is over fitting problem.

In proposed paper, support vector machine (SVM) technique is used for the clas-
sification of images. SVM is the supervised learning method, which usually applied
for pattern recognition and classification. In his project, he used many classification
methods but he didn’t mention the differences of accuracy which given by the project
for each classification method he used.

Mahajan andDhumale [4] focused on an image processing technique been used for
detection of plant diseases. They used 57 images of leaves for test. For segmentation,
they used Otsu’s method. In feature extraction, parameters used are mean, standard
deviation, and entropy, extract standard deviation, and extract kurtosis, skewness.
The system gives higher accuracy as compared to the techniques used in the past.
By using fuzzy logic, it gives an accuracy of 88% for the detection of leaf diseases.
Reaching 88% its fear enough for improving their strategy but using 57 images of
different leafs are little to back up their accuracy reality speed and accuracy are the
main characteristics of disease detection [5].

SahayaMerlin and Sree Thayanandeswari. ANovel Approach to Detect and Clas-
sify Leaf Diseases Based on Image Processing [6] in their method for detection and
classification of leaf diseases is implemented. The segmentation of the diseased part
is done using K-means segmentation. Then, GLCM texture features are extracted,
and classification is done using SVM. The method is tested for detection of diseases
in citrus leaves.

In Jose et al. Haritham: a plant disease identification system [7] many recognition
systems for identification plant diseases.

The described systems make it possible to recognize the type of plant disease if
the number of diseases is not more than 5.

2 Our Proposed Recognition System

Our proposed work consists of identifying 15 diseases as minimum to cover major
wheat leaf diseases. However, uniquely determine the type of plant diseases (in
particular, wheat or soy) based on the metrics described impossible because the
number of types of diseases in crops is sufficiently large (e.g., the number of major
diseases of wheat or soybeans more than 15 [8]. Example wheat leaf images with
different diseases is shown in Fig. 1.
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Fig. 1 Still images leaves of wheat in various diseases. 1—Septoria leaf spot (Septoria), 2—pireno-
foroz (Pyrenophora tritici-repentis), 3—powdery mildew (Erysiphe graminis), 4—brown rust
(Puccinia recondita), 5, 6—yellow rust (Puccinia striiformis), 7—leavesSeptoria leaf spot (Septoria
tritici), 8—snow mold (Fusarium nivale), 9—blotch (Helminthosporium sativum) 10—root rot,
11—stripe mosaic (wheat streak mosaic virus), 12—brown (sheet), rust [fungal diseases (Puccinia
triticina)], 13—blotch (P. tritici-repentis), 14—linear (stem) rust diseases (P. triticina), 13—blotch
(P. tritici-repentis), 14—linear (stem) rust (Puccinia graminis), 15—head smut (Ustilago tritici)
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A characteristic feature of the distribution function of generalized indicators
of facsimiles—considerable overlap, which eliminates the possibility of forming
a detection threshold according to the criteria of an ideal observer or the Neyman–
Pearson and unambiguous identification of the type of disease. To overcome this
drawback, we propose the calculation of 6 sets of generalized histogram indicators
for components R, G, B, RG, RB, GB, calculating a set of 15 distribution functions
for each of the six sets of generalized indicators histograms R, G, B, RG, RB, GB
and a final decision on the image belonging to one of 15 possible types by majority
voting.

The known approach for solving the problem is based on a comparison of texture
images based on the adjacency matrix (GLCMmatrix [9, 10]). In this case, the object
of analysis is not an image matrix, the adjacency matrix and R, G, B, RG, RB, GB,
which are calculated based on the basic parameters: Contrast, Correlation, Energy,
Entropy, Homogeneity. The direct use of these parameters for identifying the type
of the disease does not lead to uniquely correct recognition results.

Our approach is to form generalized indicators based on indicators: Contrast,
Correlation, Energy, and Homogeneity [9]:

1. contrast:

CN = 1

(G − 1)2

G−1∑

u=0

G−1∑

v=0

|u − v|2 p(u, v);

2. correlation:

CR = 1

2

G−1∑

u=0

G−1∑

v=0

(u − μu)(u − μv)

σ 2
u σ 2

v

p(u, v) + 1;

3. energy:

EN =
G−1∑

u=0

G−1∑

v=0

p(u, v)2;

4. homogeneity:

HM =
G−1∑

u=0

G−1∑

v=0

p(u, v)

1 + |u − v| ,

where u, v—coordinate of the adjacency matrix,G—number of gray levels, μu,
μv, σ u, and σ v—mean values and standard deviations of row u and column v
of the matrix matches, respectively. The above definition will ensure that all
functions have the range [1].
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2.1 Plant Disease Recognition System on Fuzzy Logic

The formation of the results of recognition applies fuzzy logic [11]. The expediency
of its use in solving the problem of plant disease diagnosis by images of leaves was
considered in [12]. A distinctive feature of our proposed solution to this problem lies
in the fact that it involves the calculation of the functions belonging to the standard
descriptions of each of the 6 sets of R, G, B, RG, RB, GB, binarization results and a
final decision on the image belonging to one of 15 possible types by majority voting.

Figure 2 shows the proposed structure of the plant disease diagnostic system from
the images of leaves.

The proposed method of diagnosing the type of images of leaves of plant diseases
is based on the adjacency matrix of parameters and majority voting and consists of
two stages.

The first step is calculation Contrast, Correlation, Energy, Homogeneity parame-
ters, and comparison with standard descriptions in the form of parameters ranges of
values for all 15 diseases and binarization diagnostic results (a value of the binarized
result of the comparison is 1—if parameter value included in the reference descrip-
tion of the range for a given disease, and 0—if not included). Table 1 shows results of
simulation of the diagnostic process for the case when analyzed adjacency matrix for
the red component image, and the model parameter values of Contrast, Correlation,

Fig. 2 Structure of the plant disease diagnostic system from the images of leaves
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Table 1 Results of first stage of diagnostic process for Red component image

Recognition parameter GLCM 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Contrast 0 0 1 0 1 0 0 0 0 0 1 0 0 0 0

Correlation 1 1 1 0 0 0 1 1 1 0 0 1 1 0 1

Energy 0 0 1 0 0 0 0 0 0 0 1 0 1 1 1

Homogenity 1 0 1 0 1 1 1 0 1 0 1 0 1 1 1

The result of diagnosis after the majority
voting

2 1 4 0 2 1 2 1 2 0 3 1 3 2 3

Binarization result 1 1 1 1

Energy, Homogeneity calculated as the sum of the distribution center and a random
deviation for the third disease.

From the above table, it shows that the use of a single key parameter: Contrast,
Correlation, Energy, or Homogeneity does not allow us to identify the type of the
disease. A better result can be achieved by using majority voting.

At this stage, the unambiguous recognition result is not yet obtained (see Table
1).

In a second step, we propose to summarize the results of binarization obtained in
the first step for the components R, G, B, RG, RB, GB and then calculate the result
of diagnosis by majority voting.

The results of the second stage of diagnosis obtained by modeling at a given level
of confidence probability of 0.95 are given in Table 2; as an example, it shows that the
results of binarization determine the type of disease with a given level of confidence.
Since the confidence intervals for the deviation of the Haralik parameters of the target
image from the reference description are greater than 0.016, we propose to diagnose
using the average values of the Haralik parameters for several (M) analyzed leaf
images as described in Sect. 3.5.

Initial data for diagnosis reference algorithm are leaf descriptions of images in
all diseases: CN performance expectations, EN, CR, HM values and confidence

Table 2 Results of first stage of diagnostic process

Recognition parameter GLCM 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

R 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0

G 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

B 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0

RG 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0

RB 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

GB 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1

The result of diagnosis after the majority
voting

0 0 5 0 0 0 1 0 0 1 0 0 1 0 1

Binarization result 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
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intervals DCN, DEN, DCR, DHM values for these parameters of the distribution
functions. In conducting the experiment model expectations CN indicators, EN, CR,
HMwere taken equal to the parameter values obtained by image processing for all 15
diseases and confidence intervals DCN,DEN,DCR,DHMwere taken equal to 0.016.
Statistical evaluation of the diagnostic results by the proposed method was carried
out for each of 15 diseases. The result of model experiments conducted 15,000 (1000
experiments for each of the 15 disease) proper diagnosis was 93.6–96%.

Description of the Algorithm
Initial data for the diagnostic algorithm is the standard description of leaf images for
all diseases: the expectations CN0 indicators, EN0, CR0, HM0 values and confidence
intervals DCN, DEN, DCR, DHM for the values of the parameters of the distribution
functions.

Sequencing

1. Calculation of parameters values: Contrast, Correlation, Energy, Homogeneity
for all image components: R, G, B, RG, RB, GB (component number = 1.0.6)
and calculating the comparison source image with the reference indices sheet
descriptions for all components and all diseases: KCN (i, j), KEN (i, j), KCR
(i, j), KHM (i, j), (j = 1.0.6, i = 1.0.15):

KCN(i, j) = |CN(i, j) − CN0(i, j)|
DCN(i, j)

;

KEN(i, j) = |EN(i, j) − EN0(i, j)|
DEN(i, j)

;

KCR(i, j) = |CR(i, j) − CR0(i, j)|
DCR(i, j)

;

KHM(i, j) = |HM(i, j) − HM0(i, j)|
DHM(i, j)

.

2. Primary binarization parameters:

KCNB(i, j) = 1, if KCN(i, j) ≤ 1, or 0, if KCN > 1;
KENB(i, j) = 1, if KEN(i, j) ≤ 1, or 0, if KEN > 1;
KCRB(i, j) = 1, if KCR(i, j) ≤ 1, or 0, if KCR > 1;
KHMB(i, j) = 1 if KHM(i, j) ≤ 1, or 0 if KHM > 1.

3. Primary majority voting and secondary binarization results of the voting:

KB(i, j) = KCNB(i, j) + KENB(i, j) + KCRB(i, j) + KHMB(i, j);
KBB(i, j) = round

(
KB(i, j) − 0.1

4

)
.
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4. Majority voting and the final binarization:

KBG(i) =
6∑

j=1

KBB(i, j);

K (i) = round

(
(KBG(i) − 0.1)

6

)
.

2.2 Plant Disease Recognition System Using Neural Network

To solve the problem of identification of the disease on the leaves of plants, the
still images we studied the possibility of using deep convolutional neural network
(SNS) [12, 13]. Advanced soft computing methods like deep learning have proven its
success in image recognition and detection tasks in vast areas [8]. Neural networks
are tolerant to noisy inputs. We chose the convolutional neural network precisely
because it allows us to recognize specific visual signs, in our case, the foci of the
disease, regardless of where in the leaf of the plant they are. For this purpose, the
input of the neural network is supplied images which are not in the form of a one-
dimensional array, as it would be with other types of neural networks, and as a matrix
of pixels. The same matrix will be obtained and after convolutional layer: They will
continue to be a spatial structure corresponding to the original image.

Convolution—a linear transformation of the input data a special kind. If the sign
card (template image) in the layer with number l, the result is a two-dimensional
convolution with a kernel size of 2d + 1 and the weight matrixW size (2d + 1)xl ×
(2d + 1) for the next layer will be the

yli, j =
∑

−d≤a,b≤d

(
Wa,b∗xli+a, j+b

)

wherein yli, j—the convolution result to level l, and xli, j—its input, i.e., the output
of the entire previous layer. In other words, to obtain component (i, j) of the next
level, we apply a linear transformation to the square of the previous level window,
that is, scalar multiply pixels of the window by the vector convolution. Consider the
application of a convolution matrix with the matrix size of 5 × 5 3 × 3 Weights:

⎛

⎜⎜⎜⎜⎜⎝

0 1 2 1 0
4 1 0 1 0
2 0 1 1 1
1 2 3 1 0
0 4 3 2 0

⎞

⎟⎟⎟⎟⎟⎠
∗

⎛

⎝
0 1 0
1 0 1
2 1 0

⎞

⎠ =
⎛

⎝
9 5 4
8 8 10
8 15 12

⎞

⎠
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After convolution in a neural network layer should nonlinearity. As the function h
usingReLU—linear rectification unit that computes a function, in fact, is an operation
clipping the negative portion of a scalar value which will be applied to each element
of the obtained matrix.

zli, j = h
(
yli, j

)
f (x) = max(0, x)

However, that’s not all, in addition to linear convolution and the accompanying
nonlinearity should be one more operation—down sampling (pooling; in Russia, it
is called more subsample operation). The meaning of subsampling is simple: The
convolutional network is much more presence or absence of a particular trait than
its exact coordinates. Therefore allowed “generalization” allocated signs of losing
part of the information on their location, but reducing the dimension. Typically, the
subsampling to each local group of neurons is applicable maximum taking oper-
ation—max-pooling. Thus, max-pooling represented as, where d—a subsampling
window size.

xl+1
i, j = max−d≤a≤d,−d≤b≤d

zli+a, j+b.

Thus, standard convolution network layer consists of three components:

1. Convolution in the form of a linear map which distinguishes local features;
2. Nonlinear function of the applied component-wise to the results of the

convolution;
3. Down sampling.

The important part is the training. Let us assume that we optimize some error
function E, and already know its value at the outputs of our convolutional layer. To
perform iteration of training, you need to understand how they are expressed through
values of the gradient of the error on the weights.

Let us go for convolution layer. After taking the maximum error function passes
without change, making layer subsampling passing through the graph calculating
gradients sparse because all of the partial derivative elements of the window relate to
only one—the maximum, the rest will be zero gradient. Pass through a nonlinearity:
And on the level of convolution appear weight, which must be able to teach. The
difficulty is that all weights are divided and each participates in all the outputs, so
the amount is large enough

zli, j
∂E

∂xl+1
i, j

∂E

∂yli, j
= ∂E

∂zli, j
∗ ∂zli, j

∂yli, j
= ∂E

∂zli, j
∗ h′(yli, j

)

∂E

∂wl
a,b

=
∑

i

∑

j

∂E

∂yli, j
∗ ∂yli, j

∂wl
i, j

=
∑

i

∑

j

∂E

∂zl−1
i+a, j+b

where i and j run over all elements of the image on the intermediate layer yli, j .
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It remains only to miss the gradients of the previous layer:

∂E

∂xlj, j
=

∑

a

∑

b

∂E

∂yli−a, j−b

∗ ∂yli−a, j−b

∂xli, j
=

∑

i

∑

j

∂E

∂yli−a, j−b

∗ wa,b

This is the procedure for back-propagation in the convolution layer.
However, a convolution layer that cannot express the relationship between the

pixels arranged far from each other, which convolution layers are repeated several
times to solve this problem, is built to deep convolutional network. It would seem that
the more layers, the better, but this is only partially true. By increasing the layers is a
significant complication of the model, which usually does not give a strong growth
in its efficiency. Yield of the next layer is to be used as input for the next, and it is
clear that due to subsampling layer resolution will decrease. After the last layer of
convolution using the Flatten the layer, is responsible for reformatting the input data
in a full mesh layer, which was already to be a layer of Dense classification with the
number of neurons equal to the number of classes that need to identify + Activation
function. As activation, function was chosen Softmax. Softmax—a generalization
of the logic function in the multi-dimensional case. Function converts a vector of
dimension N in a vector of the same dimension, wherein each coordinate of the
resulting vector is represented by a real number in the interval [1], and the sum of
the coordinates is equal to 1. Therefore, the index of the maximum element in the
resultant vector is a class index to which the neural network is carried preview.

To solve the problem of the identification of the image sheet plant diseases, deep
convolutional neural network consisting of three convolutional layers was realized
with window convolution 3 × 3, the number of neurons in each layer 32, followed
by transformation layer into a fully connected list and then a classification layer for
3 types of disease. The structure of the neural network is shown in Fig. 3.

Wewere only investigated 300 ofwheat leaf images (100 healthy, 100 patients, and
100 Septoria—brown rust). The whole sample was divided as follows: 70%—educa-
tion, 20%—in the training, and validation of 10%—testing. A result of convolutional
neural network has been created, and the proportion of correct diagnosis of disease
was 83.33%.

2.3 Main Results of Statistical Modeling of Fuzzy Logic
and Neural Network System

1. To diagnose the type of plant diseases on RGB—images of leaves with a signif-
icant number of possible diseases reliable results are obtained by calculation
of 24 indicators Contrast, Correlation, Energy, Homogeneity; GLCM matrix
components for R, G, B, RG, RB, GB images of leaves, the use of fuzzy logic in
the step of defuzzification—binarization signs and majority voting. As a result
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Fig. 3 Structure of the neural network

of 15,000 model experiments for all 15 true diseases share diagnosis of disease
was about 95%.

2. The reliability of diagnostic results can be improvedwhen used for the diagnosis
diseases of plants instead indicatorsContrast,Correlation,Energy,Homogeneity
and for the single sheet average values of these same parameters for several
leaves. For a software implementation of the proposed algorithms of diagnostics
of diseases, it is advisable to specify the parameters of the distribution func-
tions of the key parameters Contrast components, Correlation, Energy, Homo-
geneity standard descriptions in the operation and, thus, improve the accuracy
of diagnosis.

3. For the diagnosis of the type of plant diseases by RGB—leaves the still images,
we proposed the use of a convolutional neural network.We conducted using 300
wheat leaf images (100 healthy, 100 patients and 100 Septoria leaf rust) studies
have shown that using our proposed convolutional neural network for 3 types of
diseases the proportion of correct diagnosis of the disease was approximately
83%.

The greatest application in solving problems of recognizing plant diseases from
leaf images was found by texture features using adjacency matrices (GLCM matrix
for grayscale images), features based on spatial frequency measurements, features
using statistical characteristics of images (average, energy, variation, uniformity,
contrast, correlation coefficient, entropy, differential dispersion), signs based on the
description of structural elements [14–17].
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3 Plant Disease Recognition System on Multi-dimensional
Descriptions of Leaf RGB Images

3.1 Normalization

The source photographs of the leaves of the plants require preprocessing before
performing the diagnosis of diseases, regardless of how the diagnosis will be
performed. A typical example of the original image is shown in Fig. 4.

When using a neural network for diagnostics, it is possible not to carry out
preprocessing (normalization); however, this requires a multiple increase in the
source images at the training stage and reduces the percentage of correct recog-
nition results. In any case, performing image normalization increases the likelihood
of correct recognition. In normalization, however, this requires a multiple increase
in the source images at the performing image normalization increases the likelihood
of correct recognition. In addition, images of leaves of plants affected by the same
disease can visually differ significantly, especially taking into account the phase of
the disease [8].

Normalization should solve the problems:

1. Removal of non-informative parts of images (it is necessary to leave only images
of informative parts of leaves with signs of disease);

2. Standardization of the shape, size, and orientation of the informative parts of
the leaves. Processing of 1300 images showed that the optimal format for the
informative parts of wheat leaf images is 300 * 100 pixels;

3. Unification of parameters of informative parts of images (brightness, contrast).
The need for this is caused by unequal lighting conditions for the leaves as a
whole or their individual parts when shooting.

As a result, we get a normalized RGB image (see Fig. 5).

Fig. 4 The original image of
a leaf of wheat sick with
Septoria
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Fig. 5 Examples of normalized images of wheat leaves, healthy and diseased. 1—Healthy plants;
2—brown rust; 3—yellow rust; 4—mildew; 5—pyrenophorosis; 6—striped mosaic; 7—Septoria;
8—dark brown spotting

Fig. 6 Adjacency matrices
directions

3.2 Using an Adjacency Matrix (GLCM Matrix)

Based on the RGB—normalized image of the plant leaf, 6 GLCM matrices can
be obtained for the R, G, B, RG, RB, GB components, for each of the GLCM
normalized matrices, the main characteristics of the texture Contrast, Correlation,
Energy, Homogeneity, called the Haralik parameters [9, 10]:

Typically, the number of gray-level gradations in the original image is prelimi-
narily reduced to eight, so the size of the GLCM matrices is 8 * 8.

Adjacency matrices can be calculated for four possible directions (Fig. 6). The
total number of Haralik parameters is 14. Thus, the maximum number of texture
parameters of Haralik will be 14 * 6 * 4 = 336.

3.3 Reference description

Reference description may be presented in the form of a matrix of estimates of
mathematical expectations for the scatter of the Haralik parameters for each color
component R, G, B, RG, RB, GB of the source RGB photo images for all N diseases
(see Table 3).
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Table 3 Reference description matrix

i j

1 2 3 4 … n

1 A11 A12 A13 A14 … A1n

2 A21 A22 A23 A24 … A2n

3 A31 A32 A33 A34 … A3n

4 A41 A42 A43 A44 … A4n

5 A51 A52 A53 A54 … A5n

6 A61 A62 A63 A64 … A6n

7 A71 A72 A73 A74 … A7n

8 A81 A82 A83 A84 … A8n

9 A91 A92 A93 A94 … A9n

… … … … … … …

m Am1 Am2 Am3 Am4 Amn

Table 4 Target image
options

i

1 B1

2 B2

3 B3

4 B4

5 B5

6 B6

7 B7

8 B8

9 B9

… …

m Bm

Here j is the number of the disease, i is the number of the Haralik parameter. Only
one generalizedmatrix of estimates ofmathematical expectations can be constructed,
in which the row number determines not only the number of the Haralik parameter,
but also the number of the color component, for example, i = 1 will correspond to
the color component—R, the parameter—Contrast, i= 2—the color component—R,
parameter—Correlation, etc.

Diagnostic image parameter set (Target image options) is a column vector (Table
4).
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3.4 Target Image Description

The probability of a correct diagnosis of plant diseases depends on the degree of
proximity of the calculated Haralik parameters of the target image from the refer-
ence description, i.e., from the mathematical expectations of the Haralik parameters
for this disease. The permissible deviation of the Haralik parameters of the target
image from the reference description at which the confidence probability of correct
recognition will be a given value, for example, 0.95, can be set in the form of a
confidence interval of the permissible deviation β. The value of β can be obtained
by simulation.

In the event that the confidence intervals for the deviation of theHaralik parameters
of the target image from the reference description are greater than this value, we
propose to diagnose using the average values of the Contrast, Correlation, Energy,
Homogeneity parameters for several (M) analyzed leaf images (this is possible,
because in the area of the disease affliction, there are always several plants), and
the number of averaged parameter values should be selected from the condition that
the confidence interval, taking into account the averaging of the parameter values
Contrast, Correlation, Energy, Homogeneity was no more than β. If the confidence
interval of values of a parameter without taking into account averaging is β1, β1 >
β, then, assuming that the distribution law for the values of this parameter is close to
normal, the required quantity averagingM can be calculated based on thewell-known
expression for the confidence interval of mathematical expectation as

M = β2
1

β2

3.5 Diagnostic Algorithm

An algorithm for diagnosing plant diseases using multi-dimensional reference
descriptions could built based on fuzzy logic [18, 19]. A simpler solution is the
use of a correlation comparison of the Haralik parameters of the target image and
the reference description. The decision on whether the target image belongs to a
particular class is made on the condition of maximum membership function.

1. calculation of membership function:

MF( j) =
m∑

i=1

(
A( j, i) − A( j, i)

)(
B(i) − B(i)

)
/

√√√√
m∑

i=1

(
A( j, i) − A( j, i)

)2 m∑

i=1

(
B(i) − B(i)

)2

where

A (j, i) element of column j, row i of the matrix of the reference description;
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B (i) ith element of the vector—column of averaged Haralik parameters of
diagnosed plant leaf samples;

m the total number of Haralik parameters for all components of R, G, B,
RG, RB, GB of normalized leaf images.

2. calculation of the number k of the most probable disease according to the
maximum membership function:

k = j, if MF( j) = max(MF( j)).

4 Conclusion

1. A necessary condition for correct recognition of plant diseaseswith a confidence
probability of more than 0.95 with a significant number (up to 15) of diseases is
the use of Haralik parameters: Contrast, Correlation, Energy, Homogeneity of
the GLCM matrix for components R, G, B, RG, RB, GB of leaf images, image
normalizationwhen creating reference descriptions, normalizing, and averaging
the parameters of target images, correlation comparison of the set of averaged
Haralik parameters of the target normalized leaf images with the mathematical
expectations of the Haralik parameters for each of the diseases.

2. As a result of 1000 model experiments for each of the 15 image classes when
the confidence interval of the spread of the averaged values of the Haralik
parameters of the target normalized photo images of the leaves is 0.016, the
share of correct diagnosis was 97%.

3. The reliability of the diagnostic results increases if you expanding the list of
Haralik parameters of the reference description or increase the number of aver-
aged values of the Haralik parameters of the target normalized photo images of
the leaves.
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Methodology of Service Development
with a Single Application Programming
Interface

Vitaly Monastyrev , Pavel Drobintsev , and Petar Kochovski

Abstract Users of the services can interact with the application using a browser
or using mobile devices. The most popular mobile platforms today are iOS and
Android. Development of any service includes backend (application logic, database)
and frontend (interface) part. Development of frontend part forweb, iOS andAndroid
parts is carried out separately, but you can use a single API, which is implemented in
the backend part, instead of implementing different backend parts for each platform.
In this article, we will consider the architecture of a single API and describe the
methodology of its development, which allows you to save resources when creating
a service.

Keywords Mobile development ·Web development · Application programming
interface · Backend architecture

1 Introduction

When developing any service, it is necessary to try to reach the largest possible
audience of users. If 10 years ago the service was usually implemented only in the
form of a web application, today it is also necessary to develop for mobile platforms.
The most popular are Android and iOS. Development for several platforms requires
significant resources, so you need to try to optimize this process as much as possible
[1]. One way is to implement a backend part that will support a single Application
Programming Interface (API) for all platforms.

We will consider creating a single API based on the Representational State
Transfer (REST) API architecture. By a single API, we will mean a system built on
the REST API architecture, which does not contain duplicate methods for different
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platforms, but implements only one method used by all platforms. The REST API
architecture implies that server-side methods are implemented that perform certain
actions, for example, return values from the database, change values in the database,
load the sent file on the server, and so on. The main problem here is that the imple-
mented methods should work equally well for different clients (Android, iOS, web).
For example, different devices have different speed of connection to the Internet,
and if for one device ten photos in high resolution from the server are downloaded
quickly, then for another device 10 photos from the server need to be shipped in lower
quality. This problem could be solved by implementing two different methods, but
it is not effective. In the following chapters, we’ll look at the methodology of the
process of creating a single API that allows you to not implement different methods
for different devices.

At the moment, there are no standards for how a single API should be imple-
mented, although there are various studies in the field [20–22]. Existing studies
consider either REST API capabilities, or only a single item—documentation, or a
specific tool. In this article, we will consider the methodology for using REST API
regardless of the framework used. Usually, each company decides for itself how it
will implement its API. Also, the team chooses in what language it will do it. This
may depend on the goals of the service (C++ is better for high-load systems, NodeJS
is better for fast development, etc.), the preferences of the team, the experience of
creating previous solutions, the existing code base, and so on. As examples of a single
API, it is possible to consider Twitter, Vkontakte, Yandex, and Google. API of these
companies can be used for authorization on other platforms, obtaining information
from the account, etc. It is also a source of income for some companies. For example,
Yandex [2] and Google [3] provide access to the API of their maps for a certain price.

However, many companies often do not develop a single API that would be opti-
mized for all platforms and release their applications only on one of the platforms.
For example, Prisma [4] and Face App [5] are available for iOS and Android, but are
not available in the web version, which could attract new users.

When developing a single API, you need to consider many factors to avoid
rewriting it in the future, adding duplicate queries, system failures [6], and so on.
Since at the moment, there is no single methodology for developing single APIs and
different authors offer different approaches [7, 8], in this article we have tried to build
a methodology on the example of our own development. The main purpose of this
article is a general methodology for developing a single API, taking into account the
problems that may arise. We offer the following methodology points that will help
to solve most of the problems that will arise in the development:

1. Application architecture. The most important part, as it defines the architecture
of the entire project.

2. User registration and authorization. Usually, to be able to use all the functions
of the service, the user needs to register in it, so it is necessary to provide a
mechanism for registration and authorization of the user.
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3. Using the sameGET/POST requests for different clients.Youneed to understand
what methods are needed for each platform and how they can be combined so
as not to implement duplicate or redundant code.

4. Documenting the implemented API. You need to make sure that the developers
of the frontend part have documentation and understand why one or the other
method is implemented.

5. Backward compatible versions. When updating the API, in addition to taking
care of backward compatibility of older versions of the application, you also
need to take care of compatibility of all platforms.

Thus, our development methodology is represented by five points. It is worth
noting thatwe recommend that the development follow the above sequence of actions.
The first step is to determine the structure of the project, then it is convenient to do
authorization and registration, as it affects how the three points will be implemented.
After implementing step 3, you need to document the API. You can then consider
backward compatibility for future releases.

2 Application Architecture

Consider a single system architecture that uses a singleAPI (Fig. 1). This architecture
is general and allows you to abstract from specific programming languages and
frameworks. The architecture of the application discussed in this article is shown in
Fig. 1. It is worth noting that this architecture can be used in the development of
almost any service, regardless of its purpose.

Let’s consider the presented architecture in more detail. The interaction of the
client parts of the application with the server takes place via the REST Protocol
using GET/POST requests. The information is transmitted in JSON [9] format. All
GET/POST requests implemented on the backend side are the API of our service.

Fig. 1 Architecture of the
service ServerWeb

iOS

Android

Data 
Base

File 
System
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2.1 Frontend

The first three modules (web, iOS, and Android) are the frontend part of the app.
Web—to view and interact with the service through any browser, iOS—for Apple
smartphones and Android for smartphones based on Android.

1. We propose to implement the web part using two submodules-frontend and
backend. The frontend part is responsible for UI rendering and user interaction.
The backend part will work with the single API of the service. This separation
simplifies the development process. In addition, in this case it will be easier
to correct requests to the service if the API changes. As an example of the
framework—for the backend part you can use Laravel [10], and for the frontend
part Angular [11].

2. IOS—a client that allows you to work with the service using a device running
IOS. Themain development languages for iOS are objective-c and swift. XCode
was used as the development environment. To send GET/POST requests to the
server, it is very convenient to use the free libraries SwiftyJSON [12] and Alam-
ofire [13]. It is worth noting that all requests must be executed asynchronously
so as not to block the main thread.

3. Android—a client that allows you to work with the service using a device
running Android. The most popular development languages are Kotlin and
JSON. It is convenient to use gradle [14] as a build system. Requests are sent
to the server via REST-Protocol, data format-JSON.

2.2 Backend

As mentioned earlier, the team decides in what language backend will be imple-
mented. It can be C++, Python, NodeJS, Java, etc. Later in the article, we will give
examples implemented in Java + Spring, but similar technologies are available for
other programming languages. Any database can also be used as a database—Oracle,
Postgresql, MySQL, mongoDB. This depends on the amount and type of data the
service is working with. Our team used for their purposes and for the MySQL [15]
server connection was used SpringJPA [16]. To store media files, you should use the
file system and store only links to these resources in the database.

Because any service has users, you must create a user table in the database. This
table has an id, user name, and mail field that is unique. It also stores the user’s
password as a hash for greater security. It is worth noting that the table does not store
an access token, which is described in more detail in the next section.
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3 User Registration and Authorization

User registration must be supported on any of the three clients described above.
Also, users must be able to log in through any of the three clients and access the
functionality of the application. To solve this problem, you can use JSONWeb Token
(JWT) [17].

Also, in our case we used Spring filters to filter requests with and without tokens,
but almost all other languages have similar frameworks. Filters in the Spring frame-
work filter out all requests that come to the server and do not contain a token.Without
a token, only twomethods are available—registration of a new user and getting token.
Moreover, (new user registration and token acquisition) are the same for all frontend
clients.

Filters in Spring are implemented using Spring Security. In our case, we created
a special class WebSecurity extends WebSecurityConfigurerAdapter and added an
annotation @EnableWebSecurity. After that, we redefined the method configure as
follows:

The authentication filter is used to register a new user, and authorization to access
the service of an already registered user. For the new user registration method, this
is achieved by sending JSON to a controller whose content looks like this:

{

"username": "someUsername",
"password": "somePassword",
"email":"someEmail@email.com"

}

The JSON body is sent from the client to the server via https, which allows traffic
to be encrypted. Library to create POST request and use JSON in web applications,
iOS and Android. Therefore, we use only one method in the server-side controller
that allows you to register a new user using a template defined by the JSON body.
Upon successful registration, an access token is returned to the user in the response,
which may or may not have a lifetime. This token is generated on the server side
and encodes inside the user name, which can be decrypted only using a special key
stored on the server. This allows you to further accept requests containing an access
token and, on its basis, to determine from which user the request came. The token
encryption algorithm is chosen by the developer. In this case, we used HMAC512.

Typically, the token is stored after it is received and used when sending requests.
For example, to the web client a token is stored in the web session, and for the iOS
client token is stored using SwiftKeychainWrapper.

If the user is already registered, he can request his token by sending it to the JSON
server with the following content:

{

"username": "someUsername",
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"password": "somePassword"

}

This information is also transmitted via https. The ability to obtain a token is
necessary, since the user can register through one client and save the token on one
device, and then try to log in from another device.

When sending any other request needed in the request header, add the following
key/value pair—Authorization/“bearer someAccessToken”. Thanks to the token, it
is possible to accurately determine which user sent the request, regardless of the
client used by him. As a result, the problem of registration and authorization of users
from different clients is solved by only two methods on the server side and the use
of JWT tokens for authorization.

It isworth noting thatwedonot store tokens in the database, as this is not necessary.
The user can enter the application from any number of devices and all of them will
be issued a token. The most important thing is that we create a token ourselves using
a secret word that is stored on the server and the user name is encrypted inside the
token, which allows us not to store it in the database.

4 Using the Same GET/POST Requests for Different
Clients

The next problem that occurs is the use of the same GET/POST requests by different
clients. Thus, before developing it is necessary to determine in advance what func-
tionality the service should perform and strive to ensure that the web, Android appli-
cation and iOS application work according to the same logic and provide the same
functionality. In addition, it should be noted that it is also worth striving to ensure that
all clients have the most similar interface with the necessary adaptations for specific
platforms. This allows users to seamlessly switch from one client to another. Below
are examples of the interface of our application. Figure 2 shows the interface on web
and the interface on the iOS.

Fig. 2 Web and iOS
interface
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When working out the GET/POST requests necessary for the functionality of the
application, the following factors should be taken into account: as a rule, the speed
of the station Internet is higher than the speed of the mobile Internet, so it can request
more information from the server for one request. Another factor is the amount of
RAM on different mobile devices that is available to the app. On older devices, there
may be a situation that when requesting information from the server there is not
enough memory to store the result in the cache (e.g., if the server requests photos,
videos or other files).

One of the most single problems in development is loading information by pages.
Pagination should work equally well on iOS, Android, and the web. As part of our
methodology, we offer the following universal approach. The information with the
request comes to the server in the form of JSON and has the following form:

{

"page": "1",
"id": "23",
"pageSize":"10"

}

“Page” is the page number that youwant to return. “Id” is the number of the record
fromwhich the page is counted. This is done to ensure that when the user has reached
the end of the list and the server needs to upload the next batch of data does not load
those that have already been uploaded, because during this period, new records may
appear and then the page will shift. This is the number of records that are contained
on 1 page. “PageSize” is set depending on the client used. For example, both iOS
and Android allow you to get the size of the available RAM. Based on the average
amount of memory occupied by one record, the developer can set the desired value.

Thus, the creation of the single requests to upload information using pagination
solves the problem of app usage across different customers and different mobile
device. We have only one upload method on the server side instead of a bunch of
different methods.

5 Documenting the Implemented API

Documenting the API is one of the most important parts in development. Clear
documentation gives developers an understanding of how to use the provided API.
Documentation can reduce or even completely eliminate the time that the develop-
ment team spends discussing the frontend part and the backend part. In addition,
documentation is necessary if you develop only the backend part of the service, and
the client part can be developed by third-party developers. This practice is used for
example in Telegram [18], Vkontakte [19], etc.
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For the possibility of furtherAPI support it is recommended to implementmethods
responsible for different entities in different controllers. So, it will be easier to Orient
backend developers and will not cause confusion in the project.

Each team chooses its own method and place for documentation. In our case, the
documentation for the single API is based on the following points:

1. Request address. Typically, this is the data transfer Protocol (http or https),
server IP address, port, and request name. For example:

https://127.0.0.1:8080/getBestPhotoArray

2. Request type. For example, it can be GET, POST, PUT, PATCH, etc.
3. Header fields. For example, it can be Authorization, Content-Type, Accept,

Cookie, etc.
4. Request JSON fields. These are the fields and the field type of the outgoing

request that the backend command has identified as required. It is also worth
noting which fields are required and which are not.

5. Response JSON fields. These are the fields and type that will be returned from
the server to the client. Mandatory fields are also specified.

6. A description of the purpose of the method. Describes what the query does,
what it was created for, and when to use it.

The API storage location is selected depending on who will use the API. If this
is an internal command, it is recommended to use some internal portal, for example,
in this project we used confluence. If you expect the API to be used by third-party
developers, it makes sense to place it in a separate section of your website or put the
documentation on git.

6 Backward Compatible Versions

When developing a single API service, you need to be very careful when modifying
old methods. Any renaming of JSON fields can result in users with older versions of
clients simply not being able to connect to the service. There are also several possible
solutions to the problem.

First you need to understand who uses the service. If these are firm-specific
services, you can modify existing methods to ensure that users are delivered a timely
version and that all frontend development teams are ready to incorporate the changes
into their client application implementations by the due date. But most often we are
dealing with services that work with third-party users who can both update their
application and not update.

If weworkwith users who do not always update their application, it is necessary to
provide the possibility of backward compatibility with older versions. For example,
if in the new version we need to return an additional field to render it to the UI, then
we can just add another JSON field to the existing JSONmethod. This will also allow
the frontend development teams to start using the new field when needed.

https://127.0.0.1:8080/getBestPhotoArray
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If the structure of the entire query changes completely, you should implement
the new API method and mark the old method as obsolete. You can finally remove
the deprecated method after the frontend development teams replace the old method
with the new one, and most users update their application. For users who have not
updated their application (there should be a small percentage), you can display a
message on the download screen that their client version is outdated and no longer
supported, they need to update their application.

7 Conclusion

As a result of the work, a methodology for developing a single API was proposed,
which provides for five points: development of the application architecture, the use of
JWT tokens for authorization and registration, optimization of GET/POST requests
for different clients by adding additional parameters to requests, maintaining struc-
tured documentation and working out the possibilities of backward compatibility of
the API.

The development methodology was used by our development team and allowed
us to reduce the cost of implementing the server part. Instead of three backend API
developers for different platforms, we only had one backend developer. The project
size is about 3500 lines of code. It took us about four months to write the backend.
Thus,weget a development speedof about 30 lines of code per day.Even ifwe assume
that optimization for different platforms would take a thousand lines of code, and
the speed would be, for example, 50 lines of code per day, since we do not need to
negotiate with all the teams about the architecture, we will get that three separate
parts would be implemented in 50 days, i.e., a total of 5 months instead of 4 (if 1
programmer). Or should we keep three developers instead of 1.

It is worth noting that this metric is not entirely objective. To write a method that
will work equally well on all platforms, a person needs more time than a simple
method. But in any case, the implementation of one method, instead of, for example,
three is more profitable in terms of further support of the code. For example, if in the
future we want the method that returns photos to the client to return more and text
records, then it will be enough for us to edit and test one method, not three.

Future plans—continue to develop the service with a single API, search for new
methods to improve and optimize the development process. Collect feedback from
the frontend and backend development teams.
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Using Symbolic Computing to Find
Stochastic Process Duration Distribution
Laws

Georgiy Zhemelev and Alexandr Sidnev

Abstract Stochastic processes describe the dynamic behavior of systems modeled
by formalisms such as queuing networks, network planning models, semi-Markov
processes, and some other. Flowgraph models provide an analytical approach to
the problem of stochastic process duration distribution law (SPDDL) finding. The
problem is solved in two stages. Initially, the moment generating function (MGF)
of the process duration is to be obtained using the graphical evaluation and review
technique (GERT) or the flowgraph algebra. This stage is straightforward in contrast
to the second one—the analytical transition from the MGF to the process dura-
tion distribution law in terms of probability distribution function (cumulative or
non-cumulative). The transition is nontrivial and is implemented in this study using
MATLAB Symbolic Math Toolbox along with various examples of finding SPDDLs
when the processes are represented as ordered activity sets. Also, the capabilities of
the statistical flowgraphmethodology can be extended over the casewhen flowgraphs
have parallel branches. The results of symbolic calculations are validated via simula-
tion using GPSS World software. This study opens up real possibilities of replacing
simulation with symbolic mathematics when searching for duration distribution laws
of stochastic processes spawned by flowgraph models.

Keywords Flowgraph models · Moment generating function · Padé
approximation · Laplace transform

1 Introduction

A significant number of system models for solving problems of finding a process
duration can be turned into stochastic flowgraphs. For instance, in queuing networks,
we have the process of moving a customer from the start node to the end node. In
network planningmodels,Markov and semi-Markov processeswith absorbing states,
there is a process of transition from the initial to the final state. The topic of applying
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the methodology of stochastic flowgraphs to various mathematical models is being
actively developed at present [1–4]. Both the GERT [5] and the flowgraph algebra [6]
allow finding moment generating functions for random variables characterizing the
duration of various processes that are adequately described by these graphs. Despite
the fact that the MGF uniquely determines the distribution and is better suited for
finding moments, it is often necessary to obtain a description of the process duration
in the form of a probability density, a distribution function, or a survival function.

In practice, the transition from a random variable MGF to an appropriate distribu-
tion law is a nontrivial task and requires complex symbolic calculations [7, 8]. Such
a transition was implemented in the MATLAB environment with several examples
of stochastic processes represented as ordered sets of activities with different distri-
butions of their durations. At the same time, if it is possible to abandon simulation
in favor of some analytical method for obtaining the process duration distribution
law, then the accuracy of system behavior prediction can be significantly improved,
especially for rare events. That is why we investigate symbolic computations and
do not content ourselves with estimation of empirical distributions from flowgraph
simulation results.

2 Materials and Methods

2.1 Analytical Method of Obtaining the Process Duration
Distribution Law

The process duration distribution law extraction from the MGF is carried out by
different methods [6]. We evaluate here the MATLAB implementation of one of
them, suggesting the following sequence of steps.

1. Obtain the MGF for a given process flowgraph.
2. Find the Padé approximant of the MGF.
3. Perform an integral transform of the approximated MGF to obtain an approxi-

mated distribution density.
4. Obtain the cumulative distribution function and the survival function by

integrating the resulting probability density distribution.

The last step is trivial, so let us consider in more detail each of the first three
stages.

Construction of a FlowgraphMGF. Having data on activity scheduling and param-
eters of their duration distributions, we form a stochastic process flowgraph, in accor-
dance with the GERT. Here, the graph nodes are the process states: initial, final, and
intermediate ones. An arc ij of the graph symbolizes an individual activity from the
set. Each arc is marked by itsW-function:

Wi j = pi j M
(
Yi j

)
, (1)



Using Symbolic Computing to Find Stochastic Process Duration … 79

where pij is the probability of performing the activity ij when the state i is reached,
and M(Yij) is the MGF of the random variable Yij, i.e., the activity ij duration.

It is well known that MGF can be acquired via Laplace transform of the
corresponding probability density function:

M
(
Yi j

) = L[ f ](−s) =
∞∫

0

f (Yi j )e
sYi jdYi j , (2)

where L[ f ](s) is the Laplace transform of the function f (·).
It is important that for a significant number of distribution laws, the MGF can

be obtained in an analytical form, which opens up the possibility to analytically
construct the MGF M(Y 0N ) of a reduced stochastic flowgraph containing only the
initial and final nodes (Y 0N is the duration of the process from the initial state 0 to
the final state N).

The GERT [5] and the flowgraph algebra [6] imply a significant restriction on
the structure of stochastic graphs—concurrent activities are not allowed. This means
banning parallel arcs in a flowgraph. In other words, at any given time, only one
activity is in progress. Formally, this means that for each node of the stochastic
flowgraph the following condition must be satisfied:

∑

j

pi j = 1, (3)

that is, the sum of the probabilities of the arcs coming from the node i is always equal
to 1. This condition is satisfied for all nodes of the sample process graph analyzed
below (see Fig. 1). Different methods of obtaining M(Y 0N ) from a stochastic flow-
graph are discussed in detail in [5–7]. They give same results, can be programmed,
and are beyond the scope of this paper.

Fig. 1 An example of a stochastic process flowgraph (Graph #1)
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Padé Approximation of the MGF. One can question the point regarding MGF
approximation—why not right away transform the exact MGF to the corresponding
distribution density? The fact is such a transformation is barely possible for many
flowgraphs that appear in practice, especially the ones that have loops and non-
exponential distributions on their arcs, since they cause very complex analytical
expressions and hence symbolic computation software fails to perform the required
integral transform [7, 8] (a similar problem arises in other applications that deal with
inversion of Laplace transform [9–11]). Consequently, there is a need to approxi-
mate MGF so the transform becomes always possible and feasible for a symbolic
computation engine.

Padé approximation (the choice of which will be justified in the Discussion
section) enables us to represent an arbitrary function as a rational function of a
given order:

M(Y0N ) ≈ A(s)

B(s)
, (4)

where A(s) and B(s) are polynomials of orders a and b, respectively, and thus the
approximation has the order of [a/b]. Under this technique, the approximant’s power
series agrees with the power series of the function it is approximating up to the (a
+ b)th derivative. The choice of the numerator and denominator orders of the Padé
approximation in this paper is performed according to [6].

Transition from MGF to Probability Density Function. The integral transforma-
tion applied to transition from the approximated MGF to the corresponding approx-
imation of the distribution density can be performed using the Heaviside expansion
formula that gives a transparent inverse Laplace transform of a rational M(Y 0N ):

f (Y0N ) =
K∑

k=1

A(rk)

B ′(rk)
erkY0N , (5)

where f (Y 0N ) is the probability density function that describes the sought-for SPDDL
and rk are (possibly complex valued) solutions of theB(s)= 0 equation. For program-
matic implementation of the Heaviside expansion formula, we suggest the use of the
method of grouping of complex conjugate terms described in [12] so as to avoid
complex exponents that cannot be simplified by a symbolic computation engine.

Validation of the SuggestedMethod. In order to validate the results of computations
described above, we used the approach of stochastic flowgraph simulations and
statistical hypotheses checking.

Simulation in GPSS World software [13] allows to obtain a sample of values of
the random process duration on the basis of multiple execution of the entire sequence
of activities in accordance with the process flowgraph. The resulting sample is used
to construct a histogram and empirical distribution function, as well as to estimate
the expectation and other moments of a random variable.
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Having empirical and theoretical descriptions of the distribution lawunder consid-
eration, it is possible to put forward a statistical hypothesis H0 (null hypothesis) of
the given sample belonging to this law and to check it using a goodness-of-fit test.
Based on the results of testing and comparing the moments, we can draw conclusions
about the applicability of the suggested analytical method to obtain characteristics
of distribution laws of stochastic process duration.

2.2 Stochastic Process Simulation with GPSS World

The GPSS World simulation system has all necessary expressive power to simulate
various stochastic processes that can be interpreted as the processes of performing
ordered sets of activities. A set of executable instructions (blocks) inherent in the
GPSSWorld allows a user to create a single, but customizable template of a universal
program suitable formodeling processes of arbitrary structurewith different distribu-
tions of each individual activity duration. The algorithm of forming such a template
of a GPSS program is given in [14]. It allows creation of a full simulation model for
a set combining at most 60 activities with GPSS World Student Version limited to
180 blocks. The Student Version is provided free of charge. In accordance with the
proposed algorithm, DmitryKorenev, a graduate student of Peter theGreat St. Peters-
burg Polytechnic University, developed a program editor of process diagrams named
Violet-BP [14], which provides the ability to generate code of GPSS programs for
simulation of described processes in order to estimate their time costs. The Violet-BP
software is developed using the Java programming language and is based on Violet
[15], an open-source framework for diagram editors. The screenshot of the main
application window for Graph #1 (see Fig. 1) is shown in Fig. 2.

Fig. 2 Graph #1 in the main window of Violet-BP application
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2.3 Software Implementation of the Solution in MATLAB

The suggested method of SPDDLs finding was implemented in MATLAB R2016b.
The main program acts as a full-fledged study of analytical transition from the MGF
of a stochastic flowgraph to the distribution law of its duration in terms of proba-
bility distribution function (PDF) and corresponding cumulative distribution func-
tion (CDF). The software is comprised of a number of MATLAB classes, scripts,
and functions and implements the following stages of the described method:

1. Construction of the MGF for a specified graph and activity distributions.
2. Selection of optimal orders of numerator and denominator for Padé approxi-

mation.
3. Finding the Padé approximant of the MGF with the selected orders.
4. Laplace transform with the −s substitution to obtain an approximated PDF

from the approximated MGF using the Heaviside expansion formula and
grouping of complex conjugate terms.

5. Obtaining an approximated CDF by integrating the approximated PDF.
6. Comparison of the moments (expectation and variance) obtained from the

exact and the approximated MGF.
7. Extraction of simulation results from GPSS World as a sample of duration of

the given stochastic process.
8. Comparison of the moments evaluated from the sample with the moments

obtained from the exact and approximated MGFs.
9. Construction of the empirical CDF and histograms from the sample.
10. Checking the statistical hypothesis of the sample belonging to the found distri-

bution law that was obtained from the MGF of the studied stochastic process
duration.

2.4 Finding MGFs of Processes with Concurrent Activities

Obtaining the MGF of a stochastic process duration with a flowgraph satisfying the
“no concurrent activities” condition is a relatively easy task. However, if parallel
branches are present, the problem becomes more complicated. In that case, it is
necessary to obtain the MGF of each fragment of a flowgraph that contains parallel
branches.

Consider the following process (Fig. 3).
Here, the transition from the state 3 to the state 4 can be done only when both

activities “34_1” and “34_2” are complete that is reflected in the flowgraph by the
AND gates.

As a result, the duration distribution of the activity “34” is expressed as the
maximum of two random variables which are durations of activities “34_1” and
“34_2”. The distribution density h(x) of the maximum of two independent random
variables is known to be determined by the following formula:
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Fig. 3 An example of a stochastic process flowgraph with concurrent activities (Graph #2)

h(x) = g(x)F(x) + f (x)G(x), (6)

where f (x) and g(x) are the probability distribution densities and F(x) and G(x) are
their cumulative distribution functions, respectively.

It should be noted that the expression (6) does not have a general counterpart
in the domain of moment generating functions; i.e., one cannot express the activity
“34” MGF formula M(Y 34) in terms of M(Y 34_1) and M(Y 34_2). In order to find an
MGF of a maximum of two random variables having only their MGFs, it is needed
to acquire their CDFs and PDFs first and only then the MGF of the maximum can
be computed. This makes finding the MGF of a stochastic process with concurrent
activities a challenging task that requires powerful symbolic calculations in general
case—when the distribution densities of random variables are not given and only
their MGFs are known. Then, the task is to perform the inverse transform of the
MGFs (to guarantee the possibility of inverse transformation, it is proposed to work
with the Padé approximants of MGFs) to obtain the distribution densities f (t) and
g(t), to integrate these densities so as to find the functions F(t) and G(t), then to
apply the formula (6), and finally to compute the MGF of the graph fragment with
parallel branches via integral transformation (2) of the h(x) function.

3 Results

The results of the conducted research are grouped in two studies: of stochastic
processes with and without concurrent activities.
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3.1 Study of Stochastic Processes Without Concurrent
Activities

Aprocess without concurrent activities is a classical object of study for the flowgraph
methodology or the GERT. Consider the process whose graph is shown in Fig. 1.
The W-function from the initial node 1 to the final node 6 of this flowgraph is as
follows:

W16 = W12W26(1 − W34W45W57W73 − W45W57W74) + W13W34W45W56

1 − W11 − W45(W34W57W73 − W57W74 + W11W34W57W73 + W11W57W74)
,

(7)

The expression of the corresponding MGF depends on the distribution of each
activity duration. Let us consider 5 variants of these: the exponential, uniform, trian-
gular, Erlang-3 (Erlang distribution with the shape parameter k = 3), and normal.
For simplicity, in all cases we take the same expectation m for the duration of a
corresponding activity and the rest of parameters are set relative to this value:

• For the uniform and triangular distributions: a = 0.4 m, b = 1.6 m.
• For the exponential distribution: λ = 1/m.
• For the Erlang-3 distribution: λ = 3/m.
• For the normal distribution: σ = 0.2 m.

Without loss of generality, when selecting duration distribution laws for activities
in a flowgraph let us use a single law for all activities. Thus, activities in a graph
differ only in the value of m, and each graph is studied for 5 different distribution
laws of its activities.

After importing simulation results (1000 iterations, unless otherwise stated)
from GPSS World, a histogram and empirical cumulative distribution function are
constructed and then compared with the corresponding approximations obtained
analytically. The comparison makes use of Kolmogorov–Smirnov goodness-of-fit
test at the significance level α = 0.05. Calculations of p-values were conducted by
the MATLAB built-in kstest function in accordance with paper [16].

Results for the Exponential Distribution. Here and further for results, we state
the orders of the Padé approximant and give the resulting values of expectation and
variance (or the mean and the unbiased variance estimate for simulation samples).
Then, we say if the null hypothesis was accepted by the goodness-of-fit test. For the
exponential distribution, the orders are a= 6, b= 7, and for the moment comparison
see Table 1.

Figure 4 shows analytical PDF and CDF compared with the empirical ones
constructed from the sample acquired via simulation in GPSS World. With p =
0.75, we failed to reject the H0 hypothesis.

Results for the Normal Distribution. The Padé approximant orders: a = 6, b = 7.
Expectation and variance are presented in Table 2. For comparative charts, see Fig. 5.
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Table 1 Moment comparison for MGFs and simulation: the exponential distribution

Obtained from exact MGF Obtained from
approximated MGF

Obtained from simulation

Expectation 77.863 77.863 79.659

Variance 8002.1 8002.1 8917.7

Fig. 4 Analytical approach
versus simulation for the
exponential distribution

Table 2 Moment comparison for MGFs and simulation: the normal distribution

Obtained from exact MGF Obtained from
approximated MGF

Obtained from simulation

Expectation 77.863 77.863 71.421

Variance 6068.0 6068.0 3512.9
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Fig. 5 Analytical approach
(a = 6, b = 7) versus
simulation for the normal
distribution

The hypothesis H0 was rejected (p = 0.0001) for the abovementioned approxi-
mant. Then, the experiment was continued with an increased order of Padé approx-
imation to a = 12, b = 13. Plots of approximated PDF and CDF had become more
adequate to the empirical ones (see Fig. 6), and finally we failed to reject the H0

hypothesis (p = 0.07).
Thereby, increasing the order of the Padé approximant made it possible to achieve

better results andmatch the theoretical functionswith the experimental ones. At same
time, the values of the moments (see Table 2) had not changed.

Results for Other Distributions. Analogous experiments were conducted for the
same flowgraph and the other three distributions: uniform, triangular, and Erlang-3.
The results of those experiments are fully presented in the Appendix. Here, we report
that in all cases we failed to reject the H0 hypothesis with p = 0.99, 0.10, and 0.16,
respectively.

Results for Other Flowgraphs. Similar results were obtained by the authors for the
other two flowgraphs that are presented in Fig. 7. In all cases, the comparison of
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Fig. 6 Analytical approach
(a = 12, b = 13) versus
simulation for the normal
distribution

Fig. 7 Other flowgraphs without concurrent activities that were used in this study



88 G. Zhemelev and A. Sidnev

approximated distributions and experimental data led us to failing to reject the H0

hypothesis (at the significance level α = 0.05).

3.2 Study of Stochastic Processes with Concurrent Activities

To show the applicability of the proposed method to flowgraphs with parallel
branches, let us examine Graph #2 (see Fig. 3) which is similar to the flowgraph
on the right in Fig. 7 where activity “34” is replaced with a block of two concur-
rent activities with same distributions and their parameters (let us call them twin
activities).

We performed calculations for cases when CDFs and PDFs of the distributions
are known in advance as well as the situation when only their MGFs are given. In the
first case, expressions for MGFs of maxima can be calculated exactly and we still
are able to conduct goodness-of-fit tests, whereas in the second case it is not possible
(see Sect. 2.4) and we can assess the results only looking from the qualitative point
of view.

Results for Concurrent Activities Distributed According to the Triangular Law.
Let each of the parallel arcs of activity “34” be distributed according to the triangular
law with the same parameters, and all other distributions of activity durations are
also triangular. When simulating in the GPSS World, 5000 iterations were carried
out for greater accuracy, and we took a = 12, b = 13 for the Padé approximation.

As a result, we obtained correct values of expectation and variance (see Table 3),
though calculation of the exact variance took a substantial amount of time (about 30 s
on a computer with Intel Core i5-6500 processor). After performing the goodness-
of-fit test, we failed to reject the H0 hypothesis with p = 0.27.

Figure 8 shows the analytical PDF and CDF compared with the empirical ones
constructed from the simulation results.

The results of an analogous experiment with the exponential and uniform distri-
bution are presented in the Appendix. Both experiments were successful as we failed
to reject the H0 hypothesis with p = 0.53 and p = 0.64, respectively. In case of
the normal and Erlang-3 distributions, MATLAB was unable to finish all needed
symbolic calculations in reasonable time (after 30 min of waiting we stopped the
experiment).

Table 3 Moment comparison for MGFs and simulation: concurrent triangular distributions

Obtained from exact MGF Obtained from
approximated MGF

Obtained from simulation

Expectation 279.79 279.79 276.81

Variance 43,270 43,270 42,810
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Fig. 8 Analytical approach
versus simulation for the
triangular distribution (two
concurrent twin activities)

Results for Concurrent Activities with Only MGFs Given. In this case, the flow-
graph shown in Fig. 9 was examined. It has a pair of parallel branches, each of
which comprises several activities (enclosed in ovals). The duration of all activities
is distributed according to the exponential law, which is well suited to application of
the sequence of transformations to construct an MGF of parallel branches that have
only MGFs given.

Figure 10 shows the comparison of the approximated analytical PDF and the
histogram for that stochastic process obtained from the results of simulation in GPSS
World (10,000 iterations).
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Fig. 9 A flowgraph of a stochastic process with complex parallel branches (Graph #3)

Fig. 10 Comparison of the analytically obtained PDF and the histogram for Graph #3

4 Discussion

The achieved results indicate that the suggested analyticalmethod of SPDDLsfinding
works well for flowgraphs without concurrent activities for various distribution
laws, and can also be applied to flowgraphs having parallel branches of different
complexity. Experiments with concurrent activities have shown that the capabilities
of MATLAB Symbolic Math Toolbox are not always enough for their full support.
Nonetheless, the suggested method does not depend on the symbolic computation
engine implementation and can be used in software other than MATLAB.

At the same time, during the conducted research it had become clear that the
process of selection of optimal orders for Padé approximation requires a separate
research because of its importance for the MGF approximant construction. Here, we
were using the approach suggested in [6] which is based on MGF’s Hankel matrix
rank calculation, both in numeric and symbolic calculations that procedure can be
imprecise especially for ill-conditioned matrices. Furthermore, although the rule that
the numerator order should be equal to the denominator order minus one gives good
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results, it was noticed that sometimes a lesser numerator order can lead to better
approximations, especially in the aspect of PDF oscillations.

These oscillations are a side issue of approximation and donot affect the calculated
moments of SPDDLs but can cause some complications for methods that require
monotonicity of approximated CDF. This makes the oscillations undesirable, and
further research is needed to develop methods that can solve that issue.

Certainly, apart from Padé approximation, there is a multitude of other methods
that can facilitate the inverse Laplace transform of the exact MGF, and the reader
can find a thorough review of them in [17, 18]. One of the most successful of these
methods [19] even uses computer algebra software but only in the aspect of variable
precision arithmetic, so the produced output of the algorithm is still a number for
a given value of the independent variable and not an analytical (symbolic) expres-
sion that can give a much more profound base for further analysis of the underlying
SPDDL. Another promising method that can approximate PDF directly from MGF
is known as saddle point approximation and was successfully used for that purpose
in [7, 8]. Despite its high accuracy, it has a drawback of computational complexity
that limits the applicability of symbolic saddle point approximation to simple flow-
graphs as mentioned in [7] (for complex flowgraphs R. Butler used numerical saddle
point approximation). At the same time, methods based on Padé approximation were
successfully used in [6, 20, 21]. One way or another, in this paper it was shown that
Padé approximation gives good results in symbolic form for various flowgraphs and
also makes further analysis of SPDDLs feasible for the MATLAB Symbolic Math
Toolbox even in complex scenarios such as flowgraphs with concurrent activities.

5 Conclusion

Summarizing the results of the research, we can conclude that symbolic computing
can be successfully applied to the problems that require finding stochastic process
durationdistribution laws.The suggestedmethod enables obtaining solutions for such
tasks in analytical form and can be used as an alternative to simulation.Moreover, the
result that we achieved regarding concurrent activities is not known to be presented
in the state of the art. It is clear that there is a potential for further research on the use
of symbolic mathematics in the area of stochastic processes but such research should
take into consideration the limitations of available software to be most efficient.

Appendix

Results for the Uniform Distribution. The Padé approximant orders: a = 6, b =
7. Expectation and variance are presented in Table 4. For comparative charts, see
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Table 4 Moment comparison for MGFs and simulation: the uniform distribution

Obtained from exact MGF Obtained from
approximated MGF

Obtained from simulation

Expectation 77.863 77.863 79.102

Variance 6229.2 6229.2 7341.9

Fig. 11. As a result of the goodness-of-fit test, we failed to reject H0 hypothesis with
p = 0.99.

Results for the Triangular Distribution. The Padé approximant orders: a = 6, b
= 7. Moment comparison is given in Table 5. For charts of PDFs and CDFs, see
Fig. 12. Here, we failed to reject the H0 hypothesis with p = 0.10.

Results for the Erlang-3 Distribution. The Padé approximant orders: a = 6, b =
7. Moment comparison is presented in Table 6. For comparative charts of PDFs and
CDFs, see Fig. 13. We failed to reject the H0 hypothesis with p = 0.16.

Results for Concurrent Activities Distributed According to the Uniform Law.
Let each of the parallel arcs of activity “34” from Sect. 3.2 be uniformly distributed
with the same parameters, and all other distributions of activity durations are also
uniform. When simulating in the GPSS World, 5000 iterations were carried out for
greater accuracy, and we took a = 12, b = 13 for the Padé approximation.

As a result, we obtained correct values of expectation and variance (see Table 7),
and Fig. 14 shows the analytical PDF and CDF compared with the empirical ones
constructed from the results of simulation. We failed to reject the H0 hypothesis (p
= 0.64).

Results for Concurrent Activities Distributed According to the Exponential
Law. The Padé approximant orders: a= 12, b= 13.Moment comparison is presented
in Table 8. For comparative charts of PDFs and CDFs, see Figs. 13 and 15. We failed
to reject the H0 hypothesis with p = 0.53.

Table 5 Moment comparison for MGFs and simulation: the triangular distribution

Obtained from exact MGF Obtained from
approximated MGF

Obtained from simulation

Expectation 77.863 77.863 72.007

Variance 6108.3 6108.3 3607.2

Table 6 Moment comparison for MGFs and simulation: the Erlang-3 distribution

Obtained from exact MGF Obtained from
approximated MGF

Obtained from simulation

Expectation 77.863 77.863 72.955

Variance 6659.0 6659.0 5383.1
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Table 7 Moment comparison for MGFs and simulation: concurrent uniform distributions

Obtained from exact MGF Obtained from
approximated MGF

Obtained from simulation

Expectation 284.29 284.29 282.73

Variance 44,953 44,953 45,672

Fig. 11 Analytical approach
versus simulation for the
uniform distribution
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Fig. 12 Analytical approach
versus simulation for the
triangular distribution
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Fig. 13 Analytical approach
versus simulation for the
Erlang-3 distribution

Table 8 Moment comparison for MGFs and simulation: concurrent exponential distributions

Obtained from exact MGF Obtained from
approximated MGF

Obtained from simulation

Expectation 306.79 306.79 309.98

Variance 58,175 58,175 60,527
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Fig. 14 Analytical approach versus simulation for the uniform distribution (two concurrent twin
activities)
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Fig. 15 Analytical approach versus simulation for the exponential distribution (two concurrent
twin activities)
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Comparison of the Shape of Digital
Models of Pump Components

Evgeniy Ivanov , Aleksandr Zharkovskii , Igor Borshchev ,
and Arsentiy Klyuyev

Abstract The shape of a flow section determines hydraulic and performance char-
acteristics of dynamic pumps. In order to create digital twins for pumping equip-
ment, a comprehensive project—digital models of pumps—is being implemented
in the Hydromechanical Engineering Laboratory of the St. Petersburg Polytechnic
University (SPbPU). The engineering issues of the structural optimization are being
addressed using a newly developed calculation and design method based on the
comparison of component shape. The numerical algorithm is implemented in soft-
ware codes and is being tested using elements of supercomputing and machine
learning. 3D models of pump shafts and impellers with various specific speed rates
were used as comparison objects.

Keywords Digital ·Models · Pumps · Function · Shape · Comparison · Histogram

1 Introduction

The issues related to the recognition, comparison, and reconstruction of three-
dimensional objects arise in laser scanning, in comparison with three-dimensional
objects, at determining the accuracy of component manufacturing, and upon pattern
recognition in photography and aerial imagery. In the course of three-dimensional
laser scanning, a point cloud is formed, which is characterized by a large body of
data. It is preferable to compare 3D objects pointwise using a regular grid. This can
be achieved by means of interpolation. The grid should be fine enough to depict
the surface properly. The number of points in such a grid is significantly larger as
compared to the grid of the scanned surface shape. This results in unacceptable time
consumption required to solve the problem. One of the approaches to recognize the
obtained data is the use of graph spectra. A graph is described using an adjacency
matrix, which for an undirected graph is a symmetric matrix with its elements being
equal to the number of edges connecting the vertices of the graph. A spectrum is a
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set of eigenvalues arranged in descending or ascending order [1]. The studies [2–4]
have developed algorithms for the comparison and analysis of surfaces that do not
require the recalculation of grids into a general regular one. The proposed approach
is based on the calculation and fitting of piecewise linear models of the original
surfaces on Delaunay triangulations, the labor efforts of which are O(N · lg(N )).
When comparing three-dimensional areas, their shape descriptors are also being
compared: These are obtained using shape functions that reflect connections and
relations between points on a figure surface [5–11].

2 Algorithm for the Comparison of 3D Models of Pump
Components Using Shape Functions

The 3D models are compared by representing the shape of an object using the prob-
ability distribution of the values of the so-called shape function, which measures the
global geometric properties of the object. The following shape functions have been
investigated and clarified in the literature [1–3]:

• A3: Measures the angle between three random points selected on the model
surface.

• D1: Measures the distance from a fixed point to a randomly selected point on the
model surface.

• D2: Measures the distance between two randomly selected points on the surface
of 3D model.

• D3: The values of this shape function are the square root of the area of a triangle,
the vertices of which are three randomly selected points on the surface of the 3D
model.

• D4: The value of this function is the cubic root of the volume of a prism formed
by four randomly selected points on the model surface.

The distribution of values of these functions can be designated as the shape
distribution, which, for these functions, has the following properties:

• Invariance: Similar to shape functions, the distribution will not depend on the
position of the three-dimensional model or its orientation relative to the absolute
coordinate system.

• Robustness: The random selection of points ensures that the shape distribution is
insensitive to small changes in the 3D model.

• Effectiveness: Shape distribution building is an operation that is performed once
for each model and is generally quick and efficient. For example, the complexity
of sampling of a point set equal to m for D2 will be O(m · log(N )), where N is
the number of triangles in the model.

The developed algorithm is based on the shape distribution D2, which according
to the study [13] results are preferable in terms of stability and descriptive capability.
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Fig. 1 Examples of 3D models of shafts and their histograms

The essence of the proposed method is to bring the problem of comparing 3Dmodels
to the problem of comparing the probability distribution of a random variable. The
random value is the distance between a pair of randomly selected points on themodel
surface belonging to the triangles that describe this model.

The shape distribution (distribution of the values of shape functions) is represented
as a histogram (Fig. 1), which is the distribution of distances between pairs of points
in the model showing how many distances between points fall in the intervals of
fixed length.

3 Point Set Selection

The number of selected points is given by a fixed numberm, sufficient for an accurate
description of the model and, at the same time, requiring less calculations. The
number of pairs under examination M is determined by the equation:

M = m!
(m − 2)!2! . (1)

Algorithmic complexity of histogramming O
(
m2

)
is a function of the number

of points. From this perspective, m = 1024 was chosen as a compromise between
accuracy and speed.

This step of the algorithm determines the area of triangles, from which a point is
selected through compiling an array of partial sums of areas of triangles (CA). The
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area of the triangles is calculated using the Heron formula:

ST = √
s(s − a)(a − b)(a − c), (2)

where s is the semi-perimeter of the triangle, and a, b, c are the lateral lengths of
triangle.

The indices of the CA array are the indices of triangles in the model, while the
value is the sum of the areas of all previous triangles:

CAi = CAi−1 + ST i ;CA0 = ST 0, (3)

where STi is the area of the i-th triangle.
A random number is selected from the interval [0, S], where S is the surface area

of the model; the corresponding triangle is selected in the CA array using the binary
search. The point p lying inside the triangle is selected using two random numbers,
r1, r2 ∈ [0, 1].

The coordinates of the point p are calculated by the formula:

p = (1 − √
r1A + √

r1(1 − r2)B + √
r1r2C), (4)

where A, B, C are the coordinates of the triangle vertices.
It is a random choice of a point inside the triangle that provides the algorithmwith

the immunity to the model tessellation.
Thus, a set of points is formed for further comparison; the complexity of this

algorithm is O(m · log(N )), where N is the number of triangles in the 3D model.

4 Histogram Generation

The distance between points is understood as the Euclidean metric [12]:

ρ(p1, p2) =
√

(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2. (5)

The resulting distances are combined into a histogram. Thewidth of the histogram
intervals h is chosen as the distance average divided by k:

h =
∑

di
M · k . (6)

The divisor k determines the details of the histogram. Based on the research
results, the value k = 50 was chosen. Thus, the number of columns in the histogram
n is determined by the formula:
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n = max(d1, d2, ...) − min(d1, d2, ...)

h
. (7)

It is the very fact that the histogram interval spacing is determined relative to the
average that enables the scale invariance.

5 Comparison of Histograms

The comparison metric is based on the Minkowski metric [13, 14]:

L1(h, g) =
n∑

i=0

|hi − gi |, (8)

where hi, gi are the heights of the ith column of the histogram of the first and second
models, respectively.

Since the number of histogram columns can be different for eachmodel, andwhen
L1 is used two similar models with a large number of columns will have a greater
distance than two similar models having a small number of histogram intervals,
another metric is introduced [2]:

D(h, g) = L1(h, g)

n
, (9)

where n is the number of histogram columns. Thus, this metric gives the difference
between the numbers of distances included in the corresponding interval on average.

Figure 1 shows examples of models and histograms:
Metric D for the models presented:

D(h, g) = 394.48.

As we can see, this characteristic is not very indicative, so we will introduce
another metric:

DM(h, g) = (L1(h, g)/M) · 100. (10)

The essence of this metric is the percentage difference between the shapes of
models. For the models presented:

DM(h, g) = 10.

Based on the developed algorithm, the software implementation of the method
of shape comparison of three-dimensional models with complex geometry was
performed.
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6 Testing the Software Implementation of the 3D Model
Comparison Algorithm

The algorithm can be used for comparison of elements of different types of pumps
in cases, when it is necessary to determine the exact degree of their coincidence or
difference [15, 16]. A database of three-dimensional models of pump components
was created to assess the performance of the developed algorithm for the comparison
of three-dimensional models. The total number of 3D models at the time of testing
was 50.

The models were classified into the following types:

• shafts (Fig. 1);
• axial pump impellers (Table 1);
• centrifugal pump impellers (Fig. 2).

Verification of the developed software implementation of the algorithm was
carried out by comparing models with different degrees of similarity. In order to
assess the software ability to select models with minor geometry differences, the
database also includesmodels that slightly differ fromeachother by several geometric
features.

As a result of the software application for the AP-3 model from the first group,
named axial pump impellers [17–19], the models similar thereto were arranged in
the order as shown in Table 1.

Other models significantly differ from the AP-3 model, which is indicated by the
developed algorithm.

The second group (Fig. 2) is centrifugal pump impellers [20], with a specific speed
in the range of ns from 105 to 324.

The result of the software application for comparison of models from the database
against the model with ns = 114 is represented in Table 2.

Table 2 indicates the algorithm outputs: The models with ns = 124 and ns = 105
turned out to be the closest in geometric shape to the model with ns = 114.

The models belong to groups designated as follows:

1. axial impellers;
2. centrifugal impellers.

7 Conclusions

1. Amethod and algorithm for the comparison of 3Dmodels of pump components
with complex geometric shape have been developed.

2. The developed algorithm has been implemented in software.
3. 3D models of pump components have been initially uploaded into the database.
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Table 1 Results of the AP-3 model comparison with models from the database

3D model Visualization DM(h, g)

AP-3 with three blades –

AP-3 with perforated blades 1.96

AP-4 with 4 blades, tapered bushing, modified blade
shape

4.25

AP-3 with 3 additional blades of the second tier 4.92

AP-5 with 5 blades, increased hub–tip ratio 5.77
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Fig. 2 Impeller of a centrifugal pump

Table 2 Result of comparing the model with ns = 114 with other models from the database

№ Model group Model name Degree of histogram difference

1 2 ns = 114 –

2 2 ns = 124 1.91

3 2 ns = 105 2.29

4 2 ns = 136 2.59

5 2 ns = 150 3.10

6 2 ns = 168 3.83

7 2 ns = 180 5.09

8 2 ns = 193 5.75

9 2 ns = 208 6.24

10 2 ns = 228 8.22

11 2 ns = 252 8.75

12 1 AP OD-2 11.66

13 2 ns = 283 11.77

14 2 ns = 324 13.17

15 1 AP-4 15.93

16 1 AP-3(6) 20.03
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4. The results of the software implementation testing have testified that the devel-
oped algorithm allows the detection of discrepancies in 3D models, including
those having minor shape variations.

5. The developed shape evaluation method makes it possible to create a database
of the best samples of pump flow sections and an intelligent matching system
to determine the similarity of 3D models.
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Parametric Oscillations of Viscoelastic
Orthotropic Rectangular Plates
of Variable Thickness

Rustamkhan Abdikarimov , Bakhodir Normuminov ,
Dadakhan Khodzhaev , and Davron Yulchiyev

Abstract A mathematical model of the problem of parametric vibrations of
viscoelastic rectangular orthotropic plates of variable thickness under periodic load
is given in the paper on the basis of the Kirchhoff–Love hypothesis in a geometrically
nonlinear statement. The mathematical model of this problem is constructed taking
into account the propagation of elastic waves. Using the Bubnov–Galerkin method,
based on a polynomial approximation of deflection and displacements, the problem
is reduced to solving systems of nonlinear integro-differential equations with vari-
able coefficients. The effects of viscoelastic properties of the material and changes
in thickness on the oscillation process are studied.

Keywords Rectangular plate · Variable thickness · Viscoelasticity · Orthotropy ·
Parametric vibrations · Mathematical model · Relaxation kernel ·
Integro-differential equation · Numerical method

1 Introduction

Plates and shells of variable thickness are widely introduced in various fields of
technology. This is primarily due to the requirements for strength, durability, and
design of thin-walled elements of modern structures. Along with thin-walled struc-
tural elements from traditional metal materials, structures made of composite mate-
rials are widely used; this leads to the need to consider structures with homogeneous
and inhomogeneous material properties. The study of problems for plates and shells
of variable thickness is a very difficult task and sometimes faces insurmountable
difficulties. On the one hand, this is connected with the solution of rather cumber-
some equations, which are obtained in mathematical modeling, to reflect the real
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mechanical essence of the process of this problem. And on the other hand, it is
connected with certain computational difficulties, i.e., the lack of suitable universal
numerical methods for solving the obtained equations, and as a result, unified compu-
tational algorithms. Thewidespread use of personal computers and software products
for solving similar problems of the theory of plates and shells of variable rigidity
contributes to the increasing use of numerical analysis methods.

A number of papers [1, 2] are devoted to studying the behavior of plates and
shells of constant thickness under dynamic loads in an elastic statement, and there a
detailed review of the results of these studies can be found.

In [3] derives accurately, for the first time, the nonlinear damping from a fractional
viscoelastic standard solid model by introducing geometric nonlinearity in it.

Theoretical and experimental nonlinear vibrations of thin rectangular plates and
curved panels subjected to out-of-plane harmonic excitation are investigated in [4].
Experiments have been performed on isotropic and laminated sandwich plates and
panels with supported and free boundary conditions.

Nonlinear vibrations of viscoelastic thin rectangular plates subjected to normal
harmonic excitation in the spectral neighborhood of the lowest resonances are
investigated in [5].

A review of publications devoted to the study of the behavior of plates and shells
of smoothly variable thickness shows that at present, the behavior of such structural
elements is insufficiently studied taking into account all the noted significant factors
[6–11].

Studies of parametric vibrations of thin-walled structures have become a separate
area of research in themechanics of a deformable rigid body. They are widely applied
to various mechanical systems, in particular to plates and shells.

In [12], a numerical–analytical method was proposed for studying parametric
oscillations of plates under the action of static and periodic loads.

In [13–16], the results of a study of dynamic stability of various types of plates
subjected to harmonic loading with and without nonlinearity are presented.

An analysis of the available literature showed [17–19] that there are almost no
publications devoted to the study of nonlinear vibrations and dynamic stability of
thin-walled structures such as viscoelastic plates and shells of variable thickness.
In this paper, nonlinear parametric oscillations of viscoelastic orthotropic rectan-
gular plates of variable thickness are numerically investigated. Based on the algo-
rithm for the problem solution, a program was compiled in the Delphi programming
environment.

2 Materials and Methods

Consider a viscoelastic orthotropic rectangular plate of variable thickness h =
h(x, y) with sides a and b under the action of axial dynamic loads. Let the plate
undergo dynamic loading along side a with a periodic load P(t) = P0 + P1 cos(�t)
(P0, P1 = const,� is the frequency of external periodic load). Amathematical model
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of the problem is constructed in a geometrically nonlinear statement according to
the classical Kirchhoff–Love theory. We assume that the plate has initial deflections
w0 = w0(x, y).

In this case, physical dependence between stresses σx , σy, τxy and strains
εx , εy, γxy is taken in the form [2, 20]:

σx = B11(1 − �∗
11)εx + B12(1 − �∗

12)εy, (x ↔ y, 1 ↔ 2),

τxy = 2B(1 − �∗)γxy, (1)

where �∗, �∗
i j are the integral operators with the relaxation kernels �(t) and �i j (t),

respectively:

�∗φ =
t∫

0

�(t − τ)φ(τ)dτ, �∗
i jφ =

t∫

0

�i j (t − τ)φ(τ)dτ, i, j = 1, 2,

B11 = E1

1 − μ1μ2
, B22 = E2

1 − μ1μ2
, B12 = B21 = μ1B22 = μ2B11, B = G

2
,

E1, E2 are the elastic moduli in the direction of the axes x and y; G is
the shear modulus; μ1, μ2 are Poisson’s ratios; here and hereafter, the symbol
(x ↔ y, 1 ↔ 2) indicates that the remaining relations are obtained by circular
substitution of indices.

The relationship between strains in the middle surface εx , εy, γxy and displace-
ments u, v, w in x, y, z directions, taking into account initial irregularities, is taken
in the form [2]:

εx = ∂u

∂x
+ 1

2

[(
∂w

∂x

)2

−
(

∂w0

∂x

)2
]
,

εy = ∂v

∂y
+ 1

2

[(
∂w

∂y

)2

−
(

∂w0

∂y

)2
]
,

γxy = ∂u

∂y
+ ∂v

∂x
+ ∂w

∂x

∂w

∂y
− ∂w0

∂x

∂w0

∂y
(2)

Bending Mx , My and torques H with (2) have the form [2, 20]:

Mx = −h3

12

[
B11(1 − �∗

11)
∂2(w − w0)

∂x2
+ B12(1 − �∗

12)
∂2(w − w0)

∂y2

]
,

(x ↔ y, 1 ↔ 2),

H = − Bh3

3
(1 − �∗)

∂2(w − w0)

∂x∂y
. (3)

Substituting (1) and (3) into equation of motion [2]
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∂Nx

∂x
+ ∂Nxy

∂y
+ px − ρh

∂2u

∂t2
= 0,

∂Nxy

∂x
+ ∂Ny

∂y
+ py − ρh

∂2v

∂t2
= 0

∂Mx

∂x2
+ ∂2My

∂y2
+ 2

∂2H

∂x∂y
+ ∂

∂x

(
Nx

∂w

∂x
+ Nxy

∂w

∂y

)

+ ∂

∂y

(
Nxy

∂w

∂x
+ Ny

∂w

∂y

)
+ Px (t)

∂2w

∂x2
+ q − ρh

∂2w

∂t2
= 0 (4)

we get a system of integro-differential equations in partial derivatives of the form:

h

[
B11

(
1 − �∗

11
)∂εx

∂x
+ B12

(
1 − �∗

12
)∂εy

∂x
+ 2B

(
1 − �∗) ∂εxy

∂y

]

+ ∂h

∂x

[
B11

(
1 − �∗

11
)
εx+ B12

(
1 − �∗

12
)
εy
]+ 2B

∂h

∂y

(
1 − �∗)εxy − ρh

∂2u

∂t2
= 0,

h

[
B22

(
1 − �∗

22
)∂εy

∂y
+ B21

(
1 − �∗

21
)∂εx

∂y
+ 2B

(
1 − �∗) ∂εxy

∂x

]

+ 2B
∂h

∂x

(
1 − �∗)εxy + ∂h

∂y

[
B21

(
1 − �∗

21
)
εx+ B22

(
1 − �∗

22
)
εy
]− ρh

∂2v

∂t2
= 0,

D

[
B11

(
1 − �∗

11
)∂4(w − w0)

∂x4
+ (

8B
(
1 − �∗)+ B12

(
1 − �∗

12
)+ B21

(
1 − �∗

21
))

∂4(w − w0)

∂x2∂y2
+ B22

(
1 − �∗

22
)∂4(w − w0)

∂y4

]

+ ∂2D

∂x2

(
B11

(
1 − �∗

11
)∂2(w − w0)

∂x2
+ B12

(
1 − �∗

12
)∂2(w − w0)

∂y2

)

+ 2
∂D

∂x

[
B11

(
1 − �∗

11
)∂3(w − w0)

∂x3
+ (

B12
(
1 − �∗

12
)+ 4B

(
1 − �∗))∂3(w − w0)

∂x∂y2

]

+ 2
∂D

∂y

[
B22

(
1 − �∗

22
)∂3(w − w0)

∂y3
+ (

B21
(
1 − �∗

21
)+ 4B

(
1 − �∗))∂3(w − w0)

∂x2∂y

]

+ ∂2D

∂y2

(
B22

(
1 − �∗

22
)∂2(w − w0)

∂y2
+ B21

(
1 − �∗

21
)∂2(w − w0)

∂x2

)

+ 8
∂2D

∂x∂y
B
(
1 − �∗)∂2(w − w0)

∂x∂y
− ∂w

∂x

{
h

[
B11

(
1 − �∗

11
)∂εx

∂x
+ B12

(
1 − �∗

12
)∂εy

∂x

+2B
(
1 − �∗)∂εxy

∂y

]
+ ∂h

∂x

[
B11

(
1 − �∗

11
)
εx+ B12

(
1 − �∗

12
)
εy
]+ 2B

∂h

∂y

(
1 − �∗)εxy

}

− h
∂2w

∂x2
[
B11

(
1 − �∗

11
)
εx + B12

(
1 − �∗

12
)
εy
]− ∂w

∂y

{
h

[
B22

(
1 − �∗

22
)∂εy

∂y

+ B21
(
1 − �∗

21
)∂εx

∂y
+ 2B

(
1 − �∗)∂εxy

∂x

]
+ 2B

∂h

∂x

(
1 − �∗)εxy

+∂h

∂y

[
B21

(
1 − �∗

21
)
εx+ B22

(
1 − �∗

22
)
εy
]}− h

∂2w

∂y2
[
B21

(
1 − �∗

21
)
εx



Parametric Oscillations of Viscoelastic Orthotropic … 113

+B22
(
1 − �∗

22
)
εy
]− 4h

∂2w

∂x∂y
B
(
1 − �∗)εxy + Px (t)

∂2w

∂x2
+ ρh

∂2w

∂t2
= q (5)

The system of Eq. (5) with the corresponding boundary and initial conditions
describes the motion of a viscoelastic orthotropic rectangular plate of variable thick-
ness under the action of a periodic load P(t) = P0 + P1 cos(�t) taking into account
initial imperfections.

In calculations, the singular kernels of the Koltunov–Rzhanitsyn type [21] are
used as relaxation kernels �(t), �i j (t), i, j = 1, 2:

�(t) = Ae−βt tα−1, (0 < α < 1), �i j (t) = Ai j e
−βi j t tαi j−1,

(
0 < αi j < 1

)
(6)

Let the plate thickness change according to the following law h(x) =
1
2h0(1 + α ∗ x); i.e., a linear increase in the plate thickness is observed (Fig. 1).
Here, α∗ is a parameter characterizing the variability of the thickness; h0 is the plate
thickness corresponding to α∗ = 0.

A solution to system (5) satisfying the boundary conditions of the problem is
sought with respect to the displacements u and v, and deflection w in the form

u(x, y, t) =
N∑

n=1

M∑
m=1

unm(t)φnm(x, y), v(x, y, t) =
N∑

n=1

M∑
m=1

vnm(t)φnm(x, y),

w(x, y, t) =
N∑

n=1

M∑
m=1

wnm(t)ψnm(x, y) (7)

Substituting (7) into the system of Eq. (5) and performing the Bubnov–Galerkin
procedure, taking into account dimensionless quantities

Fig. 1 Change in plate thickness depending on parameter α∗: a α∗ = 0.2; b α∗ = 0.5
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and maintaining the previous notations, the following system of basic resolving
nonlinear integro-differential equations is obtained

N∑
n=1

M∑
m=1

ak lnmünm − η1

{
N∑

n=1

M∑
m=1

{[(
1 − �∗

11

)
d1k lnm + (

1 − �∗)d2k lnm]unm
+[(1 − �∗

12

)
d3k lnm + (

1 − �∗)d4k lnm]vnm}

+
N∑

n,i=1

M∑
m, j=1

[(
1 − �∗

11

)
d7k lnmi j + (

1 − �∗
12

)
d8k lnmi j + (

1 − �∗)d9k lnmi j

](
wnmwi j − w0nmw0i j

)
⎫⎬
⎭ = 0,

N∑
n=1

M∑
m=1

bk lnm v̈nm − η2

{
N∑

n=1

M∑
m=1

{[(
1 − �∗

21

)
e1k lnm + (

1 − �∗)e2k lnm]unm
+[(1 − �∗

22

)
e3k lnm + (

1 − �∗)e4k lnm]vnm}

+
N∑

n,i=1

M∑
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[(
1 − �∗
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)
e7k lnmi j + (
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)
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](
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)
⎫⎬
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N∑
n=1

M∑
m=1

ck lnm ẅnm + η3

N∑
n=1

M∑
m=1

p2k lnm(1 − 2μk lnm cos�t)wnm

− η3

{
N∑

n=1

M∑
m=1

{[
�∗
11 f5k lnm + �∗

12 f6k lnm + �∗
22 f7k lnm + �∗

21 f8k lnm + �∗ f9k lnm
]
w0nm

}

− η3

⎧⎨
⎩

N∑
n,i=1

M∑
m, j=1

wnm

{[(
1 − �∗

11

)
ξ1k lnmi j + (

1 − �∗
21

)
ξ2k lnmi j

+(1 − �∗)ξ3k lnmi j

]
ui j +

[(
1 − �∗

22

)
ξ4k lnmi j + (

1 − �∗
12

)
ξ5k lnmi j +(1 − �∗)ξ6k lnmi j

]
vi j

}

+
N∑

n,i,r=1

M∑
m, j,s=1

wnm

{(
1 − �∗

11

)
g5k lnmi jrs + (

1 − �∗
12

)
g6k lnmi jrs + (

1 − �∗
22

)
g7k lnmi jrs

+(1 − �∗
21

)
g8k lnmi jrs + (

1 − �∗)g9k lnmi jrs

}(
wi jwrs − w0i jw0rs

)} = 0

unm(0) = u0nm , u̇nm(0) = u̇0nm , vnm(0) = v0nm , v̇nm (0) = v̇0nm ,

wnm (0) = w0nm , ẇnm (0) = ẇ0nm (8)

where the constant coefficients entering this systemare related to coordinate functions
and their derivatives:

p2klnm = f5klnm + f6klnm + f7klnm + f8klnm + f9klnm − 4π2λ2 p∗
klnmδ0;

μklnm = 2π2λ2 p∗
k lnm

p2klnm
δ1.

Based on the developed algorithm, a program in the Delphi algorithmic language
was compiled.
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3 Results and Discussion

Integration of system (8) was carried out using a numerical method based on the
use of quadrature formulas [17]. The calculation results for various physical and
geometric parameters are shown in graphs, Figs. 2 and 3. The dependence of the
change in thickness has the following form: h = 1 + α∗x , h0 = h(0) = const ,
where α∗ is the parameter of thickness change.

The effect of inhomogeneousmaterial properties on the plate behaviorwas studied
(Fig. 2).

As seen from the figure, an increase in parameter � =
√
E1
/
E2

determining the
degree of anisotropy (curve 1—� = 1; curve 2—� = 1.5, and curve 3—� = 2)
leads to a rapid increase in the amplitude of oscillations.

Fig. 2 Dependence of deflections on time at = 1 (1); 1.5 (2); 2 (3)

Fig. 3 Dependence of deflections on time
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In Fig. 3, various curves correspond to the results obtained by various theories.
Curve 1 corresponds to the elastic case, curve 2 to the results obtained taking
viscosity into account in shear direction only

(
A = 0.05, Ai j = 0, i, j = 1, 2

)
,

and curve 3 to the case when viscosity is taken into account in all directions(
A = Ai j = 0.05, i, j = 1, 2

)
.

The results obtained confirm the need to take into account the viscoelastic
properties of the material not only in shear direction, but in other directions as well.

4 Conclusion

A mathematical model, method, and computer program have been developed for
evaluating the parametric vibrations of a viscoelastic orthotropic rectangular plate
of variable thickness, taking into account geometric nonlinearity under the action of
periodic loads.

The effect of the change in physicomechanical and geometric parameters of
the plate material on the amplitude–time characteristics and stress–strain state is
estimated.

The method proposed in this work can be used for various types of thin-walled
structures, such as plates, panels, and shells of variable thickness.
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Methods and Technologies for Protecting
Pharmaceutical Products in Polymer
Packaging from Counterfeiting

Tamara Chistyakova , Roman Makaruk , Ilya Sadykov ,
and Christian Kohlert

Abstract This article considers the problem of protecting pharmaceutical products
with polymer packaging from counterfeiting. This issue has grown vital in almost
the entire world, as the significant harm can come not only to the producer, but the
legitimate producer, but the consumers as well. Due to this, the issue of protecting
these products against forgery, and creating and improving existing approaches
to anti-forgery protection, becomes a crucial one. The authors suggest methods
and technologies for protecting pharmaceutical products’ polymer packaging based
on modern ideas from IT and manufacturing such as image recognition, client–
server software architecture, mobile apps, digital signatures, luminophores, and
PVC film. Testing the authors’ approach showed the effectiveness of the presented
methods and technologies. The results should be of interest to companies producing
pharmaceuticals.

Keywords Pharmaceutical products · Polymer packaging · Counterfeiting ·
Protection against forgery · Image recognition · Hardware–software solution ·
Encryption · Identification

1 Introduction

At present, the volume of counterfeit production in certain industries is compa-
rable to the volume of legitimate production. This problem is prevalent in practi-
cally every field of economic activity, including pharmaceutical production. Coun-
terfeit medicine makes up 10 to 80% of the overall pharmaceutical sales in Russia,
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which provides the counterfeiters with annual income of approximately 7 billion
dollars. Worldwide, counterfeit medicine sales amount to 600 billion US dollars.
Counterfeiting has become a major social issue, not just because such products
cause the legitimate producers loss of trust and income, but also because counterfeit
pharmaceuticals can lead to severe health issues and even death [1, 2, 3, 4, 5, 6, 7, 8].

Traditional anti-counterfeiting methods such as holograms and radiofrequency
identifiers have a number of drawbacks and can only be applied to finished products,
which is inadequate for pharmaceuticals, for example, as only the packaging itself
could be protected. Furthermore, an analysis of the methods used currently shows
that increasing the protection’s effectiveness can only be accomplished with non-
deterministic algorithms based on randomness, as this increases the probability that
the security features will not be fully reproduced. The currently existing protection
methods utilizingmagnetic bits andmetallic nanoparticles resolve this issue, however
are extremely expensive. Further, any protection method used for food or medical
products must avoid making the packaging toxic. An additional issue is that there
is no full software–hardware solution that takes into account the peculiarities of
pharmaceutical production, the production volume of which is in the billions [1, 9].

Thus, developing a software package of methods, models, and forms of counter-
feit protection for polymer packaging of pharmaceutical products produced in large
quantities, as well as a computer system that enables encryption and identifying
packaging, is financially justified.

2 Problem Definition

An overview of the anti-counterfeiting systems on the market shows us that the field
is actively developing. Among the existing systems, there are some that address the
flaws of the traditional protectionmethods; however, they have their own issues, such
as needing to label each package with a unique mark. Table 1 shows the compared

Table 1 Relative characteristics of counterfeit protection systems

System Encryption: technology
and label element

Identification: reading
the label

Protection level

Tesa scribos Special stickers. Several
levels of protection.
Labeling equipment

Special equipment, a
closed system

High

ForgeGuard Special non-unique
labels. Single protection
level

Special scanning
equipment

Low

RFID (various systems) A label with an antenna
and chip. One invisible
protection level. Special
equipment

Special readers. A
closed system

High
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characteristics of several systems currently on the market [6, 7, 8, 10, 11, 12]. None
of the available technologies are adequate for full protection of pharmaceutical pack-
ages, as the production volumes of pharmaceutical products greatly complicate any
attempt to mark every single one (due to production costs). Furthermore, pharma-
ceutical packaging may become deformed during use (e.g., when a customer pops a
tablet out of its packaging), which makes sticker untenable for the task as well.

Having analyzed the existing anti-counterfeiting systems, we can ascertain the
necessary characteristics of our anti-counterfeiting protection method software
package. A generalized functional scheme of the anti-counterfeiting protection
method package is presented in Fig. 1, where the following notation is used: Zi—a
package’s digital signature; Fi—identification result output parameter vector; Vi—
the vector of configurable parameters of the deformable package area coordinate
assessment; Ri—three-point circumscribed circle radius, in pixels; I—encryption
picture in either “.jpg” or “.bmp” format; Xi—encoding input parameter vector.

The proposed process for product protection consists of several steps:

• Labeling the product with a unique code;
• Entering this code into a registry of legitimate codes;
• Testing product legitimacy by scanning this code;
• Searching for the scanned code in the legitimate code database.

The first two steps together make up the “encryption” stage. At that stage, the
unique package code is entered into the legitimate code registry. The remaining

Fig. 1 Software package overall architecture
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steps are merged into the “identification” stage. The product package is identified by
looking up its code in the registry of legitimate codes.

The created anti-counterfeiting system satisfies the following requirements:

• It uses protection elements that are not labels and cannot be detected with the
naked;

• It uses a unique code for each separate package, one based on an element of
randomness in order to prevent its reconstruction;

• It can encode a large number of products (up to a billion per product type a year);
• It can identify a product sample within reasonable time (no more than a minute);
• It can partially identify the product (within the input error range) should the

product’s packaging become deformed;
• It allows for encryption and identification parameters to be reconfigured to suit

the customer’s requirements.

Keeping in mind the overall functional scheme of the anti-counterfeiting method
software package as well as the specifics of the subject area, the developed software
package consists of the following elements:

• The encryption subsystem, which consists of package scanning (photograph)
equipment as well as the software, which takes the digital photograph and uses
the user-specified configuration and unique code creation algorithm to calculate
that code and send it to the server to be stored in legitimate code registry.

• The identification subsystem, which consists of package scanning (photograph)
equipment (it is possible to use a smartphone for this provided it has the appropriate
app installed), as well as software that can get take the digital photograph and,
using user-specified configuration and code formation selection, produces the
unique code for that package and sends it to the server to verify its presence in
the legitimate code registry.

• The server component consists of a database containing information regarding
products that the software produces codes for, the registry of valid codes, as well
as a component that can enter valid codes into the registry or verify code presence
therein.

To implement the developed methods and technologies for antiforgery protec-
tion the following two-level approach was suggested. Luminophore particles (which
cannot be seen by bare eye) are randomly spread in the polymer film, the package
is made of. Activating these particles requires ultraviolet or infrared light, or smart-
phone camera flash. The cost of creating such protection elements is less than 0.01
cents/square meter, and the luminophore content in the resulting polymer film is
only 0.001%, which corresponds approximately to 1–5 pigment particles per square
centimeter of film [9, 13, 22, 23]. The luminophores found to be most appropriate
to the task are photoluminophores. This is primarily due to the composition of the
substances, as well as the simpler and more universal excitation method for this type
of luminophore.
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3 Polymer Packaging Encryption

The photoencryption process depends on such parameters as the encryptable object
(polymer film or credit card), selected encryption element (As of right now, the
software package permits one of three elements—a triangle, a circle, and a rectangle),
diameter of the applied particle (in microns), and the permitted encryption variance.

The first step of the encryption is image recognition, i.e., selecting the n brightest
areas from the set and presenting them as points on the packaging material surface.
Then, out of those n, k (the size of the hash) points are randomly selected. The size
of the hash, just as the encryption method, can be configured by the manufacturer
depending on production volumes, product protection level demands, and scanning
equipment resolution. In the second encryption step, a set of points n is analyzed
and separated into subsets. It is important to note that during normal product use by
the customer (e.g., when taking tablets out of their blister packs), the luminophore
microparticles can shift from their initial position, which complicates identification.
In order to prevent deformation from blocking packaging identification, it is neces-
sary to discard points in damaged areas Sdef from consideration [9, 14, 15, 16, 17,
18, 19, 22, 23].

The total number of points ni , recognized on the i-th package is formed randomly
and depends on the number of luminophore particles distributed on its surface:

ni = k + l + mi + oi , (1)

where 3 < l < k; mi < ni ; k ≤ ni − mi ; ni is the total number of points on the
packaging; mi is the number of points within deformed areas; k is the number of
bright points; l is the number of points used during encryption; oi is the number of
remaining points.

Thus, polymer packaging encryption occurs in three steps:

1. An operator gets a vector of deformed areas O based on image parameters
by overlaying a mask in the form of geometric primitives J as vectors on the
deformed areas Sdef and removes them from the packaging surface image Spack.

2. Based on the encoding parameters Xi , a geometric code of the polymer packing
Yi is formed, taking into account the deletion of the deformable packing regions
O.

3. A digital signature Zi is formed based on the polymer package geometric
code Yi , and encoded packaging characteristics Gi are created. It ensures code
uniqueness when encrypting the i-th package, for i = 1 . . . N (N is packaging
production volume, its volume is calculated in billions).

4 Identifying Polymer

In order to check the legitimacy of the packaging (perform identification), image
recognition of elements in geometric alignments must occur once more, followed by
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a search for the created digital signature in the database so as to assess the product
type and check for counterfeiting. During identification, the input is the processed
package image, the brightest points k, the amount of them, and a randomly selected
set l of points from k which is used to calculate the digital signature. The complexity
of the digital signature depends directly on their amount. For example, for the triangle
method of encryption, if l = 4, then the number of triangles is equal 4. At l = 5, the
number of triangles is already 10, and at 6 points it becomes 20. Accordingly, the
number of attributes making up the digital signature is twice the amount of triangles
[9, 14, 15, 16, 17, 18, 19, 22, 23].

Packaging identification occurs in two stages. The first stage is verifying a full
match for the digital signature based on l points. The second is iteration over all
combinations of points from k with l and comparison of the geometric element
attribute values r j that were created based on p-th combination of points with the
values rcp, j from the legitimate digital signature DB:

∀rp, j : ∣
∣rcp, j − rp, j

∣
∣ ≤ µ, p = 1 . . . Qmax full, j = 1 . . . Nl (2)

where Nl is the number of attributes to be saved that together make up the digital
signature; Qmax full is the maximum number of checks permitted to be done at the
first identification stage; µ is the maximum permitted geometric element (triangle,
circle) attribute variance compared to the saved values (in degrees, pixels, and square
pixels).

If at least one match of the locally created digital signatures and the information
stored on the database occurs, the package is confirmed as legitimate. The maximum
number of checks at the first stage equal:

Qmax full = Cl
k = k!

l!(k − l)! , Nl = f (Mi ) (3)

where Mi is the package encryption method.
Should the first step finish without a match, an attempt to find a partial digital

signature match using l-1 points is made:

∀rp, j : ∣
∣rcp, j − rp, j

∣
∣ ≤ µ, p = 1 . . . Qmax part, j = 1 . . . Nl−1 (4)

where Qmax part is the maximum number of checks at the second identification step;
Nl−1 is the number of saved digital signature attributes when building geometric
elements using l-1 points.

The maximum number of checks at this step equals:

Qmaxpart = Cl−1
k = k!

(l − 1)!(k − l + 1)! , Nl−1 = f (Mi ) (5)

If a partial match is found between at least one of the partial digital signatures and
one digital signature stored in the database, the packaging is accepted as legitimate,
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though the user gets a warning about possible package deformation. The package
is confirmed to be counterfeit if neither the first nor the second identification step
produce a match [9, 14, 15, 16, 17, 18, 19, 22, 23].

5 Polymer Film Encryption and Identification Algorithms

The input parameters for the encryption algorithms are the coordinates of the selected
bright spots in the photographs. The algorithm output is parameters of the resulting
geometric elements. Themain requirement for an encryption algorithm is consistency
(a set of points will produce the same output unless the points are changed). The
reason for its primacy being that orientation is not controlled during the polymer film
photographing and can be different during encryption and identification. However,
the same points are recognized in both pictures, and their relative positions remain
unchanged, though their coordinates may. As a result, the point processing algorithm
was created in such a way that any point set orientation on a plane will produce the
same parameters.

In order to keep the encoding system general, a library of encryption methods
that uses various geometric models has been developed. Creation of these geometric
models uses l random points from an array Bk of the k brightest points. Each method
is characterized by r geometric models based on which the digital signature (Z) is
created. The checksum of the digital signature A is a number calculated for each set
of geometric models and depends on the encryption method used:

• Using triangle edges, it saves the two minimal angles r j = {a j1, a j2} of each j-th
triangle for j = 1 . . . u. The overall number of attributes saved is expressed using
the formula:

Nl = u · 2 = C3
l · 2 = l!

3 · (l − 3)! (6)

The checksum of the j-th packaging’s digital signature is calculated according to
the:

Ai =
n

∑

j

(a j med + a j min), n = u = Nl

2
, i = 1 . . . N (7)

where a jmed and a jmin are the average and minimal values for the edges of the j-th
triangle.

• Using the radii of the circumscribed circles, we save the r j = R j of each j-th
circle for j = 1 . . . Nl . The overall number of attributes saved is expressed using
the formula:
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Nl = u = C3
l = l!

6 · (l − 3)! (8)

The checksum of the i-th package’s digital signature is calculated according to
the formula:

Ai =
n

∑

j=1

R j · (n − j + 1) − Rn, n = u = Nl , i = 1 . . . N , (9)

where R j is the radius of the j-th circle.
Using the area of the triangles we made with triangulation preserves the areas

r j = Sj of each jth triangle for j = 1 . . . Nl . The overall number of attributes saved
is expressed using the formula:

Nl = u = l + lint − 2, j = 1 . . . Nl , (10)

where lint is the number of points internal to the triangle.
The digital signature checksum is calculated according to the formula:

Ai =
n

∑

j=1

Sj · (n − j + 1) − Sn, n = u = Nl , i = 1 . . . N , (11)

where Sj is the value of the area of the j-th triangle.
Thus, the digital signature of the i-th package is a set of the following parameters:

Zi = {ri j , Ai , l, k,M, f, t, d}, j = 1 . . . u, i = 1 . . . N , (12)

A description of the encryption algorithm that enables us to create the digital
signature for the i-th package is presented in Fig. 2.

The identification algorithm (see Fig. 3) allows establishing the degree of pharma-
ceutical packaging legitimacywith consideration for the inputmaximumdeviation of
the encryption geometric element parameters µ from the values of the digital signa-
ture. The input parameters for the identification algorithm are encryption parameters,
the scanned image, the selected encryptionmethod, aswell as themaximumpermitted
deviation of the identification values r j compared to the stored values rcj . The algo-
rithm’s output is the degree of packaging legitimacy F ∈ {Wtrue,Wfake,Wpart}. The
identification algorithm allows us to ensure the legitimacy of whole and partially
deformed packaging by verifying the full and partial consistency of the digital signa-
ture possibilities and the i-th identifiable package with the legitimate digital signature
in the database.
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Fig. 2 Generalized digital signature algorithm

6 Testing

The proposed pharmaceutical product polymer packaging protection methods and
technologies have already been implemented and went through testing at Klöckner
Pentaplast Europe GmbH & Co. KG polymer film plants in Europe and Russia.
Testing was done using EP-73 polymer film, produced according to GOST 25250-
88 at polymer film plant “OOO Klöckner Pentaplast Rus” in Saint Petersburg, and
the average identification time per package was no more than 30 s even with over a
million fake digital signatures in the database [1, 9, 20, 21, 22, 23].

The specialized version of the software adapted to mobile devices was tested at
the joint polymer film center of “Klöckner Pentaplast GmbH” and Saint Petersburg
State Institute of Technology. Sample data is presented in Table 2.

Testing results: The “Lum_04 Form3” sample provides the most system stability
and result reproducibility due to:

• An appropriately rounded shape;
• Conformity to the minimal luminophore spot size;
• Luminophore spot glow period.

The proposed methods and technologies for product protection are patented in
Germany and Europe [22, 23].
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Fig. 3 Pharmaceutical packaging identification algorithm

Table 2 Data for testing the mobile app

Samples Luminophore Film Production

LUM_02 Form 1 LWB520—0.08 ppm, 20
points/cm2

Transparent 200 microns Calender

LUM_04 From 1 HK300—0.18 ppm, 40
points/cm2

Transparent 200 microncs Rolling

LUM_04 Form 3 HK300—0.04 ppm, 10
points/cm2

Colored with pink pigment,
and filled with chalk. 350
microns

Rolling

7 Conclusion

The developed encryption methods and technologies offer an opportunity to select
one of a few pharmaceutical packaging counterfeiting protection types using various
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protective features and objects. The developed identification algorithm also allows
partial package identification with a preset maximum geometric element parameter
deviation from the encrypted value.

Testing showed that the cost of such a system is minor due to the low concentra-
tion of pigments in the product, and cheap, widespread data processing equipment
(lights, camera). This technology is offered to all customers and users of “Klöckner
Pentaplast GmbH” polymer films for protecting their products against counterfeiting.
Using the proposed physical and mathematical protection methods as well as the
encryption/identification algorithms enables pharmaceutical package identification
within a reasonable timespan. This software package is flexible and can be configured
for various product types and anti-counterfeit pharmaceutical packaging encryption
methods.
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Solving Multicriteria Optimization
Problem for an Oil Refinery Plant

Dmitri Kostenko , Vyacheslav Shkodyrev , and Vadim Onufriev

Abstract This article describes the process of multicriteria optimization of a
complex industrial control object using Pareto efficiency. The object is being decom-
posed and viewed as a hierarchy of embedded orgraphs. Perfomance indicators and
controlling factors lists are created based on the orgraphs and technical specifications
of an object, thus allowing to systematize sources of influence. Using statistical data
archives to train, the neural network approximates key sensors data to identify the
model of the controllable object and optimize it.

Keywords Decomposition · Pareto efficiency · Multicriteria optimization ·
Identification · SPEA2 · Neural network

1 Introduction

Multicriteria optimization is a process of simultaneous optimization for two or more
conflicting functions within one point [1]. The need to simultaneously optimize
different functions, often presented as an array of key performance indicators (KPIs),
exists in business and industrial production. Solving such tasks is important from
both theoretical and practical standpoints.

For instance, in paper [2], authors consider optimizing the rim thickness of the
ring of a high-ratio planetary system with straight gears. Using a set of simulations,
they were able to introduce a solution, improved by multiple criteria. The work [3]
focuses on evaluating significance of different criteria for multicriteria optimization
in technical systems. In [4], authors successfully applied Pareto optimality principle
to choose a set of hardware for a modular robot. Paper [5] describes the process of
optimization of a set of fuzzy parameters to resolve a temperature control problem.
In [6], authors are dealing with similar task for a floor heating system, resolving
it using simulation software and a first-order nonlinear differential model. Another
work on heating-related multicriteria optimization present in [7], where authors are
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using theVIKORmethod. Paper [8] analyzes relationships betweenKPIs for business
structures, taking a more general approach to the problem.

Oil refinement facility, as the one viewed in this paper, is an advantageous direction
for multicriteria optimization because of its complexity. Optimization process is
preceded by the decomposition [9] of the refinement sequence, which is followed by
the model identification [10]. Pareto optimality principle [11] is used in conjunction
with the aforementioned models to build a front of optimal values.

Part of the refinement process takes place inside a refraction unit (RU). One of
these units was taken as a prototype for our model. The model got the following KPIs
assigned [12]:

• Quality (matching degree between the output and sample values)
• Performance (output product volume)
• Efficiency (resource usage potency)
• Reliability (equipment failures per unit of time)
• Safety (emergencies per unit of time).

Rectification consists of awide array of parameters, up to several hundreds of char-
acteristics per one refraction unit. These include the splitting section, column head,
and column plates temperature and pressure. Inside and outside of the rectification
column both sequential (multi-layered raw oil refinement, raw oil heating, raw oil
pumping, etc.) and parallel (vapor condensation) processes are taking place. Rectifi-
cation technology also includes transition products into the process, thus applying an
additional, horizontal level of hierarchy between the operations. It is also essential
to account for the time delay, added by the inertia of the system itself and enforced
by the continuous operating mode.

Consequently, processes from the highest levels of the hierarchy have unobvious
connections with the lower-level processes thus making it impossible to use simple
functions like y = f (g, u) to represent dependencies between them. However, it is
essential to be able to influence the top-level processes by changing parameters of
the low-level processes and vice versa.

In this work, the aforementioned problem is resolved by decomposing a complex
system (such as refraction unit) down to individual units and processes. The resulting
structure is represented as a graph. The KPI set takes the top level of the hierarchy.
Every KPI is divided into several summands of a lower hierarchy levels. The step
is repeated until the summand can be unambiguously interpreted by the y = f (x)
type of dependency. Dependencies are identified using a neural network trained on
the RU statistical data archive. Going up by one hierarchy level changes dependency
to y = g( f (x)). Ascending by the hierarchical tree allows to determinate a clean
dependency between a KPI and an input parameter from the bottom of the hierarchy.

However, the top-level key performance indicators may directly contradict each
other. For instance, raising performance by forcing aggressive operating parameters
will inevitably cause the growth in equipment failures and an overall reduction of
reliability, which in turn damages efficiency of the refraction unit or the refinery as
a whole. The “Good—Fast—Cheap” triangle encourages us to use a multicriteria
optimization algorithm to balance out conflicting key performance indicators.
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The aim of this work is to perform a multicriteria optimization to find a Pareto
optimal solution. This allows us to find a safe combination of controllable parameters
able to keep the target indicators inside the given target intervals.

This analysis is based on statistical data archive taken from a working refinery.
It was used to build the graphical representations of dependencies between perfor-
mance and temperature, characterizing the lowest hierarchy level. In order to optimize
the top-level KPIs by changing the bottom-level controllable parameters, a strong
correlation must be revealed. To grant it, a dependence model identification has been
performed [13].

2 Data Identification

The refraction unit consists of oil preheater with a heat-exchange unit, a fractionating
column, a refrigerator, and a boiler. The preheated oil is injected into the column
feeding zone to be divided into vapor and solid phases. During the rectification
process isopentane is extracted from the top part of the column as a fractionator
overhead. Heavier fractions are taken from the plates in themiddle of the rectification
column. The heaviest part, the long residuum, is extracted from the bottom part of the
column [14]. A simplified scheme, showing distillation inputs and outputs targeted
by this work, is present on Fig. 1.

The stripper temperature (U4 in Table 1) has been chosen for the optimization.
Temperature variation was aimed at maximizing fractions 240–300 and 300–350
output volumes (G2 and G3 in Table 1).

To identify dependencies (see Fig. 2), a neural network (NN) was utilized. It was
trained on statistical data obtained during 24 h of the prototype column work.

The neural network consists of 1 input, 1 hidden, and 1 output layer. Input and
output layers both contain 1 neuron, while the hidden layer contains 10. The NN
was trained using the backpropagation method. Hidden and output layers contain a
sigmoid activation function (1) (Fig. 3):

F(x) = ex

(ex + 1)
(1)

Fraction 240-300 output 

Fraction 300-350 output 
Stripper temperature

Fractional distillation

Fig. 1 Simplified scheme of the rectification process
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Table 1 Controllable parameters and target indicators of the controllable object

Input parameters Controllable parameters (U) Target indicators (G)

Raw oil U1 Input oil
volume

G1 Fraction 140–240
output volume

U2 Input oil
temperature

G2 Fraction 240–300
output volume

U3 Input oil
pressure

G3 Fraction 300–350
output volume

U4 Stripper
temperature

G4 Long residuum
output volume

U5 Stripper
pressure

G5 Fractionator
overhead output
volumeU6 Plate 23

temperature

U7 Plate 36
temperature

U8 Plate 49
temperature

Fig. 2 Dependencies between fraction outputs and temperature

The general formula for the NN is (2):

ON = f

(
10∑
k=0

f

(
10∑
k=0

IN × IHN

)
× OHN

)
(2)
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Fig. 3 Neural network
scheme

IN_0

HN_0

HN_1

HN_2

HN_3

HN_4

HN_5

HN_6

HN_7

HN_8

HN_9

ON_0

Input layer Output layerHidden layer

Here f stands for sigmoid activation function (1), while IN, ON, IHN, and OHN
are present in Tables 2 and 3.

Application of the aforementioned neural network to input data allowed to identify
dependencies between the stripper temperature and output volumes of 240–300 and
300–350 fractions (see Fig. 4).

To verify the correlation between the models (lines on Fig. 4) and statistical data
(crosses on Fig. 4), correlation coefficients ρx,y have been calculated. The left graph
has ρx,y = 0.76312 and the right graph has ρx,y = 0.90781. Coefficient formula (3)
is present below, and σx and σy are the mean values of the corresponding selections.

ρx,y =
1
n

∑n
t=1 XtYt − ( 1n

∑n
t=1 Xt )(

1
n

∑n
t=1 Yt )

σxσy
(3)

Correlation numbers could be improvedby increasing the size of the training selec-
tion for the neural network. Amount of NN’s hidden layers and/or hidden neurons is
also subjects to change. But in order not to deviate from the main theme of the work,
achieved correlations have been accepted as sufficient.
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Table 2 Hidden neural layer for fraction 240–300

Neyron Input (IN) Output (ON) Input weight (IHN) Output weight (OHN)

0 0.5329 0.4675 0.9646 0.5356

1 −0.4489 0.4218 −0.8125 −1.0897

2 0.6221 0.6083 1.1261 0.6041

3 −0.1149 0.5999 −0.2079 −0.7524

4 0.7458 0.5611 1.3499 0.8198

5 2.5314 0.7924 4.5817 3.1874

6 −1.0151 0.3031 −1.8373 −1.8294

7 1.5302 0.7177 2.7695 1.8181

8 −0.0096 0.4126 −0.0174 −0.3680

9 −0.3281 0.3505 −0.5939 −0.8191

Table 3 Hidden neural layer for fraction 300–350

Neyron Input (IN) Output (ON) Input weight (IHN) Output weight (OHN)

0 −0.4983 0.2103 −0.9457 0.7026

1 −3.5414 0.0843 −6.7410 −3.9722

2 −0.7764 0.3018 −1.4716 1.3219

3 0.7931 0.4216 1.5021 −1.4161

4 −0.7696 0.3039 −1.4587 1.3393

5 −0.1638 0.1935 −0.3109 0.2529

6 −0.1228 0.2843 −0.2331 0.1390

7 −0.2815 0.2045 −0.5342 0.4098

8 −0.5891 0.2605 −1.1171 0.9753

9 0.0778 0.2562 0.1475 −0.1713

Having mathematical models of interconnections between the basic parameters
of the oil refinement process in place, it is now possible to compare them and define
the optimal points according to the multicriteria optimization method.

3 Pareto Optimality

Pareto optimality is a state of allocation of resources from which it is impossible to
reallocate so as to make any one individual or preference criterion better off without
making at least one individual or preference criterion worse off [15].
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Fig. 4 Graphical representation of the identified models

Pareto front within the range of target functions is a combination of solutions,
which do not dominate each other, but dominate every other solutions within the
search space at the same time. It means that it is impossible to find a single solution
able to excel every other solution at reaching every target. Mathematically such
problem can be formulated as follows: onemust find a vector X∗ = [x∗

1 , x
∗
2 , ..., x

∗
n ]T ,

that would optimize a vector of target functions F(X) = [ f1(X), f2(X), ..., fk(X)]T
while havingm inequality constraints gi (X) ≤ 0, i = 1,m and p equality constraints
hi (X) ≤ 0, j = 1, p.

Here X∗ ∈ Rn is a solution vector; F(X) ∈ Rk is a vector of target functions
every single one of which must be optimized [16].

Strength Pareto Evolutionary Algorithm 2 (SPEA2) [17] was used for Pareto
optimization. Despite its relatively old age, it is a well-tested algorithm, effective
for select applications [18], including more representative spread of non-dominated
solutions [19], andwas chosen over others, includingVEGA, FFGA [20], andNPGA
[21].

SPEA2 algorithm can be summarized in 6 steps:

• Step 1, Initialization: generate an initial population P0 and create an empty archive
(external set)P0 = ∅. Set t = 0.

• Step 2, Fitness assignment: calculate fitness values of individuals in Pt and Pt .
• Step 3, Environmental selection: copy all nondominated individuals in Pt and

Pt to Pt+1. If the size of Pt+1 exceeds N , then reduce Pt+1 using the truncation
operator, otherwise if the size of Pt+1 is less than N , fill Pt+1 using dominated
individuals in Pt and Pt .
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• Step 4, Termination: if t ≥ T or another stopping criterion is satisfied, then set
A to the set of decision vectors represented by the non-dominated individuals in
Pt+1. Stop.

• Step 5,Mating selection: perform a binary tournament selection with replacement
on Pt+1 in order to fill the mating pool.

• Step 6, Variation: apply the recombination and mutation operators to the mating
pool and set Pt+1 to the resulting population. Increment generation counter
(t = t + 1) and go to Step 2.

SPEA2 algorithm has been utilized to find the front of temperatures, maximizing
the output of fractions 240–300 and 300–350. Previously identified models have
been used as “experimental data” on the graph seen on Fig. 5.

Fig. 5 Pareto front

Table 4 Complete stats of the Pareto front

Point number Temperature (°C) Fraction 240–300 output

volume (M3)

Fraction 300–350 output

volume (M3)

1 344.823852539063 255.869043673089 313.914703058703

2 343.325988769531 255.623350989602 314.04678075533

3 343.371765136719 255.636549610692 314.046650398148

4 344.712951660156 255.866950335304 313.918779855307

5 343.374877929688 255.661217222795 314.045467958112

6 343.35595703125 255.672724869121 314.044445521759

7 343.364624023438 255.649165327318 314.046207859264

8 343.407836914063 255.683708140522 314.043155299305
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As a result, we got a Pareto front, consisting of eight points (see Table 4). The
points are sorted in descending order of preference, thus making the first point the
most optimal.

4 Conclusion

In the course of the work, a refraction unit has been decomposed, and its input,
controllable, and target parameters were extracted and listed. Based on statistical
data analysis, the neural network was trained and then used to identify dependency
models between the RU parameters. The models allowed us to define eight points of
Pareto front.

We are planning on extend the sphere of practical application of this method. First
of all, we all have to decompose complete sets of dependencies from the basic control-
lable parameters up to top level KPIs. This would allow us to see key performance
indicators of separate units and the whole refinery changing in real time.

Further software development enables us to revert the process and guess control-
lable parameters, able to sustain a predefined set of high-level KPIs. Such instrument
will not only allow to optimize complex processes, but will also ensure much more
effective control over them.
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Methods and Techniques for Increasing
the Accuracy of Continuous Non-invasive
Blood Pressure Measurement Under
Dynamic Loads

Gleb Zaitsev , Alexei Vassiliev , and Quang-Kien Trinh

Abstract In this paper, various methods for measuring blood pressure (BP) are
considered and discussed in detail. Among those, we focus on the indirect BP
measurement using the volume clampmethod (VC).We considered a hardware solu-
tion using the SAKR-2 (Ltd Intox) device for non-invasive BP measurement. Based
on our experimental results, this solution is well suited to BP dynamics measure
for the patients both at rest and during movement. Specifically, by analyzing the
characteristics of multiple measured results in different scenarios, we have proposed
several post-processing techniques to remove the systematic errors during measure-
ments (e.g., due to the measurement condition) and enhance accuracy. Compared to
the conventional direct BP measurement methods in the radial artery (RA) using
commercial device (S5 monitor), both systolic blood pressure (SBP) and dias-
tolic blood pressure (DBP) indicators have strong relationship. The measured BP
shifts with respect to hydrostatic changes in blood pressure are fairly match to the
theoretical predetermined value during repetitive measurements.

Keywords Medical applications · Blood pressure sensors · Continuous
non-invasive blood pressure measurement · Embedded measurement systems

1 Introduction

Measurement of blood pressure (BP) essentially is one of the most commonly impor-
tant measurements used in outpatient, inpatient facilities, as well as in everyday life
because it provides important indicators of the physiological processes of the patient’s
cardiovascular system.
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For more than a hundred years, the scientific community has made great efforts
to develop algorithms and techniques for the implementation of blood pressure
measurement devices using indirect measurement approaches. BP direct measure-
ment undoubtedly is one of the most widely adopted BP measurement methods
in cardiology practice during surgery, in intensive care units and also for research
purposes [1]. Thismethod typically is carried out for a relatively limited range of indi-
cators and does not require either a complicated interpretation of physical processes
or a highly accurate measuring system [2]. Nonetheless, this method remains funda-
mentally an invasive approach, where the complexity of the measurement procedure
significantly simplifies the instrument design. The main advantages of non-invasive
(indirect)methods are the exclusion of trauma, protecting the integrity of the patient’s
skin and eliminating the risk of infection [3, 4].

From other point of view, in any measuring system, it is a necessity to take into
account the dynamic properties of the target signal. Specifically, in BPmeasurement,
BP reflects hemodynamics and continuously on each heartbeat. Instantaneous BP
values are represented by a pressure pulse. The characteristic parameters of the pulse
are distinguished by anacrotic rise, dicrotic wave, and incisura [5, 6]. Capturing the
pattern of the BP signal is the most difficult task in non-invasive measurements. Most
instruments allow to evaluate BP using extremals of systolic blood pressure (SBP)
pulse, diastolic blood pressure (DBP) or based on empirical relationships. They also
are able to quantify the BP pulse (PBP) and average pressure as an integral indicator
calculated from a series of heartbeats [7].

Non-invasive BP measurement methods can be conditionally divided into the
following groups (see Fig. 1):

• methods for measuring BP parameters by compressing the vascular system in a
single compression–decompression cycle of air in the cuff;

• continuous BP measurement methods.

In medical practice, the Korotkov method [8] has been long recognized as the
“golden standard” for BP measuring. This method calculates the estimated pres-
sure value indirectly extracted from a series of brachial artery pulses. However, this
method permits evaluating only one SBP and DBP value per single measurement,
and the resulting values vary with respect to different heartbeat periods. The error
of the method hence is statistically determined by the magnitude of the variations
in SBP, DBP and the rate of pressure decrease in the cuff. This leads to inevitable

Non-invasive pressure 
measurement methods

Single compression methods :
auscultatory , oscillometric .

Continuous : volume clamp ,
applanation tonometry

Fig. 1 Classification of BP measurement methods
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ambiguity in determining the SBP as the presence of “auscultatory failure” (short-
term disappearance of Korotkov tones) and does not allow determining the blood
pressure in patients with severe rhythm disturbance. This is due to the fact that BP
pattern is significantly different at every heartbeat [9].

Korotkov’s method is suitable for characterizing and extracting diurnal BP
dynamics from periodic measurements, meanwhile, in various types of medical
diagnosis and research, the instantaneous pressure caused by shorter heartbeat may
reflect important information. Continuous measurements permit recording in detail
the reaction of the cardiovascular system to a given external load (orthostatic test,
stress test, etc.) [10–12]. Despite the fact that the measured value is associated with a
short period, it carries significant information about the dynamics of the system, and
the transient process can be further used to characterize the system during a short
measurement.

Among non-invasive continuous BP measurement methods, the volume clamp
(VC) (known as the Peňáz method) is one of the most popular methods. As the
fundamental principle, BP measurement is carried out using a pneumatic cuff on a
finger [13]. The reliability of measured BP by the Peňáz method has been solidly
proven both for patients at rest [14–16] and for patients in BP changing conditions
(such as an orthostatic test) [17, 18]. Nonetheless, these works focused only on
comparing the average blood pressure obtained by various methods while the accu-
racy in recording pressure dynamics and variations for every single heartbeat were
not considered in detail.

This paper systematically studies the accuracy aspect of the BP measurement
using the volume clamp approach. We then proposed techniques for enhancing the
reliability of the measured BP for the patient both at rest and during movement
condition.

The remaining of the paper is organized as follows. Section 2 describes the
research methodology and the experimental setup. Section 3 presents and compares
the main experimental results. Further development and enhancement techniques are
discussed in Sect. 4 before the conclusions are drawn in Sect. 5.

2 Methodology and Experimental Setup

The VC method in this work has been implemented using an embedded hardware
platform. In particular, we adopted the Spiroarteriocardiorhythmograph (SAKR-2)
system from Ltd. “Intox” described in the study [19, 20], whose structure is shown
in Fig. 2.

The SAKR-2 device based on the VC method is calibrated and configured before
every BP measurement. During the setup, a tacho-oscillogram is used for estimating
SBP, DBP, and average pressure values. The obtained parameters then are used
to set the initial settings for continuous BP measurement using the VC method.
The measurement device does not yet support correction for peripheral pressure
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MCU4
C8501F350

Compressor pneumatic 
valve

PS

GI

PR

LD

PS

ECG electrodes

to USB

Fig. 2 Block diagram of the electronic-pneumatic device «SAKR»

components associated with the shoulder. The latter basically is a hydrostatic pres-
sure component caused by the relative height of the finger position with respect to
the heart. The measurement devices either have no post-processing for the values
measured in the shoulder. This leads to interesting questions: how accurately the
device registers small-scale physiological pressure fluctuations, and how accurately
the device reproduces the pressure curve during significant and abrupt measurement
condition shift from the original setting. In fact, the accuracy of recording changes
in pressure is especially noticeable when monitoring pressure during stress tests.

Evaluation of the accuracy in measuring the BP dynamics using the VC method
was carried out in two series of experiments:

1. comparison of pressures obtained by the method of RA and direct method;
2. checking the coincidence of theoretical andmeasured pressure in the finger with

“hydrostatic” changes in blood pressure by a predetermined value.

The measurements were carried out at the Scientific Institution of Experimental
Medicine. The study involved seven patients aged from 39 to 76. In a motionless
patient, the BP was simultaneously recorded by the direct method with RA on the
left hand and the VC method on the right-hand finger.

Direct measurement of blood pressure was performed using a bedside S5 monitor
from Datex-Ohmeda [21]. Accordingly, an invasive sensor recorded blood pressure
in the radial artery. The measurement results were displayed every 5 s.
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From the quantified SBP and DBP values, the constant component, calculated
by averaging recorded BP signals, was removed in order to extract the BP variable
components. The constant component then was analyzed separately. For the variable
component, we adopted a statistical method to quantify the accuracy of recorded BP
dynamics using the VCmethod. Specifically, the standard deviations and correlation
coefficients between theBP valuesmeasured by the invasivemethod and the SAKR-2
device were statistically evaluated and compared.

In the second series of tests, the dynamics of blood pressure measured on the
finger for every single heartbeat was compared with the pressure measured on the
wrist by the oscillometric method with significant changes in BP in the limb. The
change in pressure was set by the vertical movement of the limb relative to the heart
level.With a verticalmovement of an unstressed arm, finger pressureP(h) (inmmHg)
is determined by the following formula:

(h) = P0 + ρK

ρHg
(h0 − h) + �P (1)

where P0 is the systolic or diastolic pressure in the finger at a height of h0; ρK is the
blood density; ρHg is the density of mercury; h is the current height of the finger;�P
is the pressure variation due to respiration, the influence of the baroreflex, and other
physiological factors.

A change in the height of the hand relative to the level of the heart leads to a notice-
able pressure drop. Accordingly, pressure variations can introduce not only random
but also systematic errors, for example, associated with the influence of a baroreflex
during hydrostatic changes in peripheral pressure. An Omron R2 tonometer, which
measures pressure on the wrist, was used as amonitoring device. The tonometer indi-
cator values were used to exclude the systematic error caused by the physiological
characteristics of the subject.

The methodology of these studies was as follows. The subject’s hand in an
extended relaxed position was located on a convenient stand, and this stand can
be rotated to two fixed positions relative to the subject’s shoulder. The fixed posi-
tions were chosen so that the height of the cuff changed exactly by 520 mm, which
corresponds to a change in pressure of 40 mmHg. In each of the fixed positions,
a pressure measurement was performed with a tonometer after 10 s displacement.
Averaging was carried out according to the results of five measurements in each
position.

Measurements by the SAKR-2 device were performed in a similar manner, i.e.,
the subject’s arm in an extended relaxed position was located on a convenient stand,
which can be rotated to two fixed positions. The device setup was carried out in
the upper arm position, then the device performed continuous BP measurements.
For every 15 s, the stand with the hand rotates to the opposite fixed position. The
positions were carefully chosen so that the height of the finger with the cuff changed
exactly by 520 mm, which corresponds to a 40 mmHg change in BP.

The average BP values measured by the SAKR-2 device in each of the stationary
positions were compared with the average BP values measured by the Omron R2
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tonometer. Changes in systolic (SBP), diastolic blood pressure (DBP), and pulse
blood pressure (PBP) relative to the highest pressure were analyzed. The detail is
presented and discussed in the subsequent section.

3 Experimental Results

3.1 Comparison of Non-invasive BP Measurement
in the Finger and Invasive BP Measurement
in the Radial Artery at Rest

The BP dynamics are most clearly manifested when observing the BP variable
components retrieved from the direct method and recorded by the SAKR device for
every single heartbeat. For this purpose, the average level during the synchronous
measurement was previously removed from the recorded data. Figures 3 and 4 show
examples of SBPdynamics in direct synchronousmeasurements using theS5monitor
and SBP measured by SAKR-2 using the VC method.

From the graphs presented in Figs. 3 and 4, the overall recorded signals patterns
usingS5monitor andSAKR-2are verymuch in line.However, there is a largediscrep-
ancy in the absolute value due to the averaging effect in the invasive devices. On the
last graph, extrasystole moments are visible that did not appear on the monitor due
to averaging of invasive results. The standard deviation for SBP and DBP is summa-
rized in Table 1. The correlation coefficient calculated for zero time lag between
signals.

SAKR-2S5 monitor

Fig. 3 Comparison of resting SBP variations during synchronous measurement by a S5 monitor
in the radial artery and by the SAKR-2 in the finger
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SAKR-2S5 monitor

Fig. 4 Comparison of the DBP variations at rest during synchronous measurement by the S5
monitor in the radial artery and by the SAKR-2 in the finger

Table 1 Standard deviation and correlation coefficients calculated from synchronous BP
measurements by the SAKR-2 device and direct BP measurements in the radial artery after removal
of the stationary components

# Std Dev* SBP, mmHg Std Dev* DBP, mmHg r** SBP (p-value) r** DBP (p-value)

1 3.3 2.9 0.5 ( p < 0.05) 0.3 ( p < 0.05)

2 3.0 2.0 0.5 ( p < 0.05) 0.6 ( p < 0.05)

3 2.0 1.6 0.9 ( p < 0.05) 0.7 ( p < 0.05)

4 1.6 1.0 0.8 ( p < 0.05) 0.9 ( p < 0.05)

5 3.5 3.1 0.7 ( p < 0.05) 0.4 ( p < 0.05)

Std Dev standard deviation, r correlation coefficient, and p probability value.

From Figs. 3 and 4, there is a notable gradual pressure drift when measured by
the SAKR device caused by the change in the blood supply to the finger. After
performing a linear approximation on the data, we found that, on average, systolic
pressure (diastolic pressure) decreases at a rate of 0.02 ± 0.001 mmHg/s (0.025 ±
0.007mmHg/s). The described signal attenuation in a five-minute recording possibly
causes a pressure decrease of 6 mmHg. The drift in the first minutes of measurement
by the VC method is associated with the displacement of blood from the capillary
vessels, which affects the constant level of the photosignal in the finger. This drift
takes 3–5 min. After this time, it is necessary to repeat the adjustment of the control
system.
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Table 2 Measured BP shift with lowering of the arm by 520 mm (predicted change is 40 mmHg)

№ Oscillometric method (Omron R2) Volume clamp method (SAKR-2)

�SBP ± Std
Dev, mmHg

�DBP ± Std
Dev, mmHg

�PBP ± Std
Dev, mmHg

�SBP ± Std
Dev, mmHg

�DBP ± Std
Dev, mmHg

�PBP ± Std
Dev, mmHg

1 51 ± 10 44 ± 4 7 ± 9 49 ± 3 37 ± 1 12 ± 2

2 46 ± 10 43 ± 3 3 ± 9 40 ± 5 38 ± 2 2 ± 3

3 41 ± 6 37 ± 4 4 ± 8 36 ± 6 31 ± 3 5 ± 5

Average 48 ± 9 41 ± 5 8 ± 8 42 ± 6 36 ± 3 6 ± 6

�—average pressure shift at different heights of the measurement point relative to the heart.

3.2 Quantifying the Accuracy of the BP Measurement Under
a Significant Measurement Condition Change

To determine the level of BP changes using the hydrostatic method, we used an
Omron R2 carpal tonometer as the reference for the BP shift. Table 2 shows the
difference between results of BP measurement in different arm level. Results are
presented for oscillometric method (Omron R2) and VC method (SAKR-2).

The reliability of BP measurement by the volume clamp method is strongly
affected by the outflow of blood from the finger. In many cases, finger BP obtained
both by the oscillometric method and by the VC method significantly exceeds the
BP indicators in the shoulder. In such cases, it is observed a significant redness of the
finger portion that is far from the occlusion site. This is due to the fact that the outflow
of venous blood is completely blocked; thus, the average pressure of the finger area
increases correspondingly. The described case is also in line with the deterioration in
the reproduction of the BP pulse when measured by the VC method. After adjusting
the device to lower the pressure in the limb, raising it relative to the level of the
heart, the diastolic pressure practically does not change, while the systolic pressure
significantly decreases.

4 Discussion on Further Improvements

The blood pressure profile measured by the SAKR-2 showed many similarities to
the BP profile obtained by the direct measurement method in the radial artery (stan-
dard deviation of results less then 3.5 mmHg). In all cases, signal dependences are
observed (p-value < 0.05) and the correlation coefficients of SBP are greater than
0.5.

The linear trend, observed during the first minutes of measurement by the RA
method, is associated with the displacement of blood from capillary vessels, which
affects the constant level of the photosignal in the finger. This blood displacement
occurs within 3–5 min. After this period has passed, it is necessary to recalibrate
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the control system. Alternatively, a preliminary procedure for stabilizing the photo-
signal (displacing blood from under the finger cuff) with excessive pressure can be
conducted.During this procedure, the transient response of regulationwould be deter-
mined by the dynamic characteristics of the photosignal associated with a particular
patient.

In absolute measurements of blood pressure by the direct method in the radial
artery and by SAKR-2 in the finger, very often, significant differences between two
approaches, especially regarding the diastolic blood pressure, were observed. The
discrepancy may be due to a combination of the following factors:

• measurements were taken in various places of the arterial bed. As the pulse wave
advances, its shape and amplitude change due to changes in the resistance and
stiffness of the vessels.

• the heights of the forearm and finger relative to the heart were not taken into
account.

Obtaining the usual estimations of blood pressure, corresponding to measure-
ments in the shoulder at the level of the heart, requires constructive and algorithmic
techniques for improving the measuring system.

It is required to develop a system for adjusting the values of peripheral BP at the
shoulder for each measurement. Due to significant changes in the signal at different
heartbeats, signals describing hemodynamics in the shoulder should be simultane-
ously recorded while measuring the BP pressure in the finger. The correction value
should be based not only on final integral indicators, such as SBP and DBP but on
the corresponding continuous signals recorded at different parts of the system (BP
signal from the shoulder cuff, finger cuff, microphone, ECG, photosignal, etc.).

One possible solution for BP correction is to use an additional finger sensor.
This reference value helps automatically adjusting the pressure change during the
movement of the patient’s arm. Nonetheless, with changing the patent’s body posi-
tion during measurement (e.g., during an orthostatic test), this technique may not
guarantee good level of accuracy.

Analyzing the total existing features of theBPmeasurement system, it is suggested
that potential techniques for correctingmeasurement results should be based on intel-
ligent data processing algorithms, i.e., machine learning approaches. The structure
of such a correction system is shown in Fig. 5. In the proposed system, all modules
are implementable on embedded hardware. This will be our main focus in future
work, and detailed discussion on that structure is beyond the content of this paper.

Data from the pressure sensor needs to be intelligently corrected in depends on a
large number of parameters. In addition to the body positions, following parameters
mayaffect the result: the pulsewavepropagationvelocity, the error in the regulationof
the photo signal, the heart rate, etc. These parameters are sent to the neural network.
The results of the neural network through a set of terms are provided to a fuzzy
approximator, which corrects the original signal.
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Fig. 5 Structure of the correction system for BP measurement

5 Conclusions

Themethod that measures BP for a single heartbeat in the finger is well suited for use
under physical activity, in which the change in BP relative to the resting state is used
to evaluate the final results. Despite the fact that this method is non-invasive, it still
is capable to record continuously the relative BP dynamics with a fairly high level of
accuracy.With potential further improvements proposed above, this BPmeasurement
method could potentially replace and eventually overcome distinct disadvantages of
the conventional invasive BP measurement method in majority cases of medical
practice.
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Computer Modeling of Robust Control
of Vibrationless Movement
of Multi-mode Flexible Structures

Vladimir A. Prourzin , Kiseon Kim , and Georgy Shevlyakov

Abstract The article is devoted to rejection of unwanted dynamic reactions of flex-
ible structures. The problem of vibrationless movement of an elastic object when
natural oscillations are absent and the reaction of the system does not exceed the
static reaction is considered. To analyze the oscillations of the system, the maximum
response spectrum and the residual spectrum are used. The vibrationless movement
property is defined as restrictions on these spectra specified by the control signal. The
problem of vibrationless movement is solved by input shaping methods. The shaping
filter built on fixed values of the eigenfrequencies of the system is unstable when
the frequencies deviate from the set values. To solve this problem, robust modifica-
tions of the method are proposed. The high complexity of the considered problem
requires computer modeling. In particular, using computer modeling, the problem of
the choice of a shaping filter with the property of maximum robustness is solved.
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1 Introduction

1.1 Preliminaries

Flexible structures are characterized by dynamic responses to disturbing and control-
ling actions. These undesirable reactions cause significant problems with positioning
accuracy, throughput, fatigue, and safety for many types of systems [1].

Here, we consider the problem of designing control of the movement of an elastic
object in such a way that natural elastic vibrations of the object do not arise at all,
in other words, the vibrationless motion of an elastic object. This problem setting
requires some clarification.When themovement of an elastic object under an external
force, elastic deformations always arise. These deformations are of the two types: the
static deformations, in which the reaction of elastic bonds compensates the external
load and the dynamic vibrations with eigenfrequencies. If control is applied only
to one of the masses of a multi-mass system, then static deformations cannot be
excluded. Thus, considering the vibrationless movement, we are talking about the
total excluding of their natural vibrations.

Under vibrationlessmotion, the elastic systemmonotonously transitions from one
state of static equilibrium to another with changing of constant control force regimes.
In this case, natural vibrations are absent, and the reaction of the system does not
exceed the corresponding static reaction.

1.2 State of the Art

The problem of displacement without natural vibrations is considered in [2], where
the goal is achieved by designing a smooth and slowly changing control action. In
this case, a significant increase of time to achieve the goal occurs. It is practically
interesting to look for vibrationless solutions, in which the time of achieving the goal
increases only slightly.

An example of vibrationless control of a two-mass elastic system is given in [3],
where a continuous trapezoidal control law is used. The duration of the sides of
the trapezoid (linearly increasing and decreasing sections) is equal to the period of
natural oscillations of the system. In these sections, the deformation of the system
changes monotonously, and during the constant control regime, this deformation is
also constant and equal to the static reaction. The control duration increases by an
amount comparable to the period of the system natural oscillations.

The general method of damping of residual vibrations of a linear system with one
degree of freedom by summing the initial signal with the same signal shifted in time
by a half-period of natural oscillations is proposed in [4]. As a result, the exposure
duration increases by a half-period of natural oscillations. Oscillation suppression
in the active control section is not considered. There is no generalization of this
approach to systems of higher dimension.
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A known method of reducing elastic vibrations is called as the method of input
shaping filter. A review of studies of this method over the past half century is given
in [5]. The method consists of the formation of a control signal by the operation
of convolution of a driving action with a pulse transition characteristic representing
the sum of shifted impulses (Dirac delta functions). As a result of the convolution
operation, the constructed control signal is the sum of a certain number of instances
of the driving action multiplied by weight coefficients and shifted in time.

Note that in well-known works, the study of the effectiveness of input shaping
methods is based on the analysis of Fourier amplitude spectrum of controls. This
approach allows us to study only the residual vibrations of the system and does not
guarantee a decrease in the amplitudes of vibrations in the active control interval of
time.

In [6], a rigorous definition of vibrationless control is given. To exclude natural
vibrations both during the displacement process and after reaching the final state,
the problem of controlling the motion of a multi-mass elastic object is posed and
solved. The constructed control can be implemented using a shaping filter, the main
elements of which are time delay schemes. The duration of control is equal to the
duration of the initial control, increased by the sum of half-periods of the natural
oscillations of the object.

There arises an instability problem when using input shaping control [7]. When
the eigenfrequencies of the system deviate from the set values, natural oscillations
occur. The task of control design insensitive to finite deviations of natural frequencies
is important—such control is called robust. Methods for constructing robust controls
for damping residual oscillations are discussed in [7–10]. Also, the problem of maxi-
mally robust control design is considered. The statement and general approaches to
solving such problems are described in [11–14]. Here, we consider the problem
of constructing the maximum robust vibrationless controls and computer modeling
methods for solving it.

The remainder of the paper is as follows. In Sect. 2, the problem setting of
designing of robust vibrationless control is given. In Sect. 3, the methods and algo-
rithms of the solution of the posed problem are considered. In Sect. 4, the results of
computer modeling are presented. In Sect. 5, some conclusions are drawn.

2 Problem Setting

Consider an elastic object the mechanical model of which is a multi-mass system
with linear elastic bonds. A scalar control force acting along a given direction is
applied to one of the masses. Next, highlight the mass m0 is called the carrier mass.
A control force F(t) is applied to the carrier mass. The control F(t) is bounded
and finite: |F(t)| ≤ f , F(t) = 0 for t < 0 and t > T . The remaining n masses
mk , k = 1, 2, . . . , n, are called attached masses. The absolute displacement of the
kth mass is denoted by yk . Newton’s equations form a system of n + 1 differential
equations of the second order:
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Mÿ + Cy = bF(t). (1)

Here, y = (y0, y1, . . . , yn)T ismass coordinate vector,M is diagonalmassmatrix,
C is symmetric stiffness matrix, and b = (1, 0, . . . , 0)T is vector of dimension n+1.

System (1) is reduced by a special linear change of variables y = Rx to a system
of n + 1 independent equations in normal coordinates [15]:

ẍ0 = g0F(t); (2)

ẍk + ω2
k xk = gk F(t), k = 1, . . . , n. (3)

Here, M0 = ∑n
i=0 mi is the total mass of the system, x0 = 1

M0

∑n
i=0 mi yi is

coordinate of the center of mass of the system, x = (x0, x1, . . . , xn)T is vector of
normal coordinates, the coefficient gk is the kth component of the vector; g = R−1b
has the meaning coefficient of involving in the oscillations of the kth eigenform,
g0 = M−1

0 . All initial values of system variables (2), (3) are zeros.
The elastic object is not connected to the base and has the form of oscillations with

zero eigenfrequency ω0 = 0. This mode corresponds to the movement of an object
as a solid. We assume that the remaining eigenfrequencies are positive and pairwise
distinct: 0 = ω0 < ω1 < . . . < ωn . The following control problem is posed.

Problem 1. To construct a bounded control F(t), which moves the center of mass
(2) from the zero initial state to a given state in a finite time T , providing that the
system of oscillators (3) is transferred from the initial state of rest to the final state of
rest without natural oscillations (the vibrationless or oscillation-free motion of the
elastic system).

The purpose of the control may consist, for example, in giving the center of mass
the required acceleration (the problem of a non-oscillating start), in accelerating the
center of mass to a given speed or in moving the center of mass to a given distance.

Eigenfrequencies of system (1) are usually estimated with errors: ωk =
ω∗
k (1 ± δk), where ω∗

k is the exact frequency value, ωk is the frequency estimate,
and δk is the relative estimation error. Next, the following problem arises.

Problem 2. To construct a robust vibrationless control F(t) that solves Problem 1
for all frequencies lying in a given range of values:ωk ∈ [

ω∗
k (1 − δ), ω∗

k (1 − δ)
]
,k =

1, . . . , n.

3 Approaches and Methods

Nowwe give a strict definition of vibrationless. First consider a linear oscillator with
a eigenfrequency ω:

ẍ + ω2x = F(t) (4)



Computer Modeling of Robust Control of Vibrationless Movement … 157

The initial conditions are x(0) = ẋ(0) = 0. The notations are introduced:
r(t; F) = ω2x(t; F) is elastic reaction to the control action F(t), Fmax = max

t
|F(t)|.

In [6], the vibrationless displacement of a linear oscillator is defined as a solution
that consists of successive states of static equilibrium. In the transition from one state
of static equilibrium to another, the solution changes monotonically without natural
oscillations. The vibrationless movement of system (1) is defined as the vibrationless
movement of each oscillator in system (3).

Let us give a different, more general and convenient for verification definition of
vibrationless. The first fundamental property of the vibrationless motion is that the
module of oscillator response does not exceed the maximum values of the control
module: |r(t; F)| ≤ max

t≥0
|F(t)|. The second fundamental property is the absence of

residual oscillations after the end of control. We put these properties in the definition
of vibrationless.

It is known [16] that the function of frequency ωA(ω; F), where A(ω; F) is the
module of Fourier transform of the time function F(t), is equal to the amplitude of the
residual oscillations of oscillator (4). This function is called the residual spectrum.
We introduce the function of the relative residual spectrum R(ω; F) as the residual
spectrum related to the maximum of control:

R(ω; F) = ωA(ω; F)

max
t

|F(t)| = ω

Fmax

∣
∣
∣
∣
∞∫
0
F(t)e−iωtdt

∣
∣
∣
∣.

Another function, the dynamic coefficient K (ω; F), shows how many times the
maximum response of an elastic oscillator with frequency ω is greater than the static
reaction caused by the maximum control value F(t):

K (ω; F) =
max

t
|r(t; F)|

max
t

|F(t)| = ω

Fmax
max

t

∣
∣
∣
∣
t∫
0
F(s)sinω(t − s)ds

∣
∣
∣
∣.

The numerator of the dynamic coefficient is an indicator known as the spectrum
of maximum reactions. The following definitions are introduced.

Definition 1. The control F(t) and the solution of Eq. (4) with the eigenfrequency
ω = ω0 are called vibrationless if the following conditions are satisfied: K (ω0; F) ≤
1 and R(ω0; F) = 0.

Definition 2. The control F(t) and the solution of Eq. (1) with eigenfrequen-
cies ω1, ω2 . . . , ωn are called vibrationless if the following conditions are satisfied:
K (ωk; F) ≤ 1, R(ωk; F) = 0, k = 1, . . . , n.

Controls that are vibrationless in the sense of [6] satisfy Def.1 and Def. 2. We
indicate the following properties of the dynamic coefficient [17].

1. K (0; F) = 0.
2. There is a minimum frequency ωI such that K (ω; F) ≥ 1 for ω ≥ ωI .
3. K (ω; F) ≥ R(ω; F).
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Fig. 1 Dynamic coefficient K (ω; F) (solid line) and the residual spectrum R(ω; F) (dashed line)
of a rectangular pulse

4. Scale and shift transformations: K
(
ω; F̃

)
= |p|K

(
ω
q ; F

)
, where F̃(t) =

pF(q(t − τ)), for any p, q > 0, τ ≥ 0.
5. If there is a piecewise continuous derivative of F(t), then lim

ω→∞ K (ω; F) = Fmax.

Consider, for example, the control F(t) in the form of a rectangular pulse of
unit amplitude. We construct a dynamic coefficient and a residual spectrum for it
(Fig. 1).We see that the dynamic coefficient has values not exceeding unity in the low-
frequency region, and the residual spectrum vanishes atω = 2πk/T, k = 0, 1, 2 . . ..
These sets of frequencies intersect only at ω = 0. Thus, the conditions of Definition
2 for a rectangular pulse are satisfied only at ω = 0.

The solution to Problem 1 is given in [6], and it is given by the following recursive
procedure. Let system (1) have n nonzero eigenfrequencies ωk , k = 1, . . . , n. The
control F0(t), optimal by time [18], is constructed for Eq. (2), which solves the
problem of moving the center of mass. Let T0 be the minimum time to reach the goal.
The control F0(t) is the initial control. Using the half-periods of natural oscillations
τk = πω−1

k as time shifts, a recurrent sequence of functions is constructed:

Fk(t) = 1

2
(Fk−1(t) + Fk−1(t − τk)), k = 1, . . . , n (5)

Proposition (solution of Problem 1) [6]. The control Fn(t) constructed according
to algorithm (5) with the initial control F0(t) solves Problem 1 during the time
Tn = T0 + ∑n

i=1 τi and satisfies Def. 2.
Procedure (5) can be implemented using a cascade digital filter with n delay lines

(Fig. 2). The control Fn(t) can also be represented using the input shaping filter

Controlled 
object 

Fig. 2 Cascade digital filter circuit that implements vibrationless control
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Fig. 3 Scheme of the input
shaping filter that
implements oscillatory
control Con-

trolled

(Fig. 3):

Fn(t) = 1

2n

P∑

i=0

F0(t − ti ).

The filter includes P = 2n − 1 delay lines. The delay values ti are all possible
partial sums of half-periods τ1, . . . , τn: t0 = 0, t1 = τ1, . . . , tn = τn , tn+1 =
τ1 + τ2, . . . , tP =

n∑

i=1
τi .

The control Fn(t) has a significant drawback: the obtained vibrationless property
is unstable. Even small deviations of the eigenfrequencies from the given values lead
to the appearance of natural oscillations. To cope with this, we turn to the solution
of Problem 2.

The Fourier transform of finite functions cannot vanish on a finite frequency
interval. Therefore, it is impossible to build a robust control that ensures vibrationless
on any finite frequency interval, if you require strict fulfillment of the conditions of
Def. 2. Next, let weaken the requirements for vibrationless: set the permissible value
ε > 0 and consider the solutions, for which the following restrictions are satisfied:

K (ωk; F) ≤ 1 + ε, R(ωk; F) ≤ ε, k = 1, . . . , n. (6)

We assume that the natural frequency ωk is known up to the segment �k(δ):
ωk ∈ �k = [

ω∗
k (1 − δ), ω∗

k (1 + δ)
]
, k = 1, . . . , n. It is required to construct a

control F(t) that solves Problem 1 and satisfies conditions (6) for all frequencies
belonging to given segments. This control is called robust.

The parameter � is an allowable error when estimating the natural frequen-
cies of an object, at which the vibrationless motion in the sense of (6) is
preserved. This parameter is not known in advance and we want to make
it maximum. For a control F(t), form the set of frequencies �(F) =
{ω : K (ω; F) ≤ 1 + ε, R(ω; F) ≤ ε, k = 1, . . . , n} for which conditions (6) hold.
The indicator function is introduced: I (δ; F) = 1, if

⋃

k
�k(δ) ⊂ �(F) and

I (δ; F) = 0, if
⋃

k
�k(δ) 
⊂ �(F). The functional is set as

δε(F) = max{δ : I (δ; F) = 1}.
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Problem 3 (the maximum robust control).

Let a constant ε and a setF of admissible controls be given. It is required to construct
a control F∗

ε (t) delivering a maximum to the functional δε(F) at F ∈ F .
Previously, this problemwas considered for the case of suppression of the residual

spectrum [7–10, 19–22]. If residual spectrum is set equal to zero at the modeling
frequencies, then this approach is called the zero vibration (ZV) shaper. The control
Fn(t) we built relates to this case. The 5% insensitivity of the ZV shaper is 0.06
(δ0.05(F) = 0.03).

Robust method, called specified-insensitivity (SI) shaping, suppresses a speci-
fied range of frequencies [19]. The most straightforward method for generating a
shaper with specified insensitivity to frequency errors is the technique of frequency
sampling. In the simplest case, two frequencies are selected in which the residual
spectrum is equal zero. This approach is called the extra-insensitive (EI) approach
[20]. If three frequencies are selected, the approach is called two-hump EI.

Here, the solution to Problem 3 is based on the application EI and two-hump
EI approach. To solve this problem, computer simulation methods and numerical
optimization methods are used.

4 Results

The problem of the vibrationless set of speed v0 is simulated. The initial control
F0(t) is a rectangular pulse with amplitude f and duration T = v0/ f . Due to the
properties of the dynamic coefficient K (ωk; F) and the residual spectrum R(ωk; F)

and the input shaping method, Problem 3 is sufficient to solve for a certain frequency
ω0. Then, this solution can be extended on the remaining frequencies.

We consider Eq. (4) and set the frequency ω∗
0, the frequency range �0 =[

ω∗
0(1 − δ), ω∗

0(1 − δ)
]
, the set �(F), indicator function: I (δ; F) = 1, if �0(δ) ⊂

�(F) and I (δ; F) = 0 otherwise. Following the EI approach, we assign two frequen-
cies ω̃1 i ω̃2 (ω̃1 < ω∗

0 < ω̃2) and construct the control F2(t) according to algorithm
(5), where the half-periods are τ̃1 = πω̃−1

1 , τ̃2 = πω̃−1
2 . The set of controls F is a

two-parameter family of functions F2(t; τ̃1, τ̃2). The frequencies ω̃∗
1 and ω̃∗

2 should
be found to provide a maximum to the functional δ0.05(F). When constructing the
maximum robust vibrationless control of multi-frequency system (1), instead of the
initial set of n natural frequencies, we take a set of 2n frequencies of the form
ω̃∗
1

ω∗
0
ωk,

ω̃∗
2

ω∗
0
ωk , k = 1, . . . , n, and construct the control F2n(t) according to algorithm

(5). The three-point solution using the two-hump EI approach is made similarly the
two-point IE approach and consists in finding the three frequencies ω̃1, ω̃2, and ω̃3.
The results of solving the problem at ε = 0.05 are summarized in Table 1.

The initial control F0(t) and reactions at different frequencies are given in Fig. 4.
The maximum robust control F∗

3 (t) and reactions at different frequencies are given
in Fig. 5. The behavior of the dynamic coefficient and the residual spectrum in the
neighborhood of the frequency ω∗

0 is presented in Fig. 6.
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Table 1 The result of solving the maximum robust control problem

Method max δ0.05(F) Frequencies

ZV 0.03 ω∗
0

Two-point method (EI) 0.18 ω1 = 0.85ω∗
0 ,ω2 = 1.15ω∗

0

Three-point method (two-hump EI) 0.38 ω1 = 0.65ω∗
0 ,ω2 = 0.96ω∗

0 ,ω3 =
1.35ω∗

0

Fig. 4 Initial control F0(t) (red line) and reactions at the frequencies 0.7 ω∗
0(black line), ω

∗
0 (blue

line), and 1.3 ω∗
0 (green line)

5 Conclusion

The obtained results proved to be useful at controlling the motion of the physical
elastic structures, where oscillations are undesirable.

The problem of oscillation damping for the elastic structures is solved in the sense
that the dynamic elastic responses are totally excluded. In this case, elastic structures
undergo only static deformations that cannot be avoided at motion. This mode of
motion and the corresponding control realizing it are named the vibrationless.

The problem of robust control of vibrationless movement of multi-mode flexible
structures is solved. The designed robust control provided the minimum sensitivity
to perbutations of eigenfrequencies.

The high complexity of the considered problems requires intensive computer
modeling: in particular, for solving the problem of the choice of control algorithms
with the property of maximum robustness (minimum sensitivity).
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Fig. 5 Maximal robust control F∗
3 (t) and reactions at the frequencies 0.7 ω∗

0 (black line), ω
∗
0 (blue

line), and 1.3 ω∗
0 (green line)

Fig. 6 Dynamic coefficient and the residual spectrum formaximal robust controls built by two-point
method (EI) and three-point method (two-hump EI)
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Feature-Based Plant Seedlings
Classification

Dmitri Jakovlev , Iuliia Kamaletdinova , and Georgy Shevlyakov

Abstract The application of image features in the plant classification task is studied.
The used dataset was created at Aarhus University Flakkebjerg Research. This work
aims at different approaches in plant species categorization. In this study, the feature-
based approach is used. It allows to perform classifying using less computational
resources. The features usage is motivated by the following purpose: to distinguish
weeds from other plants by selecting the defining features of all classes of plants. The
proposedmethod combines image thresholding, feature selection, and feature extrac-
tion for the further multiclass classification by such well-known machine learning
algorithms as the support vector machines, K-nearest neighbors, decision tree, and
Naive Bayes. To a greater extent, we use computer vision algorithms for the image
processing step. The main classification method we choose for the task is the support
vector machines: It shows the best performance among other tested algorithms; the
K-nearest neighbors algorithm is slightly worse.

Keywords Image processing · Feature extraction · Computer vision

1 Introduction

The demand for agricultural products is increasing day by day, as the population of
the Earth is growing. Even though people work on plant classification algorithms,
approaches are still not as efficient and robust as desired. A significant part of this
work has still been done by people. The question arises of the efficiency with which
human resources are used. We will use exhaustible natural resources wisely and
increase harvests if we automatize quality assurance, which objectives are to detect
and distinguish weeds among the variety of crop seedlings.
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All this naturally leads to the idea of automation of the classification process with
the help ofmachine learning algorithms. From the recent experience, neural networks
are well suited for image processing, but we have to pay for it by computational costs.
On the other hand, we could use less costly algorithms, but they require finer tuning
to achieve comparable results.

A feature-based method is a popular approach in image classification problems,
there are many advantages and results with a good performance in many related
pieces of research, as in [1, 2]. The main idea of this method is to process the only
relevant information of an image, and to reduce the feature space dimension as much
as possible. Likewise, dimensionality reduction is the way of solving the curse of
dimensionality problem formulated by Richard Bellman in 1957 [3]. The suggested
method is described in [4].

The goal of our work is to implement segmentation and classification of a specific
type of datasets for lower processing time and computational complexity. In this
paper, we study binary classifier capabilities on the dataset [5] consisting of images
of 12 species and containing the most common weed species in Danish agriculture.

The remainder of the paper is as follows. In Sect. 2, the dataset used is described,
and the methods of classification are considered. In Sect. 3, the classification results
are given. In Sect. 4, some conclusions are drawn.

2 Materials and Methods

2.1 Data

The considered dataset is a part of the database that has been recorded at the Aarhus
University Flakkebjerg Research station in the collaboration between the University
of Southern Denmark and Aarhus University. Images are available to researchers at
https://vision.eng.au.dk/plant-seedlings-dataset/. The specifics of this dataset is that
recorded plants are in different growth stages since detecting a weed in its early stage
is the thing which makes the task problematic.

The dataset contains 960 unique plant images of 12 species. The sizes of plant
classes are not balanced among themselves—they range from 221 to 654 labeled
samples for each class. Original images are cropped by plant boundaries, but their
resolutions vary from 50 × 50 px to 2000 × 2000 px. Also, images have different
backgrounds—some of them are on the ground, other are on the marked paper.

https://vision.eng.au.dk/plant-seedlings-dataset/
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2.2 Data Preprocessing

Resolution reducing. We reduce the resolution of all images to the same resolution
200 × 200 px using the bilinear interpolation. The main idea of the bilinear inter-
polation is that a new image pixel is defined as the weighted sum of neighboring
pixels of the original image. It helps to decrease computational complexity and build
normalized features [6].

Segmentation. The objects of our study are plants, and they are painted green.
Therefore, we can create a mask that filters the range of green channel and ignores
the other pixels. For these purposes, the hue saturation value (HSV) color model
is a suitable representation [7]. In the blue green red (BGR) format, the value of
each component depends on the amount of light hitting the object. HSV allows us
to distinguish between the image color and brightness. We set the lower and upper
bounds of the green color using HSV representation. Then wemerelymark the pixels
in the green range and get a color mask (Fig. 2b). Now we apply the operation of
logical multiplication to the original image, assign the value of the background pixels
to a black color value, and get a segmented plant (Fig. 1).

Fig. 1 Data overview
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Fig. 2 a Source image, b mask, c segmented image

Fig. 3 Segmentation improvement example

Denoising. Segmentation does not always work well (see Fig. 2c). Small areas of the
background may fall into the range of green values which distorts the binary mask
as in Fig. 3a.

Such drawbacks can be eliminated by the morphological operations of the
nonlinear transformation associated with the shape and structure of an image. The
morphology is used to study the interaction of an image with a specific structural
element, the kernel. The kernel iterates over the entire image and compares the
neighborhoods of pixels after which we apply morphological operations [8].

To improve segmentation, we use the operation of the morphological closure—a
combination of the dilatation and erosion operations [9].

Then we apply the morphological closure operation to the image (Fig. 4a) by
selecting an elliptical core of 6 × 6 px size and delete the remaining objects within
an area of less than 160 px. The plant on the image (Fig. 4b) has no cavities, and the
background is cleared of non-plant elements. But the morphological closure does not
always improve the segmentation result. Estimate the result of processing an image
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Fig. 4 Segmentation degradation example

of the class loose silky-bent in Fig. 4: The cavities corresponding to the background
were restored that does not correspond to the desired result. We restrict ourselves to
the removal of objects whose contours limit a small area.

2.3 Feature Selection

The features of images define their content. Consideration of a great number of
features helps us to recognize the information better. Image features let the classifier
propose the output decision. Another advantage of the approach is that it reduces
feature space for a machine learning algorithm. We often need only a part of the
information on the image, hence we do not need to process and evaluate all the
pixels, which can cause additional computational expenses.

Selecting features is a complicated and convoluted research area itself, the state-
ment is supported by the variety of feature types, and the need of presenting essential
properties on an equal basis with the previous assertion.

The goal is to define the set of features describing the dataset in the best way.
Supposed features must satisfy the following criteria:

1. The feature space should be low-dimensional
2. The features should not correlate or correlate as little as possible
3. Selected features should represent the content of an image as fully as possible

Now we are going to define the selected features.
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Fig. 5 RGB transformation

2.4 Color Features

Overviewing the dataset, we notice that all the plant species are mostly green. Addi-
tionally, their images are recorded under specific conditions. We use the RGB color
model, which stands for red, green, and blue colors, and calculate features described
below (Fig. 5).

Let
{
xk

}N

i=1, where k = 1, 2, 3 is an index of a channel in the RGB color space,

respectively; N is a total number of the image pixels; x (k)
i is an i-th pixel of the k-th

channel. Next, compute the sample mean and standard deviation for each channel:

x (k) = 1

k

∑N

i=1
x (k)
i ,

S(k) =
√

1

N

∑N

i=1

(
x (k)
i − x (k)

)2
.

2.5 Shape Features

A widely used approach to retrieve shape features is to detect and analyze bounding
contours. Here we use the boundary tracing algorithm for the boundary extraction.
The designated algorithm [10] is implemented in the OpenCV [11] library for the
Python programming language. The studies do not take into account the contours
bounding areas below a certain threshold, which is empirically chosen.

Let K be a number of detected bounding contours above the threshold in the
further contour-related characteristics.
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Total perimeter. For this feature, we count the sum of perimeters of all the areas
bounded by contours:

P =
K∑

i=1

pi ,

where pi is an i-th perimeter.

Entire area. In includes all the areas bounded by contours:

S =
∑K

i=1
si ,

where si is an i-th area.

Maximal contour area. Here we analyze the contours bounding maximal areas:

Sm = max si , i = 1, . . . K .

Rectangularity. One of the methods to estimate rectangularity is to plot minimum
bounding rectangle. Rectangularity is the ratio of the entire object area to the
minimum bounding rectangle area. This feature represents how rectangular an object
is:

frect = S

SMBR
,

where S is the entire area, SMBR is the minimum bounding rectangle area.

Circularity. Another title of this shape factor is the isoperimetric quotient, and it
shows how much area per perimeter is bounded:

fcirc = 4π A

p2
,

where P is an entire perimeter; A is an entire area of all detected elements of a plant.
The correlation matrix of the described features has the form:
Based on the data in Table 1, we conclude that themost linearly dependent features

are the entire area and the largest area. This is not true for all classes due to the
predominance of plants bounded by the only one contour. Therefore, the largest area
feature is not rejected.
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Table 1 Feature correlation matrix

2.6 Classification

The main method for solving this task is the support vector machine (SVM) [12], a
binary classification algorithm based on building a separating hyperplane. The other
methods we apply are the K-nearest neighbors [13], Naive Bayes [14], and decision
tree [15] classifiers. These algorithms are implemented in the scikit-learn [16] library
for the Python programming language.

We use the radial basis function (RBF) as the kernel function for SVM. This
choice is made because the RBF allows to build a hyperplane when the data is not
linearly separable.

Data normalization. The SVM algorithm is sensitive to non-normalized data, espe-
cially when using the RBF kernel, which is just the Euclidian distance. In the case
when the feature values are at different intervals, a slight difference in one of them
can lead to going out of range in second feature values. The solution is to map all
the values into one segment. In this task, we choose the segment [0,1].

3 Results

3.1 Metric

Results of classification are evaluated by the micro-averaged F-score. Given the
positive and negative rates for each class, the resulting score is computed as follows:

Precisionmicro =
∑

k∈c T Pk∑
k∈c T Pk + FPk

,Recallmicro =
∑

k∈c T Pk∑
k∈c T Pk + FNk

,
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Table 2 Detailed metrics for the SVM classification

Type Precision Recall F-score

Sugar beet 0.90 0.93 0.91

Fat hen 0.87 0.90 0.89

Scentless mayweed 0.85 0.90 0.87

Charlock 0.95 0.93 0.94

Small-flowered cranesbill 0.96 0.99 0.97

Maize 0.95 0.89 0.92

Shepherds purse 0.83 0.71 0.77

Common wheat 0.80 0.89 0.84

Common chickweed 0.96 0.96 0.96

Cleavers 0.89 0.85 0.87

Loose silky-bent 0.83 0.89 0.86

Black-grass 0.76 0.53 0.62

Micro-averaged F-score 0.88

Fmicro = 2PrecisionmicroRecallmicro

Precisionmicro + Recallmicro
,

where C is a set of the plant classes.
The choice of such a metric is supported by the fact that classes are imbalanced.

In this case, the influence of classes decreases due to averaging by classification
characteristics, not by F-scores.

The classification output is shown in Table 2. The worst classification result is
received for the black-grass class. This type of plant is difficult to segment on an
equal basis with the loose silky-bent class (Fig. 4), for which the result is significantly
better. The black-grass plants have purple roots, but the segmentation algorithm we
use does not work properly in the purple color values range. Another cause of this
result is in the predominance of the loose silky-bent training data size. One of the
highest scores belongs to the common chickweed class (Fig. 2). The segmentation
algorithm demonstrates good results on these plants, because there is a definite green
color values range, which defines the entire plant. Additionally, plants of this class
cover a sizable area. It decreases the chance of treating the parts of the target object
as the parts of the background.

3.2 Models Comparison

The choice of the SVM is justified by better results in comparisonwith other classical
methods of machine learning. Table 3 shows micro-averaged F-scores for the Naive
Bayes, K-nearest neighbors and decision tree classifiers. The Naive Bayes shows the
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Table 3 Metrics for classification

Method Micro-averaged F-score

Naive Bayes 0.72

kNN 0.84

Decision tree 0.73

SVM 0.88

worst results because it is sensitive to the correlation between features. The decision
tree performs vastly worse than SVM, because we use the RBF kernel in SVM. This
effect is called “kernel trick” [17], it allows us to work in a transformed space, where
the data is linearly separable. Since the k-nearest neighbors algorithm is insensitive
to nonlinear data, the result is as good as SVM. These methods are implemented in
scikit-learn library. All the experimental results are obtained using cross-validation
technique [18].

4 Conclusion

In this paper, we apply the feature-based method to the image classification task.
The constructed algorithm is implemented and evaluated on the real plant dataset
containing images of 12 different types of seedlings. We select and extract features
using computer vision algorithms. As it is shown in Table 3, the best performance is
reached with the support vector machines algorithm. The detailed result for the best
method is shown in Table 2. Some of the classes are not recognized well because of
the minor differences between some types of proposed plants. The future work aims
at improving segmentation output and at the usage of other types of image features.
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Medical Training Simulation in Virtual
Reality

Vladimir Ivanov , Sergey Strelkov , Alexander Klygach ,
and Dmitry Arseniev

Abstract Digital technologies have a significant impact on medical training.
Growing popularity of virtual and augmented reality changes the trend into virtual
simulators. We gave an overview of key market products in the field of medical
simulators in order to define main aspects for development of our own system. These
aspects are: open surgery, realistic visualization, and haptic feedback. We described
in details each of them and how it was implemented in our system. For open surgery
was used appendectomy as most common procedure of this type of the surgery. In
order to achieve realistic visualization, we implemented three different approaches
for creating realistic and accurate 3D models. For haptic feedback, we took Novint
Falcon and enhanced it with our custom grip which provides additional degrees of
freedom.

Keywords Surgical simulator · Virtual reality · Real-time rendering · 3D
visualization · 3D reconstruction · Haptic feedback · Open surgery · Laparoscopy

1 Introduction

Medical simulation is changing rapidly since the beginning of twentieth century. This
is happening due to a number of reasons. First of all, modern approaches for less
invasive surgery redefined the way how surgical procedure is happening, for example
endoscopy and robotics surgery [1]. Secondly, dramatic rise of computing power gave
an opportunity to implement complex simulations in real time. Finally, new accurate
algorithms for a rigid and soft body simulation, realistic 3D visualization, haptic
controllers, and virtual reality turn medical simulation from physical models to an
area of digital games [2].
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Fig. 1 Worldwide surgical simulation market by offering (2013–2023)

2 Modern Medical Simulation Market

2.1 Market Overview

According to Prescient & Strategic Intelligence data [3], the global surgical simu-
lation market was valued at $254.7 million in 2017 with clear growing trend and
forecasted to increase its value twice in 2023 (Fig. 1).

Another notable trend mentioned in analysis is using augmented reality (AR) and
virtual reality (VR) to enhance quality and efficiency of medical training. Thus, from
this data we can see that market will continue to grow, where digital technologies
will have a major impact.

2.2 Medical Simulators

VirtaMed. Primarily this company focused on simulator development for orthope-
dics, genecology, and urology. Such surgical simulators designed on a single flexible
platform with ability to expand and add additional procedures in the future [4]. All
simulators were combined with an anatomical model to provide the best tactile feed-
back and manipulate like in a real life. In addition, for better efficiency each virtual
procedure build with guided training, which has specific colored hints and ghost tools
to show trainees how to perform different tasks (Fig. 2).

NeuroVR. This is a platform for neurological training and enables neurosurgeons
to practice skills with a help of virtual reality (Fig. 3). Such system does not depend
on real-life models and uses haptic controllers to manipulate in VR. All range of
exercises derived from actual patient images, which provides more realistic and
accurate image of surgical procedure. The system also captures objectives metrics
and measure proficiency in procedures to track a progress in education [5].
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Fig. 2 ArthroS Ankle by VirtaMed AG

Fig. 3 NeuroVR system with stereoscopic microscopic view

Surgical Science. This company focused in development of various simulation
products, mostly for laparoscopy and endoscopy [6]. LapSim is the key product
designed to improve psychomotor skills using virtual reality with haptic feedback
(Fig. 4). It features different modules for laparoscopic exercise that arrange from

Fig. 4 LapSim with in-house developed haptic system
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Fig. 5 Surgery simulator based on open appendectomy with haptic feedback

navigation to suturing. This system also has a portable version “LapSim essence”
[7].

3 Our Approach in the Development of Medical Simulation

3.1 Key Aspects

Many different surgical simulators that available now on the market have equal
disadvantages like simplified 3D visualization and most of all designed for specific
surgical approaches, like endoscopy. On the other hand, only few related to open
surgery. For this reason, we focused on open surgery simulator for appendectomy
[8] with realistic visualization using haptic feedback (Fig. 5).

3.2 Realistic Visualization

Despite advanced real-time rendering solutions that are available now, it is still diffi-
cult to produce realistic image in surgical simulator. This is happening by various
reasons due to software limitation. One of them is using built-in graphics solution.
For this purpose, we build our system based on modern game engine which allows
using physically based shader models [9] and enhances it with our custom physics
engine to work with soft tissue (Fig. 6).



Medical Training Simulation in Virtual Reality 181

Fig. 6 Stage, where the mesoappendix is dissected

3.3 Creating Models Based on Patient’s Data and Anatomical
Atlases

There are few different methods which can be used to produce more accurate result.
One of them is taking photographs from real surgical procedure and extracting
textures [10] from these images (Fig. 7). It is also possible to build models based on
sequence of photographs using photogrammetry solution [11].

Another way is building models based on MRI or CT data [12]. For instance, we
can recreate heart model with specific pathology with a help of MRI and contouring
data [13]. This achieved through multiple stages (Fig. 8). At first, we built model
of ventricles from countering data and then projected heart master model onto them
and finally added textures based on real-life heart images.

In complex cases, where photography or tomography is not enough [14] to build
full model, we are using anatomical atlases. In case of anatomical section to reveal

Fig. 7 Photograph from surgery procedure (left), appendix model with textures (center), overall
view in surgical simulator (right)



182 V. Ivanov et al.

Fig. 8 MRI with contouring data (left), reconstructed heart 3D model (center), heart 3D model
with textures and internal structures (right)

Fig. 9 Larynx image from Gray’s anatomy atlas (left), 3D model of larynx (center), neck section
with larynx (right)

larynx position, we combined knowledge and data from multiple atlases like Gray’s
anatomy [15] and 3D atlas of human body. This helped accurately showcase larynx
in comparison with other anatomical structures like skull and muscles (Fig. 9).

3.4 Haptic Feedback

In order to achieve fully realistic visualization, we should supplement our system
with haptic feedback [16]. Not only does it help to sense virtual 3D objects, but also
it allows developing right psychomotor skills for surgeons [17].

To implement this technology, we took Novint Falcon haptic device [18] as a
basis. Despite this tool was designed primarily for games, it provides accurate haptic
feedback with three degrees of freedom (DOF). This also makes it cheapest haptic
device on the market, which reduces overall cost of simulator significantly.

In order to use this device as a tool for surgical simulator, some tweaks and
encasement are important. One of them was custom-designed grip with extra three
DOF [19] for tilting surgical tool (Fig. 10). This tool is based on absolute hall encoders
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Fig. 10 Custom-designed grip to provide extra three-degrees of freedom

[20] and transmits data as separate stream through digital-to-analog converter [21].
In addition, it has a slot for swapping different surgical instruments.

4 Conclusion

There are a lot of laparoscopy surgical simulators which are oversaturating market.
Open surgery simulators in this case can take a niche on the market and became
popular. With help of modern technologies, it became possible to implement such
complex simulators. Described solutions for creating 3Dmodels and haptic feedback
will help to achieve more realistic result in a cost-efficient way.
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Abstract Improving road safety, monitoring the vehicles, and controlling their
routes require rapid development of intelligent transportation systems (ITS). The
main tool for ITS design is computer modeling. Because such modeling is based on
either micro-level or macro-level only, the existing models of transportation systems
often represent a trade-off betweenmodeling accuracy and computation time. Hybrid
models of transportation networks, allowing one to simulate different parts of the
network using micro- and macro-models combined with the ability to synchronize
them, are currently not available. In the present work, we justify the need for hybrid
model development and suggest away to have a transition betweenmicro- andmacro-
levels of transportation network model. The paper contains the results of modeling a
segment of urban road network with mixed topology and reports computation time
required to simulate the traffic behavior in hybrid model. The proposed solution was
implemented using the SUMOmicroscopic simulator of transportation networks and
the original continual model of traffic flows. The suggested approach allows one to
greatly reduce the computation time required for modeling the traffic flows on large
areas without affecting the accuracy.
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1 Introduction

In recent years, researchers have been particularly interested in the creation and use
of intelligent transport networks (ITS), the key purpose of which is to improve road
safety, provide drivers and passengers with access to network information services
[1], and to monitor and control urban and regional traffic.

The main means of communication used in ITS are global and local wireless data
networks. Each ITS participant, a vehicle or an element of ITS infrastructure, can
act as a receiver, transmitter, or data repeater. The process of routing data between
mobile subscribers of ITS telecommunication networks in local (mesh) networks
does not allow organizing continuous reliable access to ITS services.

The main tool used in the design of ITS is computer simulation. Investigation of
the dependencies between the properties of road and network traffic is of additional
interest. These studies are necessary to build adaptive predictive models that allow
one to quickly evaluate the load on the transport and data transmission networks and
to plan reliable data transmission to ITS taking into account its dynamics.

2 The Main Approaches to the Construction of Transport
Network Models

There are two main approaches to the modeling of road traffic, which are based on
the use of microscopic and macroscopic models. Microscopic models [2] describe
the individual behavior of each road user through a set of mechanistic parameters
including the response time of the driver to changes in traffic conditions, the depen-
dence of accelerations, etc. [3]. Discrete microscopic models are the most detailed
but at the same time the most demanding on computing resources [4]. An alternative
way is to use continual models of road traffic, i.e., macroscopic models.

In constructing such models, an analogy is used with the motion of a liquid or
a gas in the framework of a continual-medium approximation where properties of
individual molecules are translated into local parameters of the medium. For such a
translation, the procedure of averaging over a control volume is used, and the volume
is chosen large enough for a large number of molecules to enter it, however much
smaller than the linear size of the area [5]. In the case of road networks, it can be
argued that the continual approach is applicable on long sections of roads with high
traffic density.

One of the first continual mathematical models of road traffic used only the
mass balance equation [6]. The main feature of such models was the appearance
of non-physical jumps in traffic compression. To eliminate this drawback, the initial
equations are reformulated as the momentum conservation equation with additional
source terms [7], taking into account the effect of the pressure gradient and relaxation
of the velocity field to a certain equilibrium value [8]. The expression for pressure
describes the mutual influence of neighboring cars and reflects the driver’s behavior
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in dense and sparse automobile flows so that with increasing density the pressure
also increases.

The road traffic hybrid model developed in [9] combines the properties of micro-
scopic and macroscopic models thus avoiding the constant calculation of the char-
acteristics of all ITS participants based on a description of the road conditions using
the average properties of vehicle flows. The use of hybrid models of road traffic
will reduce the requirements for the necessary computational resources and thereby
enable an implementation of models of urban transport networks and agglomerations
required to study the dependencies of road and network traffic.

2.1 SUMO—Discrete Micro-level Simulator

One of the popular microscopic transport network simulators [10] is Simulation
of Urban MObility (SUMO), a simulator developed at the Institute for Transport
Research (Institute of Transportation Systems, Germany). It implements a micro-
scopic discrete road traffic model and provides an open-source framework for
modeling traffic flows through road networks. SUMO implements modeling at the
microscopic level, providing an individual description of the properties of each road
user. The SUMOmodel allows one to take into account the mutual influence of road
users thereby increasing the likelihood of accident-free movement.

Traffic Control Interface (TraCI), a simulator module that provides an application
program interface for traffic modeling, allows one to retrieve various characteristics
of simulated objects and manipulate their behavior in real time. TraCI uses client–
server network architecture to interact with the SUMO. The model configuration
diagram is shown in Fig. 1.

Fig. 1 Model configuration diagram with TraCI
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2.2 The Macro-level Mathematical Model

The proposed mathematical model is based on investigations done in the field of
multiphase flow phenomena [11] and the previously developed MFlow code. The
system of equations of road traffic in the continual approximation is equivalent to
the system of Navier–Stokes equations for a compressible medium. The model is
comprised of the continuity equation and the modified equation of conservation of
momentum for a continual medium [12]:

∂ρ

∂t
+ ∂(ρV )

∂r
= 0,

∂(ρV )

∂t
+ V

∂(ρV )

∂r
+ ∂P

∂r
= ρ

τ
(Ve − V ).

The first term on the right-hand side of the momentum conservation equation
reflecting the influence of the pressure gradient in hydrodynamics comes from an
analogy with the leader–follower micro-model. This term reflects the fact that each
driver takes into account the surrounding traffic situation, i.e., accelerates and decel-
erates in accordance with the behavior of neighboring vehicles. The local value of
pressure increases with a decrease in the speed of automobile flow, which leads to an
increase of pressure gradient and the tendency of vehicles to leave the region with a
high density of vehicles.

The second term on the right-hand side expresses the tendency of the flow to
achieve a certain velocity, V e, which is optimal under certain conditions. V e is the
equilibrium flow velocity which can be reached under a uniform and homogeneous
regimenof vehiclemovement along the road. Parameterτ is a characteristic relaxation
time of the traffic flow on each section of the road, and in general depends on the
flow parameters and the type of a vehicle. The value of Ve is equal to the maximum
velocity allowed in the selected region in a simple case.

2.3 Numerical Method for the Macro-model Solution

The numerical method is based on the finite volume method and unstructured grids
[13]. The equations of the model are discretized with a second-order accuracy over
spatial coordinates. Second-order upwind schemes that satisfy the TVD criterion
are used to discretize the convective term. The discretization of time derivatives is
implemented using an implicit first-order Euler scheme. The SIMPLE algorithm is
used to calculate the pressure field and velocity [14].

The software implementation includes an autonomous builder of the road network
and the corresponding computational mesh, as well as a preprocessor and solver.
All components were developed using the C++ programming language with the
possibility of parallelization using the OpenMP library [15].
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3 Prerequisites for the Transition Between Micro-
and Macro-levels

In a significant part of the tasks associated with the development and research of ITS,
there is no need to build a microscopic model [16] provided that each fragment of the
road network is operating in a normal mode. Researchers are interested in abnormal
situations on road networks such as, for example, the failure of the elements of the
ITS communication component in predetermined sections of the road network. To
conduct an investigation of emergency situations on a fragment of a road network, it is
sufficient to describe the changes in the properties of traffic flows arriving and leaving
the area in question. Todevelop themodel thatmeets these requirements,weproposed
to use the continual model described above. The road network of a city or region
contains a significant amount of similar elements: crossroads; junctionof roads/ramps
[17]; straight/curved road sections, etc. In the present work, it is proposed to describe
individual elements of the same type of road network using the continual model
and, if necessary, proceed to the microscopic description implemented in SUMO,
ensuring the transfer of parameters characterizing the average properties of traffic
flows calculated by the continual model. The proposed approach will significantly
reduce the calculation time of the transport network model [18].

4 Interaction Between the micro- and Macro-model Levels

The integration of the continuum and discrete models is realized by transmitting
data describing the properties of road traffic on typical fragments [19] of road
network (straight sections, crossroads, ramps).Data is transmitted using sockets. This
approach allows one to simulate selected sections in parallel. The format of SUMO
model output is time;start/end;vID;speed, where time is model time; start/end is
the sign of completion or beginning of vehicle movement along the road; vID is the
vehicle ID; and speed is vehicle speed. The format ofMFlowmodel output is an array
of structures containing time2;vID2;speed2. In a discrete model SUMO, machines
are started based on input from MFlow.

The initial speed of the vehicle when it appears in the model is the maximum
allowed, that is, 16.7 m/s. The movement of the vehicle as a whole reflects the actual
behavior of the drivers. General significant parameters of the models are given in
Table 1.

In experiments with straight road sections with a length of 500 and 5000 m,
vehicles are launched alternately on each of the two lanes in the only accessible
direction. At the same time, as the observation of this experiment showed, vehicles
moving in the left lane tend to pick up a slightly higher speed than moving in the
right lane, which is consistent with the behavior of drivers in real traffic conditions.
In experiments with a T-crossroad, vehicles start in a given direction in a single
accessible lane. If the speed of the vehicles and traffic congestion on a busy section
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Table 1 SUMO and MFlow
model parameters

Vehicle parameter Value

Type Car

Length 4.5 m

Width 1.8 m

Maximum acceleration and
deceleration

3 m/s2

Distance 2.5 m

Maximum allowed speed on road 16.7 m/s (60.12 km/h)

of the road prohibits one from placing a new vehicle, its launch is canceled until the
next attempt. Attempts to start vehicles are carried out every 2, 4, 10, 20, 40, 100
simulation steps. Launching vehicles is connected to simulation steps for experiment
repeatability.

To verify the results of modeling with discrete and continual models as well as
to evaluate the gain in performance, a vehicle motion scenario was prepared and
implemented in SUMO andMFlow solver. The common closed fragment of the road
consists of the following blocks:

T-crossroads, where vehicles are divided in a 1:1 ratio and turn left or right and
continue driving;

Straight section of 5000 m where cars can change lanes;
T-crossroads, where vehicles are divided in the 1:3 ratio and turn right or continue

straight ahead;
Straight section of 500 m where cars can change lanes.
On a scheme shown in Fig. 2, vehicles move clockwise from the lower left corner.

After each fragment in the discrete model, detectors are installed that take read-
ings at the entrance and exit of the road section. The geometric dimensions of the
intersections are also shown in the figure.

5 Experiment

The road network scheme shown in Fig. 2 was used in the numerical experiment.
In our experiment, cars moved clockwise, simulating the movement on one-way
streets. The arrows indicate the direction of movement of cars as well as the fraction
of the car flow (of the entire flow on a straight segment or entering at an intersection)
moving in this direction. The number of cars leaving the road network and entering
it through all the intersections is assumed the same. This ensures consistent traffic
flow properties throughout the entire simulated section of the road network.

This road network scheme was implemented in the SUMO simulator and with
the help of a continual model. The simulation of the following components of the
scheme was implemented in the continual model: two straight sections of 500 m
length and two straight sections of 5000m length, forming a rectangle; four T-shaped
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Fig. 2 Road network
scheme

intersections (the length of each exit/entry—100 m), completing the rectangle. It
should be noted that the calculation of the individual components of the road network
within the framework of the continual model enables parallel calculations, which
leads to a further significant reduction in the simulation time [20].

During the experiment the time required to perform the continual and discrete
models was estimated. The simulation was carried out on the same computer: Intel
(R) Core (TM) i5-4210U CPU @ 1.70 GHz (4 threads, 2 cores) with 4 GB, Debian
GNU/Linux Buster 10 memory. Each model was run sequentially on the same single
core. Other processes on the core were not being run. To isolate the processor core
from the operating system scheduler, the Linux core parameter isolcpus = 2, 3 was
added, which allowed to disable threads 3 and 4 related to the 2nd processor core.
When running the simulation, a free second processor core was used by the command
taskset: taskset -c 2 python expN.py.

During each experiment, the density of the flow of cars was changed and the
(astronomical) time required was estimated. At the beginning of the experiments, the
road scheme was filled with cars according to the flow properties for the particular
experiment (for the continual and discrete models). This guarantees that the mutual
influence of vehicles is taken into account from the very beginning of the simulation.

Figure 3 shows how the simulation execution time depends on the flow density of
cars. The horizontal axis indicates the interval in model steps (the interval between
steps being 0.1 s of model time) of a new car on the road (1 car per 100 or 40, etc.
model steps).

It should be noted that for the transition between the micro- and macro-levels
of the hybrid model of the transport network, it is necessary to average the discrete
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SUMO data and feed the averages into the continual model. On Fig. 4, the graph
of the instantaneous values of the car flow on the scheme section is presented in
dark color. A T-shaped intersection was used in this particular example. Despite the
fact that the input flow of cars was set uniform and single-speed, the variation of
the resulting values in time is significant. This is due to the peculiarity of the model
implementationwhere the behavior of each road user is adjusted to the characteristics
of the flow by accelerating and slowing down, as well as changing lane or overtaking
other participants. This leads to deviations in speed bringing about a nonstationary
behavior of the car flows at the scheme exit. It is obvious that with a given flow of
cars at the entrance and the absence of exits (uncontrolled sources and drains for a
car flow) the output flow must be in a stationary mode and equal to the flow at the
entrance. Time averages were used to determine whether the algorithm has reached
a stationary regimen. The difference between the values of total flow at the exit and

0.1

0.11

0.12

0.13

0.14

0.15

0.16

0 200 400 600 800 1000

Fl
ow

, 1
/s

Time, s

Instant traffic flow AVG traffic flow

Fig. 4 SUMO simulation results and averaged values for T-shaped intersections with 40-step
vehicle start interval



Application of the Hybrid Model to Numerical Modeling of the Urban Transport … 193

entrance normalized to the input flowwas used as a criterion of achieving stationarity.
The value of the criterion was set to not exceed some predetermined value (0.001 in
our calculations), sufficient to minimize the impact of inaccuracy in the calculation
of the flow.

The time-averaged values on Fig. 4 are represented by light curve lines. For each
moment of time, the average value was calculated. With the increase in the total
simulation time, the average values converged to the value at the input. The fixing
of the average value began from the moment when the first running car left the
simulated fragment of the road. The dependence presented on Fig. 4 shows that
the SUMO model quickly enters the stationary mode, which allows for a transition
between the continual and the discrete models.

Based on the results obtained, it can be concluded that the hybrid model of the
road traffic is applicable and effective. Within the framework of the hybrid model, a
transition criterion and a procedure for averaging data during the transition from the
SUMOmodel to the continual model are proposed, and a complex section of the road
network is modeled. It is shown that, within the framework of the proposed approach,
numerical modeling can be accelerated not only due to the transition between the
discrete and continual models, but also due to the parallel calculation of individual
road segments in both the continual and discrete approaches.

6 Conclusion

The paper presents a comparison of the execution time of the SUMO simulator,
which implements a microscopic model of road traffic, and the MFlow code, which
operates within a continual model. The continual model leads to a more than tenfold
reduction in the time required to model individual fragments of the road network,
which is confirmed by the presented experimental results. The key feature of the
original continuum model is almost constant execution time. This is explained by
the facts that (1) the proposed solution uses a fixed set of mesh cells to calculate the
averaged flow characteristics, and (2) description of each individual traffic participant
is eliminated altogether.

Based on the data obtained, it can be concluded that the development of a hybrid
model of road traffic is feasible and promising. The reduction in simulation time
due to the use of the hybrid model is ensured by transferring from the micro-model
the averaged values of the parameters of traffic flow at the input of typical frag-
ments of road networks (straight highways, crossroads) to the macro-model, calcu-
lating the averaged values of traffic flow at the output of typical fragments using the
macro-model, and transferring the obtained values to the micro-model or for further
calculation of typical fragments in the continuum model.

Acknowledgements The reported study was supported by RFBR, research project No. 18-07-
00430.
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Synchronization Scheme for UWB
Wireless Sensor Network System

Iuliia Tropkina , Sergey Zavjalov , and Dong Ge

Abstract Ultra-wide band (UWB) is a modern radio technology that is popularly
used in wireless sensor networks (WSNs) due to high resistance to multipath fading
in conditions of numerous reflective surfaces. However, a cost of an ultimate device
can be very high because of problems of ultra-short impulse processing. Hence,
we are focused on the synchronization task to employ the UWB technology for
a WSN, which has a large number of nodes. We utilize the non-coherent novel
approach to detect a signal at the receiving side and for this scheme, it is necessary
to choose preamble that has the best properties. In this paper, we compare the auto-
correlation and cross-correlation properties of M-sequences and optical orthogonal
codes (OOCs) to reveal the best one for transmission by one user and several users
asynchronously.Also,wedepict the best preamble threshold value using theBayesian
approach.

Keywords UWB · Wireless sensor network · Synchronization · OOC ·
Orthogonal codes · M-sequences

1 Introduction

Over the last decade, WSNs have been successfully applied in many engineering
fields such as aircraft, shipbuilding area, and many over fields [1–4]. Nodes of
these systems provide the following functions: data collection from different sensors,
preliminary data processing, as well as energy harvesting by thermal gradient. The
last one is implemented using special thermoelectric generators that ensure decline
of power consumption of modules [5–7].

I. Tropkina (B) · S. Zavjalov
Peter the Great St. Petersburg Polytechnic University, St. Petersburg, Russia
e-mail: tropkina2.yua@edu.spbstu.ru

D. Ge
Tsinghua University, Haidian District, Beijing, People’s Republic of China

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
N. Voinov et al. (eds.), Proceedings of International Scientific Conference
on Telecommunications, Computing and Control, Smart Innovation, Systems
and Technologies 220, https://doi.org/10.1007/978-981-33-6632-9_17

195

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6632-9_17&domain=pdf
https://orcid.org/0000-0001-5055-0586
https://orcid.org/0000-0003-3398-3616
https://orcid.org/0000-0003-3950-222X
mailto:tropkina2.yua@edu.spbstu.ru
https://doi.org/10.1007/978-981-33-6632-9_17


196 I. Tropkina et al.

It is possible to provide high multipath fading resistance for WSNs. Many studies
are focused on reduction of out-of-band emission to avoid effect of intersymbol
interference on characteristics of a device [8, 9]. These studies consider intersimbol
interference in term of signal specter, but UWB technology allows to solve this
problem in time domain. A very short signal duration prevents two signals from
overlapping; therefore, the performance of the system becomes higher.

For these UWB systems, it is possible to choose correct multiple access scheme
at a receiving side to provide required performance. In addition, pulse duration in
UWB systems is of the order of ns; thus, a high-speed ADC is demanded for accurate
signal recovery. Nevertheless, such ADCs require a lot of energy and cost. There-
fore, the second main problem we are focused on is the problem of synchronization.
Some works consider different types of receivers. Basically, there are two main
groups of receivers: coherent and non-coherent. A coherent RAKE-type receiver
requires large complexity of a scheme and, thus, more cost. However that leads to
improvement of final performance of a device [10]. Also, in these receivers, accu-
rate timing acquisition and channel estimation are required. The second broad class
of receivers is divided on energy detection receivers and auto-correlation receivers
(AcRs). An energy detector (ED) is most simple receiver structure suggested for
UWB. It squares the received signal and accumulates its energy over a defined
interval using analog hardware [11–13]. The AcR is more robust against inter-pulse
and intersymbol interference than an ED [14, 15].

In our paper, we use a novel approach to detect a signal. Instead of a set of elements
for integration, we use only one comparator and a D-trigger that simplifies the final
circuit. For this type of detection, it is reasonable to use preamble signal search.
This approach solves the problem of multiple access, as well. Because of it, the
goal of this work is an investigation of an effect of preamble choice on performance
characteristics of the scheme. We compare two cases: the simultaneous transmission
by several users and the transmission utilizing Aloha access control protocol. In
addition, we reveal the best threshold value and explore which a sequence is more
stable to length changing.

The rest of the paper is organized as follows. Section 2 introduces the receiver and
the transmitter modeling for the UWBWSN, as well as the modeling of multisignal
scenario with adding additive white Gaussian noise (AWGN) to the channel. The
definition and properties of different sequences, which can be employed as preamble
are given in Sect. 3, while the results are discussed in Sect. 4. Conclusions are drawn
in the last section.

2 System Modeling

In this section, the UWB WSN modeling is represented. The implementation of
the real device and performance characteristics of the real scheme are described in
[16, 17].
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2.1 Transmitter

The modeling of the UWB WSN system is shown in Fig. 1. Primarily, the massive
with sequences which have the best correlation and auto-correlation properties is
created for each user. Data bits are formed and fed into the spreading block,where one
of extending sequences is used according to preamble number. In our investigation,
we implement OOC as spreading sequences, because it has stability to different
cases of signal overlapping. Then, the extended data and corresponding preamble
are combined together and modulated using the on–off keying (OOK) modulation
scheme. According to this scheme, each chip is replaced by absence or presence
of a pulse in each pulse repetition interval. An UWB transmitter sends a stream of
ultra-short pulses, occupying several GHz bandwidth. The monocycle shape is the
first derivative of a Gaussian impulse that can be described as

w(t) = A0

(
t

Tw

)
exp

(
−

(
t

Tw

)2
)

, (1)

where Tw is the monocycle duration; A0 is the monocycle amplitude.
The final transmitted signal of the ith bit β i is described by the following equation:

r(t) =
F−1∑
j=0

βiw(t − iTb − jTp), (2)

Fig. 1 Modeling of the
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where F is the number of pulses per data bit; T p is the pulse repetition period;
and T b = FT p is the bit duration.

At the end, the same packets are added several times to estimate BER performance
more accurately.

2.2 Signal-to-Noise Ratio Control

The signals fromN receivers are summed over an AWGN channel. To control signal-
to-noise ratio (SNR), we use the following approach. Each signal from one of UWB
transmitters is multiplied to coefficient W to reach necessary SNR value. To be
precise, in this work, the energy per pulse to noise power spectral density ratio is
used to avoid influence whole signal energy due to different number of ones in the
extending sequences.

W = 1√
Ep

N0(10SNRcontrol/10)

, (3)

where Ep is the energy of one pulse; SNRcontrol is the controlled value of energy
per pulse to noise power spectral density ratio; and N0—is the spectral density of
randomly formed noise.

2.3 Receiver

The data processing at the receiving side begins with the energy detection block.
If the received signal enhances the threshold value, a logical “1” will be recorded.
For another case, a logical “0” will be recorded. The comparator threshold value can
be determined according to signal-to-noise ratio [18]. In our paper, the comparator
threshold value is equal half of impulse amplitude. Then, preamble search in an
input signal follows. The block of correlation processing performs this function.
After signal detection, a steam of logical ones and zeros is fed into the decoder block
to get useful data bits.

3 Orthogonal Sequences

3.1 Definition and Properties of OOC

The optical orthogonal code is a family of {0, 1} sequences. OOC sequences have to
satisfy the following two properties to provide orthogonality among different users:
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• Each sequence should be distinguished from a time-shifted version of itself (auto-
correlation constraint).

• Each sequence should be distinguished from a possibly time-shifted version of
another sequence (cross-correlation constraint).

These sequences are described by following parameters: number of elements in
sequence, weight of the sequence, auto-correlation constraint, and cross-correlation
constraint. When last two parameters are equal 1, OOC sequence will have the best
correlation characteristics. Thus, each sequence can be expressed as

Su = su,0, su,1, . . . , su,F−1, (4)

where u = 1, 2, …, N; N is the number of users; F is the number of elements in
a sequence; and su, j ∈ {0, 1}.

The relation between the auto-correlation and the auto-correlation constraint is
determined as

θuu(τ ) =
F−1∑
j=0

su, j .su,(( j+τ)modF) ≤ λa(τ �= 0), (5)

where λa is the auto-correlation constant; τ is the shift in term of elements of
sequence; and �uu (0) is equal to the weight of the sequence K.

The relation between the cross-correlation and the cross-correlation constraint is
given as

θuw(τ) =
F−1∑
j=0

su, j .sw,(( j+τ)modF) ≤ λc, (6)

where λc is the cross-correlation constant.
The optimal length of a sequence can be described by the following equation:

Fopt = N · K · (K − 1) + 1. (7)

The example of auto-correlation and cross-correlation function of two different
OOC sequences with length 551 elements is represented in Fig. 2.

3.2 Definition and Properties of M-Sequences

M-sequences are pseudo-random binary sequences, which are completely controlled
by the tap sequence. It has approximately the same number of ones and zeros. A tap
sequence defines which bits in the current state will be combined to determine the
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Fig. 2 Plot for the auto-correlation function of two OOC sequences at the left side and the cross-
correlation function at the right side

input bit for the next state. The combination is generally performed using module-2
addition.

We assess the auto-correlation and cross-correlation functions of M-sequences
forming different ways to choose more effective one. M-sequence can be formed
utilizing two polynomials or dividing one sequence to several parts.

It can be seen from Fig. 3 that lobes of the auto-correlation and cross-correlation
function are lower for case of using two different polynomials for M-sequences
forming. We use this type of creating sequences in the future investigation to keep

Fig. 3 Plot for the auto-correlation function normalized on the length of the preamble of two
M-sequences on the left side and the cross-correlation function normalized on the length of the
preamble at the right side
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high performance characteristics. Other sequences, for example,Walsh codes, do not
consider, due to insufficient correlation properties.

4 Results and Discussion

In this section, we summarize the results on the performance of the UWB WSN
system using M-sequences and OOC as preambles. We use the transmission of the
packet that contains 24 information bits. The number of experiments was chosen
100,000 times to take into account statistics (Fig. 4).

Firstly, we determined the best decision of preamble threshold value utilizing
the Bayesian approach. According to the dependence of false alarm probability on
signal-to-noise ratio, the preamble threshold value enhanced one fifth of preamble
length provides the false alarm probability equaled zero. The choice of a comparator
threshold does not affect false alarm probability. However, preamble threshold value
has to be as small as possible corresponding to the probability of detection curve.

Secondly, we compared M-sequences and OOC using the BER estimation using
different length of sequences. The ideal curve of transmission without a preamble
is shown. As can be seen from Fig. 5, M-sequences ensure the best performance
characteristics for case of transmission by only one user. However, OOC sequences
are more stable to length changing.

Figure 5 depicts the case of asynchronous transmission by different number
of users. For this purpose, random shift intervals are added between signals from
different users in time domain. According to the figure, if we increase number of
users, the performance of schemewill becomebetter for case of usingOOCsequences
compared with M-sequences. OOC sequences contain small number of pulses that

Fig. 4 Plot for value of false alarm probability versus preamble threshold value at the left side
and plot for value of probability of detection versus SNR value at the right side. A—the impulse
amplitude; L—the preamble length
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Fig. 5 Plot for value of BER versus energy per pulse to noise power spectral density ratio for only
one transmitting user using M-sequences and OOC sequences at the left side and plot for value
of BER versus energy per pulse to noise power spectral density ratio for the case of asynchronous
transmission by different number of users at the right side

lets to increase number of users that makes this schememore effective in UWBWSN
systems, which use the OOKmodulation and an energy detector at the receiving side.
OOC sequences can be applied in systems utilizing Aloha access control protocol.

5 Conclusion

In this paper, we presented the modeling of an UWB WSN system considering
problem of multiple access and synchronization scheme.We determined that the best
decision of preamble threshold value is one fifth of preamble length. The results show
thatM-sequences ensure the best performance characteristics for case of transmission
by only one user, but OOC sequences are more stable to preamble length changing.
In addition, if number of users is high or Aloha access control protocol is used,
OOC sequences will demonstrate the best characteristics. Thus, we determined an
effective choice of sequences used for preambles in UWBWSN systems, which use
OOK modulation and energy detector at the receiving side.
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The Deep Survival Forest
and Elastic-Net-Cox Cascade Models
as Extensions of the Deep Forest

Lev Utkin , Andrei Konstantinov , Anna Meldo , Victoria Sokolova ,
and Frank Coolen

Abstract Two new survival models, the deep survival forest and the Elastic-Net-
Cox Cascade, are presented in the paper. They can be regarded as a combination of
random survival forests and the Elastic-Net-Cox models with the deep forest (DF)
proposed by Zhou and Feng. The main ideas to construct the models are to replace
the original random forests incorporated into the DF with the corresponding survival
analysismodels.A stacking algorithm implemented in the deep survival forest and the
Elastic-Net-Cox Cascade, which can be regarded as a link between the DF levels,
uses quantiles of the random time-to-event and the mean time-to-event computed
from the estimated survival functions at every level of the DF. Numerical examples
with real data illustrate the proposed models.

Keywords Random forest · Survival tree · Deep learning · Stacking · Survival
analysis · Cox model

1 Introduction

One of the important peculiarities ofmany systems dealingwith diagnosis statements
and making decisions about a corresponding treatment is availability of censored
data,which are usually considered in the frameworkof survival analysis [1].Censored
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data usually take place in studying time-to-event where only partial (censored) infor-
mation instead of precisemeasurement of survival time is available for some subjects.
The importance of survival analysis demonstrates significant growth nowadays due to
the increasing role of machine learningmodels and algorithms dealing with censored
data.

There are three main groups of the survival analysis models. The first group
consists of parametric models, which use some well-known probability distributions
in order to model real processes such that the parameters of the probability distri-
butions become to be the main goal of survival analysis. These models are the most
efficient under condition that the probability distributions are known. However, this
condition is usually violated. In contrast to the parametric models, semi-parametric
models, which make up the second group, make no assumption about the distribu-
tion of time-to-event, but domake assumptions about how covariates change survival
experience. One of the well-known semi-parametric models is the Cox proportional
hazards model [2] where the baseline hazard is allowed to vary with time. This is the
most popular model in survival analysis. Being a semi-parametric model, the Cox
model does not require knowledge of the probability distribution of time-to-event.
The proportional hazards assumption in the Cox model means that different subjects
have hazard functions that are proportional, i.e., the ratio of the hazard functions for
two subjects with different covariates is a constant and does not vary with time [3].
This is an important assumption which, however, restricts the model application. As
a result, the Cox model is based on using the linear proportional hazards condition.

It should be noted that the Cox model is a useful and quite interesting technique
which effectively allows us to process survival data and to estimate how different
features or covariates impact on the corresponding hazard function. Therefore, one
can find a huge amount of work devoted to the Cox model and its modifications in
the literature [4–7].

The third group of survival models contains nonparametric or distribution-free
models, which are used when no theoretical distribution adequately fits the data.
Moreover, they do not assume a specific relationship between covariates and the
survival time like the Cox model. One of the well-known and popular nonparametric
survival models is the Kaplan–Meier model, which is based on individual survival
times and assumes that censoring is independent of survival time, that is, the reason
an observation is censored is unrelated to the cause of failure.

In spite of many advantages of the Cox model and its popularity, it cannot be
applied to analyze applications when survival data have a high dimensionality, when
the relationship between covariates and the time-to-event is nonlinear, or when the
amount of observations is rather small. In order to overcome these obstacles and
conditions, a lot of approaches have been proposed. It is important to point out
that these approaches are concerned with semi-parametric models, for example, the
Cox model, as well as nonparametric models. There are various Lasso modifications
(adaptive Lasso, group Lasso, etc.) of the Cox model [8–11]. In fact, these modifi-
cations introduce the regularization into the Cox model in order to restrict the set of
model parameters and to adapt theCoxmodel to approaches used inmachine learning
frameworks. The aforementionedmodifications opened a set of new survival models.
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One of these models is the so-called Elastic-Net-Cox model which is based on the
extension of the Cox model with the linear combination of the L1-norm penalty and
L2-norm penalty [12]. However, all these models do not overcome the assumption of
the linear relationship between covariates and the time-to-event. Therefore, a lot of
newmodels have been developed in order to avoid the assumption of linearity. Part of
themodels is based on using neural networks as a functionwhich links covariates and
the survival time [13–17]. Other models use the support vector machine approach
for dealing with survival data [18–21]. Strongly speaking, it should be noted that
most proposed models cannot be viewed as extensions of the Cox model. Some of
the models belong to the nonparametric models.

A lot ofmodels have been proposedwhich are based onusing the so-called survival
decision trees and random survival forests (RSF). The corresponding decision trees
and random forests (RFs) [22] differ from the original well-known similar machine
learning models by splitting criteria applied to decision trees, which use peculiarities
of the censored data analysis [23–26]. It turned out that random survival forests can
be regarded as one of the best models for survival analysis, especially when the
training set is small or when a lot of censored examples are available in the training
set.

One of the important questionswhenwe dealwith survivalmodels is ameasure for
evaluation of the quality ofmodels and for tuning them.Theproblem is that traditional
measures of predictive performance cannot be directly used due to censoring, and
they have to be modified in order to take into account the censoring.

There are several measures for evaluating survival analysis, including the concor-
dance index (C-index) [27], the L1-loss (the average absolute value of the differ-
ence between the true time-to-event and the predicted time), the Brier score (the
mean squared error between the {0, 1}-event status at some predefined time and the
predicted survival probability at the same time), etc. We use the C-index for evalu-
ating survival analysis and the model quality. This measure estimates how good the
model is at ranking survival times.

One can see from the above that a lot of machine learning models are available
for performing survival analysis. However, a lot of new effective machine learning
models have been developed in the last years. It is necessary to adapt these models
to solving the survival analysis problems. One of the interesting models developed
in the last years is the so-called deep forest (DF) [28]. This is an ensemble-based
model which includes a set of the RFs organized in a special form of levels of a forest
cascade, similarly to layers in neural networks. In contrast to neural networks, the
DF contains many RFs instead of neurons. Therefore, the problem to adapt the DF
to survival analysis problems arises, and it is solved below. First of all, it is proposed
to replace the RFs with RSFs. This is an obvious replacement. One of the important
peculiarities of the DF is a scheme of the feature vector forming for its use at the next
levels of the DF cascade. When we solve a classification problem by means of the
DF, an output vector at a level of the original DF cascade is formed by concatenating
the original feature vector of a training or testing example with the class probability
vector (augmented features) obtained by averaging the class probability vectors of
all trees. In other words, results of classification at a level of the forest cascade are
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used for training and building RF at the next level. This important peculiarity of the
DF establishes a connection between levels of the forest cascade.

The main aim of the presented work is to develop a deep survival forest (DSF),
which can be regarded as an extension of the DF in the case of censored data for
survival analysis. Unfortunately, the approach for forming the connection between
levels of the forest cascade by means of the concatenation of augmented features
with original feature vectors cannot be used directly for the DSF because outputs of
RSFs differ from the original RFs. Therefore, we propose a modification of the DF
algorithm by using outputs of the RSFs. The augmented features for concatenation
with the original feature vector are proposed to consist of two parts. The first part
of the augmented features consists of a set of quantiles of the time-to-event. The
second part consists of the mean time-to-event computed by using the obtained SF.
By using the above ideas, we construct the DSF which solves the survival analysis
problem. Moreover, we construct a cascade structure which is similar to the DSF,
but the Elastic-Net-Cox models are used instead of the RSFs. This structure is called
the Elastic-Net-Cox Cascade (ENCC).

Two main strategies of the DSF construction were studied and analyzed. The first
one uses accumulation of augmented features with every level of the forest cascade
such that the length of the feature vector increases with levels. The second strategy
uses only accumulated features computed at the last level, and the augmented features
of all previous levels are forgotten. As a result, the length of the feature vector is not
changed at levels of the forest cascade. It should be noted that the second strategy
has outperforming results in comparison with the first one. Therefore, we give the
numerical results only for the second strategy.

This paper is organized as follows. Section 2 provides some definitions of survival
analysis including the survival and cumulative hazard functions, the Cox model and
the Kaplan–Meier estimator. An extension of the Cox model using some types of
regularization is given in Sect. 3. RSFs are introduced in Sect. 4. The DF proposed
by Zhou and Feng [28] is described in Sect. 5. Architectures of the DSF and the
ENCC are considered in Sect. 5. Section 6 provides results of numerical experiments.
Concluding remarks are made in Sect. 7.

2 Some Basic Definitions of Survival Analysis

For simplicity, we will use the term patient to indicate a subject of interest. A training
setD usually consists of n triplets (xi , δi , Ti ), i = 1, . . . , n, where every triplet char-
acterizes a patient such that xi = (xi1, . . . , xim) ∈ X ⊆ Rm is the vector of the patient
parameters or features; Ti ∈ R+ is time-to-event of the patient; δi = 1 corresponds
to an uncensored observation; and δi = 0 indicates a censored observation. We aim
to estimate the time to the event T for a new patient having a feature vector x.

Key concepts of survival analysis are the survival function (SF) and the cumulative
hazard function (CHF). The SF S(t) is the probability of surviving up to time t.
Suppose we have the ordered times-to-event for patients: T1 ≤ T2 ≤ · · · ≤ Tn . The
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estimated SF can be expressed as follows (the Kaplan–Meier estimator):

Ŝ(t) =
∏

Ti<t

ni − di
ni

,
where ni is the total number of individuals at risk (alive and not censored) just

prior to Ti ; di is the total number of events happening until time Ti .
The CHF H(t) is defined as the integral of the hazard function h(t) which is the

rate of event at time t given that no event occurred before time t [1].
An important model in survival analysis is the Cox proportional hazards model

[2]. In accordance with the model, the hazard function h(t|x) at time t given the
feature vector x is defined as follows:

h(t |x) = h0(t) exp
(
xbT

)
,

where h0(t) is a baseline hazard function; b = (b1, . . . , bm) is an unknown vector
of regression coefficients.

To find parameters of the Cox model, the partial likelihood is used of the form:

L(b) =
n∏

j=1

[
exp(x jbT)∑
i∈R j

exp(xibT)

]δ j

.

Here R j is the set of patients who are at risk at time t j .
Another important concept in survival analysis is a measure for comparison of

different survival models, called the C-index [27]. This is a probability that the event
times of a pair of patients are correctly ranked. Let t1, . . . , tn be predefined time
points. Then there holds

C = 1

M

∑

i :δi=1

∑

j :ti<t j

1
[
Ŝ(ti |xi ) > Ŝ(t j |x j )

]
.

HereM is the number of all comparable or admissible pairs (a pair is not admissible
if the events are both right-censored or if the earliest time in the pair is censored);
1[a] is the indicator function taking the value 1 if a is true, and 0 otherwise.

3 The Elastic Net Method in Survival Analysis

In order to restrict the set of model parameters and to deal with high-dimensional
data when the number of features in the given data is almost equal to or even exceeds
the number of training examples, regularized Cox models have been introduced [10,
11, 29]. These models can be regarded as new survival models, but they preserve
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the linear relationship between features and the time-to-event. One of the models,
called the Lasso-Cox, is an extension of the well-known Lasso model [9] on survival
analysis. The Lasso-Cox is based on incorporating the L1-norm penalty into the
partial likelihood L(b). This penalty is of the form λ

∑m
k=1 |bk |, where λ is a hyper-

parameter which controls the strength of the regularization. In the same way, the Cox
model can be extended by using the L2-norm penalty λ

∑m
k=1 b

2
k (Ridge-Cox) and

by using the linear combination of the L1-norm penalty and L2-norm penalty with
a coefficient α ∈ [0, 1] (Elastic-Net-Cox) [12]. The Elastic-Net-Cox model uses the
penalty.

λ

(
α

m∑

k=1

|bk | + (1 − α)

m∑

k=1

b2k

)
.

Our aim is to incorporate the Elastic-Net-Coxmodel into the cascade structure like
the DSF and to compare it with the DSF based on applying RSFs. The corresponding
cascade structure will be called the Elastic-Net-Cox Cascade (ENCC).

4 Random Survival Forests and Deep Forests

Let us give somedefinitions of theRSF.Every decision tree in theRSFdiffers from the
original decision trees by splitting rules. There are several splitting rules, for example,
the log-rank rule, the approximate log-rank splitting rule, and the conservation of
events splitting rule. Their detailed descriptions can be found in [6, 30]. An algorithm
of constructing the RSF is described by Ishwaran et al. [30] in detail. The output of
every tree is the CHF estimate defined by means of the Nelson–Aalen estimator. The
ensemble CHF estimate for a patient is obtained by averaging CHFs of all trees.

Before considering the DSF and the ENCC, we briefly introduce the DF [28]. The
DF architecture is a cascade which consists of a set of levels such that each level
receives feature information processed by its preceding level, and outputs its result
to the next level [28]. The important idea underlying the DF is a class probability
distribution computed for every decision tree and each feature vector, and producing
a RF class vector. In order to use the results of classification at some level of the
forest cascade, the RF class vectors are concatenated with the original vector to be
the input to the next level of the cascade. An architecture of the DF proposed by
Zhou and Feng [28] is shown in Fig. 1.

Our aim is to modify the DF structure in order to adapt it to survival analysis.
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Fig. 1 DF architecture

5 The DSF and the ENCC

In order to adapt the DF to survival analysis, we propose to implement the following
ideas. First of all, RFs should be replacedwithRSFs.However, this replacement raises
a question which is very important for implementing the DSF: How to construct the
augmented feature instead of the class probability vectors used in the DF? We have
to choose some representation of every RSF output for an efficient implementation
of the stacking algorithm. This representation should be useful for the next levels
and should show how exactly an example has been analyzed at the previous level.

Note that the SF S(t) is the most informative representation of the results. There-
fore, we use the SF to represent it as the augmented features. Unfortunately, we
cannot apply the whole SF because it may have too many jumps. Moreover, it may
mask the original feature vector if this vector has a small number of elements. A
reasonable way to overcome this difficulty is to consider quantiles of the random
time to event, which can be obtained from the SF Ŝ f (t |xi ) corresponding to the i-th
patient. Let us take v–1 quantiles which have the values ti (p1), . . . , ti (pv−1) such
that

ti (pk) = inf{t : pk ≤ 1 − Ŝ f (t |xi )}, pk = k/v, k = 1, . . . , v − 1.

Now we can concatenate v–1 quantiles with the original feature vector. The value
v is a tuning parameter. It should be noted that the quantiles of the time to event in
the DSF play the same role as the class probability distributions in the DF.

The next feature we propose to use as an augmented feature is themean time to the
event ai of the i-th patient, which can be simply computed from the SF Ŝ f (t |xi ) by
integrating. The motivation for choosing the mean value as an augmented feature for
use at the next forest cascade levels is to reduce some bias in statistical characteristics
of the corresponding random variables.

Finally, the vector A(k, q) of augmented features for the i-th patient, computed at
the q-th level of the forest cascade by using the output of the k-th RSF, can be written
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as

A(k, q) =
(
t (k, q)

i (p1), . . . , t
(k, q)

i (pv−1), a
(k, q)

i

)
.

Then the whole feature vector for training or testing at level q + 1 is determined
as follows:

x(q+1)
i ← (

xi , A(1, q), . . . ,A(K , q)
)
.

Here K is the number of RSFs at a level. We suppose for simplicity that all levels
of the forest cascade have the same numbers of RSFs.

An important question raises with respect to the method for determining the
concatenated feature vector for the next level. We have to define how to use the
augmented features A(k, q). In order to answer on this question, we propose to apply
two main strategies and then to study them.

The first strategy defines the vector x(q+1)
i as concatenation of the original vector

and the augmented features obtained at the previous q-th level. As a result, lengths
of the vectors x(q+1)

i are identical for all levels, and they do not depend on levels. We
remember only the previous level of the forest cascade.

The second strategy defines the vector x(q+1)
i as concatenation of the original

vector and the augmented features obtained at all previous levels. In this case, we
remember all previous levels of the forest cascade. The vector x(q+1)

i can also be
defined as concatenation of the vector x(q)

i from the previous q-th level and the
augmented features obtained at the q-th level, i.e., there holds

x(q+1)
i ←

(
x(q)

i , A(1, q), . . . ,A(K , q)
)
.

Every strategy has some pros and cons. On the one hand, the second strategy is
more informative in comparison with the first one because it exploits results obtained
at all levels. On the other hand, the second strategy leads to complicated calculations
especially at the last levels of the forest cascade. Moreover, worse learning results at
the first levels may negatively impact on the final results. Similar arguments in favor,
or against, of the first strategy can be provided. An optimal choice of strategy can be
determined only by studying a certain dataset.

Figure 2 illustrates one of the possible implementations of the DSF architecture.
The considered DSF uses the first strategy of using augmented features. One can
see from Fig. 2 that every level of the forest cascade contains three RSFs. So, three
vectors of augmented features A(1, q), A(2, q), A(3, q) are used at every level. The
output of the last level consists of three CHFs in Fig. 2. The output of the whole DSF
is a CHF computed by averaging CHFs obtained at the last level. It can be seen from
Figs. 1 and 2 that the architectures of the DF and the DSF are similar. However, they
are different because they consist of quite different components.
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Fig. 2 DSF architecture

The ENCC has the same architecture, but every RSF is replaced with the Elastic-
Net-Cox model.

6 Numerical Experiments

In order to investigate the proposed DSF and ENCC models, we use the following
publicly available datasets:

The chronic myelogenous leukemia survival (CML) dataset consists of 507
observations (7 features). The dataset can be obtained via the “multcomp”R package.

The lupus nephritis dataset (LND) contains data on 87 patients (3 features). The
dataset is from https://www.stat.rice.edu/~sneeley/STAT553/Datasets/survivaldata.
txt.

The heart transplant dataset (HTD) contains data on 69 patients (2 features)
receiving heart transplants. The dataset can be obtained from https://lib.stat.cmu.
edu/datasets/stanford.

The gastric cancer dataset (GCD) contains data on survival of 90 patients (4
features) with locally advanced, non-resectable gastric carcinoma. The dataset can
be obtained via the “coxphw” R package.

The DSF and the ENCC are implemented using Python. Cross-validation is
appliedwith 100 repetitions for evaluating the C-index such that 80% of data are used
for training and 20% are for testing. Moreover, we used 8 quantiles as augmented
features, the accumulation of augmented features with every level of the forest
cascade, one RSF or Elastic-Net-Cox model at every level, and 100 decision trees in
every RSF.

Figure 3 illustrates the C-index as a function of the number of cascade levels
for the DSF and ENCC models obtained for the dataset CML. Numerical results
corresponding to the DSF are depicted by the dash-and-dot line, results obtained for
the ENCC are represented by the solid line. It can be seen from Fig. 3 that there is

https://www.stat.rice.edu/~sneeley/STAT553/Datasets/survivaldata.txt
https://lib.stat.cmu.edu/datasets/stanford
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Fig. 3 Comparison of the DSF and ENCC models on the dataset CML

some improvement of the ENCC with the number of cascade levels. However, we
also observe that the C-index of the DSF is significantly reduced.

Figure 4 shows the same dependencies, but for the dataset GCD. We again see
from Fig. 4 that the ENCC outperforms the DSF for the number of levels larger than
2. We also see that the C-index of the ENCC is increased with the number of cascade
levels.

Interesting results can be seen from Fig. 5 where the models are used to analyze
the dataset LND. The DSF clearly outperforms the ENCC. Moreover, we observe
the growth of the C-index of the DSF at the second level of the forest cascade.

Fig. 4 Comparison of the DSF and ENCC models on the dataset GCD
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Fig. 5 Comparison of the DSF and ENCC models on the dataset LND

At the same time, we have to point out that the C-indexmay be reducedwith levels
of the cascade. For example, results for the HTD dataset shown in Fig. 6 demonstrate
this reduction for the DSF as well as for the ENCC.

These numerical experiments imply that efficiency of the studied models strongly
depends on the corresponding dataset and cannot be predicted before experiments.

Fig. 6 Comparison of the DSF and ENCC models on the dataset HTD
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7 Conclusion

Two new survival models have been proposed in this paper. Themain idea underlying
these models is to modify the DF by replacing the RFs with the RSFs and the Elastic-
Net-Cox models. Moreover, a special stacking algorithm has been proposed in order
to connect pairs of cascade levels. The proposed models contribute into survival
analysis by improving the original RSFs and the Elastic-Net-Cox models which are
considered as weak regressors.

Two main directions for further research can be pointed out. First, the models can
be improved by using adaptive weighted schemes which can be viewed as extension
of the adaptive weighted deep forest [31], where weights are assigned to training and
testing examples in accordance with the results. The weights allow us to control the
training and testing processes. Second, the models can be improved by implementing
the feature selection procedure at every level of the cascade. This idea allows to reduce
the training time significantly and may increase the survival analysis accuracy.
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An Explanation Method for Siamese
Neural Networks

Lev Utkin, Maxim Kovalev, and Ernest Kasimov

Abstract A new method for explaining the Siamese neural network is proposed.
It uses the following main ideas. First, the explained feature vector is compared
with the prototype of the corresponding class computed at the embedding level (the
Siamese neural network output). The important features at this level are determined as
featureswhich are close to the same features of the prototype. Second, an autoencoder
is trained in a special way in order to take into account the embedding level of the
Siamese network, and its decoder part is used for reconstructing input data with the
corresponding changes. Numerical experiments with thewell-known datasetMNIST
illustrate the propose method.

Keywords Interpretable model · Explainable intellect · Siamese neural network ·
Prototype · Embedding · Autoencoder

1 Introduction

Deep models play an important role in making prediction for many applications.
However, a lot of machine learning techniques are not explainable, they are black
boxes and do not explain their predictions. This may be a problem for applying
the models to various field, for example, to medicine. Therefore, a lot of explana-
tion models have been developed, which can be viewed as special meta-models for
explaining the deep model predictions [1, 2].

A lot of machine learning models are regarded as black boxes, i.e., it is assumed
that we do not know any details of the black-box model, for example, its structure,
parameters, etc., but its input and the corresponding output are known and can be
used for training the explanation model. A well-known method is the Local Inter-
pretableModel-agnosticExplanations (LIME) [3].According to theLIME, the expla-
nationmay be derived locally from randomly generated synthetic neighbor examples.
There are also modifications of the LIME, for example, ALIME [4], NormLIME [5],
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DLIME [6]. Another well-known method is the SHAP [7] and its modifications [8,
9]. It should be noted that there are also alternative methods, for example, influ-
ence functions [10], a multiple hypothesis testing framework [11], counterfactual
explanations [12].

Some explanationmethods use a prototype technique which selects representative
instances (prototypes) from the training data, for instance, from examples belonging
to the same class [13, 14].

Another interesting idea realized in many explanation methods is the perturbation
technique [15, 16]. These methods assume that contribution of a feature can be
determined by measuring how prediction score changes when the feature is altered
[7]. At the same time, the perturbation technique may be computationally hard when
perturbed inputs have a lot of features, for example, pictures.

We have to point out a number of interesting survey papers devoted to explainable
methods [17–19], which cover many questions related to the methods.

We consider an approach which is agnostic to the black-box model. This means
that we do not know or do not use any details of the black-box model. Only its input
and the corresponding output are used for training the explanation model.

To the best of our knowledge, there are no appropriate algorithms for explaining
the Siamese neural network (SNN). Therefore, we propose a method to explain the
SNN [20, 21] as the black-box model. The SNN consists of two identical neural
subnets sharing the same set of weight. The SNN aims to compare a pair of feature
vectors in terms of their semantic similarity or dissimilarity. It realizes a nonlinear
embedding of data with the objective to bring together similar examples and to move
apart dissimilar examples. SNNs have been applied to various problems, including
image recognition and verification, visual tracking, novelty and anomaly detection,
one-shot and few-shot learning [21–27].

Problems for explaining the SNN stem from two main reasons. First, the input
examples for the SNN are semantically similar or dissimilar, and direct distances
between them may not have a sense. Second, there is no an inverse map between the
embeddings and the corresponding input examples, i.e., we do not know subsets of
features in the input vector corresponding to some features of the embedded vector.

We try to solve these problems by applying the following ideas. First, we find
prototypes of all classes at the embedding level and select features having the smallest
Euclidean distance between the embedding of the explained example and the proto-
type. Second, we train an autoencoder with a special loss function which takes into
account embeddings obtained by means of the SNN. The decoder part of the autoen-
coder is used to reconstruct the introduced perturbations to observe features of the
reconstructed example with largest changes. These features are nothing else, but the
explanation of interest.

The paper is organized as follows. A description of the SNN and its peculiarities
are given in Sect. 2. Two important concepts of explanation methods, the pertur-
bation technique and prototypes, are considered in the same section. The proposed
explanation method, which is the aim of the paper, is provided in Sect. 3. Numerical
experiments illustrating the proposed method on the basis of the well-knownMNIST
dataset are studied in Sect. 4. Concluding remarks are provided in Sect. 5.
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2 Siamese Neural Networks, Perturbations, and Prototypes

Let {(xi , yi ), i = 1, . . . , n} be a dataset consisting of n feature vectors xi ∈ Rm

of size m with labels yi ∈ {1, 2, . . . ,C}. Let us construct a new training set S =
{(xi , x j , zi j ), (i, j) ∈ K } consisting of pairs of examples xi and xj with binary
labels zi j ∈ {0, 1} assigned to them. If both feature vectors xi and xj are semantically
similar, i.e., they belong to the same class, then zij is 0. If the vectors are semantically
dissimilar, i.e., they correspond to different classes, then zij is 1. So, the training set S
can be divided into two subsets: a similar or positive set with zij = 0 and a dissimilar
or negative set with zij = 1.

Suppose new feature representations of the input examples xi and xj as the SNN
outputs are hi ∈ RD and h j ∈ RD , respectively. The SNN realizes a map f such
that hi = f (xi), which tries to make the Euclidean distance d(hi, hj) as small (large)
as possible for the similar (dissimilar) pair of objects. A standard architecture of the
SNN is shown in Fig. 1.

It should be noted that there are many specific loss functions for training the SNN
[28]. We use a function called the contrastive loss function. It is defined as

l(xi , x j , zi j ) = (1 − zi j )
∥
∥hi − h j

∥
∥
2
2 + zi j max

(

0, τ − ∥
∥hi − h j

∥
∥
2
2

)

.

Here τ is a predefined threshold. Hence, the total error function for minimizing
is defined as

L(W ) =
∑

i, j

l(xi , x j , zi j ) + μR(W ).

Here R(W ) is a regularization term added to improve generalization of the neural
network; W is the matrix of the neural subnet parameters; μ is a hyper-parameter
which controls the strength of the regularization. The above problem is usually solved
by using a gradient descent scheme.

Fig. 1 An architecture of the SNN
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Let us consider definitions of perturbations and prototypes, which will be used
in the proposed explanation method. It has been mentioned that some explana-
tion methods are based on applying perturbation schemes which explicitly test the
explained model’s response to local perturbations. The intuition behind the tech-
nique is that the more a model’s response depends on a feature, the more predictions
change with the corresponding feature changes. The perturbation scheme ρ perturbs
all features of x into x̂ as follows: ρ(x, δ) = x̂ = x+δ . Here δ is the perturba-
tion vector. In many cases, finding the optimal perturbing scheme for all instances
is intractable due to a possible large dimensionality of input examples. Therefore,
various techniques are available to simplify this procedure.

Following the work of Snell et al. [29], a prototype is a data example that is
representative of a subset of data, for example, a set of examples from a class. If
we have D-dimensional representation of every xi through an embedding function
f : Rm → RD , then the prototype ck ∈ RD of class k is defined as [29]:

ck = 1

nk

∑

i :yi=k

f (xi ) =
∑

i :yi=k

hi .

3 The Proposed Method for the SNN Explanation

The proposed method for explaining the SNN can be represented by means of an
algorithm consisting of two parts. The first part aims to train the additional autoen-
coder with a special loss function. This autoencoder can be called as an explainable
autoencoder. The goal of the second part is to perturb the embedding vector at the
SNN output and to use the decoder of the trained autoencoder in order to reconstruct
the perturbed embeddings and to observe the features which are changed.

Suppose we have a trained SNN as a black box. For every input vector xi, we
have the corresponding embedding vectors hi such that hi = f (xi). The main idea to
incorporate the additional autoencoder is the following.

Supposewehave an embedding vector hwith a set of important features.However,
these features do not explain why the considered explained example belongs to a
class, say to class k. In order to answer this question, it is necessary to find an
inverse mapping from h to x, i.e., the vector x has to be reconstructed from h. The
reconstruction can be carried out by means of a neural network with input values hi

and output values xi. Our numerical experiments have demonstrated that it is difficult
to train a reconstruction neural network especially when the dimension of vectors x
is very large and the number of training examples is small due to possible overfitting
of the network. It is simpler to train an autoencoder and then to use its trained decoder
part for reconstruction. In order to exploit the decoder for reconstruction of vector
h, the autoencoder has to be trained in a special way. First of all, the length D of its
code (the hidden representation) has to coincide with the length of vector h. The loss
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function should take into account the proximity of vectors hi and the corresponding
vectors of the autoencoder hidden representation.

Suppose that the input examples for the proposed incorporated autoencoder
are vectors xi, then we expect to get reconstructed vectors x̃i as its outputs. The
corresponding loss function L recon_ a for training the autoencoder is defined as
follows:

L recon_ a(W ) =
n

∑

i=1

‖xi − x̃i‖22.

We do not write a regularization term because it will be used later. However, we
cannot apply the autoencoder in its standard form becausewe need to have the vectors
h∗
i in the hidden layer coinciding with the vectors hi obtained by means of the SNN.

Therefore, we propose to change the loss function for training the autoencoder by
adding the loss function Lclose in the following way:

Lautoen(W ) = γ L recon_ a(W ) + μLclose(W ) + λR(W )

= γ

n
∑

i=1

‖xi − x̃i‖22 + μ

n
∑

i=1

∥
∥
∥hi − h̃i

∥
∥
∥

2

2
+ λR(W ).

Here R(W ) is a regularization term, λ is a hyper-parameter which controls the
strength of the regularization; W is the set of the neural network weights; γ and
μ are weights that control the interaction of the loss terms; h̃i are the autoencoder
hidden representation vectors.

We can now use the decoder part for reconstruction of the perturbed embed-
dings that is for implementing the second part of the algorithm. This trick allows
us to significantly simplify the training process and to get acceptable vector recon-
structions. It should be noted that an architecture of the encoder differs from the
architecture of a subnetwork of the SNN because we consider the SNN as a black
box whose architecture is unknown. A scheme of the explanation algorithm first part
is shown in Fig. 2. It can be seen from the training scheme that the autoencoder is
trained by using embedding vectors from one of the SNN subnetworks.

Nowwe consider the second part of the explanation algorithmunder condition that
there is available the trained decoder for reconstruction. A schematic representation
of the part is shown in Fig. 3. It is based on using prototypes and perturbations. By
having embedding vectors hi for all training examples xi, we can compute prototypes
ck ∈ RD for every class k as it is shown in Sect. 2 based on embedded vectors hi
such that yi = k. Without loss of generality, we suppose that an explained example
x belongs to class k. It is obvious in this case, that the explained example and the
prototype are semantically similar (of course if the SNN is correctly classified the
example). This implies that the Euclidean distance between the embedded vector
h of the explained example and the prototype d(h, ck) should be smaller than the
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Fig. 2 Autoencoder training part of the explanation algorithm

Fig. 3 Second part of the explanation algorithm

Euclidean distance between the embedded vector of the explained example and the
prototypes of other classes d(h, ci), i �= k.

So, we have vectors h and ck consisting of D features. It is obvious that features
in h, which are close to the corresponding features in ck , can be viewed as important
features. These important features define the fact that the explained example belongs
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to class k. Therefore, they should be selected. Let us introduce the number of impor-
tant features s < D such that the index set J ⊆ {1, . . . , D} consists of s indices corre-
sponding to smallest distances between hi and c(k)

i , i = 1, . . . , D. Denote ordered
s features of h as h(i), i = 1, . . . , s. Then by perturbing the embedded vector h
(features h(1), …, h(s)), we can construct a training set which consists vectors h +
δi. Here δi is the perturbation vector such that indices of its non-zero elements are
from the index set J, other elements are equal to zero.

In order to study how the important features of the hidden representation impact
on the original vector x, we use the trained decoder to reconstruct vectors from h +
δi and to investigate how features of the reconstructed vector x̃ ∈ Rm are changed.
In sum, we have the embedding vector h, the reconstruction x̃, the index set J of
important features of h. The trained decoder implements a function ψ : RD → Rm ,
i.e., x̃ = ψ(h). In order to determine the important features of x̃, we perturb the
important features of h and to observe which features of x̃ have the largest changes.
We use the random perturbation of important features of h when every feature is
added with a positive random value. Moreover, the pre-trained decoder is again
trained by using only the SNN output embeddings.

Let q be the number of important features x̃. By generating the random vector δ

many times, say N times, and observing changes of x̃, we can compute mean realize
changes of all features. Then features, having q largest changes of the reconstructed
example, explain the considered example.

Let us return to the scheme in Fig. 3. It can be seen from the scheme that one
subnetwork in the SNN is conditionally used for getting the vector h. Another subnet-
work provides a set of embedding vectors in order to compute the prototype ck . The
important features (two features) in h are shown by dashed cells. They are close to
the same features in the prototype. The reconstruction network (decoder) is shown
on the right side of the picture. The perturbed vector is fed to the decoder in order to
get the reconstructed vector which depends on perturbations.

Perturbation vectors are randomly generated with respect to the normal distribu-
tion with zero expectations and small variances of s features in accordance with the
index set J. We take only positive perturbations because changes of features should
be closer to the prototype.

4 Numerical Experiments

The proposed explanation method is studied by applying the MNIST dataset which
is a commonly used large dataset of 28 × 28 pixel handwritten digit images [30]. It
has a training set of 60,000 examples, and a test set of 10,000 examples. The digits
are size-normalized and centered in a fixed-size image. The dataset is available at
https://yann.lecun.com/exdb/mnist/.

The length of the hidden representation layer is 10, i.e., the vector h consists of
10 features. The autoencoder implementation uses ReLU as activation function for
all layers except for the last layer where a sigmoid activation function is used.

https://yann.lecun.com/exdb/mnist/
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Perturbations are sampled from the normal distribution with zero mean and stan-
dard deviation 0.1 min{|h1 − ck1|, …, |hD − ckD|}, where hi is the i-th component of
vector h, cki is the i-th component of the prototype ck . The number of perturbations
is 5000.

An architecture of the autoencoder is given in Table 1. The architecture contains
an encoder (the first and second columns) and an equivalent decoder (the third and
fourth columns). The encoder comprises convolution layers (Conv), max pooling
operations (Pooling), flatten layers (Flatten) which flatten a matrix input to a simple
vector, dense layers (Dense) which are a fully connected layer. The decoder block
has additionally deconvolution layers (UpSampling), reshape layers (Reshape)which
change the dimensions of its input without changing its data.

We show below quadruples of pictures such that the first picture in every quadru-
ples is an original image of a digit, the second picture is the reconstructed digit,
the third picture is the original image and the corresponding mask of explanation
features, the fourth picture is the explanation feature in the form of the mask. The
explanation features can be regarded as correct if they clearly show difference of
the considered digit belonging to the classified class from digits belonging to other
classes.

Four examples of the correct explanation of digits from MNIST are shown in
Figs. 4, 5, 6 and 7. It can be seen from the pictures that all original digits are perfectly
reconstructed by the trained decoder. However, the quality of explanation depends on
the reconstructed images. Figure 8 illustrates an example of the incorrect explanation
when the reconstructed image significantly differs from the original image. This
implies that the autoencoder is not perfectly trained or its architecture does not allow
us to efficiently reconstruct all images from the testing set. Another interesting case
is when the digits are incorrectly classified by the SNN. This case is demonstrated in
Fig. 9, where the original digit 4 is classified by the SNN as the digit 9. As a result, the
explainer selects features which actually indicate the digit 9 instead of 4. In fact, this

Table 1 Autoencoder architecture

Encoder Decoder

Layer Output Layer Output

Input 28 × 28 × 1 Input 20

Conv1 28 × 28 × 16 Dense1 40

Pooling1 14 × 14 × 16 Dense2 128

Conv2 14 × 14 × 8 Reshape 4 × 4 × 8

Pooling2 7 × 7 × 8 UpSampling1 8 × 8 × 8

Conv3 7 × 7 × 8 Conv1 7 × 7 × 8

Pooling3 4 × 4 × 8 UpSampling2 14 × 14 × 8

Flatten 128 Conv2 14 × 14 × 16

Dense1 40 UpSampling3 28 × 28 × 16

Dense2 20 Conv3 28 × 28 × 1
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Fig. 4 Explanation of the digit 1

Fig. 5 Explanation of the digit 2

Fig. 6 Explanation of the digit 5

Fig. 7 Explanation of the digit 9

Fig. 8 Incorrect explanation of the digit 2
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Fig. 9 Digit 4 is incorrectly classified to 9

case shows that the proposed method correctly explains, but the explanation depends
on the correctness of the black-box model classification.

5 Conclusion

Anewmethod for explaining the SNNhas been presented in the paper. Themain ideas
underlying the method are comparison of the explained example with a prototype at
the embedding level and reconstruction of the embedding feature vectors by means
of a separately trained special autoencoder in order to analyze the impact of the
embedding vector perturbations on the reconstructed features. The proposed method
can be applied to various problems which use SNNs.

It is important to note that the SNN can be regarded as a part of a general
distance metric learning approach. Therefore, applications of the proposed explana-
tion method can be extended on various models of the distance metric learning. One
of the interesting directions for the extension is the novelty and anomaly detection
because this problem has a huge amount of applications.

A bottleneck of the proposed model is the autoencoder which has to be trained by
using the dataset. The problem arises when the analyzed dataset is rather small.Ways
for solving the problem can be regarded as a direction for further research. Another
problem is that the method is based on the random perturbations. At the same time,
there are a lot of interesting works, for example, [31] or [32], where perturbations are
determined in an optimal way by solving the corresponding optimization problems.
The use of this approach to modifying the proposed method is another direction for
further research.
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Hierarchical Multi-agent System
for Production Control Using KPI
Reconciliation

Vladislav Kovalevsky , Vadim Onufriev , and Anton Dybov

Abstract In this work, the task of production key performance indicators’ values
reconciliation is set, that takes into account their hierarchical structure and interrela-
tionships. The structural scheme of a hierarchical multi-agent system for production
control was developed where horizontal (sibling) and vertical (multilevel) connec-
tions between agents are shown. Then the possible situations of sibling andmultilevel
interactions are described, such as changing of a task by the controlling agent, sending
notifications about the impossibility of a maintaining current operation mode, and
others. The agents’ data exchange algorithms, which are used in order to optimize
key performance indicators, are shown. The implementation of developed algorithms
using client-server architecture is shown, which also includes at the bottom level data
exchange between the agents and programmable logic controllers. The single bytes
command system for agents’ interactions is described.

Keywords Cyber-Physical systems · Intelligent control systems ·Multi-agent
systems · Digital twin · Industry 4.0

1 Introduction

The modern trends of industry development are Industry 4.0 [1–3], IIoT [4], and
Digital Twins [5–8]. According to these concepts, traditional centralized industry
monitoring and control systems should be replaced with decentralized multi-
agent systems where at the low level work emergency response equipment and
programmable logic controllers and above them work independent agents.

In modern industry increases the role of unified system of factory production
equipment development [9] so that all plant capacities ultimately work to achieve
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common goals, which are quantified in KPI (key performance indicators) [10]. If it
comes about control of enterprise at whole and KPI describe work of all enterprise
at high level then this KPI called high level KPI.

In subdivisions of the enterprise and at the shop floor, there are also KPI, but they
are KPI of the lower level [11]. At the bottom level of this hierarchy of indicators lay
parameters of shop floor equipment, their parts, and operationmodes. They converted
to KPI using neural network models of a bottom level. It is obvious that KPI of the
bottom level should be in concordance with KPI of the higher levels, KPI of a shop
floor, subdivision, or even the highest KPI of the whole enterprise. Hence, in the
KPI hierarchy indicators of the higher levels define the required values of the KPI in
lower levels and in the same time depend on them.

It is assumed in this paper that mathematical dependencies between indicators of
different levels already given, for example, they can be calculated using approach
described in the earlier work [8]. Multi-agent approach requires to define agents’
interaction algorithms in order to make decisions through networking [12, 13]. The
complexity of designing an end-to-end enterprise control system is relatively high,
thus in most cases only decision support systems that help human operators make
decisions are developed [14, 15].

2 The Hierarchical Multi-agent Control Systems

Various research teams have studied the task of multi-agent approach implemen-
tation in industrial settings. Various papers suggest using this approach for diverse
aspects of manufacturing process. In particular, the following use cases for multi-
agent approach in industrial settings can be distinguished: (1) production planning,
(2) fault diagnostics, (3) production control, (4) flexible and scalable reconfiguration
of assembly lines, (5) virtual enterprises, supply, and outsourcing management. In
many cases, multi-agent control systems consist not of fully autonomous single-level
agents, but of hierarchy of agents, where top level agent receives only data that he
needs for his work, and coordinates the work of dependent agents but does not dictate
them specific actions to perform.

Paper [16] describes hierarchical distributedmanufacturing control system,where
each level of production hierarchy is controlled by intelligent agents of this level.
Another example of hierarchical multi-agent system is given in paper [17]. There
MAS is used to control multi-microgrid system that consists of large number of local
power generator and supply devices. Paper [18] deals with control of ship cooling
system. The control system in this case consists of three level hierarchy of agents,
where top level agent decomposes tasks and gives these decomposed subtasks to his
subordinate lower level agents, and lowest level agents control directly the hardware.
Paper [19] delves into usage of multi-agent approach in production shop floor. Here
MAS consists of agent that allocates production tasks, agents that control production
equipment and auxiliary agents in between.
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When developing interactions between agents in hierarchical control system, it
is important to take into consideration several possible scenarios in which the need
for data exchange arises. For instance in situation when at the level of strategic
planning the production task was changed, and this change entails recalculation of
KPI at lower levels. Or opposite situation of down-top interaction, that is similar to
diagnostics scenario that described in [8], when system continuously checks its own
state comparing it with KPI values in its knowledge base, and should the need arise
sends requests to higher levels. But in the stated work the system was centralized,
all data was accumulated in single center that was responsible for control decisions
making.

The above-mentioned papers show various designs and possible applications of
hierarchical multi-agent control system. But either they describe only one-way data
flow from agent to agent, or the exchanged data is too detailed, or there is need for
human operator in the middle.

The goal of this work is, after analysis of current works in the subject area and
their shortcomings, to develop autonomous control system that by using multi-
agent approach and key performance indicators of each level of production hier-
archy enables flexible change of production plans and their adjustment in case of a
production task or a shop floor situation change.

For this purpose, next tasks should be addressed: developunified schemeof control
agents distribution among processes and indicators through all levels of production
hierarchy; develop appropriate algorithmic models of agents’; develop KPI data
exchange protocols; and suggest set of commands to exchange in the given scenarios.

In order to develop hierarchical system that consists of agents that control every
level of production hierarchy, it needs to decompose production processes, break
them down to subprocesses and so on till the bottom level of production hierarchy.
Then for every such subprocess its KPI and KPI limits should be identified, and after
that neural network models of KPI interrelations between adjacent levels should be
calculated, for example, like it is suggested in works [8, 20]. After that agents that
responsible for every process in the hierarchy and its KPI are developed, using the
information that was calculated in the previous step. So every agent in the resulting
system is connected to some subprocess and controls it.

Taking into account the above-mentioned steps we suggest the next scheme of
distribution of control agents amongprocesses and indicators in production hierarchy,
using IDEF0 approach (Fig. 1).

At the bottom level of the hierarchy in Fig. 1 agents are PLCs that are controlling
processes of the lowest level.

After the hierarchical structure of agents distribution among processes is defined
the next step is to develop algorithms of data exchange between agents, taking into
account that this interaction can be done by agents of the same level and as well by
agents of adjacent levels.
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Fig. 1 Hierarchical scheme of control agents distribution

3 Algorithms of Agents’ Interaction

3.1 Algorithms of Interaction Between Agents in Adjacent
Levels

Every agent stores in its knowledge base information about required values of its
own KPI and about their limit values, about required values of KPI of its subordinate
agents and their limit values, and about analytic relationship between these KPIs that
shows how change in KPI of every subordinate agent impacts KPI of the higher-level
agent and wise versa.

In this regard let us consider situation, when agent of the higher level sends
request about necessity of KPI change to its subordinate agent. This can happen, for
instance, when from top (from the strategic planning agent) down (to the agent that
controls enterprise section) arrives request to increase speed of production (change
KPI of this agent that depends on work of subordinate agents that control enter-
prise section equipment). After receiving this request agent should determine which
changes should make every subordinate to it agent so that the whole system will
provide the requested new value of agent’s KPI. For this purpose, agent uses infor-
mation from its knowledge base and neural networkmodel that describes interrelation
between its KPI and KPIs of agents that are subordinate to it. Then using information
about limit values of KPI of it subordinate agents agent determines whether they are
able to provide the new requested values of indicators. If according to its informa-
tion they are unable to provide the requested values of KPI, then the agent sends
corresponding response to the higher level of hierarchy.
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If the change of the KPIs is possible, then the agent sends new KPI values to its
subordinate agents and requests from them to change KPI. Every subordinate agent
should in its turn also to check whether it with all its subordinate structure can make
the requested change of KPI. If the change is not possible, then the agent sends refuse
to the higher-level agent.

These steps are repeated at every level of production hierarchy. But while higher-
level agents check the potential possibilities to change KPI, the lowest level agents,
that are connected to PLC, check the new KPI values only against technical informa-
tion received from PLC, and its own neural network models that show interrelation
between these technical information and KPIs that are coming from higher-level
KPI.

The scheme of interaction between agents at adjacent levels when the change is
initiated at the top is shown in Fig. 2.

At the same time, it should be remembered that critical notifications that can
influence the production at whole and initiate change of the production task can
also be initiated at lower levels and go upwards. To this class of situations belongs
situation of sending notification to higher-level agent about impossibility to keep
further the current values of KPI, or the opposite notification about possibility to
increase KPI values.

However, other agents of the same level in hierarchy should be also notified about
these or other changes, because agents within one level are closely interconnected:
indicators of such agents notably influence their joint work.

3.2 Algorithms of Interaction Between Agents of the Same
Level

Let us consider situation when as a result of raw material degradation the equipment
unit requires more raw material in order to keep the same KPI value. In this case
agent of this equipment, unit sends request to the agent of the previous equipment
unit and asks for its KPI change (e.g., delivery of more raw material).

Agent that receives such request checks in its turn possibility of its KPI change
(and for this purpose sends request to its subordinate agents) and if the KPI change is
possible, then it sends request aboutKPI change upwards to higher level of production
hierarchy. If the higher-level agent permits KPI change, then it calculates new KPI
values, stores them in its knowledge base, and sends confirmation to the subordinate
agent. The subordinate agent changes its KPI and sends confirmation to the agent of
the next equipment unit in the production chain.

But if the agent of the previous equipment unit that received request to change
KPI is unable to perform this change of KPI, or if it received rejection from the
higher-level agent, then it responses with rejection to the next agent that has asked
for KPI change, and this agent sends notification upward to higher-level agent about
impossibility to pertain current KPI value and about necessity to recalculate KPI
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Fig. 2 Algorithm of adjacent level agents’ interaction
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values of other equipment units in this production chain. The scheme of interaction
between agents is shown in Fig. 3.

Now let us consider implementation of these algorithms of data exchange between
agents.

Fig. 3 Algorithm of interaction between agents of the same level
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4 Implementation of Data Exchange

4.1 Implementation of Data Exchange Between Agents

The mechanism of data exchange between agents of the same or different levels
was implemented using TCP/IP protocol. The data exchange in this case follows the
client-server scheme. The server opens connection on some port, continuously reads
requests that come to this port, and sends to clients responses. The client, knowing
IP-address of the server and the port to which to connect, connects to the server and
starts sending requests and receiving responses. The data exchange takes the form
of sending and receiving of different sets of bytes.

Every agent knows IP-addresses of its subordinate agents, address of the higher-
level agent, and the addresses of the adjacent agents in the production chain. Every
agent has the server part that responsible for receiving requests from other agents,
as well as the client part that enables sending of such requests.

The scheme of the client-server interaction with remote computer and the general
design of the agent and its interaction with PLC and PC are shown in Fig. 4.

Now let us look at the developed system of data exchange where agent’s requests
and responses take the form of a certain sequences of bytes.

The first byte describes the goal of the request:

01—request to lower level agent to change KPI with the check of the possibility
of the change;
02—response (confirmation/rejection) to the request to change KPI;
03—request to the adjacent agent to change KPI;
04—request to the higher-level agent for permission to change KPI;

Fig. 4 Structure scheme of the lowest level agent
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05—critical notification about maximal possible maintained value of KPI;
06—command to change KPI without checks and confirmations.

Then the next byte describes the object on which the action should be performed
(in the case of request) or the object on which the recipient will be notified (in the
case of notification).

This object is described by an identifier that is unique within the system and can
use different number of bytes depending on the amount of objects in the system. In
our case, the identifier represents single-byte integer, for example:

78—temperature
163—expenditure
250—the speed of the conveyor belt.

Then follows one or several bytes that contains information about object which
identifierwas specified earlier. In case of request to changeKPI these bytes contain the
new value of the indicator, and in case of response—information about confirmation
or rejection.

Let us give an example of data packets exchange between agents in the mentioned
above case, when the equipment unit needs more raw material due to the loss in its
quality and the agent of the equipment unit sends request to the agent of theprevious
unit and asks for its KPI change.

At the first step, the agent sends request to the agent of the previous equipment
unit to change its KPI:

03 250 70

The agent of the previous unit sends requests to its subordinate agents to change
their KPI:

01 85 17 … 01 163 23

The subordinate agents send upwards responses

02 85 1 … 02 163 1

After confirmation from its subordinate agents, the agent of the previous unit
sends request to change KPI to the higher-level agent to whom it itself subordinates.

04 250 70
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After confirmation from the higher-level agent, the agent sends commands to its
subordinate agents to change their KPI

06 85 17 … 06 163 23

and notifies the agent of the next equipment unit that the KPI value was changed

02 250 1

4.2 Implementation of Data Exchange Between Agent
and PLC

To date various research teams have developed big number of different frameworks,
software libraries, and other tools for development of multi-agent systems. The
majority of such libraries were developed using Java language (e.g., AnyLogic,
Cougaar, JADE), that enables development that is more flexible. But these tools
are more suitable for simulation of different interacting systems, and not for a use in
real projects. When there are high requirements to performance and memory usage,
then the C++ language is more suitable [21].

Therefore, a special software agent responsible for data exchange in the same level
of production hierarchy aswell as between different levels according to the suggested
algorithms was developed using C++ language. Such an agent is located in every
node in production hierarchy and is responsible for sending and receiving data to
other nodes on the same or on different levels. This agent includes two subsystems:
the subsystem for data exchange with other agents and a subsystem for data exchange
with PLC.

In this work, subsystem for data exchange with PLC was implemented in two
variations, and when the lowest level agent is created, it is possible to choose the
most suitable for the specific case option for data exchange with PLC. The chosen
subsystem defines how the data exchange with PLC will be carried out but the work
of the agent at whole remains the same no matter which method of data exchange
was chosen.

In one case, agent uses for the subsystem of data exchange with PLC a free library
libNoDave that was developed for data exchange with PLC of Siemens Company
[22].

In another case, subsystem for data exchange with PLC uses OPC (OLE for
Process Control) technology that implies existence of OPC-server and OPC-client.
Use of this technology is unified because in this case there is no need to take in account
implementation details of specific type of PLC, because in this scheme OPC-server
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is responsible for connection to PLC, and it hides details of PLC implementation.
In our case, application developed in environment SIMATIC WinCC Flexible was
used as OPC-Server to connect to Siemens Simatic controllers.

The structure scheme of the lowest level agent that uses OPC technology for data
exchange with PLC is shown in Fig. 4.

The lowest level agent implemented this way is able to exchange technological
information with PLC as well as send requests and receive responses about KPI
change from other agents.

In our work, higher-level agents run on single board computers Raspberry Pi 3b,
and the lowest level agents run on PC that connected directly to PLC.

For testing of suggested algorithms, the agents of the lowest level were imple-
mented as software modules that run on PC with the following specification: Intel
Pentium Dual CPU E2200 2.20 GHz, 3 Gb. RAM, working on OS Windows 7, and
having Wi-Fi module to data exchange with other agents. The higher-level agents
are implemented on single board computers Raspberry Pi 3b that also contain Wi-Fi
modules for data exchange. Knowledge base of each agent that stores the required
information about KPI and their limit values is implemented as files in N3/TURTLE
format (knowledge representation language that is part of the RDF environment).
The information about interconnections between different KPIs is represented as
neural network models that are stored as matrix values.

5 Conclusion

In this work, the hierarchical system of control agents distribution is described,
based of which multi-agent algorithms of key performance indicators reconciliation
are suggested and scenarios of agents’ interaction are described where the network
of agents decides autonomously about further actions; the system of commands that
agents working by described algorithms send to each other is defined; hardware and
software tools for implementation of data exchange between agents are proposed
and tested.

The developed algorithms and their implementation aimed to coordinate work of
software agents that take part in the process of enterprise control in all levels from
PLC up to ERP. Not all possible situations that can arise during agents’ interactions
are described, but the given informationwill be enough for adaptation of the proposed
methods for arbitrary production control system.

The works assume that every agent has information about KPIs limit values of its
subordinate agents, but the problem of calculation and transfer of this information
still to be decided and for that purpose the models of dependency between different
KPIs need to be calculated.

The next step is to implement prototype of the whole system on microprocessor
boards and in this case the algorithms probably will require modification.
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Semi-supervised Learning for Medical
Image Segmentation

Mikhail Kots , Mikhail Pozigun , Andrei Konstantinov ,
and Viacheslav Chukanov

Abstract Semi-supervised learning is a combination of conventional supervised
methods with weakly supervised learning. A recent development in neural networks
allows to achieve high-quality results but the training requires a large amount of anno-
tated examples. This hinders the applicability of deep learning to some problems,
especially medical imaging. In this paper, we present a semi-supervised learning
approach based on convolutional neural networks (CNN) for medical image segmen-
tation. A network is trained on a combination of fully labeled samples that have
segmentationmasks available andweakly labeled samples that only have class labels.
We performed experiments that compare the results of the semi-supervised model
with the baseline supervised method. Experiment results show the superiority of
suggested methods on a low amount of fully annotated samples for lung nodules CT
images.

Keywords Semi-supervised learning · Neural networks · Medical imaging ·
Machine learning

1 Introduction

Recently, deep learning-based methods have become the most popular solution
for various pattern recognition and computer vision tasks. These algorithms allow
achieving high-quality results via supervised learning, but they usually require a lot
of annotated samples. This creates a significant issue when applying deep learning to
problems where the production of annotated training samples is expensive or time-
consuming. One of themost notable examples is medical image segmentation, where
segmentation masks for training have to be prepared manually by experts.

Anumber of publications suggested different solutions to this problem.Acommon
strategy for image segmentation is to train deep models with more simple labels such
as class-level labels or unlabeled images. These methods usually referred to as weak
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supervision. However, several researches stated that some algorithms could largely
benefit from using some fully annotated samples.

Adaptation of conventional supervised methods for semi-supervised training
proved to be a challenging problem, especially in a medical imaging scope due
to a high diversity of object’s features in them. Several papers proposed various
approaches to increase segmentation quality by using unlabeled samples [1]. These
methods are commonly called semi-supervised learning [2].

One of the earliest groups of methods is self-training. They suggest an iterative
procedure to incorporate unlabeled samples First, a model is pre-trained with labeled
data. Then it is used to classify unlabeled data. After that, the most reliable unla-
beled samples are added to the training set with predicted labels and the classifier is
retrained. This process is repeated until nomore samples can be added. The suggested
approach was used in numerous applications, for example, Gu et al. utilized it for
label propagation in retinal images [3]. However, these methods have a few down-
sides since it requires to find a criterion to choose reliable samples and they are prone
to strengthen classification errors from early iterations.

Another notable approach for semi-supervised learning is co-training [4] which
improves self-training by eliminating the need for criterion selection. Co-training
assumes that data could be described by two independent and sufficient subsets of
features. Separate classifiers are used for each subset. Predictions of one classifier are
used as new labeled data for another classifier during the iterative training process.
Zhou et al. [5] propose to use the co-training approach for 3D CT scans segmen-
tation by utilizing features from three planes. One model generates pseudo-labels
of unlabeled data combining predictions from three views and enlarging the dataset
for another model training. Alternation of training and pseudo-labels generations is
repeated several times.

An alternative approach is to use weakly labeled samples instead of unlabeled.
Thismethodwas used byMlynarski et al. [6] for brain tumor segmentation. Themain
idea is to use subnetwork that performs image classification and train this subnetwork
jointly with segmentation subnetwork sharing weights between most of the layers.
It uses several fully connected layers for classification subnetwork.

There is a group of methods under the name of multi-instance learning, which is
based solely onweak supervision. Classic problem statement implies that the training
set is divided into groups called bags with labels and the algorithm learns to predict
instance label by training on bags labels. There are numerous publications on multi-
instance learning problems solved by classical machine learning algorithms [7–9].
In the case of an image segmentation task, images are treated as bags and pixels—as
instances. These methods can also benefit from using fully labeled data to improve
the training process [10].

One of the earliest deep learning approaches for the multi-instance learning
problem proposed in [11]. This paper focused on solving the task of image classifica-
tion and object localization using a pre-trained CNNmodel. The global max-pooling
is used to determine the best-scoring object position within the image.

Several alternative global pooling operations have been suggested [3]. The most
notable example is the weighted average of samples proposed by [12]. Weights are
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determined by a neural network. Suggested weighted pooling could provide more
informative bag representation for the bag-level classifier. In [13] joint learning of
separate classifier and localizer parts is presented. The proposed approach does not
use any pre-trainedmodel. Combined loss functionwhich is a weighted sum of losses
of classifier and localizer is used in simultaneous training of these parts. This method
helps to set proper initial values for localizer and then find good local optimumduring
training.

Jia et al. [14] present a fully convolutional neural network (FCNN) model for
image segmentation. In this algorithm classification labels are derived as a weighted
sum of the pixel-level predicted probability maps from FCNN layers. Generalized
mean has been used for the calculation of image-level predictions to improve gradient
flow. Besides image labels, a rough estimation of the segmented area has been
exploited as an additional input to enhance learning capability. Wang et al. [15]
propose a series of neural networks for bag classificationwithout calculating instance
probability. Residual connections, as well as additional fully connected layers for
predicting instance scores followed by one of three different types of pooling layers,
have been proposed for boosting classification performance.

Let us denote the training set as a union of labeled images and weakly labeled
images X = XS ∪ XW . Weakly labeled images have only class-level labels provided
XW = {(xi , ci )|xi ∈ Rn, ci ∈ {0..K }}, while labeled images provided with pixel-
wise annotation XS = {

(xi , yi )|xi ∈ Rn, yi ∈ {0..K }n}, where K is a number of
classes. In this work, we only going to consider binary segmentation, so ci ∈ {0, 1}
and yi ∈ {0, 1}n . We assume that the number of labeled samples is very little, so any
supervised learning algorithm will not be effective, and weakly labeled samples are
a larger part of the dataset. The goal is to develop a model that trains on both types of
samples and demonstrates superior segmentation quality comparing to the baseline
model which is trained only on labeled data.

This paper presents a semi-supervised learning method based on a convolutional
neural network for medical image segmentation. We propose a network architecture
based on the multi-instance learning approach as well as end-to-end training proce-
dure which allows training jointly on any combination of fully labeled and weakly
labeled samples. We also provide experimental results that prove that the suggested
method is applicable to lung nodule segmentation.

2 The Suggested Approach

Our baseline for image segmentation is a modification of U-Net. This network is
based on FCNN and features symmetric upsampling and downsampling parts with
skip connections, which concatenate convolution outputs of the same shape. This
allows it to train on fewer training images and output high-quality segmentation
masks. U-Net has a little number of parameters compared to other models, capable
of training on a low amount of data [16] and has numerous successful applications
in medical imaging [17]. The only modification we introduced to the baseline model
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is batch normalization [18] after each convolution to stabilize and speed up network
convergence.

In order to bridgeweakly labeled data with conventional neural networks, we used
the global pooling layer [15]. It aggregates features across low-dimensional feature
maps into a single number, which represents the presence or absence of a certain
feature in a certain part of the image. The global pooling layer is followed by 1 × 1
convolution to perform weighted averaging over all features.

Several publications proposed different versions of global pooling operation [11,
12, 15]. In this method, global average pooling was used as it was proved superior
for the segmentation task [19].

Most publications suggest applying global pooling to the last layer of the baseline
model [6, 14, 15]. However, using global pooling over low-dimensional represen-
tation might be more beneficial. We suggest using it after the last convolution of
the network’s downsampling part. The proposed model has two outputs: predicted
segmentation mask and class label. Depending on input samples being fully labeled
or weakly labeled, the network uses either of these outputs to compute loss function
value. The network architecture is presented in Fig. 1.

The network is trained on both labeled and weakly labeled images in turns. On
each iteration, the training algorithm draws a batch of fully labeled and weakly
labeled samples and trains on both subsequently. Cross entropy is used as a loss
function on both outputs.

Fig. 1 The network architecture
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3 Experiments

Medical images for these experiments are provided by medical segmentation
decathlon challenge 2018 which consists of several CT and MRI image sets with
different labeled regions of interest (ROI). All 3D volumes were split into 2D slices
across the z-axis resulting in 512 × 512 images. The following three types of images
were picked for the experiments:

1. CT liver images. Abdomen images with the labeled liver. For testing purposes,
10,000 slices were chosen for cross-validation with an equal balance between
slices with or without ROI.

2. CT spleen images. Abdomen images with the labeled spleen. Testing images
were chosen in the same way as the liver.

3. CT lung nodules images. Chest images with labeled lung nodules. Dataset was
balanced between classes to account for a low number of slices with ROI which
resulted in ~5000 samples.

All images in the dataset have full annotation available but for these experiments,
we substituted segmentation masks with class labels for part of the samples. For each
sample class label ci = 1 if at least one pixel from segmentation mask belongs to
ROI, ci = 0 otherwise.

The first experiment was aimed to determine algorithm performance on different
datasets. Results were obtained via 5–2 cross-validation and exactly 40% of training
data was used as fully labeled samples, the rest was weakly labeled samples. To esti-
mate the segmentation quality, we used average DICE across all validation samples.
For eachROI set, wemeasured the segmentation quality of the baselinemodel trained
in a supervised fashion on a given amount of fully labeled images and compared them
to the semi-supervised model. Both models were trained for 100 epochs using Adam
optimizer with β1 = 0.9, β2 = 0.999, learning rate = 1 × 10−5 and batch size = 4.
The results are present in Table 1. Examples of segmentation are presented in Fig. 2.

The second experiment was aimed to discover an influence of ratio between
labeled and weakly labeled samples on segmentation quality. This experiment was
performed on lung nodule ROI and percent of fully labeled training data ranged
from 10 to 70%. The rest of the parameters were set up exactly like the previous
experiment. The results are present in Table 2.

Table 1 Segmentation quality on different ROI

ROI Baseline Semi-supervised

Liver 0.74 0.52

Spleen 0.69 0.56

Lung nodules 0.62 0.65
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Fig. 2 Segmentation quality on different ROI. a Source image,b baseline results, c semi-supervised
results

Table 2 Segmentation quality for different labeled samples amount

% of labeled samples (# slices) Baseline Semi-supervised

10% (~400) 0.09 0.26

40% (~1600) 0.62 0.65

70% (~2800) 0.68 0.69

4 Discussion

In this paper, we have developed the CNN-based semi-supervised learning approach.
The results of the first experiments show that the proposed method is not equally
applicable to different types of ROI. During this experiment method achieved quality
increase compared to baseline only for lung nodules. Despite several publications
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reporting good quality segmentation on general-purpose image dataset [11, 12, 15,
20], results do not seem to always transition well to medical images. Authors believe
that this outcome has to do with the nature of medical data. In the presented use case
weak annotations do not provide any information about ROI. Instead, the network
learns distinctive features from dissimilarities of objects and the background of given
samples.Medical images tend to have a similar outline thus ROI constantly presented
in the slicewith other objectswhich the semi-supervised approach recognizes as a part
of ROI. To demonstrate this problem, we performed an experiment on synthetic data
with simple geometric figures. The dataset consists of binary images with a random
combination of circle, square, and triangle. All figures have a random position and
size. The task is to segment circle and it is always presented in the image together
with the square. Dataset consists of 1000 samples. For this experiment only weakly
labeled samples were used. The sample prediction of the model is presented in Fig. 2.
The segmentation mask always contains labeled square even considering that some
of the negative samples in the dataset contained square. Moreover, during validation
squares on images without circle were also labeled very confidently. This indicates
that the network learned square features as a part of the object. All the above explains
poor performance on some medical datasets, however, in case of abnormalities as
ROI such as lung nodules suggested method performs considerably better.

The second experiment proves that the suggested method is always beneficial for
different rations between labeled and weakly labeled samples although it becomes
less effective with more training samples as the baseline model reaches the limit of
its generalization ability. We also noticed that this approach does not perform to its
full potential in case of a very little amount of labeled samples where the baseline
method vastly overfits. In this case additional weakly labeled samples improve the
quality, but the resulting quality is still considerably low.

5 Conclusion

In this paper, we presented the semi-supervised learning approach based on CNN
and joint end-to-end training procedure. Experimental results show that the suggested
method demonstrates a significant quality improvement in comparisonwith the base-
linemodel on lung nodulesCT images. The proposedmethod has been proven to train
on a low amount of fully labeled data. Solution for segmentation task for arbitrary
medical dataset seems to not be feasible for this method and quality improvement in
case of a low amount of fully labeled samples most likely will be the topic of further
research (Fig. 3).
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(a) (b)

Fig. 3 Results of a synthetic experiment. a input image, b output
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Developing a New Generation
of Reconfigurable Heterogeneous
Distributed High Performance
Computing System

Alexander Antonov , Vladimir Zaborovskij , and Ivan Kisilev

Abstract Restrictions of current architectures of Heterogeneous High-Performance
Computing (HPC) systems lead to Reconfigurable Heterogeneous HPC (RH HPC)
which are able to adapt to a particular solved task on the hardware level. Highly
disruptive technologies like Artificial Intelligence (AI), Internet of Things (IoT),
and Machine Learning (ML) are expected to lead not only fundamental shift in clas-
sicalmulti-cores andmulti-treads-based approaches to high-performance computing,
but also open new direction in designing systems with dynamically reconfigurable
runtime environment. The state-of-the-art integrated circuits allow realizing the
general architecture of RH HPC at different levels of the distributed HPC: from
the level of the supercomputer, to the level of user computers and the remote,
built-in units intended for data acquisition, management, and control. The article
describes proposed architecture for newgeneration ofReconfigurableHeterogeneous
Distributed HPC (RHD HPC) system, including architectures of each sub-parts and
highlights already developed components for such RHD HPC.

Keywords Heterogeneous High-Performance Computing · Hardware
Reconfigurable · Field-Programmable Gate Array ·Machine Learning ·
DC-Cloud · EDGE

1 Introduction

Current High-Performance Computing (HPC) systems such as Supercomputers [1],
Data centers, Cloud services are becoming larger and larger; consumemore andmore
power [2]. This trend leads to increasing of required space, power consumption, and
cost of deploying and maintenance service for HPC systems.

Due to rapidly increasing requirements: to performance, measured in FLoating-
point Operations Per Second (FLOPS); to Power Efficiency (FLOPS/W); to Calcula-
tion Efficiency (Real FLOPS/Peak FLOPS); to Size Efficiency (Real FLOPS/square),
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modern HPC systems are evolving toward heterogeneous computing [3]. Current
heterogeneous HPCs mostly use General Purpose Graphics Processing Units
(GPGPUs) [4] and Application-Specific Integrated Circuit (ASIC) as an acceler-
ators to perform efficient solving of Artificial Intelligence (AI), Machine Learning
(ML), Internet of Things (IoT), and Big Data analysis tasks [5]. The next step in
evolving HPC systems is reconfigurable computing [6].

Reconfigurable computing technology is based on Field-Programmable Gate
Array (FPGA) [7, 8]. FPGA is an integrated circuit (IC) that can change its internal
structure according to the task being solved. FPGA consists of programmable logic
cells that can perform any logic/memory functions and programmable matrix (inter-
connection matrix) that can connect all logic cells together to implement complex
functions. FPGA is programmed, or configured, by binary file, called configuration
file, that configure logic cells and interconnection matrix. Configuration file sets up
the logic cells and the interconnectionmatrix such that FPGA can implement the task
being solved.Modern FPGA contains not only logic cells and interconnectionmatrix
but also Digital Signal Processing (DSP) blocks, Random Access Memory (RAM)
blocks, High BandwidthMemory (HBM) based on embedded DDRmemory blocks,
hardware implemented controllers and transceivers for external: DDRmemory, PCIe
interface, 100G Ethernet.

State-of-the-art FPGA could be configured on-the-fly. It means that FPGA could
be configured for solving new task during execution of current task. FPGA could be
partially configured. Itmeans that a part of FPGAcould be configured for solving new
task while the rest of FPGA continues to solve current task. Finally, FPGA could be
configured andpartially configured throughPCIe andEthernet for solving a particular
task. Itmeans that FPGA-based PCIeAccelerator deployed on aHost or FPGA-based
remote accelerator connected to a Host by high-speed channel, for example, 100G
Ethernet, could be on-the-fly dynamically configured, or re-configured, to solve a
particular task with efficiency of hardware implementation.

2 Materials and Method

Compared to existing heterogeneous HPC systems [9–13] which consist of a Multi-
Processor Unit (MPU), or clusters ofMPUs, andGPGPU-based accelerators, Recon-
figurable Heterogeneous HPCs (RH HPC), by using reconfigurable FPGA-based
accelerators, are able to meet the requirements of particular tasks, such as: data
structures, calculation algorithms, real-time requirement and allow to solve particular
tasks more efficiently [14–16] in terms of Power Efficiency (FLOPS/W), Calculation
Efficiency (Real FLOPS/Peak FLOPS) and Size Efficiency (Real FLOPS/square).

Current understanding of System-on-Chip (SoC) is: FPGA, often referenced as
Logic Part of SoC; Multi-core processor, often referenced as Processor Part of
SoC, with GPU accelerator; a lot of embedded peripheral components [16], such
as PCIe, USB3.0, MAC Ethernet, SATA, DDR4, SPI\QSPI, NAND memory, SD
Card which are deployed on silicon of a single IC. It means that state-of-the-art SoC
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has reconfigurable heterogeneous architecture and could be treated as tiny RH HPC
systems.

State-of-the-art FPGA, SoCs, and of-the-shelf devices allow to use the Reconfig-
urable Heterogeneous (RH) architecture for building Supercomputers, Data centers,
and Cloud services (DC-Cloud RH HPC), office computers (Premises RH HPC) and
remote high-performance computing systems (Edge RH HPC).

In the chapter,we reviewproposed architectures ofReconfigurableHeterogeneous
Distributed High-Performance Computing (RHD HPC) System and architecture of
developed and deployed PCIe-based reconfigurable accelerator.

3 Results

3.1 The Proposed Architecture of Reconfigurable
Heterogeneous Distributed HPC System

The proposed architecture of reconfigurable heterogeneous distributed HPC system
(see Fig. 1) is based on our previous researches dealing with HPC architectures based
on OpenCL standard [17, 18].

DC-Cloud RH HPC (see Fig. 1) consists of some Computing Clusters and one
Service Cluster. Each of the clusters consists of some identical computing nodes
with MPU, Reconfigurable FPGA-based Accelerator (RA), and Single Instruction
Multiple Data (SIMD) accelerator, which was previously pointed as GPGPU. The
Computing Clusters are intended for solving the particular computational tasks. The
Service Cluster implements:

• performance evaluation of all Computing Clusters, remotely connected Premises
RH HPC and Edge RH HPCs;

• optimal task distribution between available computational resources. Optimiza-
tion criterion could be pointed by user or assigned by AI, deployed on the Service
Cluster, automatically.

Premises RH HPC (see Fig. 1) consists of Premises MPU (P_MPU), Premises
Reconfigurable FPGA-based Accelerator (P_RA), and Premises Single Instruc-
tion Multiple Data (P_SIMD) accelerator. PCIe3.0 × 16 (PCIe4.0 × 16) interface
provides interconnection between P_MPU, P_RA, and P_SIMD. Premises RH HPC
could be:

• identical with the Computing Node of DC-Cloud RH HPC. In this case, P_MPU,
P_RA, and P_SIMD are identical to MPU, RA, and SIMD, respectively;

• specialized for solving particular tasks.

Edge RH HPC (see Fig. 1) consists of Embedded MPU (E_MPU), Embedded
Reconfigurable FPGA-based Accelerator (E_RA), and Embedded Single Instruc-
tion Multiple Data (E_SIMD) accelerator. PCIe3.0 × 16 (PCIe4.0 × 16) interface
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Fig. 1 The proposed architecture of reconfigurable heterogeneous distributed HPC system

provides interconnection between P_MPU, P_RA, and P_SIMD. The connection,
pointed on Fig. 1 as Embedded Interconnection, can be realized by:

• PCIe interface if all E_MPU, E_RA, E_SIMD or some of them are separate
devices

• interconnectionmatrix if all E_MPU, E_RA, E_SIMDare deployed inside FPGA.

Since Edge RH HPC is intended for interaction with sensors and actuators, their
important element is Object Connection block, highlighted in Fig. 1. The Object
Connection block can contain analog-to-digital converters (ADCs), digital-to-analog
converters (DACs), digital inputs/outputs (DIO), and other means of interaction with
the particular object.

It is assumed that data transmission medium, pointed in Fig. 1, can be an arbitrary
combination of wired (with speed of 1–100 GBIT/s) and wireless (e.g., Bluetooth,
Wi-Fi, LTE, 5G) connections. The choice of which is depended by the characteristics
of the solving tasks and the remote objects parameters.
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3.2 The Proposed Architecture of the Computing Node

The proposed architecture of the Computing Node (see Fig. 2) has been extracted
from the performance demands of Machine Learning tasks [19].

The proposed architecture of the Computing Node contains:

• Two Central Processing Units (CPUs). Each CPU itself is a multiprocessing unit
containing several, up to several dozen, computing cores, and some number of
embedded controllers for high-speed connection with external dynamic memory,
PCIe interface, 1–100G Ethernet connections, etc. CPUs should have a direct
connection and implement non-uniform memory access (NUMA).

• Dynamic Random Access Memory (DRAM) blocks, which, at the physical level,
are DDR4 memory modules. DRAM is the local memory for each processor,
the width, performance, and volume of which depends on the purpose, particular
solving tasks, desirable performance, and power consumption of the Computing
Node.

• Some number of SIMD accelerators. Each SIMD accelerator should have inde-
pendent connection with each CPU in the Computing Node. The independent
connection could be as simple as PCIe3.0 (PCIe4.0) × 16\8 interface [20], or
as advanced as Open Coherent Accelerator Processor Interface (OpenCAPI)
or Cache Coherent Interconnect for Accelerators (CCIX) interface or Compute
eXpress Link (CXL).

• Some number of RA accelerators. Each RA accelerator should have independent
connection with each CPU in the Computing Node. The independent connection

Fig. 2 The proposed architecture of the Computing Node
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could be as simple as PCIe3.0 (PCIe4.0) × 16\8 interface, or as advanced as
OpenCAPI [10] or CCIX interface.

• Task Memory, which is Random Access Memory (RAM) with capacity from
16GByte and performance comparable with DDR4 memory. The Task Memory
should be connected with each CPU could access to Task Memory through
PCIe3.0 (PCIe4.0) interfaces or by OpenCAPI/CCIX, by implementing Uniform
Memory Access (UMA) at the tasks level.

• Interconnect which is Interconnect blocks, which are a local parts of the Inter-
connect System, see Fig. 1. The Interconnect blocks provide high-speed wired
connections between Computing Nodes in the Computing and Service Clusters
and between Clusters. Each Interconnect block should contain one or some 100G
connectors/controllers.

• Smart Endpoints, which are intelligent units for direct, without using CPUs,
channel with outside world. Each Smart Endpoint consists of 1–100G Ethernet
block and Packet Processors. The 1–100G Ethernet block could contain one
or more Ethernet\SFP\QSFP connectors and PHysical Layer (PHY) controller.
Packet Processor is intended for solving security issues and intelligent data
processing, like particular data extraction for further processing, with efficiency
of hardware implementation.

Proposed architecture of the Computing Node is treating as universal architecture
for building Computing Clusters, Service Clusters and as a core architecture for
Premises RH HPC.

3.3 The Proposed Architecture of the EDGE RH HPC

The proposed architecture of theEdgeRHHPC (see Fig. 3) is based on our experience
in developing and deploying of high-performance Systems-on-Chip.

The proposed architecture of the Edge RH HPC contains:

• Multi-Core CPU, which is a main processing unit.
• E_SIMD accelerator, which is tightly coupled with Multi-Core CPU. It could be

implemented as a separate Integration Circuit (IC) or as embedded GPGPU unit
inside SoC device.

• E_RA accelerator, which could be implemented as a separate IC or as embedded
unit, deployed on Logic Part of SoC device.

• DRAMblocks, which, at the physical level, are DDR4memorymodules. DRAMs
are the local memory for Logic Part and Processor Part of SoC device. The width,
performance, and volume are functions of the purposes, particular solving tasks,
desirable performance, and power consumption of the Edge RH HPC.

• Packet Processor, which is intended for solving security issues and intelligent data
processing, like particular data extraction for further processing, with efficiency
of hardware implementation. The Packet Processor should be implemented as a
separate IC or deployed on Logic Part of SoC device.
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Fig. 3 The proposed architecture of the Edge RH HPC

• Embedded Interconnect, which is interconnection between all units of Edge RH
HPC. The Embedded Interconnect could be implemented as a PCIe3.0 (PCIe 4.0),
NV-Link, etc. interface or deployed on Logic Part of SoC device.

• Object Connection Unit, which provides interaction with particular object
connected with Edge RH HPC. Object Connection Unit could include, but is
not limited by, ADCs; DACs; transceivers; analog and digital sensors; GPS,
GLONASS, Baidu, Galileo devices, etc.

• Data transmission unit, which is a local, remote, part ofData transmissionmedium
(see Fig. 1). The data transmission unit should provide an arbitrary combination
of wired (with speed of 1–100 GBIT/s) and wireless (e.g., Bluetooth, Wi-Fi, LTE,
5G) connections. The choice of particularmedia for data transmission is depended
by the characteristics of the solving tasks and the remote objects parameters.

3.4 Developed and Deployed Reconfigurable Accelerator
for DC-Cloud RH HPC

We developed and deployed in Supercomputer Center ‘Polytechnic’ [12] the recon-
figurable accelerator (PB_4×) [13], based on Xilinx Kintex UltraScale FPGA. The
structure of the reconfigurable accelerator PB_4× (see Fig. 4) was developed for
providing the highest level of parallelism for reconfigurable accelerators.

The reconfigurable accelerator PB_4× consists of:
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Fig. 4 The structure of developed reconfigurable accelerator PB_4

• Four KU115 devices, each is Xilinx Kintex UltraScale KU115 FPGA. It is the
largest Kintex UltraScale device available.

• Four DDR3 memory blocks. Each block, having 4 GByte capacity, is connected
by 64 data bus to its own KU115 device.

• PCIe Switch, which provides non-blocking connection each of KU115 devices.

The architecture of the accelerator PB_4× provides the ability to connect any
KU115 to any other. Throughput between KU115 and bandwidth of data channels
between KU115 and DDR3 memory are balanced:

• Throughput, in any direction, between the PCIe Switch and each of KU115: 8
lanes × 8 Gb/s = 64 Gb/s, provided by PCIe3.0 × 8 interface.

• Throughput, in any direction, between KU115: 8 lanes × 16 Gb/s = 128 Gb/s,
provided by Aurora GTH 16 Gb/s × 8 interface.

• Bandwidth of data channels between KU115 and DDR3 memory: 64 bits ×
1600 m/s ~ 100 Gb/s.

The use of the PCIe Switch and the availability of high-speed communication
channels between each KU115 allow a flexibility to change the configuration of the
reconfigurable accelerator. An operating system (OS) can see PB_4× as:

• Four independent reconfigurable accelerator. Each of which is connected to the
PCIe bus by eight channels of PCIe3.0 is implemented onXilinxKintexUltraScale
KU115 FPGA, and has 4GByte of DDR3 memory
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Fig. 5 Top view of implemented reconfigurable accelerator PB_4x

• One huge reconfigurable accelerator. In such configuration, a solved task will be
implemented on all KU115, connected together by high-speed channels. Such
huge reconfigurable accelerator will have 16 Gbit DDR3 memory divided into
four independent channels.

The reconfigurable accelerator PB_4x was implemented as PCIe3.0-×16 [14]
expansion card (see Fig. 5).

To integrate the reconfigurable accelerator into Xilinx SDAccel environment we
developed [12]:

• The hardware platform, which is hardware design for each KU115 enabling
integration of the reconfigurable accelerator with the host computer.

• The set of drivers enabling integration of the reconfigurable accelerator with
CentOS × 64 deployed on the host computer.

By the time, a Computation Node with the developed reconfigurable accelerator
is deployed in Supercomputer Center ‘Polytechnic.’

4 Discussion

The nearest future researcheswill deal with performance evaluation of developed and
deployed reconfigurable accelerator.We expect to get significant leap in performance
for the tasks related with Deep Neural Networks inference in Supercomputer Center.

The second direction for future researches is implementation and performance
investigationofHPCEDGEunit developed in accordancewith proposed architecture.
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5 Conclusions

The chapter describes the developed hardware architecture ofReconfigurableHetero-
geneous Distributed High-Performance Computing (RHD HPC) Systems, which
integrates a wide set of distributed heterogeneous computing nodes. By meeting
a set of requirements, such as multi-components, distributed, intelligent computer
systems may be applied for wide range context-aware high-performance computing
tasks.
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Usage of a BART Algorithm
and Cognitive Services to Research
Collaboration Platforms

Sergey Saradgishvili and Ilia Voronkov

Abstract The ability to predict behavior in complex systems has always interested
scientists.With the development of science, there is a gradual complicationof systems
and data processing methods in them. In this publication, work in the system is
achieved by emulating interaction at various levels and nodes through collaboration
platforms. The key idea of the whole area is the ability to predict the behavior of
the system node based on experience and data obtained at previous stages of work.
Improvement of such approaches in the future can have a serious impact on the
process of improvement and the evolutionary transition to systems that are currently
impossible to imagine. This transition remains impossible until humanity has learned
to work effectively in the current collaboration platforms. The paper considers an
algorithm for processing the obtained data and its extension using existing cognitive
services for the analysis of texts. In the future, the algorithm may be expanded to
work with visual information.

Keywords Collaboration · BART · CRISP-DM · Azure

1 Introduction

1.1 Research Workflow

The research process is reduced to the systematization of data obtained using various
research methods (observation, experiment, and others). In this work, authors try to
apply a similar algorithm to specific systems, which in the study are called collab-
oration platforms. Such systems may include information services, which basically
contain the idea of a group of users working on one or several objects in this system.
The simplest example of the implementation of such a system can be an ordinary
dialogue, only it occurs by means of messaging on electronic devices, and it is
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possible to predict the behavior of the participants in the dialogue using an analysis
of previously receivedmessages. In this work, the authors sought to emulate the work
of the enterprise (company, plant) using modern information resources:

(1) Office 365 provides work with e-mail (as the most common way of correspon-
dence in companies and provides the ability to use the chat system (Skype for
business, Teams). The authors deliberately turned off the use of media files to
simplify the work.

(2) Emulation of the operation of an industrial device (conveyor) [1].
(3) Document Management System based on the SharePoint online package [2].
(4) SAP modules with Azure blockchain [3].

These components of the systememulated problems,workedwith documents (real
users), and processes for maintaining contracts. Based on the results obtained, time
series analysis was applied using the CRISP-DM (Cross-Industry Standard Process
for Data Mining) methodology [4]. The effectiveness of using this approach is found
as a module of the difference in the value of the estimate at the forecasting stage with
the value at each stage of the iteration.

1.2 Modeling and Investigations Approach in Collaboration
Systems

Most often, researchers focus on highlighting interactions between users of the
system to fully describe and understand the processes involved [5, 6]. The topic of
research on the impact of work in shared access systems is very popular in scientific
papers. This emphasis can be explained by the study of the impact of collaboration
between professional groups on issues [7–11]. The implementation of the technical
component of the solution for the creation, support, and application of work algo-
rithms in systems is also widely used in articles [12, 13]. The technology that is used
in this work to form an enterprise model is also used to develop training systems,
where the factor of perception of educational material in the system plays a key
role [14]. Despite the presence of works on various topics, most of them focus on a
specific issue based on the purpose of the study: the technical structure or the impact
on the work of the team. This work sets its task, using the experience of previous
years, to look at the process of forming interactions from a new level: the system at
the same time is limited in itself and at the same time can be affected from outside.
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Fig. 1 Schematic implementation CRISP-DM

2 Modeling Interactions in a Collaboration Environment

2.1 Usage of CRISP-DM

We use CRISP-DM to implement a model for collecting and analyzing information
that is generated by users in collaboration platforms. Figure 1 presents 6 steps that
are in the cycle of this approach.

This method represents a continuous cycle of work on data, during which N is
performed several times, the error in the predicted data tends to zero based on the
information obtained in the previous step. This method is one of the most common
practices for modeling the data mining process.

2.2 Regression Tree

A regression tree is a class of regression models that allows you to divide the input
space of factor variables into segments. Subsequently, the whole chain of the regres-
sion model can be supplemented and processed for each of the nodes representing
the regression function in an intuitive visual form [15, 16]. Let us introduce a defini-
tion of how the interaction model in a collaboration environment relates to a process
expression in the form of a tree:

1. The internal node of the tree is a description of the rules for partitioning the
space of explanatory variables. (e.g., An element of the “message” system is an
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Table 1 Types of decision trees

Tree name Description Example in systems

For classification The result of the prediction is the data ownership
class

Office 365 message

For regression The result in this case is the predicted value of the
target function

Media File in SharePoint

indivisible unit for selecting data for a finite segment of users. One author can
have many messages, while each message has a single author in a simplified
model.)

2. Tree Leaves—Own Model of Local Regression.
3. Branch—transition conditions between nodes.

To apply the regression tree, we will build connections in the collaboration system
on the principle of dividing and isolating a set of information that does not intersect
with other classes of the system.Wewill carry out the division sequentially until there
remains the possibility of isolating a new class from the essence of the entity. Each
model can be defined and limited by itself. Types of decision trees for collaboration
are presented in Table 1.

2.3 BART Algorithm

Consider a Bayesian approach to evaluating nonparametric functions using regres-
sion trees. This algorithm allows us to generalize the regression tree that was allo-
cated above and time series for iterations using the CRISP-DM method. BART is a
combination (C&RT) [17] of the algorithm and the standard autoregressive integrated
moving average (ARIMA) models and their components (AR, MA The SETAR and
ASTARmodels are linear models of homogeneous models (Inst message, office 365
Exchange file) that build several adaptive regression splines (MARS) based on time
series in a single iteration of the processing complex. BART has twomain differences
from the SETAR and ASTAR models:

1. Error estimates for BART models can differ from each other both for each node
and for each iteration of the cycle.

2. BART is characterized by a gap between the models of autoregression.

To convert the model according to the time series, we will use the conversion
method, where the resulting variable CDt corresponds to the sum of the previous
value CDt−1 and the delayed value CDt−p adjusted for the Sentiment coefficient
β, which in turn, it is a cumulative estimate for each node of the system over time t
obtained using Azure Data Text functions. Release the rules for dividing input data
into segments (Fig. 2).

Most algorithms use recursive separation of the data on which training takes
place. BART uses an iterative construction method. Also, in our example, we add
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Fig. 2 Autoregressive tree building diagram

the Sentiment β coefficient at each step of the calculation, which is in the range of
values [0.1] and is cumulative. This coefficient is calculated for each individual and
influences the result in each node. 0 is the correspondence of an absolute negative
comment in the system (message in correspondence, with pronounced indignation
or discontent). 1 is a positive value. During the simulation, no 0 to 1 were met.

Consider a data processing algorithm:
Step 1: Build a regression tree for the root value (the entire Collaboration system

considered). The construction of a regression tree begins from a single value (root
node), which is defined as the Median (ME, second quartile Q50%) of the entire time
series CD1

t and is calculated the Eq. (1).

ME = Q50% = 1

2

(
CDmin

i + CDmax
i

) + β (1)

In this expression, the median is the sum of a real number with a probability of
exceeding an arbitrary size equal to 0.5 and a non-negative value β, which tends to
1 with an ideal system of interaction in the system.

Step 2: For each unprocessed node we find the best partition. The partition itself
will be selected based on a predefined rule.
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The split rule selection mechanism is like the C&RT algorithm. The difference
lies in the rule for selecting the criterion for evaluating the termination of cleavage.
During testing, we used the information criterion for a better separation based on the
entropy indicator, because it prefers options with less complexity of the tree. This
algorithmwill determine an entropy information gain.When using BART, any vertex
in the tree (except the root) has two children. The final chain is built from tree nodes
from top to bottom and an informational assessment of the node predictor occurs,
dividing the time series into a subset of experiments.

Entropy criterion. The value for the sample CDi
t is calculated by the formula (2):

H (P,N ) = H(P/(P + N ) + N/(P + N ) (2)

After receiving information about the current node and its predecessors, the
entropy value is calculated by the following relation (3):

Hϕ(P, N , p, n) = (p + n/P + N )H 1(p, n)

+ (P + N − (p + n)/P + N )H (P−p,N−n) (3)

P is the number of objects in the subset C, p is the number of objects, all objects
that correspond to p ∈ P ∈, nN are the total number of nodes in the system at each
iteration step n ∈ N .

The change in entropy is calculated by the formula (4) which shows the amount
of information corresponding to class C and not corresponding to this separation:

IGainC
(
ϕ,CDi

1

) = H (P,N ) − H (P,N ,p,n) + β (4)

For the early Q information criterion, we use the extended Bayesian information
criterion [18] (5):

EBIC = J ∗ (ln n + 2 ln p) + n ln n
(
SSE

/
n
)

(5)

SSE is the sum of squares of the residuals of the model; J is the number of model
parameters; n is the training number of examples; p is the mathematical ratio of the
number of vertices in the tree and the unifying criteria. In a first approximation, we
will use multiplication. We will calculate the EBIC value until the next value is less
than the previous one.

Step 3: Continue dividing the model and consider the change in entropy until the
EBIC value at step n is greater than at step n − 1 and is a real number. As soon as
these conditions are no longer fulfilled, the algorithm completes its work. The tree
is considered formed.

We will study the effectiveness of the BART + β approach with traditional
ARIMA (autoregressive integrated moving average) algorithms. We will build a
series of experiments on the leaves of a tree according to the rule (6):
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Fig. 3 Azure Cognitive Services as service

Fig. 4 Azure Cognitive Services as service for escalation

F(L)
(
1d + d(n − 1)Ld−1

)
Xt = μ + θ(L)εt , εt ∼ N

(
0, σ 2

)
(6)

Xt—time series, s, L—is the lag operator, F(L)—is the polynomial degree p from
L, μ—is the average process value, d—is the order of process integration Xt . If
d = 0, then process Xt can be described by ARIFMA (p, q) or ARIMA (p, 0, q).
During the simulation, we also conducted studies using the classical configuration
parameters for the algorithms: ARIMA (1, 0, 1) and ARFIMA (1, d, 1).

Step 4:Wewill describemethods of receiving β. In this study, we used the existing
Azure Cognitive services functionality to calculate the correction at each new iter-
ation, considering the results of previous values for interactions in the system. This
approach is since the calculation of such a coefficient is a separate area and there are
several approaches to solving this problem. In our experiment, we use this service
according to the black box principle: We do not know the internal structure of the
service, but we introduce a correction value in the equation. Options for using the
service are presented in Figs. 3 and 4 [19].

3 Empirical Results

We simulated the work of the enterprise within 30 days, with the participation of real
users (who talked in the mail, worked with internal messengers, used the workflow
systemonSharePoint, reacted to systems simulating industrial capacities), and taking
into account randomly generated events (breakdowns, failures, external contact by
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Table 2 Simulation results for each individual node

System node Description of
Interactions

Interactions with
other system
nodes

The presence of
interaction from
an external
source

The difference
between the
predicted value
and the real

Exchange e-mails E-mail
Correspondence

Chats, SharePoint
DMS

True 0.245

Chats Dialog daily
conversations

E-mails False 0.113

SharePoint DMS Document
workflow

Exchange False 0.117

Imitation
conveyor belt on
Raspberries

The work of the
product creation
system

SAP False 0.430

SAP modules Customer
workflow

Conveyor True 0.175

mail and more). According to the idea of the experiment, for each interaction node,
the target variable will be the log-return value for the time period after the incident.
The results of the experiment are displayed in Table 2.

The closer the value in the last column to zero, themore accurate the forecast gives
the system about the results of future interaction. Note some interesting features in
the experimental results:

1. The best value for individual nodes showed a study of the chat system. This
node is not critical for maintaining the efficiency of the enterprise model, as
E-mail can be duplicated. This fact and the fact that in the calculation we used
a cognitive analysis of chat text messages that can be deeply analyzed by the
system at each iteration can explain the leadership in using this approach for
text messages.

2. The relatively high (second) place of SharePointDMS is due to the formalization
of processes, where in the workflow for processing documents it is not possible
to introduce serious disturbances (comments). At the same time, the usefulness
of using cognitive services in such formalized systems can be questioned.

3. The relative success of modeling in SAP modules is also explained by the high
formalization and standardization of processes. The result obtained (the value
is worse than that of the previous paragraphs) may indicate the imperfection
of the method when working with external disturbances and the difficulty of
predicting emergency situations for the conveyor.

4. The simulation results for the conveyor may indicate the imperfection of the
applied approach for a particular node.
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4 Conclusion

During the research, an enterprise model was developed that uses various collab-
oration nodes to organize work. To predict the results of individual components
based on the previous values, an extended implementation of the BART algorithm
was used, which showed effectiveness in studying the results of individual nodes. In
the future, this approach can be laid in the idea of applying emergency forecasting,
possible safety problems [20] and other critical components in the enterprise. In
future studies, the authors will strive to complicate and approximate the enterprise
model to the existing ones; at the same time, it is planned to use various methods for
working with a large amount of data on time series.
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A Computer-Aided Diagnosis System
in the Diagnosis of Multiple Sclerosis

Polina Andropova , Dmitriy Cheremisin , and Anna Meldo

Abstract This chapter reviews the basics and recent researches of computer-aided
diagnosis (CAD) systems for assisting neuroradiologists in the detection, monitoring
and prediction of multiple sclerosis (MS) in magnetic resonance (MR) images. The
CAD systems consist of image feature extraction based on image processing tech-
niques andmachine learning classifiers such as linear discriminant analysis, artificial
neural networks, and support vector machines. We introduce useful examples of the
CAD systems in the neuroradiology and conclude with possibilities in the future of
the CAD systems for MS in MR images.

Keywords Machine learning · Computer-aided diagnosis (CAD) systems ·
Artificial intelligence · Convolutional neural network ·Multiple sclerosis

1 Introduction

Multiple sclerosis (MS) is a neurodegenerative disease characterized by chronic
demyelination of the central nervous system (CNS) and which, as it develops,
severely compromises patient quality of life. Although the cause of the disease
remains unknown, it is assumed to be due to complex interactions between genetic
and environmental factors. MS is not currently curable. The aim, therefore, is to
diagnose it early, make competent monitoring and to provide treatment that reduces
the risk of relapse and the progression of disability [1].

The current criteria used to diagnose forms of MS were originally formulated by
[2] and revised by [3] and [4]. Diagnosis should consider evidence of damage to the
CNS disseminated in time (on different dates) and in space (damage to at least two
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different parts of the CNS) and should exclude other conditions that, due to their
clinical or laboratory profile, can mimic MS.

MS declares itself in a variety of clinical and imaging forms, differentiating both
within patients’ group and within individual patients in a time course. A diagnosis
of MS could be revealed only by confluence of clinical, imaging, and laboratory
findings, as there is no definite clinical or diagnostic feature of such entity. MRI
features ofMSmask themselves andmimicMRI abnormalities associated with other
diseases and non-specific MRI findings, commonly found in a general population.
Pursuing on timely diagnosis to lift a burden of uncertainty for patients and start
modifying therapy could lead clinicians to increased risk of misdiagnosis [5].

While evaluating a patient, physicians rely on pattern recognition as human intu-
ition dictates. Rational diagnosis making requires that clinical patterns be put in the
context of disease prior to probability, yet physicians often exhibit flawed proba-
bilistic reasoning. High rates of costly and even fatal diagnostic errors are the result
of such issues in making a diagnosis. While being introduced more than half-century
ago, computer-aided diagnosis systems and software remain not widely integrated
into clinical routine. These systems cannot efficiently recognize patterns and are
unable to consider the base rate of potential diagnoses [6].

Solomon et al. [7] conducted a study to assess the proper application of
McDonald Criteria key elements among neurology residents and MS specialists.
It was shown that neurology residents and their counterparts (with less mistakes
though) inaccurately identified essential components of McDonald Criteria.

InMS, early treatment has been considered the best strategy [8], hence qualitative
and faster clinical decisions are needed. In line with this, computer-aided diagnosis
(CAD) has become one of the most important areas of research [9].

2 Evaluation of CAD Systems

In recent years, CAD software development and its implementation was rapidly
expanding, which lead to promising results, improving accuracy and increased sensi-
tivity in a variety of medical fields, such as proctology [10], ophthalmology [11],
mammalogy [12], cardiology [13], urology [14, 15], radiology [16].

With that being said, many systems for diagnosing MS have been developed as
well to ensure the successful detection of focal brain damage, monitoring, predicting
the severity of neurological disorders and for amore informed decision about the start
of treatment of the disease. Each method of reasoning has certain capabilities and
limitations, with varying effectiveness and application possibilities in the diagnosis
of this disease.
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2.1 CAD Systems for Early Diagnosis of Multiple Sclerosis

The identification of MS was the predominant goal of researchers. Below we present
some of the most successful CAD systems in this area.

In 2017, Wu et al. [17] presented an MS slice identification system, based on
Haar wavelet transform, principal component analysis, and logistic regression. The
accuracy of their software product was 87.65%.

Next, with the help of the Minkowski-Bouligand measurement and a neural
network with one hidden layer, Zhang et al. [18] created a CAD with sensitivity,
specificity, and accuracy—97.78%, 97.82%, and 97.77%, respectively.Data augmen-
tation was used to increase the size of the training set. Improved convolutional neural
network combined the parametric rectified linear unit (PReLU) and dropout tech-
niques. Finally, a 10-layer deep convolutional neural network was established, with
7 convolution layer and 3 fully connected layers.

In recent studies, Wang et al. [19] proposed a new method for diagnosing MS
using a CAD based on a 14-Layer convolutional neural network with batch normal-
ization, dropout, and stochastic pooling which provided a sensitivity of 98.77 ±
0.35%, specificity of 98.76 ± 0.58%, and accuracy of 98.77 ± 0.39%. Comparison
showed that their method is superior to modern methods of artificial intelligence.
During this comparison it was revealed that stochastic pooling algorithm gives better
results than maximum and average pooling ones. Furthermore,Wang et al. compared
proposed method with six state-of-the-art approaches, including five traditional arti-
ficial intelligence methods and one deep learning method. The comparison shows
thosemethod has a better outcome value than all other six state-of-the-art approaches.

Experimental results of previously mentioned segmentation methods of MS
lesions on MR images reveal that representation deep learning-based methods are
the most accurate and promising ones for the early detection of multiple sclerosis.

The unprecedented success of developers gives us clear data on the superiority of
CAD systems over people in the detection of multiple sclerosis.

2.2 CAD Systems for Monitoring and Prognosis of Multiple
Sclerosis

The growth of plaques and the development of new lesions in MRI are markers of
new disease activity in MS patients. Treatment efficacy and understanding of wors-
ening course of the disease heavily rely on our ability of successfully predicting
future lesion activity. Doyle et al. [20] introduced the first, fully automatic, proba-
bilistic framework for the prediction of future lesion activity in relapsing–remitting
MS patients, based only on baseline multi-modal MRI, and use it to successfully
identify responders to two different treatments. The authors developed a new Bag-
of-Lesions (BoL) representation for patient images based on a battery of unique
characteristics extracted from lesions. A probabilistic codebook of lesion types is
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created by clustering features using Gaussian mixture models. Patients are repre-
sented as a probabilistic histogram of lesion types. A Random Forest classifier is
trained to automatically predict future MS activity up to two years ahead based on
the patient’s baseline BoL representation. Automated identification of responders in
two different treated groups of patients leads to sensitivity of 82%and 84%and speci-
ficity of 92% and 94% respectively, showing that this is a very promising approach
toward personalized treatment for MS patients.

A crucial step in the management of patients with MS is an ability to steadily
predict a worsening of the disease over the short-time period. A critical component
in the management of patients with MS is correctly predicting which patients will
experience worsening disease over the short term. This is particularly relevant given
the expanding array of disease-modifying medications and the importance of iden-
tifying the patients who may benefit from more potent or aggressive treatment or
closer monitoring. An identification of patients with a high risk of attacks within
a given time frame gives clinicians an ability to treat such patients more actively
thus improving course of their ailment. Yoo et al. [21] conducted a research to deter-
mine an ability of deep learning to extract, from segmented lesion masks, covert
sings that able to predict spark in the disease’s course within short timeframe in
patients with early MS symptoms more accurately than lesion volume, generally
used as MS imaging biomarker. They used convolutional neural networks to extract
latent MS lesion patterns that are associated with early disease activity using lesion
masks computed from baseline MR images. Main obstructions are that lesion masks
are sparse resulting in a scarce number of samples relative to the dimensionality
of the images. To cope with sparse voxel data, Yoo et al. [21] propose utilizing the
Euclidean distance transform (EDT) for increasing information density by populating
each voxel with a distance value. These prediction model can achieve an accuracy
rate of 72.9% (SD = 10.3%) over 2 years using baseline MR images only, which is
significantly higher than the 65.0% (SD= 14.6%) that is attained with the traditional
MRI biomarker of lesion load.

A complex anatomical distribution is a main feature of pathological process in
case of multiple sclerosis, and commonly used low-dimensional models could not
firmly detect such changes. Therebymanagement of individual patients and interven-
tional trials suffer from inadequate ability to detect treatment effects. Kanber et al.
[22] conducted a comparison between conventional models and high-dimensional
models incorporating a plethora of imaging factors in an ability to detect an imaging
changes in response to provided treatment. They used fully automated image analysis
to extract 144 regional, longitudinal trajectories of pre- and post-treatment changes
in brain volume and disconnection in a cohort of 124 natalizumab-treated patients.
Low- and high-dimensional models of the relationship between treatment and the
trajectories of change were built and evaluated with machine learning, quantifying
performance with receiver operating characteristic curves. Compared to existing
methods, high-dimensional models were superior in treatment response detection
(area under the receiver operating characteristic curve = 0.890 [95% CI = 0.885–
0.895] versus 0.686 [95% CI= 0.679–0.693], P < 0.01]) and in statistical efficiency
(achieved statistical power= 0.806 [95%CI= 0.698–0.872] versus 0.508 [95%CI=
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0.403–0.593] with number of patients enrolled= 50, at α = 0.01). The study strongly
suggested to incorporate high-dimensionalmodels in the routine clinical imaging due
to substantial enhancement in the detection of imaging changes in response to treat-
ment, allowing clinicians enable more precise individual approach and prognosis,
and greatly improving statistical data output for randomized controlled trials.

Tousignant et al. [23] presented thefirst automatic end-to-enddeep learning frame-
work for the prediction of future patient disability progression (one year from base-
line) based onmulti-modal brainMagnetic Resonance Images (MRI) of patients with
MS. The model uses parallel convolutional pathways and is trained and tested on
two large proprietary, multi-scanner, multi-center, clinical trial datasets of patients
with Relapsing–Remitting MS(RRMS). Using only the multi-modal MRI provided
at baseline, the model achieves an AUC of 0.66 ± 0.055. However, when supple-
mental lesion label masks are provided as inputs as well, the AUC increases to 0.701
± 0.027. Clinicians provided with the predictions computed by the model can, there-
fore, use the associated uncertainty estimates to assess which scans require further
examination.

Further development of systems for predicting MS is needed. This is important
because it will allow us to control this disease, to prevent the disability of patients
by changing therapy.

3 Cognitive Assessment in Multiple Sclerosis

Noteworthy is the study byKhaligh-Razavi et al. [24] by creating a self-administered,
artificial intelligence (AI) platform for cognitive assessment in MS.

Cognitive impairment is common in patients with MS. Accurate and repeatable
measures of cognition have the potential to be used as a marker of disease activity.
Authors developed a 5-min computer test—named Integrated Cognitive Assessment
(ICA)—that is self-administered and language-independent to evaluate a degree of
cognitive impairment in patients with MS.

ICAdemonstrated excellent test–retest reliability (r=0.94),with no learning bias.
ICAwas sensitive in discriminating against theMS patients from the healthy controls
(HC) group and demonstrated a high accuracy (AUC = 95%) in discriminating
cognitively normal from cognitively impaired participants.

ICA can be used as a digital biomarker for assessment andmonitoring of cognitive
performance in MS patients. Its advantages are shorter duration, not being learning
biased, independent of language and utilizing performance capabilities of artificial
intelligence in more definitive identification of the cognitive status of users. Since
ICA is a digital test, it is possible for it to be integrated in electronic health record
and further in research database with ease.

However, there are some limitations to this system.
As it was aforementioned, imaging changes could be detected far before clin-

ical deterioration, so a pillar of treatment tactics, prediction and prognoses of
relapses remains in a neuroradiological imaging. Clinical measures could not grasp
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on all affected functional domains, does not have enough evidence to predict the
progression of disability.

Such platform does not incorporate neuroradiological method, so it can go as only
refining tool for diagnosis and monitoring of cognitive deficiency in patients with
multiple sclerosis.

4 Conclusion

Intelligent computer systems are used in diagnosing MS and help physicians in the
accurate and timely detection, monitoring, and prediction of the disease.

Rule-based, fuzzy-logic, and artificial neural network methods have had more
applications in intelligent systems for the diagnosis of MS. The highest rate of sensi-
tivity and accuracy indexes is associated with the neural network reasoning method
at 98.77 ± 0.35%, and 98.76 ± 0.58%, respectively.

CAD systems for monitoring and prognosis of MS are still trailing human exper-
tise on both detection and delineation criteria. In addition, we demonstrate that
computing a statistically robust consensus of the algorithms performs closer to human
expertise.

One of the authors of the CAD for detection of imaging response to treatment
in multiple sclerosis, Dr. Nachev [25], said the algorithm combined “the finesse of
a clinician with the objectivity of a machine,” adding: “Rather than copying what
radiologists already do, this kind of complex modelling does what no human being
can, drawing intelligence from a very rich data set to enable care that is individually
tailored yet objective and reproducible.”

CAD systems require further improvement and greater accuracy.
At the moment, in the diagnosis of multiple sclerosis, in the future, it is possible to

automate all stages of diagnosis. The opinions of different scientists are divided on the
role of human in the diagnosis ofmultiple sclerosis: from the complete replacement of
a person to fruitful cooperation and the performance of CAD functions inaccessible
to humans. What will be more effective will be shown by the unprecedented ongoing
progress in the field of artificial intelligence.
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Predicting Students’ Performance
on MOOC Using Data Mining
Algorithms

Sergey Nesterov , Elena Smolina , and Tigran Egiazarov

Abstract This paper describes the results of experiments in predicting students’
performance on a massive open online course (MOOC). Grade reports from MOOC
“Data management” on the Russian platform openedu.ru were used for the analysis.
It is well known that only a small percent of students who enrolled in MOOCs pass
them through. Data mining methods could help to understand the causes of this
problem. We tried to predict whether the student will finish an online course or not
based on his results during the first weeks. Such prediction if it was performed early
enough could help to keep students in the course.

Keywords E-learning ·MOOC · Data mining ·Machine learning · Classification

1 Introduction

Nowadays, e-learning platforms, especially massive open online courses (MOOC)
platforms, accumulate a huge amount of data about activities of course participants
and the results of their training. This data could be analyzed to make online teaching
more effective and interesting for students. Along with other methods, data mining
could be used for that purpose. This led to the appearance of a special area in data
mining—data mining of the educational process [1, 2]. Some examples of popular
tasks for that sphere are clustering [3], student’s performance prediction [4–6], and
exploring the reasons for dropping the online course by students [7].

In our work, we analyzed grade reports of the MOOC “Data Management” from
theRussian platformopenedu.ru [8]. The coursewas first time launched in September
2016. Sessions of the course started once a semester, in September and February,
and for our analysis, we used results of five sessions of that course.
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The duration of the “DataManagement” course is 16weeks. Eachweek is devoted
to a new topic, and each topic of the course contains video lectures, practical tasks,
and a short test marked in the grade report as homework. Also, there are midterm
and final exams. The final grade of the course is calculated from the average result
of the weekly tests and results of these exams. More information about that course
could be found in [9, 10]. It is important to note that in contrast to the works [11, 12],
where the logs of the MOOC platform are analyzed, in our analysis we used only the
standard grade reports from openedu.ru. Each instructor at openedu.ru can download
such a report for his course, while the logs can be accessed only through technical
support with a rather big delay. That is why we did not use logs in our analysis.

2 Method and Data Mining Tools

We used the R environment as the main software tool for our analysis. It has many
different packages for statistical data processing, visualization, andmachine learning
[13–16]. In our work for classification, we used “rpart” (for decision trees), “class”
(for the k-nearest neighbor algorithm), and “Naïve Bayes” packages.

Grade reports in *.csv format were downloaded from the “Open Education” portal
(openedu.ru). Five sessions of the course we worked with were fall 2016, spring and
fall 2017, and spring and fall 2018. Each report was imported into the R as a data
frame. Missed data was relabeled to be in the readable format by the R environment.

Aswasmentioned before, one of themain problems ofMOOCs is that only a small
percent of students who enrolled in courses pass them through. So the prediction of
the result of the course at least in the form of classification of students in two classes
those who pass the course and those who drop out could be a very useful task.

For such type of classification, we needed a target attribute. We could not use
the result of the final exam in this capacity because this exam is available only for
students who paid for online proctoring: During the exam, a candidate is monitored
online with the help of a webcam and special software, which gives access to the
screen of the candidate. But for us, the results of all participants were interesting—
and those who were on the free track of the course and those who were on paid track.
So we decided to make synthetic target attribute: If the result of the student in a
weekly test of the 15th or 16th week of the course is more than zero, we consider that
this student passed the course (at least was learning all over the course). Otherwise,
the student will be dropped out.

After performing the binary classification and analyzing its results, we tried to
analyze the classification accuracy for different groups of students. These groups
were determined based on the results of cluster analysis.
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3 Binary Classification

Aswasmentionedbefore in our analysis,weusedgrade reports fromMOOCplatform
openedu.ru. This platform is based on Open edX software which is widely used all
over the world [17], and the format of its reports could be named rather common.
For our course for each participant, we analyzed 16 marks for weekly tests and the
mark for the midterm exam, which is placed after the material of the 8th week.

Using this data, we tried to predict if a course will be completed by a student or
not according to his results during the few first weeks. For our prediction model,
we decided to use the results of the first four sessions of the course as a training set
and the data from the result report for the fall 2018 session—as a testing set. The
next question was how many weeks of the course we must take into account. If this
number will be too little, it will not give enough data for the relevant prediction. But
if we will take all of the weeks, our prediction will be trivial.

First, we visualized data in our datasets. Figure 1 shows the number of students
who performed tasks during the first session of the course (fall 2016). The picture
was nearly the same for other sessions of the MOOC. A rather large number of
students enroll for the course (from 1.5 to 3 thousands student) and only between 1/3
and 1/5 of them perform the first assignment. Then, the number of active students
decreases weekly, and after the midterm exam, the number of such students becomes
practically stable. That is why we decided that for non-trivial prediction will student
drop out or not we must use the results not more than 8 weeks of the course. In more
detail, these results are described in [9, 10].

For the training set which was combined from the grade reports from the first
four sessions of the course, we calculated the number of students who completed the
tasks of the first 8 weeks and the percent of students who passed the whole course
among them. The results are summarized in Table 1.

Fig. 1 Number of students who performed the task during fall 2016 session of the course
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Table 1 Number of students from training set who completed the tasks

Number of the task Number of the students who
passed

Percent of students who passed
the whole course (%)

Homework 1 1869 22

Homework 2 1199 35

Homework 3 901 46

Homework 4 719 58

Homework 5 638 66

Homework 6 585 72

Homework 7 544 77

Homework 8 528 80

Midterm Exam 543 77

Passed the whole course 423 100

According to the results in Table 1, it could be mentioned that we could perform
forecasting earlier than in the middle of the course. So we used data from first 4,
5, 6, 7, and 8 weeks to train classification models and used different data mining
algorithms for them. The results are summarized in Table 2.

For binary classification after testing the classification model on data from the
testing set, we can get four values:

Table 2 Classification models

Algorithm Number of weeks accuracy precision recall f1

k-nearest neighbor 4 0.79 0.75 0.73 0.74

5 0.8 0.73 0.77 0.75

6 0.81 0.75 0.77 0.76

7 0.81 0.75 0.83 0.79

8 0.82 0.76 0.81 0.79

Naïve Bayes 4 0.79 0.68 0.9 0.78

5 0.82 0.71 0.94 0.81

6 0.82 0.71 0.94 0.81

7 0.84 0.73 0.95 0.82

8 0.85 0.75 0.95 0.84

Decision Tree 4 0.79 0.74 0.73 0.73

5 0.79 0.7 0.82 0.75

6 0.83 0.78 0.79 0.78

7 0.81 0.74 0.86 0.8

8 0.84 0.77 0.87 0.82
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• TP—number of true positive predictions;
• TN—number of true negative predictions;
• FP—number of false positive predictions;
• FN—number of false negative predictions.

Quality metrics that are mentioned in the table above are defined in the following
way [14, 18]. Accuracy is the fraction of correct predictions:

accuracy = TP+ TN

TP+ TN+ FP+ FN

Precision shows how accurate positive predictions were:

precision = TP

TP+ FP

Recall is defined as the proportion of true positive predictions on the total number
of positive instances:

recall = TP

TP+ FN

F1 score is the combination of precision and recall, which is defined as:

F1 = 2× precision× recall

precision+ recall

After the analysis of accuracy and other quality metrics of our models, we tried
to improve our classification models by training on the balanced training set. The
problem was that most of the students in the original dataset have dropped out of
the course. This is a common situation for MOOCs, but for our purposes, it was not
particularly convenient.

So we used random undersampling [19] to form balanced training set where 40%
of variants had target attribute with value 1 (passed), and 60%—0 (dropped out). But
contrary to our expectations, training on such set did not help to improve the quality
of our models.

4 Classification Accuracy for Different Groups of Students

In papers [9, 10], the results of cluster analysis of the same dataset are described. In
current work, we will try to combine these results with classification. For clustering,
we used the k-means algorithm and we chose the number of clusters based on the
analysis of the sum of squared errors (distance between each point and the mean of
its cluster) [14, 16]. For all course sessions, according to this indicator, four clusters
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Fig. 2 Average results of weekly tests and the midterm exam for each cluster (spring 2018)

were chosen. Figure 2 shows the average results of weekly tests and the midterm
exam for each cluster (spring 2018). For other sessions, the result looks like nearly
the same.

As was mentioned before, in our analysis we used grade reports from MOOC
platform openedu.ru.

• Students with good results over the course;
• Students who actively studied the first half of the course, and then lowered their

academic performance, but completed the course;
• Students who were actively studying in the first weeks, then continued to study

less actively, and dropped out after the middle of the course;
• Students who studied only about the first two weeks.

Fig. 3 Confusion matrices for different groups (classes) of students
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And for these groups of students, our prediction models show different accuracy.
Figure 3 shows confusion matrices for prediction who will pass the course (target
attribute value is 1) and who will drop out (target attribute value is 0). For different
groups of students, our classifiers have different accuracy. In future work, in fact, it
could be used to make predictions better.

5 Conclusion

E-learning and massive open online courses now become very popular. But the
question is—are they effective? That is why different analysis methods are used
to measure course effectiveness and help to rise it up [20, 21].

Now, the percent of participants who finish MOOCs is rather low. Most of the
participants are dropped out. The analysis of the results of theMOOC studying helps
to understand students and their reasons for leaving the course and maybe can help
to keep them at the course.

An analysis similar to ours can be made for other courses of openedu.ru or similar
platforms, which are based on Open edX software. Instructors of all courses have
access to grade reports, and they can make an analysis themselves. For example, it
could be done using some web-based instruments which could be developed for the
exact MOOC platform and provided for all instructors who work with it.

During this work, we had access to the grade reports from different sessions of
only one course—“Data management” [8]. Thus, it cannot be said that the results of
the analysis of other courses will be similar. For example, we cannot say that cluster
analysis will give the same four main groups of learners for other courses as it was on
our course during all five sessions. This could be a subject of further research. And
we believe that some patterns of learner’s behavior may be the same for different
courses. In [12], it was shown for activity log analysis of four different courses on
the Coursera platform.

Also, we plan to combine the analysis of the grade reports of the course with
the analysis of activity logs. Such logs can show how much time the student spent
learning materials, how he worked with video and text materials, and so on. And it
could be very useful for predicting a student’s performance.

References

1. Villanueva, A., Moreno, L.G., Salinas, M.J.: Data mining techniques applied in educational
environments: literature review. Digital Educ. Rev. 33, 235–266 (2018)

2. Algarni, A.: Data mining in education. Int. J. Adv. Comput. Sci. Appl. (IJACSA) 7(6) 2016.
https://doi.org/10.14569/IJACSA.2016.070659

3. Crues, R.W., Henricks, G.M., Perry, M., Bhat, S., Anderson, C.J., Shaik, N., Angrave. L.: How
do gender, learning goals, and forum participation predict persistence in a computer science

https://doi.org/10.14569/IJACSA.2016.070659


292 S. Nesterov et al.

MOOC? ACM Trans. Comput. Educ. 18, 4, Article 18 (September 2018), 14 p. https://doi.org/
10.1145/3152892

4. Sweeney, M., Lester, J., Rangwala, H., Johri, A.: Next-term student performance prediction: a
recommender systems approach. JEDM 8(1), 22–51 (2016)

5. Liao, S.N., Zingaro, D., Thai, K., Alvarado, C., Griswold, W.G., Porter, L.: A robust machine
learning technique to predict low-performing students. ACM Trans. Comput. Educ. 19, 3,
Article 18 (January 2019), 19 p. https://doi.org/10.1145/3277569

6. Salal, Y.K., Abdullaev, S.M.: Using of data mining techniques to predict of student’s perfor-
mance in Industrial Institute of Al-Diwaniyah, Iraq. Bull. South Ural State Univ. Ser. Comput.
Technol. Autom. Control & Radioelectron. 19, 121–130 (2019). https://doi.org/10.14529/ctc
r190111

7. Yang, D., Kraut, R., Rose, C.: Exploring the effect of student confusion in massive open online
courses. JEDM 8(1), 52–83 (2016)

8. Nesterov, S.A., Andreeva, N.V.: Data management (Massive open online course) https://ope
nedu.ru/course/spbstu/DATAM/. Last accessed 19 Oct 2019 (in Russian)

9. Nesterov, S.A., Smolina E.M.: Metody intellektual’nogo analiza dannyh v zadachah ocenki
rezul’tatov distancionnogo obucheniya. [Methods of data mining in the analysis of the results
of distance learning]. In: Proceedings of the XXIII International Scientific and Practical
Conference “System analysis and control”, pp. 406–412. Peter the Great St. Petersburg
Polytechnic University. (2019). https://elibrary.ru/download/elibrary_38582562_94678170.
pdf. Last accessed 19 Oct 2019 (in Russian)

10. Nesterov, S.A., Smolina, E.M.: Some results of the analysis of 3 years of teaching of a massive
open online course. In: Cyber-Physical Systems and Control. Lecture Notes in Networks and
Systems, vol. 95. Springer International Publishing (2019). ISBN 978-3-030-34983-7

11. Tabaa, Y., Medouri, A.: LASyM: a learning analytics system for MOOCs. Int. J. Adv. Comput.
Sci. Appl. (IJACSA) 4(5) (2013). https://doi.org/10.14569/IJACSA.2013.040516

12. Gelman, B., Revelle, M., Domeniconi, C., Johri, A., Veeramachaneni, K.: Acting the same
differently: a cross-course comparison of user behavior in MOOCs. In: Proceedings of the 9th
international conference on educational data mining, EDM 2016, pp. 376–381 (2016). https://
www.educationaldatamining.org/EDM2016/proceedings/paper_136.pdf. Last accessed 1 Nov
2019

13. Lantz, B.:Machine Learning with R, 2nd edn. Packt Publishing (2015). ISBN: 9781784393908
14. Bruce, A., Bruce, P.: Practical Statistics for Data Scientists. O’Reilly Media (2017). ISBN:

9781491952955
15. Grolemund, G., Wickham, H.: R for Data Science. https://r4ds.had.co.nz. Last accessed 19 Oct

2019
16. Adler, J.: R in a Nutshell: A Desktop Quick Reference, 2nd edn. O’Reilly Media (2012)
17. Open edX Homepage: https://open.edx.org/. Last accessed 19 Oct 2019
18. Grus, J.: Data Science from Scratch: First Principles with Python. O’Reilly Media (2015).

ISBN: 9781491901427
19. Towards Data Science. Using Under-Sampling Techniques for Extremely Imbal-

anced Data. https://towardsdatascience.com/sampling-techniques-for-extremely-imbalanced-
data-part-i-under-sampling-a8dbc3d8d6d8. Last accessed 19 Oct 2019

20. Kalmykova, S.V., Pustylnik, P.N., Razinkina, E.M.: Role scientometric researches’ results in
management of forming the educational trajectories in the electronic educational environment.
Adv. Intell. Syst. Comput. 545, 427–432 (2017). https://doi.org/10.1007/978-3-319-50340-
0_37

21. Surygin, A.I., Kalmykova, S.V., Alexankov, A.M.: Models of international virtual learning
environment for international educational projects. In: 15th International Conference on Inter-
active Collaborative Learning, ICL 2012, 6402221 (2012). https://doi.org/10.1109/ICL.2012.
6402221

https://doi.org/10.1145/3152892
https://doi.org/10.1145/3277569
https://doi.org/10.14529/ctcr190111
https://openedu.ru/course/spbstu/DATAM/
https://elibrary.ru/download/elibrary_38582562_94678170.pdf
https://doi.org/10.14569/IJACSA.2013.040516
https://www.educationaldatamining.org/EDM2016/proceedings/paper_136.pdf
https://r4ds.had.co.nz
https://open.edx.org/
https://towardsdatascience.com/sampling-techniques-for-extremely-imbalanced-data-part-i-under-sampling-a8dbc3d8d6d8
https://doi.org/10.1007/978-3-319-50340-0_37
https://doi.org/10.1109/ICL.2012.6402221


On the Implementation of the Planar3D
Model Using the Explicit Time
Integration Scheme and the Statistical
Front Tracking Method

Egor Starobinskii , Nikita Mushchak , Svetlana Kraeva ,
Sergei Khlopin , and Egor Shel

Abstract Nowadays, the relevance of problems associated with mathematical
modelling of the propagation of hydraulic fractures is growing. In this paper, we
consider a Planar3D plane crack model using the explicit numerical integration
scheme over time to calculate the dynamics of crack propagation in a multilayer
medium. When conducting numerical modelling, the key task is to ensure the speed
of calculations while maintaining the stability of the calculation scheme. The present
work is devoted tomodelling the hydraulic fracturing of a layered formation under the
influence of nonuniform injection of non-Newtonian fluid. We present the medium
in the form of a set of horizontal layers, each of which is characterized by its own
values of minimum compressive stress, toughness and leakage coefficient. To deter-
mine the geometry of the crack, we solve the front velocity equation and use universal
asymptotes and the explicit time integration scheme.

Keywords Hydraulic fracturing · Planar3D model · Non-Newtonian fluid · Front
tracking · Explicit time integration scheme · IMEX time integration scheme ·
Universal asymptotes

1 Introduction

Hydraulic fracturing of an oil-containing formation (HF) can significantly increase
the efficiency of the oil production process by increasing the oil flow to the well.
The complexity of conducting full-scale experiments determines the demand for
computer models that predict the growth of a crack formed during hydraulic frac-
turing. The need for the development of modern approaches to hydraulic fracturing
simulating is shown in [1–8]. The Planar3D model [9] considered in this paper
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makes it possible to evaluate the geometry and dynamics of crack propagation in
layered rock. To solve the system of differential equations of this model, implicit
time integration schemes are traditionally used, which is primarily due to the speed
of calculations. At the same time, the advantages of using an explicit scheme include
the simplicity of taking into account a number of physical effects, the absence of
the need for matrix inversion and the efficiency of parallel computing. This paper
describes an algorithm for calculating the fracture geometry using the explicit or
implicit time integration scheme.

2 Formulation of the Problem

Let us formulate a system of equations describing fluid transfer and medium defor-
mation under the fluid injection from a point source. Let the formation consist of
horizontal layers, isotropic and homogeneous in their mechanical properties. The
layers are characterized by different values of minimum compressive stress, tough-
ness and leak-off coefficient. A crack grows in a plane without lag (see Fig. 1),
perpendicular to the interface of the layers, under the pressure of the injected non-
Newtonian incompressible fluid (the rheology of the fluid is described by a power
law).

The relationship between hydraulic fracture pressure and crack opening is
determined by the hypersingular integral [11, 12]:

p(x, y, t) = σ(y) + E ′

8π

¨
w(x, y, t)((

x − x̂
)2 + (

y − ŷ
)2)3/2 dx̂dŷ, (1)

where p(x, y, t) is the pressure at the point with coordinates (x, y) at time t , σ are
compressive reservoir stresses in the direction perpendicular to the plane of the crack,

Fig. 1 Hydraulic fracture propagation schematic [10]
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E ′ = E
1−ν2 is plane strain modulus, E is Young’s modulus, ν is Poisson’s ratio, w is

the crack opening.
The mass balance for the liquid, taking into account the injection of fluid and

leaks according to the empirical law of Carter, we write in the following form:

∂w(x, y, t)

∂t
= ∇ ·

((
w2n+1(x, y, t)

μ′

) 1
n

|∇ p(x, y, t)| 1−n
n ∇ p(x, y, t)

)

+ Q(0, 0, t) − 2Cl(y)√
t − t0(x, y)

, (2)

where ∂w
∂t is the partial time derivative, ∇ is del operator, n is the behaviour index,

μ′ = 2
(
4 + 2

n

)n
μ is the generalized consistency coefficient, μ is the coefficient

dynamic viscosity, Q(x, y, t) is the term describing the injection of fluid into the
crack, Cl(y) is the leakage factor according to the Carter formula, t0(x, y) is the
activation time corresponding to the moment the crack front passes through the point
with coordinates (x, y).

Using the calculated magnitude of the increase in the fracture opening from the
system of Eqs. (1)–(2), we can calculate the value of the opening at the next time
step:

w(x, y, t + �t) = w(x, y, t) +
t+�t∫

t

∂w

∂t
dt, (3)

where �t is the time step.
To account for proppant transfer in the formulation given in [2], we will use the

following form of the mass balance:

∂(cw)

∂t
+ ∇ · (

cwv p
) = 0, (4)

where c is the proppant concentration, v p is the proppant velocity.
We associate the effective viscosity of the liquid with the proppant concentration

[6]:

μ′
s = μ′

(
1 − c

cmax

) 5n
2

, (5)

where cmax is the given maximum concentration for particular proppant used.
Thus, we get c from Eq. (4), substitute its value to formula (5) and then replaceμ′

in Eq. (2) with μ′
s . However, the discretization of Eq. (4) and the proppant velocity

(namely, its settlement component) can be written in different forms. The subsequent
workwill be devoted to the study of this issue. In the framework of this article, wewill
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then focus on the simplified formulation of the problem in the absence of proppant
injection into the fracture.

3 Numerical Integration Scheme and Discretization

The considered system of equations can be solved by both explicit and implicit
methods. The advantages of the explicit scheme include the simplicity of the algo-
rithm, the convenience of parallel computing and the absence of the need for matrix
inversion. A significant drawback is the need to choose a small (compared to implicit
schemes) time step to ensure the stability of the scheme.

The possibility of using an explicit calculation scheme was shown in [13]. More-
over, the use of the explicit scheme is convenient for several reasons. Since the use
of the initial approximation is not required, the resulting solution can be considered
more accurate. In addition, the use of a small time step allows us to consider the
problem of finding a crack opening by a fluid pressure one-way connected; that is,
according to the calculated opening, it is not necessary to adjust the pressure values.

Hereinafter, the numerical approximation is achieved by the finite difference
method. Thus, a new opening value at each time step can be found as follows:

wk+1
i, j = wk

i, j + ∂wk
i, j

∂t
�t, (6)

where wk
i, j is the opening in the cell {i, j} at the k-th time step,

∂wk
i, j

∂t =
(

∂wi, j

∂t

)k
is

obtained from Eq. (2).
In addition to the explicit integration scheme by the Euler method, we will use

spatial discretization with a fixed cell size (�x,�y = �x). Odd numbers horizon-
tally and vertically give the number of cells of the computational grid. In this case,
it is convenient to represent the pressure and opening in the form of column vectors
using the procedure of drawing the corresponding matrices [9]. The hypersingular
integral from Eq. (1) can be replaced by the product of the influence matrix Ai, j and
the opening column wi, j :

pi, j (t) = σ j + E ′

8π
Ai, j · wi, j (t), (7)

where pi, j = p(�x(i − i0),�y( j − j0)) and wi, j = w(�x(i − i0),�y( j − j0)),
σ j = σ(�y( j − j0)), i0 is the index of the central column of the computational
mesh, j0 is the index of the central row, {i0, j0} are the discrete coordinates of the
central cell.

The values of the influencematrix can be found as a solution of the double integral:
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Ai, j =
yi, j+ �y

2∫

yi, j− �y
2

xi, j+ �x
2∫

xi, j− �x
2

((
xi, j − x̂

)2 + (
yi, j − ŷ

)2)−3/2
dx̂dŷ, (8)

where
(
xi, j , yi, j

)
are the coordinates of the centre of the cell {i, j}.

Let us write the discrete form of Eq. (2):

∂wi, j

∂t
= 1

�x

(
si+1
i, j + si−1

i, j

)
+ 1

�y

(
s j+1
i, j + s j−1

i, j

)
− 2(Cl) j√

t − (t0)i, j
, (9)

si±1
i, j = sgn

(
pi±1, j − pi, j

)(wi±1, j + wi, j

2

) 2n−1
n

∣∣∣∣
pi±1, j − pi, j

μ′ · x
∣∣∣∣
1
n

, (10)

s j±1
i, j = sgn

(
pi, j±1 − pi, j

)(wi, j±1 + wi, j

2

) 2n−1
n

∣∣∣∣
pi, j±1 − pi, j

μ′ · y
∣∣∣∣
1
n

, (11)

where sgn(x) is the sign function. If i = i0 and j = j0 we also add source pump
value to the time derivative of the opening in this cell.

A different approach to integrating is to use a hybrid implicit-explicit scheme
(IMEX). Equation (3) in this case can be rewritten by adding the residua, in the form
of the Laplacian of the opening to the time integral:

w(t + dt) = w(t) +
t+dt∫

t

(
∂w

∂t
± (∇ · ∇)(Dw)

)
dt, (12)

where D is a small non-negative coefficient that determines the effect of the residual.
For D = 0, the scheme becomes explicit.

The hybrid scheme is more stable than the explicit scheme, which allows us to
increase the time step by about 400%. In this case, the time step remains small in
comparison with a purely implicit scheme. Let us write the calculation scheme for
Eq. (12), introducing the residual with a positive sign at k + 1 time step and with a
negative one at step k:

wk+1
i, j

(
�x�y

D�t
+ 4

)
−

(
wk+1

i+1, j + wk+1
i−1, j + wk+1

i, j+1 + wk+1
i, j−1

)

= wk
i, j

(
�x�y

D�t
+ 4

)
+ �x�y

D

∂wk
i, j

∂t
− (

wk
i+1, j + wk

i−1, j + wk
i, j+1 + wk

i, j−1

)
.

(13)

Here we used the assumption that (∇ · ∇)wk
i, j = wk

i+1, j−2wk
i, j+wk

i−1, j

(�x)2
+

wk
i, j+1−2wk

i, j+wk
i, j−1

(�y)2
and �x = �y.
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The resulting system of linear algebraic Eqs. (13) can be solved by the conjugate
gradient method, since the matrix of SLAE coefficients turns out to be five-diagonal.
The procedure for finding ∂w

∂t remains unchanged.
Thus, Eqs. (7)–(11) in combination with Eq. (6) or (13) form the dynamic system

that describes the change in the geometry of the crack. To speed up the calculations
and to clarify the position of the crack front, we will use universal asymptote, more
on this in Parts 4 and 5. For each layer in the reservoir, we consider the known values
of minimum compressive stress σ , plane strain modulus E

′
, leakage coefficient Cl

and toughness KIc (will be used to write down the asymptotic formula). At the initial
moment, it is necessary to know the opening at each point and the position of the
crack front. The boundaries of the computational domain are assumed to be free. A
more detailed discussion of the initial and boundary conditions is given in Part 7.

4 Front Tracking

Those cells of the computational grid, to which the crack front has reached, are called
active elements. Additionally, we divide the active elements into three subtypes: tip,
ribbon and channel. The tip elements are those cells that contain the front of the
crack. If the cell has a common vertex with the tip element, but itself is located
behind the front of the crack, then such a cell will be called the ribbon cell. All other
activated cells will be considered internal (channel). To track the crack front, we
use the statistical method that does not require finding the norm to the front line.
The basis of the method is to build tracking circles around the ribbon elements (see
Fig. 2). The radius of the circle built around the element is equal to the distance
from the centre of the element to the front of the crack. When the tip element is
completely inside the circle built around one of the ribbon elements, it itself becomes
a ribbon element. We also monitor the moment of changing the type of an element

Fig. 2 Crack opening (right
wing). Tracking circles are
indicated in black.
Horizontal lines indicate
layer surfaces
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from a ribbon to a channel by the radius of the circle: when the circle constructed
from the centre of the ribbon element completely includes the diagonally closest
elements, this ribbon element becomes channel. The advantage of this approach is
the computational speed, since the determination of new ribbon elements occurs
according to the simple geometric criterion: the distance to the front in the ribbon

element must belong to
[√

2
2 �x, 3

√
2

2 �x
]
. Moreover, if the distance is greater than

√
10
2 �x , then adjacent cells vertically and horizontally can also become ribbons. To

calculate the distance to the front at the next time steps after the first step, it is
convenient to use universal asymptotes [14–18] (at the first time step, we consider
the position of the front known).

5 Universal Asymptotic Umbrella

To determine the new distance to the front in each boundary element from the known
value of the opening in the cell, we use the universal asymptotic umbrella (UAU)
described in [17, 18]. The general form of the asymptote connects the distance to the
crack front with its opening:

w = Aw(v)rα, (14)

where v is the front velocity, Aw(v) is the known function of the front velocity, r is
the distance to the front, and α is the quantity depending on the rheology of the fluid.

The value of α and the form of the function Aw are determined by the degree in
the rheological law of the fluid and the mode of crack propagation. UAU is described
for three propagation modes: the dominant leak-off regime, the dominant viscosity
regime and the dominant toughness regime. Let us introduce the auxiliary function
B(α) = α

4 cot(π − πα) and write the UAU for each of the three regimes (we assume
that Carter’s law always holds for leaks):

– dominant leak-off regime:

α = n + 4

4n + 4
, Aw(v) = Alv

1−α
3 , Al =

(
2nC2

l

μ′

E ′

) 1
2n+2

[
3n

4n + 4
B

(
n + 4

4n + 4

)]− 1
2n+2

,

(15)

where Cl is the leakage coefficient for the considered layer;

– dominant viscosity regime:
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α = 2

n + 2
, Aw(v) = Avv

1−α, Av =
(

μ′

E ′

) 1
n+2

[
n

n + 2
B

(
2

n + 2

)]− 1
2n+2

, (16)

– dominant toughness regime:

α = 1

2
, Aw(v) = At =

√
32

π

KIc

E ′ , (17)

where KIc is the critical value of normal stress intensity factor.
Let crack opening w and normalized opening w̃ be connected by the following

relation:

w =
(

μ′

E ′tns

) 1
n+2

w̃, (18)

where ts is the scale factor equal to the number of seconds per unit time.
Then, UAU for the normalized opening w̃ can be written in the following form:

– dominant leak-off regime:

w̃ =
[

3n

4n + 4
B

(
n + 4

4n + 4

)(
4Cl

√
ts
)−n

(
μ′

E ′tns

) n
n+2

]− 1
2n+2

(tsv)
n

4n+4 r
n+4
4n+4 , (19)

– dominant viscosity regime:

w̃ =
[

n

n + 2
B

(
2

n + 2

)]− 1
n+2

(tsv)
n

n+2 r
2

n+2 , (20)

– dominant toughness regime:

w̃ =
√
32

π
KIc

[
μ′

tns

(
E ′)n+1

]− 1
n+2

r
1
2 . (21)

Note that the described approach allows us to specify in each cell any of the three
distribution regimes. It also seems possible to generalize the method for simultane-
ously taking into account two propagation modes in one cell: in the horizontal and
in the vertical directions. In this case, instead of tracking circles, it is worth using
tracking ellipses, the half-axes of which will be set by universal umbrellas.
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Fig. 3 Crack opening during
calculation with a fixed cell
size (top), with a single
scaling (middle) and double
scaling (bottom). Horizontal
lines indicate layer surfaces

6 Mesh Scaling

To increase the speed of calculations and maintain the stability of the calculation
scheme, the use of automatic mesh scaling is proposed. For example, if the crack
size is doubled relative to the original (or when the crack front reaches the boundary
of the computational domain), the size of each cell can also be doubled. This leads to a
multiple acceleration of calculations, since the number of active elements nonlinearly
grows relative to the growth of the crack itself. Figure 3 shows the example of
calculating a hydraulic fracture in a three-layer medium for three cases: when the
cell size was kept constant, when the cell size was increased once, and when the cell
size was increased two times. The differences in the opening value at the injection
point were less than 0.5%, and the differences in determining the ratio of the crack
length to its height were less than 3% and less than 5%, respectively, for single and
double scaling of meshes. The compressive stresses in the upper layer were 4 MPa
more than in the central one, and in the lower layer 3 MPa more than in the central
layer. Newtonian fluid (n = 1) was injected with the dynamic viscosity of μ = 0.4
Pa s for 1 h with the variable flow rate of 3.2–3.6 m3/min. The initial cell size was 2.7
× 2.7 m, after double scaling becoming 10.8 × 10.8 m. A single scaling led to the
acceleration of calculations by 15,000%, and a double scaling led to the additional
acceleration by another 1200%.

7 Boundary and Initial Conditions

To specify the initial crack configuration, one needs to know the opening in each
cell of the computational mesh. One will also need to determine which elements will
be ribbon, as well as the distance to the front in these elements. The crack initiation
process is not considered in this work, although such a problem can be simplified as
the growth of a crack consisting of only one element with the radius of the tracking
circle defined in it at the initial moment of time. There are special models that can
more accurately calculate the process of crack initiation in a layered medium. In the
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framework of this work, we will use a simplified approach; in particular, we will not
take into account the effect of perforation in the injection pipe on the shape of the
formed crack, since the influence of this factor on the final shape of the crack is small
[17].

We determine the initial state of the crack from the self-similar solution [17] for
the radial crack formed by the injection of a viscous fluid. In [17], the parameters of a
self-similar solution for hydraulic fracturing are presented for fluids with various n,
namely the radius of the crack rA and the crack opening wA as a function of distance
from the source dn(0 ≤ dn ≤ rA). We write the initial crack opening at time t0 with
constant injection with a flow rate of Q0:

w(d) = wA

(
rA
r0

d

)((
μ′

E ′

)2

t0

)1/9

Q1/3
0 , (22)

where 0 ≤ d ≤ r0, r0 is the distance from the injection source to the front of the
radial crack at the initial moment of time.

Since a self-similar solution implies orthotropic propagation of a crack from an
injection source, a natural time limit appears in a layered medium before which such
a solution can be used. The time t0 is associated with the initial crack radius r0 by
the relation:

t0 =
((

r0
rA

)3
μ′

Q0E ’

)3/4

. (23)

The crack radius r0 is limited by the dimensions of the central layer (the layer
containing the injection source). On the other hand, during time t0, the fluid flow rate
must remain constant (or close to constant). To satisfy both conditions, the time t0
will be chosen as the minimum value between the time to reach the surface of the
central layer and the moment of change in the flow rate of the fracturing fluid. It
is worth noting that in the practical application of the described model in hydraulic
fracturing simulators, the initial crack state for Planar3D can be obtained from the
corresponding calculation modules.

The boundary condition may be the requirement of symmetry of the left and right
wings of the crack. This assumption is true if multistage hydraulic fracturing is not
considered with the simultaneous development of nearby fractures and their mutual
influence [19]. We consider two options for applying the symmetry condition to
discretized equations. The first way is to save the central column of the mesh and
modify the calculation of the elements of the influence matrix (8) to take into account
the reflection fi, j = f2i0−i, j . The source is then shifted by �x

2 relative to the axis of
symmetry, and the fluid flows to the right from the cells of the column containing
the source will be equal to the flows to the left, taken with the opposite sign. Another
option is to rebuild the mesh so that the source is located strictly on the axis of
symmetry and has half the initial power, and the flows through this boundary with
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the condition of symmetry are zero. Bothmethods have proven themselves in practice
and have led to a significant increase in the speed of calculations.

8 Research Results and Discussion

The described algorithm was implemented as the calculation module in C++. The
programallows you to track over time the progress of hydraulic fracturing in a layered
medium, the opening of the fracture and the pressure of the fracturing fluid, as well
as the concentration of proppant. The input parameters are lithology data, as well as
fluid and proppant injection plans.

As an example of calculations, we consider a three-layer mediumwith a thickness
of the central layer of 20 m and a contrast of stresses relative to the central layer of+
4 MPa for the upper half-space and +5 MPa for the lower half-space. We will pump
into the centre of the layer a Newtonian fluid with characteristics n = 1, μ = 0.2
Pa · s at a constant flow rate Q = 3.6 m3/min. Medium characteristics: E = 2.5
GPa, ν = 0.23, Cl = 0. Simulation time is 439 s. Figures 4 and 5 show the crack
profiles obtained in the Planar3D calculationmodule and themodule that implements
the Pseudo3D approach from [20]. The difference in determining the crack length
was less than 1% and in determining the height is less than 0.5%. Additionally,
in [9], simulation results in the developed software are compared with published
calculations for EP3D and Planar3D ILSA [21], and the good agreement between
the results was also obtained.

Fig. 4 Front of the right wing of the hydraulic fracture. The black circles show the tracking circles
for the Planar3D model; the blue colour shows the front line according to the Pseudo3D model.
Solid horizontal lines mark layer boundaries
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Fig. 5 Hydraulic fracture
opening profiles calculated
using the Planar3D (black
line) and Pseudo3D (blue
line) models. Solid
horizontal lines mark layer
boundaries

9 Conclusions

This paper describes a planar crack propagation model in a layered medium based
on the Planar3Dmethod. Minimum compressive stress, toughness and leak-off coef-
ficient are considered different in different layers. The key features of the proposed
model are reducing the system of partial differential equations to a dynamical system,
using universal asymptotes to describe various regimes of crack propagation under
the influence of a non-Newtonianfluid, and determining the position of the crack front
without calculating the norm.We also propose the use of the hybrid implicit–explicit
integration scheme to speed up calculations.
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Abstract In this paper, the authors propose methods to speed up calculations of
a fracture propagation model using fast Fourier transform (FFT). We consider the
Planar3D model with the explicit numerical integration scheme. Current research
decided to implement the radix-2 Cooley–Tukey FFT algorithm in C++ code using
STL containers, which provided fast calculations and gave advances to work with
memory and cache. We compare the speed of FFT computation with other libraries
(FFTW3, GSL, Eigen3). Analysis of results has been shown as a comparable time of
calculations. We consider a method for accelerating the calculations of the Planar3D
module in the framework of matrix–vector multiplication and processing of input
data using a low-pass filter. The considerate model uses the product of matrix–vector
multiplication. This procedure engages from time to time throughout the program.
In this paper, we implement a modified method for calculating the matrix–vector
multiplication product using FFT, which allows us to speed up the calculations.
Another technique is used to process input data by the example of averaging lithology
layers. In the presence of thin layers with high contrasts of mechanical properties,
one can apply a low-pass filter. Such processed layers make it possible to obtain an
increase in the computational speed when simulating the evolution of a hydraulic
fracture model.
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1 Introduction

The first acceleration method of discrete Fourier transform (DFT) was proposed by
Gauss in the nineteenth century [1]. Fourier transform is widely used in engineering,
sound recording and sound transmission, and signal processing. One of the easiest
FFT implementations was proposed by Cooley–Tukey [2]. This method requires the
length of the input array to be a power of two,which represents the divide and conquer
algorithm. It is also worth noting the prime factor algorithm [3], which generalizes
a one-dimensional DFT to a two-dimensional DFT. Bruun’s FFT algorithm [4] uses
the recursive polynomial-factorization approach. The Rader’s FFT algorithm [5]
calculates the discrete Fourier transform for the lengths of arrays expressed by primes
by repeatedly expressing the DFT as a cyclic convolution.

For frequency-domain signals, FFT can also be applied in real time [6, 7], if
the signal delay exceeds the time required to calculate the Fourier transform. The
asymptotic complexity of FFT is O(N log(N )), where N is the number of elements
in the signal sample. FFT is used for low-pass filtering [8], high-pass filtering [9],
and band-pass filtering [10].

Fast Fourier transform allows us to speed up bottleneck fragments of the Planar3D
calculation module. Within the framework of this study, we realize the single-header
library of FFT [11] available in the open Git repository. We describe the matrix–
vector product acceleration using FFT, as well as a technic of processing lithology
data via low-pass filter also based on FFT.

There are some well-known libraries that have FFT implementations. Nowadays,
acceleration of computation speed is achieved through the use of specific architec-
tures [12, 13] and the use of parallel computing [14, 15]. In this work, we compare the
speed of calculation of different libraries with C++ implementations that can be used
with popular compilers like GCC, g++, MVC, clang, and clang++. Besides our FFT
library, we also consider FFTW3 [16], GSL [17], and Eigen3 [18]. Libraries have
proven themselves for their use in scientific research. FFTW3 uses several variants of
the Cooley–Tukey FFT algorithm [2], as well as the Bluestein’s FFT algorithm [19].
The GSL library uses radix-2 and mixed-radix algorithms. Eigen takes advantage of
processor architecture features.

2 Fast Fourier Transform

There are various FFT algorithms; one of the easiest to implement is the radix-2
Cooley–Tukey algorithm [2]. This algorithm recursively divides the sequence into
two equal parts and then applies the discrete Fourier transform:

Fk =
N/2−1∑

m=0

f2me
−2iπk(2m)/N +

N/2−1∑

m=0

f2m+1e
−2iπk(2m+1)/N , (1)
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which is the separate DFT for even indices 2m and for odd indices 2m + 1.
Inverse Fourier transform consists of the following steps: complex conjugation

of the input vector, direct Fourier transform, complex conjugation of the result, and
normalization to satisfy

y = IFFT(FFT( f )) (2)

While implementing the FFT in the library, we took into account state-of-the-art
programming methods. The library uses STL containers, which are a convenient
and efficient tool for programming in C++. The main advantages of containers are
automatic allocation, memory clearing, and cache monitoring. It is most convenient
to work with the STL container std::vector(), which implements quick operations
of adding an element to the vector end and accessing its element [20]. To store
complex numbers, a vector of vectors is used, with each element of the original
vector containing a two-element vector to store the real and imaginary parts. That
said, the input argument to the FFT function is a complex vector, the values of which
during the calculation are replaced by the values of its Fourier image.

When testing the library, the calculation speed was compared with FFTW3, GSL,
and Eigen3. The same randomly generated vector was sent as an input to all tested
functions. The double data type was used to achieve acceptable accuracy for scien-
tific calculations, and the execution times were obtained using the standard method
std::chrono(). Fourier transform was calculated 1 million times, after which the
average time of calculation was found (Fig. 1a).

Libraries of other developers use different types of data, so conversion is required.
Conversion was implemented as a sequential value copying from the generated
vector into the data type that each tested library works with; this operation was
also performed 1 million times (Fig. 1b). Additionally, collected calculation times
with data conversion and subsequent FFT calculations of the tested libraries were
checked (Fig. 1c).

Due to the data that we received, it can be noted that our library has the same time
with the other libraries at the length of vector less than 256. With the length of the
vector, more than 512, our library has up to 5 times slower calculations (Fig. 1a).
Conversation from std::vector() to data that FFTW library uses takes more time
than conversion to other library types of data (up to 15% with length of vector
4096) (Fig. 1b). Our library has an advance in speed of calculation of FFT with
data conversion with the vector length less than 512 and 6 times slower with vector
length 4096. FFTw, GSL, and EIGEN libraries have more complicated algorithms
than our library. It is possible to accelerate the algorithm adding the implementation
of radix-4 or more complicated computational schemes.
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Fig. 1 Times of calculation of FFT using different libraries (1 million times averaging) (a). Time
of conversion to libraries’ data (1 million times averaging) (b). Time of conversion and FFT (1
million times averaging) (c)

2.1 Layers Approximation Using FFT

The Planar3D [21–25] is a model of a plane fracture propagating in a multi-layered
medium. The assumption that the rock formation consists of homogeneous isotropic
horizontal layers is used. The fracture propagates in a plane perpendicular to the
minimum compressive stresses.

Analysis of geological data means obtaining necessary information about the
mechanical properties of the layers. One of the problems is to take into account
the Planar3D [23] model layers with thickness of less than one mesh element and
layers for which its boundaries do not coincide with the boundaries of the cells. In
this case, it is necessary to interpolate the mechanical properties of the current layer
on the computational mesh. As an illustration, we consider a three-layer medium
(H = 10m, σ0 = 0MPa, σI = 6 MPa, dy = dx = 6 m) (Fig. 2a). The stresses are
found as the weighted arithmetic mean (Fig. 2b):

σk = σl · hl + σl+1 · hl+1

hl + hl+1
(3)
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Fig. 2 Three-layered medium (a), stresses in the cell of the computational mess (b), interpolation
of stresses on the computational grid (c). Star shows the injection source

where k is the current number of interpolated layer, l is the current number of the
original layer, σl is the stress of the original layer with height hl , calculated as
the distance from the surface of layer to the boundary of the current cell. After
applying interpolation, we obtain a five-layer medium (Fig. 2c) with stress σ−2 =
6 MPa, σ−1 = 4 MPa, σ0 = 0 MPa, σ1 = 4 MPa, σ2 = 6 MPa.

We can interpolate the characteristics of layers in the different computational
mesh. Let us consider a three-layered symmetric mediumwith stress contrasts�σ =
6MPa, the central layer thickness is H = 20m, plane strainmodulus is E ′ = 20GPa.
Newtonian fluid with the dynamic viscosity coefficient μ = 0.4 is injected for 3 min
with the pumping rate of Q = 4 m3/min. The dimensions of the fracture were
calculated depending on the computational cell size dx = dy = 1, 2, 3, 4m; see
Table 1.

When we increase the mesh step, the height and opening of the fracture in the
source of injection do not change significantly (<4%) and the difference in length is
less than 10%, which is acceptable for engineering calculations. When we increase

Table 1 Time of calculations and fracture geometry by different cell size dx

Cell size, m Length, m Height, m Opening, mm Calc. time, s

1 88.23 22.13 11.59 217.24

2 91.12 22.66 11.67 5.91

3 81.56 23.57 11.26 1.34

4 83.59 23.14 11.33 0.10
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Fig. 3 Transverse profile of
the crack opening in the
three-layer medium obtained
with different mesh steps dy,
black dashed horizontal lines
show the surfaces of the
layers

the mesh step, the speed of the calculation significantly accelerates. The transverse
profiles of the openings are constructed depending on the various dy (see Fig. 3).

For thin layers with stress contrasts greater than 3MPa, a low-pass filter is used.
To obtain a solution we make:

1. Characteristics interpolation onto ameshwith thickness dy = Hbottom−Htop

N , where
Hbottom is a coordinate of the lower surface of the lower layer, Htop is a coordinate
of the upper surface of the upper layer and the number of elements N = 2n, n
is an integer number. For example, let us consider multi-layered medium with
stress contrasts (Fig. 5a).We can interpolate stress contrasts and receive a vector
σl = (σ0, σ1, . . . , σN−1).

2. Find the Fourier image of interpolated stress contrasts σ l = FFT(σl).
3. Calculate transfer function Ml = (M0, M1, . . . , MN−1) of low-pass filter

(Fig. 4b), as:

Fig. 4 Layers’ interpolation without filter (yellow) and with the low-pass filter with ωcut = 6 (a).
Transfer function with cut-off frequency ωcut = 6 (b)
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Fig. 5 Comparison of opening w profiles (a transverse, b longitudinal) without any filter and with
different ωcut

Ml =
{
1 if |l − N/2 + 1| ≤ N/2 − ωcut

0 otherwise
. (4)

where ωcut is a cut-off frequency.
4. Obtain ξl = Ml ∗ σ l using wise-element multiplication.
5. Calculate σl = IFFT(ξl) and interpolate onto computational mesh (Fig. 4a) with

mesh step 1 ≤ dy ≤ 10 for real cases.

Let us consider a case with stress contrasts (see Fig. 5a), we apply to the original
stress contrasts the algorithm, which described below, obtain filtered and interpo-
lated in computational mesh layers. We apply different cut-off frequencies ωcut to
the original stress contrasts. We use non-Newtonian fluid with the dynamic viscosity
coefficient μ = 0.05 which is injected for 20 min with the pumping rate of
Q = 5 m3/min, plane strain modulus is E ′ = 30 GPa, Carter’s leak-off coeffi-
cient is CL = 10 μm/s1/2, toughness is KIC = 1.01325 MPam1/2. In this study, the
length of the vector is N = 1024 elements.

The algorithm is simple and straightforward. Figure 5 shows the transverse and
longitudinal profiles of fracture opening wwith the different cut-off frequenciesωcut.
We consider the transverse profile of the opening w along the vertical line passing
through the injection source (Fig. 5a) and the longitudinal one along the horizontal
line (Fig. 5b).

As ωcut decreases, layers’ characteristics vary less, and at ωcut = 0, the medium
becomes homogeneous. When we take ωcut = 6, the dimensions of fracture (length,
height, opening) differ by less than 10% in comparison with the case when no filters
are used, which is an acceptable error for engineering calculations. Also, when the
cut-off frequency ωcut is reduced, the calculations of the Planar3D model accelerate
(Fig. 6). Let us introduce the acceleration of calculations:

at =
∣∣t − tw/o

∣∣

max
(
t, tw/o

) · 100 (5)
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Fig. 6 Acceleration of calculations at (a) and difference of fracture’s length�l (b) of the Planar3D
model for various ωcut

where t is the calculation time at ωcut, tw/o is the time of calculations without using
any filter, which is taken as the basis. Difference in length of fracture is:

�l =
∣∣l − lw/o

∣∣

max
(
l, lw/o

) · 100, (6)

where l is the fracture’s length at ωcut, tw/o is the fracture’s length without using any
filter.

When we decrease cut-off (Fig. 6) frequency to value 7, the acceleration at and
differences in length �l of fracture slowly increase. When ωcut < 6, the acceleration
of the calculations reaches 25% with a difference in the fracture size of 15%.

2.2 Matrix–Vector Product Computation Using FFT

Let us consider the technique of accelerating matrix–vector multiplication based on
FFT.Weassume that all calculations are carriedout on auniformmesh consistingonly
of square cells of the same size. In the Planar3D model, the connection between the
distributions of opening and fluid pressures is carried out through amatrix depending
on the computational domain. For more details, see [23]. The matrix contains the
influence coefficients, which are calculated on the basis of the Green’s function [26]
and will be referred to below as the influence matrix A (here and below all matrices
will be noted in bolder weight). Coefficients depend on the distance from the source
to the point. Each element of such a matrix is a submatrix showing the influence of
the concentrated force in a given cell on other cells of the computational mesh. We
use a square uniformmesh of size N ×N , and the influence matrix of the fourth rank
is N ×N ×N ×N , where N is the number of mesh elements in its row. The pressure
distribution p and the opening w of the fracture are N × N matrices. It is convenient
to rearrange each submatrix of the influence matrix into a vector and rebuild the
resulting row matrix into a column. Similarly, the pressure matrix is rearranged into
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a column vector, after which the fracture opening in vector form can be found as
the product of the new influence matrix (size is N 2 × N 2) and pressure vector (size
is N 2). The pressure calculation based on the direct matrix–vector multiplication
requires significant time expenditures, and asymptotic complexity of the algorithm
is O(N 4) algorithm, N ∼ 100.

The application of the fast Fourier transform will reduce the asymptotic
complexity of the algorithm from O(N 4) for the direct method of multiplication to
O(N 2logN ), while the boundary conditions (BC) in the problem should be replaced
byperiodic ones.WhenperiodicBC is emplaced, the influencematrix has a symmetry
relative to the point source and can be rebuilt as a one-dimensional vector of influence
coefficients. The symmetry of this vector can be formulated in the form:

ci = cN−i , 1 ≤ i ≤ N − 1, (7)

where ci = (c0, c1, . . . , cN−1) is influence vector, N is number of elements.
It can be shown that when the size of the computational domain is of the order of

two maximum dimensions of the propagating fracture introduced by modified BC,
the error will be insignificant.

Hence, the influence matrix has the form of a symmetric matrix:

A =
⎛

⎜⎝
a0 · · · an−1
...

. . .
...

an−1 · · · a0

⎞

⎟⎠ (8)

Due to the imposition of boundary periodic conditions on the matrix A, it takes
the form (see Fig. 7):

Fig. 7 Influence matrix A (left) and its circulant form C (right)
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Fig. 8 Time of calculation direct and modified algorithms (a), time of calculation 1-h hydraulic
fracturing with deferent methods of matrix–vector multiplication (b)

C =
⎛

⎜⎝
a0 · · · an−1
...

. . .
...

a1 · · · a0

⎞

⎟⎠ (9)

Computation of matrix–vector product consists of following steps [27]:

1. y = FFT(c), where c is the first row of C .
2. x = FFT(w), where w is the vector of opening.
3. h = x ∗ y, wise-element multiplication.
4. p = IFFT(h), obtain pressure vector using IFFT.

The advantage of this method is that the only one column vector c is stored in
memory, while the direct method of matrix multiplication requires storing the full
matrix A of size N 2 × N 2.

Computer experiments were conducted to compare the calculation speed with
different algorithms (using the direct method of multiplying a matrix by a vector
and using the algorithm described above (see Fig. 8a). In the experiments, a random
circulant matrix and a random vector were generated, after which the average execu-
tion time of the two algorithms was compared. Results have been calculated 1000
times and averaged.

In the case when the number of elements of the opening vectorw is less than 128,
speed of the modified method is inferior to the direct method of multiplication, but
starting with 1024 elements manifests itself a multiple acceleration of the matrix–
vector multiplication. With a vector size of 4096, the multiplication procedure is
accelerated by about 20 times. It should be noted that at small vector lengths it turns
out to be about two times slower than the direct method; that is, the speed gap is
small and is associated with the quality of the used computer optimization of matrix
multiplication.

The proposed algorithm is implemented in the Planar3D model with the explicit
numerical integration scheme. As a result, we compared time of calculations with
different methods of the matrix–vector multiplication on each numerical integration
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step i (see Fig. 8b). Three versions of the product algorithm were compared: direct,
modified, and hybrid methods of matrix–vector multiplication. The hybrid method
implies that at first the direct method of matrix multiplication is used, and when a
certain number of elements on the crack are reached, it is changed to a modified one.
The calculations were carried out for the propagation of a fracture in a homogeneous
medium. Three versions of the calculation program are written in C++ and use the
maximum optimization level of the compiler. To average the results, five series of
calculations were performed.

The size of the influence matrix and the opening vector in the crack depends
on the number of mesh elements. In this way, faster calculations of the matrix–
vector product on small crack sizes are achieved. The study revealed fracture size
(1000 elements) at which the modified method gives the advantage of (Fig. 8b).
The acceleration of the program execution by two times was obtained during the
simulation of hourly hydraulic fracturing with a constant injection rate using the
hybrid method of matrix–vector multiplication.

Thus, in this section, we apply the method of accelerating matrix–vector multipli-
cation using FFT for matrices that are close to the circulant structure. With a matrix
size of 4096, an increase in the computational speed by about 20 times is obtained.
When this method was used in the implementation of the planar hydraulic fracturing
model, the performance of the computational module has increased approximately
twice.

3 Conclusions

In this paper, we proposemethods for accelerating the Planar3Dmodel of a hydraulic
fracturing with the explicit time integration scheme using FFT. The C++ implemen-
tation uses the radix-2 Cooley–Tukey algorithm and the std::vector() STL container.
The correctness and speed of calculations were compared with well-known libraries.
During the analysis, it was found that the speed of calculations is comparable with
other libraries. The library was used to accelerate the matrix–vector multiplication
and process the input data of lithology. In the Planar3D model, the influence matrix
can be reduced to a circular form by applying periodic boundary conditions, and the
use of a simple FFT-based algorithm can increase the model computation speed. The
acceleration was 200% when calculating the propagation of a crack in a homoge-
neousmedium. FFT can also be used in processing the input data; an example of such
an application with layer approximation is presented in 2.1. The use of a low-pass
filter allows you to accelerate the calculation by 20% within the acceptable accuracy
for engineering calculations.
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Employee Performance Analytics
Approach Based on Anomaly Detection
in User Activity

Aleksey Lukashin , Mikhail Popov , Dmitrii Timofeev ,
and Igor Mikhalev

Abstract In this paper, we highlight the distinctive features and critical areas of
analytical tool application for the employee performance analytics of user activity.
We describe problems of applying data analytics methods and technologies to ensure
employee performance analytics. We also discuss the use of user activity time-series
data analysismethods and techniques to provide employee performance analytics and
describe approaches for processing unstructured data from different sources of user
activity for further analytics using anomaly detection methods. Finally, we introduce
a new strategy of building features from hybrid data streams from different sources
and compare it with current practices.

Keywords Data analysis practices · Anomaly detection · Machine learning ·
Feature engineering · Time-series

1 Introduction

To assess the quality of the performed tasks, the effectiveness of the production
targets, and increase the labour outcome in general, it is necessary to developmethods
and technical solutions that will allow managing the process of work of employees
in an automated mode to increase their efficiency. Two approaches are possible. One
approach requires the formalisation ofwork quality criteria. Another one does not use
formal criteria and relies upon the feedback from the managers, the task planning
system, or the comparison with the industrial plan. The formalised criteria allow
the precise description of the employee’s activity and the representation of his or
her efficiency in quantitative evaluation. However, this approach has the following
disadvantages.
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1. Efficiency criteria will be quite different for employees of different profes-
sions. It is not correct to compare a sales manager, a researcher, or a production
worker. Each profession requires an individual approach and different perfor-
mance criteria, which makes it much more challenging to develop a unified
solution.

2. For some professions, especially intellectual work, it is rather challenging to
present adequate efficiency criteria. Besides, the positive effect of working
activity can be postponed over time.

An alternative solution is the use of an informalised approach to evaluating effi-
ciency using artificial intelligence technologies. For this purpose, we proposed to
collect metrics about the activities of the company’s employees and put them in
common storage of poorly structured heterogeneous data (data lake class systems).

Similar approaches are actively used to solve cybersecurity problems in large
corporate infrastructures (SIEM and UEBA class systems) [1]. Depending on the
specifics of the work and profession of an employee, the following metrics, among
the others, can be used:

1. Events about the time of arrival/departure from work;
2. Emails, including their content;
3. Number of calls made (e.g., for sales managers);
4. Number of solved tasks;
5. Domain-specific performance metrics, like the number of commits, software

builds, or added lines of code in the software engineering field;
6. Number and duration of business meetings;
7. Employee’s location;
8. Workplace activity, including the intensity of typing, mouse movements and so

on;
9. Network activity, visited Internet resources, entry points.

Metrics should be collected by software agents installed in the corporate
infrastructure and stored in a common repository in the form of messages.

To analyse the activity of the employee, we propose to applymethods for detecting
anomalies in the data stream using machine learning and artificial intelligence tech-
nologies. To provide universality of the work of the developed software complex,
we propose to create a design tool to allow the system operator to select the specific
activity types and their attributes to analyse the effectiveness of a particular kind of
employee. The data stream entering the storage system can be split into streams
belonging to different entities (e.g., “Ivan Kornilov”, “Accounting Department”,
manufacture) and apply an appropriate analyser to each stream.

However, it is not enough to identify anomalies in the behaviour of subjects. It
is also necessary to classify the identified anomaly to allow the manager to take
decisions. Additional, we may apply well-known process mining methods [2] to
extract the business process model from logs. An anomaly may correspond to the
employee’s health issues, the beginning of solving an atypical task, an extra cup of
coffee, or a good mood, and, as a result, increased productivity.
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In this paper, we make the following contributions:

1. A novel architecture of a software platform to analyse the activity of employees.
This platform processes the data collected by software agents, including the data
extracted from informational systems such as issue trackers and task manage-
ment services, using the extensible set of analysers. The software platform
orchestrates the execution of analysers, feeds the relevant events to their input,
and sends the analysis results to the consumers.

2. An algorithm of anomaly detection based on the isolation forest method. We
illustrate the algorithm using the sample sequence of operations performed by
software developers in a task management system.

The proposed approach allows us to implement a system for assessing and
managing the performance of employees without explicit criteria, which, in turn,
will allow to significantly expand the range of applications of the developed program
complex, including in fundamentally different fields of activity.

2 The Architecture of the Software Platform for Employee
Performance Analytics

The system under development is designed to support the interaction of a complex
of automation tools with the popular corporate applications, as well as to evaluate
the effectiveness of the employees’ work, his work in the group based on data
collected by the adapters corporate services and data on physiological conditions
and on computer actions (keystrokes, mouse actions, launching applications, oper-
ations in Visual Studio, and so on). Also other types of events may be added later
by an event-processing software that analyses the entire event log using a person-
alised user activity model corresponding to the set of business processes that the user
implements at theworkplace (in particular, a hiddenMarkovmodel [3], a hierarchical
hidden Markov model [4], or a hidden semi-Markov model [5] that detect a specific
set of complex activities consisting of several simpler actions). For example, for
software developers, the set of inferred activities includes operations on the source
code, like the creation of classes and methods, or even more higher-level activities
like introducing new functionality or fixing bugs [6].

Physiological conditions, which are directly interpreted from the indicators of a
person’s psychophysiological state by pulse, skin electroconductivity, temperature,
EEG signals and other indicators of a person’s condition, directly affect the efficiency
and quality of the work performed and serve as an input to the methods for efficiency
analysis [7]. Although signals like temperature and pulse may be directly interpreted,
the EEG samples are too low level to use in the context of the overall user activity.
To provide the necessary feedback to the user, we need to compute interpretable
aggregate states based on the EEG data, such as levels of concentration, cognitive
load, stress, or fatigue [8–11].
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Corporate services are understood as business systems of the organisation, such
as task management system (Jira, Redmine, YouTrack, and others), user support
systems (Jira Service Desk, ServiceNow, and so on), sales and customer relation-
ship management systems (CRM), knowledge management systems (Confluence
and others).

The tasks of the corporate services adapter are:

1. Receiving and structuring information from the business systems of the
organisation;

2. Managing of the organisation’s business systems in terms of creating new
entities (tasks, meetings, documents, applications, and other).

The adapters should perform the transformation of an internal representation of
requests to corporate services into external formats, and inverse transformation of
responses from corporate services to an internal form to perform these tasks.

Figure 1 shows the prototype of the common architecture of the software complex.
For common use of hybrid data streams from different sources, the system should

have an expandable architecture and provide connection of new business systems by
developing extensions (plug-ins) that implement the functionality of interaction and
integration with the business system with the conversion of data between external
formats of corporate services and internal formats. These features complicate the
direct application of machine learning methods, in particular, neural network models
[12–14]. The datamust be pre-processed to be usedwith advanced analyticsmethods.

Fig. 1 Architecture of the platform for employee performance prototype
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The development of appropriate pre-processing procedures (Extract, Transform,
Load (ETL)) takes 80% of design time of a data analyst (engineer) [15].

The required functionality is implemented using the concept of “catalogue of
intelligent analysers”. Within the context of this concept, the subsystem includes the
following services:

Catalogue of analysers. It is a service providing cataloguing of heterogeneous
analysers implementing functions of detecting anomalies and calculating the perfor-
mance of an employee in data flows. Thus, users of the system or third-party services
can quickly change the execution environment ofmodels and data sources for its veri-
fication, which makes the process of building high-precision forecasts much easier.
Each analyser in the catalogue has a version and type, which allows you to facilitate
the development of analysers.

Catalogue of models. It is a service that provides cataloguing and control over the
life cycle of intelligent and analyticalmodels to assess the performance of employees.
The use ofmachine learning allows for deep analysis of hidden relationships between
controlled parameters. However, the use of this approach requires high costs for the
preparation and configuration of model parameters, the formation of the necessary
data set for training and verification of themodel, as well as significant computational
resources/time to complete the training process.

The use of the model catalogue allows iterative improvement of the quality of the
models, controlling the learning and verification process at each step. The user of
the system, using the model from the model library, knows precisely on which data
set it was trained and verified.

Data flow control service. The service is intended for separation of the neces-
sary data from the general stream (e.g., data about specific employees or data from
particular services) and transfer of the data stream to the input of the necessary
analyser.

Service of the analysers operation support. It is necessary to give the possibility of
launching multiple analysers in a single execution environment, with shared access
to the Apache Spark cluster, to provide flexibility and scaling of the developed soft-
ware complex. This service should manage analysers life cycle (creation, deletion,
scheduled, run).

The architecture of the proposed solution is a server application with access to the
PostgreSQL-basedDBMS. It allows storing the information about the analysers being
launched and the schedule for their launch. Inside each analyser, an performance
evaluation code is executed, which can be implemented using the implementation
of machine learning methods in the Python language and the PySpark library for
interaction with the Apache Spark cluster [16].
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3 Anomaly Detection Approach for Semistructured Data

The performance of employees has always been a significant concern in organisa-
tions. There are many metrics for assessing employee performance; some of these
metrics can be calculated using time-series [17]. Prediction of a specific indicator
and its comparison with the real value allows you to detect for abnormal behaviour.
Time series analysis is an approach to analyse time-series data to extract essential
characteristics of data and generate other useful insights applied in a business situ-
ation. Generally, time-series data is a sequence of observations stored in time order.
Time-series data often stands out when tracking business metrics, monitoring indus-
trial processes, etc. In data forecasting, research is widely conducted, for example,
employees of the Facebook company have released a library “Prophet” [18, 19],
which allows you to study time series taking into account the nature of the data and
predict the parameters taking into account seasonality, weekends and other.

The unsupervised method based on Isolation Forest [20] was chosen to identify
anomalies. Feature engineering for analysis was developed drawing on statistics
collection, which consists of collecting information on the frequency of occurring
values for the observed keys of the analysed fields in events [21].

Collecting statistics is the process of obtaining weights for each value of each key
from the significant fields in the event. The weights obtained allow to form vectors
for further analysis and search for anomalies. The parametrisation of the statistics
collection allows flexible adjustment of the feature vector correlation [22].

In the software implementation, the statistics are presented in the form of mapM,
containing such values as, m[key|value] = 0.1, where key|vakue is a component key
consisting of polar events and a specific value.

Statistics are calculated periodically by time or on batch of events. At each
step, the statistics merge with the previous statistics through a forgetting ratio. This
approach allows the system to implement memory and gradual adaptation to the
current situation, as well as to analyse events on the stream, close to real time.

Necessary steps to get feature vectors [22]:

1. Getting the occurrence frequency of value in the chunk of events.
2. Obtainingweights for each key-value based on the previous and current statistics

using the “averaging” algorithm and using the forgetting coefficient (taking
into account the current and prior values using the ratios). This step allows
implementing a systemwith memory and flexible adaptation to changes in input
data.

3. Normalising of weights and refusing from weights by a threshold value.

The following are the steps for calculating statistics that are calculated periodically
from the time window:

1. Getting the frequency of occurrence of the value in the chunk of events is
according to the formula (1).
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vki = countki
T

(1)

where countki is the number of events with the same value for a specific key, T
is the window period for which events collect.

2. Obtaining weights for each key value based on the previous, current statistics
and normalisation of weights and refusal from weights by a threshold value is
according to the formula (2).

ωk
i = ωk

i−1 ∗ k f + νk
i

median(νk
i )∗count_uniqk

i (ν
k
i )

∗ (
1 − k f

)

ωk
0 = νk

0

median(νk
0)∗count_uniqk

0(ν
k
0)

, (2)

where ωk
i−1 is the value of the normalised weight at the previous step (previous

chunk), k f is the coefficient of forgetting the weight for the previous step, νk
i is

the frequency of occurrence of the value for the current step, count_uniqk
i (ν

k
i )

is the number of enqueueing value for a specific key.

The strengths of statistics are calculated periodically by the time:

• The approach takes into account time specificity of events and correlation of
activities by the time window.

• It allows us to get a generalised characteristic of the flow, which in the future
makes it possible to catch not only anomalies in events but also anomalies in the
behaviour of their sources.

Weaknesses of this calculation are the following:

• Due to the data collection specificity, the events not sorted. Because of that,
statistics validity distorted with a large data stream. To bring the analysis closer
to real time, we refused to sort events. If desired, one can use several approaches
to windows: fix the window in time from above, from below or from two sides.
In this case, events that have a timestamp below the lower or upper threshold of
the window can skip. It also becomes possible to skip events due to their delay
from certain sources due to their temporary unavailability. The second approach
is to use only the upper limit for events. There may be the possibility of incorrect
calculation of statistics due to the presence of events not from the current time
window.

Examples and a more detailed description of the calculation of statistics can be
found in [22].
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4 Example of Cases

Two simple examples were chosen to demonstrate the approach. The data on the
employees from the YouTrack system and the analysed of the following metrics by
day for nine months of work were studied: the number of active tasks in work and
working time logging by employees.

Figure 2 shows a histogram of task distribution for an individual employee, which
shows the distribution of tasks by days. Here you can see seasonality, weekends and
vacations.

Figure 3 shows the anomalies for this user based on his history and deviation from
predictions.

Figure 4 shows a histogram of working time logging for an individual employee,
which shows the distribution of tasks by days.

Figure 5 shows the anomalies for this user based on his history and deviation from
predictions for worklog data.

This simple example shows for an individual employee an analysis of two metrics
based on which an anomaly detection methods can be used to detect abnormal
behaviour of an employee on certain days and to analyse the effectiveness of the
employee, paying particular attention to the anomaly. This method can be easily
extended to more complex metrics of employee performance by combining the rest
of the data, aswell as by grouping employees by behaviour, or directly by department,
profession.

Fig. 2 Histogram of task distribution for an individual employee
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Fig. 3 Anomalies of the user on the basis of his history of active tasks in work and deviations from
predictions

Fig. 4 Histogram of working time logging for an individual employee
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Fig. 5 Anomalies of the user on the basis of his history of working time logging and deviations
from predictions

5 Conclusion

In this paper, we described an approach to the employee performance analytics based
that relies upon tracking the activity and psychophysiological state of the workers
and anomaly detection on this data. We also presented a software platform that
implements this approach, which takes into account processing unstructured data
from different sources of user activity.

In the future work, we will extend a set of analysers and experiment with different
machine learning methods including:

• Research of possibility to use LSTM method for anomaly detection;
• Research of survival analysismethods for evaluating the probability of performing

effectiveness of the employees’ work;
• Adding other types of events related to a person’s actions to expand the analysers’

library.

The proposed architecture allows to extend the prototype by adding new analysers
to the digital library and perform the different experiments on the same data.
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Deep Predictive Control

Dmitry Baskakov and Vyacheslav Shkodyrev

Abstract Modern control systems are characterized by high complexity and hier-
archies of many orders. In the case of a large number of nodes, real-time control
becomes a non-trivial task and requires new concepts and paradigms. This paper
discusses the concept of using model predictive control (MPC) and deep predictive
control (DPC) in the tasks of control complex objects. The ability of deep networks
to generalize allows using them to build effective control systems of increased
complexity, working in conditions of uncertainty and limited data.

Keywords Deep Q-networks · Model predictive control · Neural network · Real
time control · Reinforcement learning · Temporal difference learning

1 Introduction

Modern control systemsworkwith a large number of parameters that do not allow the
construction of real-time systems due to the computational complexity of a number
of procedures. The hypothesis is made in the work that the use of deep networks will
make it possible to build promising high-loaded control systems with a powerful
degree of generalization that will remain operational even in case of failures of
entire hierarchies. This ability is provided primarily by the a priori properties of deep
networks. The paper proves the possibility of reducing the number of nodes and loops
of the control system while maintaining all the parameters of the target control func-
tion. Model predictive control (MPC) is a dynamic optimization technique widely
used in industrial process. MPC is used in robotics for the control of ground [1] and
humanoid [2]. The transition from the process industry to robotics brings additional
challenges since the computation time is reduced from hours to milliseconds. Model
predictive control is considered by a number of authors as a very promising concept
for the development of traditional control systems [3]. End-to-end learning is attrac-
tive for the realization of autonomous cyber-physical systems, thanks to the appeal
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of control systems based on a pure data-driven architecture. By taking advantage
of the current advances in the field of reinforcement learning, several works in the
literature showed how a well-trained deep neural network that is capable of control-
ling cyber-physical systems to achieve certain tasks [2]. A key problem in control
complex systems is the use of large amounts of data online. At the same time, the
computational load on such systems grows in terms of constructing and calculating
the objective control function. It is additionally important to understand that it is not
always possible not only to obtain this data, but also to process it in some way. A
feature of the proposed solution is that neural networks can work with data that does
not arrive synchronously and also have the ability to perfectly cope with omissions
of such data. In addition, and the taste with the possibility of generalization, this
approach allows us to talk about the construction of a new type of control systems
that allows you towork in a space of limited dimension, incomplete data, filling in the
possible gaps and computational limitations of deep learning control [4]. Together
with the latest achievements in the field of deep learning using advanced computing
resources, we can safely begin to talk about breaking the paradigm of the traditional
approach to control and the transition to new-type control models.

1.1 Related Work

The idea of training neural networks to mimic the behavior of model predictive
controllers can be traced back to the late 1990s where neural networks trained to
imitate MPC controllers were used to navigate autonomous robots in the presence of
obstacles and to stabilize highly nonlinear systems [5]. The use of neural networks
as control modules is not new in itself and has been proposed more than once [6].
A lot of work was also devoted to the tasks of predictive analytics or the use of
neural networks in such structures with varying degrees of success, which indicates
a high problem of the task [7]. New solutions and proposals for various problems
appear, because the paradigm of deep learning and control complex systems based
on it, nevertheless, is more relevant to engineering solutions, if we talk about creating
specific working systems [8].

2 Materials and Methods

2.1 Markov Decision Processes

The control system goes from state to state depending on input data, as well as control
algorithms. At the same time, it is extremely important to understand that it is not
always possible how the system turned out to be in one state or another and what
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Agent

Environment

Action (a)

Reward (r)State (s)

Fig. 1 Reinforcement learning process

exactly affected it? This is called theMarkov decision-making process [6]. AMarkov
decision process is a 4-tuple (S, A, Pa, Ra), where:

• S is a finite set of states,
• A is finite set of actions (alternatively, As is the finite set of actions available from

state s),
• Pa

(
s, s

′) = Pr(st+1 = s
′ |st = s, at = a) is the probability that action a in state s

at time t will lead to state s
′
at time t + 1,

• Ra(s, s
′
) is the immediate reward (or expected the immediate reward) received

after transitioning from state s to state s
′
, due to action (Fig. 1).

In the most general case, reinforced learning is somewhat similar to the optimal
control problem, in which the function of the control object is known, it produces
some effect on the object and the task is to find the very optimal effects. The basis in
control theory is primarily the Pontryagin’s principle1 and the Bellman’s optimality2.
It states that it is necessary for any optimal control along with the optimal state
trajectory to solve the so-called Hamiltonian system, which is a two-point boundary
value problem, plus a maximum condition of the Hamiltonian. These necessary
conditions become sufficient under certain convexity conditions on the objective and
constraint functions.

Pontryagin’s maximum principle is used in optimal control theory to find the best
possible control for taking a dynamical system from one state to another, especially
in the presence of constraints for the state or input controls:

L
∧

u = 0 (1)

1https://en.wikipedia.org/wiki/Pontryagin%27s_maximum_principle
2https://en.wikipedia.org/wiki/Bellman_equation.

https://en.wikipedia.org/wiki/Pontryagin%2527s_maximum_principle
https://en.wikipedia.org/wiki/Bellman_equation
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where L
∧

u—stationarity3 by u. According to the Pontryagin’s maximum principle,
the optimal control value is equal to the control value at one of the ends of the
allowable range. The Pontryagin’s equations are written using the Hamilton function
H , defined by the relation:

H = F(t, x(t), u) − λ(t)a(t, x(t), u) (2)

Bellman’s principle of optimality or the dynamic programming method breaks
this decision problem into smaller subproblems. Richard Bellman’s principle of opti-
mality describes how to do this: An optimal policy has the property that whatever
the initial state and initial decision are, the remaining decisions must constitute an
optimal policy with regard to the state resulting from the first decision.

In reinforcement learning, the main difficulty is not finding optimal control, but
to study and understand the environment. We already know the environment and the
control object (in the theory of optimal control, this is called system identification),
usually finding the optimal action is wrong so hard.

The key to reinforcement learning is the existence of a so-called reward function,
as well as a state value function (value function, V (s)). It will be the total expected
reinforcement, which can be obtained by startingwith this state. The essence ofmany
teaching methods with reinforcement—in evaluating and optimizing the function of
values. In fact, our task is to choose moves that lead to a state with the maximum
value of V (s)). For Markov processes, we can formally determine:

V π (s) = Eπ [Rt |st = s] = Eπ

[ ∞∑

k=0

γ krt+k+1|st = s

]

(3)

The π is the strategy that the agent follows. Strategy π is a function which for a
given state s gives the probability distribution on the set action s. We will also denote
by π(a, s) the probability of choosing the action of a in state s, and if we want to
emphasize that the strategy is given parametrically with the parameter vector θ , we
write π(a, a; θ). If the strategy is deterministic, it just means that for each s all the
probabilities s are equal to 0, except for one, which equal to 1.

2.2 Temporal Difference Learning (TD-Learning)

Almost all modern teaching approaches in deep learning are based on a very simple,
but a very powerful principle called TD-learning4, from the words temporal differ-
ence. General TD Learning Principle5 this is: let’s train states based on the grades we

3https://en.wikipedia.org/wiki/Stationary_process.
4https://en.wikipedia.org/wiki/Temporal_difference_learning.
5https://web.stanford.edu/group/pdplab/pdphandbook/handbookch10.html.

https://en.wikipedia.org/wiki/Stationary_process
https://en.wikipedia.org/wiki/Temporal_difference_learning
https://web.stanford.edu/group/pdplab/pdphandbook/handbookch10.html
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have already trained for subsequent states. It is extremely important to understand
that in this case we get the opportunity to use a neural network and deep learning
just when working with incomplete, missing or incorrect data, which we will return
to later.

Learning algorithm TD (0) for estimating V π training looks like:

where:

TD(TemporalDifference) = γV
(
s

′) − V(s) (4)

The key idea of using the TD method is that we use already trained patterns to
search for even deeper patterns. First, we teach fortunes that already lead to the
famous r . And then we use these states for teaching previously unknown states
[9]. The TD method has various further modifications and extensions that have a
significant impact on the quality of the algorithm.

2.3 Advantages of TD Prediction Methods

We list main advantages TD methods:

• TD methods do not require a model of the environment, only experience,
• methods can be fully incremental,
• less memory.

The culmination of the development of this approach is the teaching of the Q func-
tion, which is often called the Q-Learning. Here we immediately solve the Bellman
equations:
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Q(st , at ) ← Q(st , at ) + α(rt+1 + γmax
a

Q(st+1, a) − Q(st , at )) (5)

2.4 Deep Q-Networks

The key problem of managing complex objects is the large number of elements in the
control loop and data. And if you imagine the real number of nodes with the number
of possible states? There is no such opportunity to build, train and control so many
values Q(s, a). Usually, the following algorithm is used when teaching such deep
models:

• Correlate inputs (states) s ∈ A, action a ∈ A in the form of some characteristic
signs to reduce the dimension;

• Function Q(s, a) in which previously the values at different inputs were inde-
pendent from each other, imagine as some kind of parametric model of a deep
learning Q(s, a; θ) at the input of which signs describing s and a;

• Q(s, a; θ) complex function from signs to one real number;
• Learning inputs according to the TD-learning each successive transition

(st , at , rt+1, st+1).

The learning algorithm then looks as follows: Agent makes a move a out of state
to s

′
, then receives a reward for this move r ; function training takes place Q(s, a; θ)

with input (s, a) and output (max
a′

Q
(
s

′
, a

′
, θ

)+r), usually r = 0. The agent can also

take such steps in relation to the previous positions, updating weights not only for
the last entry, but also for several previous ones. An excellent first example in this
regard was the Gammon TD network, which played essentially with itself without
any learning set [10, 11]. This approachwas developed and eventually became known
as Deep Reinforcement Learning, and networks that are trained in this way are called
Deep Q-networks (DQN) [12].

The learning algorithm of DQN is as follows at every step:

• Choose the next action at (in the ε-greedy strategy we choose random action with
probability ε or at = argmaxQ(st , a; θ);

• Getting reward rt and go to the next state st+1. Get a new unit important experience
(st , at , rt , st+1), which is stored in memory;

• Randomly select from memory a mini-batch of such units of experience for deep
learning (s j , a j , r j , s j+1);

• Count the network output y j , take a step of gradient descent for the error function
L = (y j − Q(s j , a j , θ))2; take a step of gradient descent:

∇θ L = 2
(
y j − Q

(
s j , a j ; θ

))∇θ Q(s, a; θ) (6)
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2.5 Algorithm

Reinforcement training can be divided into several almost independent parts that
should share news with each other only at certain far enough apart moments’ time,
and between them can work completely parallel and independently:

• There is a central process, a server that stores current parameter values, updates
them as necessary and distributes to everyone else;

• The first kind of processes is actually the “players” who interact with the outside
world and gain new experience; they need from time to time receive updates from
the servermodel parameters (they are usedwhen choosing actions), and they them-
selves simply accumulate experience units in the form those fours (st , at , rt , st+1)

and transmit the accumulated experience to the general memory storage;
• the second type of processes, “educators,” gain experience from the storage of

memory in the form ofmini-batches of experience units and consider the gradients
of the error function; for this they need a network that generates target values,
and the current one, so that “educators” are in closer contact with the server; but
note that they are still completely independent, each of them considers his own
gradient value and own custom updates for weights models;

• finally, the server itself collects all these updates, applies them to the stored he
has models, and at some point (usually regular, but enough rare) distributes the
updated model back to “players” and “educators”, and also updates the model that
generates target values; it turns out that synchronization in such an architecture,
of course, is needed, but it can be to do relatively rarely [11, 13].

3 Results

3.1 General Reinforcement Learning Architecture

Consider an architecture General Reinforcement Learning Architecture that is just
right for tasks Deep Predictive Control. This architecture, shown in Fig. 2 contains
the following components [14]:

Actors. Any reinforcement learning agent must ultimately select actions at to apply
in its environment. We refer to this process as acting. This Nact corresponding
instantiations of the same environment.

Experience replay memory. Experience tuples (sit , a
i
t , t

i
t , s

i
t+1) generated by the

actors are stored in a replay memory.
Learners. Each learner contains a replica of the Q-network, and its job is to

compute desired changes to the parameters of the Q-network.

Parameter server. The general reinforcement learning architecture uses a central
parameter server to maintain a distributed representation of the Q-network.
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Shard 1 Shard 2 Shard k

DQN Loss

Q Network Target Q Network

Environment Q Network Replay 
Memory

Sync

Learner

Actor

Sync every global N steps

Sync

Objective Function

Fig. 2 General reinforcement learning architecture for control

MPC. Model predictive control [15].

3.2 Deep Predictive Control

Model predictive control (MPC) describes an advanced control method that has
found a wide range of applications in industry and artificial intelligence [16]. MPC
employs an explicit dynamic model of the plant to determine a finite sequence of
control actions to take at each sampling time. MPC is widely used in various control
tasks [17]. But this concept has, in our opinion, a number of significant drawbacks,
for example, not very high performance. The key idea is to reduce the amount
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Fig. 3 Deep predictive
control General Reinforcement Learning

MPC

                        Control

of data processed by the module using deep learning with general reinforcement
learning architecture. Thus, we can get a more efficient control system that will not
be overloaded with unnecessary and not always useful data that comes online. The
architecture of such a solution deep predictive control will look like this (Fig. 3):

4 Discussion

The considered technique offers a completely updated look at the control tasks, espe-
cially in real time. In this case, it is important to understand that the proposed concept
proposes to consider the management task not only as a multi-criteria optimization
task, which is often simply not solvable in a reasonable amount of time, but also use
deep learning models to develop the deep predictive control concept [18].

5 Conclusion

The proposed deep predictive control architecture is planned to be used in the future to
identify possible emergency situations during the operation of energy facilities. The
key factor in this case is the reduction in computational complexity for calculating
the control function, as well as the elimination of unnecessary or excessively noisy
data, missing data for decision-making purposes [19].
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On the Computational Complexity
of Deep Learning Algorithms

Dmitry Baskakov and Dmitry Arseniev

Abstract The paper analyzes current research and the state of the industry to assess
the complexity ofmachine learning algorithms. The tasks of deep learning are associ-
ated with an extremely high degree of computational complexity, which requires the
use, first of all, of new algorithmic methods and an understanding of the assessment
of the complexity of the calculations. This area of research is not given due attention
for various reasons, but primarily because of the novelty of this paradigm, as well as
the use of other advanced methods, which is briefly analyzed in this paper.

Keywords Artificial intelligence · Fine-Grained reduction · Machine learning ·
Optimization

1 Introduction

Many books and articles have been written on algorithms for machine learning and
deep learning [1]. Entire monographs are devoted to the description of different
algorithms and methods for working with data of various types. Books of completely
different levels are from fundamental works [2, 3]. An excellent example of research
on the mathematical foundations of algorithms and asymptotic is the publication [4].
There aremonographs that have already become classical in the theory of algorithms,
their application and analysis [5]. Excellent works are devoted to the use of various
algorithms with implementation in specific programming languages such as Java or
C [6]. The presentation in each of the books differs both in level and in the availability
of material starting from a fairly simple and elegant level [7] to very complicated and
non-trivial level works [8]. Large research teams work in serious research centers in
the field of algorithms and optimization 1. But at least some serious research in the
field of complexity of algorithms of deep and machine learning is not given so much

1https://www.mpi-inf.mpg.de/departments/algorithms-complexity/.
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time. This is due to a number of reasons, which include both the sufficient youth of the
studied area and the current work, which are only in their infancy. It is important to
note that in addition to algorithmic solutions formachine learning problems, technical
properties in the form of libraries also appear CUDA 2. Moreover, various advanced
technical solutions such as supercomputers from NVIDEA DGX13 give a multiple
increase in productivity in deep learning problems, but do not conceptually solve the
problems of the polynomial complexity of these calculations. The subject area under
study is so vast and promising that in this short review it will be possible to show
in the most general light those problems and possible solutions to the complexity of
deep learning algorithms.

Machine learning consists of designing efficient and accurate prediction algo-
rithms. As in other areas of computer science, some critical measures of the quality
of these algorithms are their time and space complexity. But, in machine learning,
we will need additionally a notion of sample complexity to evaluate the sample size
required for the algorithm to learn a family of concepts. More generally, theoretical
learning guarantees for an algorithm depend on the complexity of the concept classes
considered and the size of the training sample [1].

It should be noted a very curious, but not a new trend in the analysis of
the complexity of networks using topology [9]. This line of research seems very
promising and is called topological data analysis (TDA). Note that the complexity
of networks increases significantly from the amount of data, and at the same time,
the computational complexity of the algorithms used increases.

Since the success of a learning algorithm depends on the data used, machine
learning is inherently related to data analysis and statistics. More generally, learning
techniques are data-driven methods combining fundamental concepts in computer
science with ideas from statistics, probability and optimization [1]. The construction
of an algorithm approximating rather complex objective functions in the mathemat-
ical plane is a very non-trivial task, which requires primarily high mathematical
and algorithmic training [10]. It is extremely important to understand that the use
of algorithms allows you to repeatedly improve the speed of solving a problem.
Often the use of advanced and unique algorithms leads to a decrease [5]. Modern
concepts are often used in deep learning, to which engineers have very serious expec-
tations, for example parallel computing4. While sometimes the use of the law is
completely overlooked Amdahl’s law or Amdahl’s argument5. Amdahl’s law is often
used in parallel computing to predict the theoretical speedup when using multiple
processors. Amdahl’s law can be formulated in the following way:

S = 1

(1 − P) + P
N

(1)

2https://developer.nvidia.com/cuda-zone.
3https://www.nvidia.com/en-us/data-center/dgx-1/.
4https://en.wikipedia.org/wiki/Parallel_computing
5https://en.wikipedia.org/wiki/Amdahl%27s_law.

https://developer.nvidia.com/cuda-zone
https://www.nvidia.com/en-us/data-center/dgx-1/
https://en.wikipedia.org/wiki/Parallel_computing
https://en.wikipedia.org/wiki/Amdahl%2527s_law
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where S—is the theoretical speedup of the execution of the whole task, N—is the
speedup of the part of the task that benefits from improved system resources and P—
is the proportion of execution time that the part benefiting from improved resources
originally occupied. Amdahl’s law just shows that the possible benefit of using
parallel computing is predetermined by the properties of the methods or algorithms
used in the program [11]. In the conditions of a lack of new ideas, specialized calcu-
lators often become a factor of growth at present. The greatest success of Graphics
Processing Unit (GPU)6 is precisely due to the fact that not many new methods
and approaches at least somehow bring us closer to solving NP (non-deterministic
polynomial time) -complexity problems7 [11]. GPUs are most effective in solving
problems that have a high degree of parallelism for melons, the number of arithmetic
operations inwhich is large in comparisonwith operations onmemory. Deep learning
algorithms relate to such tasks, which determine the high prevalence of using GPU
when working with neural networks. The use of memory for storing data and calcu-
lation results is twofold and is often associated with an increase in the computational
complexity of the algorithmusedwith the simultaneous disappearance of a number of
tolerances and limitations that lead to less accurate results. The article discusses the
main problems in the field of computational complexity of deep learning algorithms
and discusses the main subject areas for overcoming it.

2 Materials and Methods

2.1 Deep Learning Complexity. Motivation

It is extremely important to understand that the modern theory of computational
complexity of modern algorithms is, to some extent, an established scientific field
with its own terminology, tasks, methods and approaches [12]. In the context of
deep learning, we get several significant differences that are completely ignored
sometimes.Wenote themost important froma computational point of view, problems
and tasks that allow us to talk about the extremely high usefulness of this article:

• Deep learning algorithms have many hierarchies that require, perhaps, the use of
several different asymptotic notations.

• Deep learning algorithms are often function of many variables. This requires
the use of O notation as a function of many variables, thereby multiplying the
complexity of these algorithms [12].

• In the case of using deep and machine learning algorithms, it makes sense to
consider the complexity of such algorithms, in our opinion, as a function of Data
Complexity (DC), and Learning Complexity (LC) [13].

6https://en.wikipedia.org/wiki/Graphics_processing_unit.
7https://en.wikipedia.org/wiki/NP_(complexity)

https://en.wikipedia.org/wiki/Graphics_processing_unit
https://en.wikipedia.org/wiki/NP_(complexity
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In this case, we move on to the computational complexity of the function of many
variables in the following analytical form:

O(a) = DC(a) + LC(a) (2)

Even with a cursory examination, you can notice that the complexity of deep
learning algorithms depends directly on the type of data and the properties of their
storage and directly on the learning algorithm itself.

The attached notation has some inaccuracies related to the fact that the amount
of data involved in the training is not equal to the amount of data involved in the
training. Given the possible pre-processing, the amount of data can be reduced by
several times and many times, which allows you to significantly change the quality
of the algorithm taking into account computational complexity.

2.2 Features of Deep Learning Algorithms

Deep learning algorithms include optimization in a wide variety of contexts. For
example, to perform inference in models such as the principal component method, it
is necessary to solve the optimization problem.Weoften use analytical optimization a
proof for proving correctness or designing algorithms. Of all the many optimization
tasks solved in deep learning are the most difficult arise when training a neural
network. Often you have to spend on how many days to several months of work on
hundreds of machines to solve everything one task of training a neural network. It is
so expensive, special optimization methods have been developed.

It is important to note that the computational complexity of the deep learning
algorithm is often a function of the architecture of the neural network. Such an
architecture directly depends on the minimum number of weight parameters that
need to be generalized by a neural network of power N:

N = O

(
W

ε

)
(3)

where W—number of network parameters, ε—permissible part of incorrectly clas-
sified objects [14]. Note that there is a universal approximation theorem8 that tells us
about the number of hidden layers needed to approximate a sample of a given size.
Below we list the main features of deep learning algorithms and the tasks that they
must solve in theory and in practice:

• Ability to learn complex, highly varying functions, i.e.,with a number of variations
much greater than the number of training examples.

8https://en.wikipedia.org/wiki/Universal_approximation_theorem.

https://en.wikipedia.org/wiki/Universal_approximation_theorem
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• Ability to learn with little human input the low-level, intermediate, and high-
level abstractions that would be useful to represent the kind of complex functions
needed for Artificial Intelligence (AI) tasks.

• Ability to learn from a very large set of examples: computation time for training
should scale well with the number of examples, i.e., close to linearly.

• Ability to learn from mostly unlabeled data, i.e., to work in the semi-supervised
setting, where not all the examples come with the “right” associated labels.

• Ability to exploit the synergies present across a large number of tasks, i.e., multi-
task learning. These synergies exist because all the AI tasks provide different
views on the same underlying reality.

• In the limit of a large number of tasks and when future tasks are not known ahead
of time, strong unsupervised learning9 (i.e., capturing the statistical structure in
the observed data) is an important element of the solution [15].

Calculation time is one of the most important indicators of deep learning algo-
rithms and is much better if this time tends to linear approximation. One long-term
goal of machine learning research is to produce methods that are applicable to highly
complex tasks, such as perception (vision, audition), reasoning, intelligent control,
and other artificially intelligent behaviors. We argue that in order to progress toward
this goal, the machine learning community must endeavor to discover algorithms
that can learn highly complex functions, with minimal need for prior knowledge,
and with minimal human intervention [16]. We present mathematical and empirical
evidence suggesting thatmany popular approaches to nonparametric learning, partic-
ularly kernel methods, are fundamentally limited in their ability to learn complex
high-dimensional functions [16].

Deep learning algorithms should have some key features that distinguish them
qualitatively from traditional computational algorithms:

1. Computational complexity. Number computations (training, hyperparameter
optimization10, recognition).

2. Statistical properties. Examples for training should have generalization prop-
erties in the theoretical part and have markup properties at least in a limited
area.

3. Human involvement. A person must possess the ability to work with this algo-
rithm, be able to use it, generalize. In this case, it is important to consider the
amount of human labor that will participate in the operation of the algorithm.

To create a high-quality algorithm of deep learning, work and research should be
concentrated in the following critical areas and have the following properties:

• The deep learning algorithm should be flexible and fast enough, able to work with
a large number of architectures and data.

• The algorithm must be able to work with deep architectures with many levels and
concepts.

9https://en.wikipedia.org/wiki/Unsupervised_learning.
10https://en.wikipedia.org/wiki/Hyperparameter_optimization

https://en.wikipedia.org/wiki/Unsupervised_learning
https://en.wikipedia.org/wiki/Hyperparameter_optimization
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• A deep algorithm should be able to work with many functions with millions and
even more parameters.

• A learning algorithm that can be trained efficiently even when the number
of training examples becomes very large. This excludes learning algorithms
requiring to store and iterate multiple times over the whole training set, or for
which the amount of computations per example increases as more examples are
seen. This strongly suggests the use of online learning [16].

• A learning algorithm that can discover concepts that can be shared easily among
multiple tasks and multiple modalities (multi-task learning) and that can take
advantage of large amounts of unlabeled data (semi-supervised learning) [16].

2.3 Universal Approximation Theorem

The universal approximation theorem can be expressedmathematically. Let ϕ :R →
R, be a non-constant, bounded, and continuous function (activation function). Let
Im0 −m0—dimensional hypercube [0, 1]m0 . Then the space of real-valued continuous
function on Im0 is denoted by C

(
Im0

)
. If any ε > 0 and any function f εC

(
Im0

)
,

there exist an integer m1, real constants ai , biεR and real vectors ωi, jεR
m0 for i =

1, . . . ,m1 and j = 1, . . . ,m0, such that we may define:

F
(
x1, . . . , xm0

) =
m1∑
i=1

aiϕ

⎛
⎝ m0∑

j=1

ωi, j + bi

⎞
⎠ (4)

As an approximate realization of the function f ; that is,

|F(x) − f (x)| < ε (5)

For all x1,, . . . , xm0 from any dense D = [
x1, . . . xm0 , f

(
x1, . . . xm0

)]
. According

to this neural network theoremwith one hidden size layerm0 and output layer sizem1

with sigmoid activation functions are sufficient to approximate the free samplingwith
any accuracy. However, this theorem only speaks of approximation and says nothing
about the specific size of the hidden layer. To estimate the size of the hidden layer,
we recommend using the classical Theorem Barron [17]. Key to the advantageous
approximation and estimation properties of artificial neural networks is the fact that
the model is not linear in all its parameters (activation weights). The adjustment of
the scale, direction, and location parameters of the sigmoidal basis functions permits
them to be adapted to the estimation of the target function. Nonlinear adjustment of
sinusoidal, polynomial, spline, and wavelet basis functions is also possible, and it
is anticipated that similar approximation and estimation bounds can be obtained in
each of these cases by the same technique as used here for sigmoidal basis functions
[17]. But Theorem Andrew R. Barron does not say anything about the generalizing
abilities constructed in such a way neural network at once. The problem of building
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a network with optimal generalizing ability is considered in papers [18]. In this case,
the use of greedy algorithms is very often [19].

2.4 Training Features

We define here the features which could influence the prediction of execution times
when performing training and categorize these features into layer features, layer
specific features, implementation features and hardware features. Each of these cate-
gories can contain an almost endless list of features. As such we define here a core
subset of those features but argue that other features could easily be added.A full anal-
ysis of all available features and the impact they have on the accuracy of prediction
is beyond the scope of this work [20].

Layers Features

These relate to those features of a particular layer within the neural network and
in particular to the hyperparameters related to that layer. These include, but are not
limited to:

• Activation function. These may include ReLU, softmax, sigmoid and tanh.
• Optimizer (Adadelta, Gradient Descent, Adagrad, Momentum, Adam and RMS

Prop).
• Batch size (number of training samples which are processed together as part of

the same batch).

Layer Specific Features

Here we discuss the features which are unique to a particular type of layer within the
neural network:

• Number of inputs to the layer. There can be many layers; each layer can contain
many inputs.

• Numbers of outputs within this layer which is equivalent to the number of neurons
of the layer.

• Matrix size is the size of the input data to be trained on.
• Kernel size representing the size of the filter applied, for example, to the image

data.
• Input and output depths are the number of channels or payers in the input and

output data.
• Hidden layers.
• Neural network type.

Hardware Features

• GPU technology.
• GPU count the number of GPUs in the system.



350 D. Baskakov and D. Arseniev

• Memory.
• GPU clock speed.
• GPU core count is the number of processing units.
• GPU peak performance.

Certainly, this list is not exhaustive. Nevertheless, all these parameters and condi-
tions have an all-sided impact on deep learning algorithms and its final computational
complexity.

2.5 Shallow Architectures, Deep Architectures, and Learning
Model

Inmachine learning, two types of architectures are currentlymost widely used, which
we will consider below.

2.6 Shallow Architectures

The best example of shallow architecture would be, for example, modern kernel
machines [21] or Support Vector Machines [22]. Such architectures consist of one
layer. Further, taking into account some mathematical operations, we transform the
input data into some result, which is both a linear combination of the input data
and possibly a more complex mathematical transformation. The only components
subject to supervised training are the coefficients of the linear combination [16].

2.7 Deep Architectures

Deep architectures are perhaps best exemplified by multi-layer neural networks with
several hidden layers. In general terms, deep architectures are composed of multiple
layers of parameterized nonlinear modules [16]. While shallow architectures have
advantages, such as the possibility to use convex loss functions,we show that they also
have limitations in the efficiency of the representation of certain types of function
families. Although a number of theorems show that certain shallow architectures
(Gaussian kernel machines, 1-hidden layer neural nets, etc.) can approximate any
function with arbitrary precision, they make no statements as to the efficiency of
the representation. Conversely, deep architectures can, in principle, represent certain
families of functionsmore efficiently (andwith better scaling properties) than shallow
ones, but the associated loss functions are almost always non-convex.
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2.8 Learning Model

The training model should include three main points:

• The representation of the data: pre-processing, feature extractions, etc.
• Optimization functions, objective functions, parameters that must be achieved in

the learning process.
• The loss function, regularize, hyperparameters.

2.9 Kolmogorov Complexity

For example, consider a turingmachineU with input alphabet {0, 1} and tape alphabet
{0, 1, _}, where _ is the blank symbol. A binary string p is a program for the Turing
machineU , if and only if U reads the entire string and halts [13]. For a program p, we
use |p| to denote its length in bits, and U (p) the output of p executed on the turing
machine U . It is possible to have an input string x on an auxiliary tape [13]. In that
case, the output of a program p is denoted asU (p, x). The Kolmogorov complexity
measures the algorithmic complexity of an arbitrary binary string s by the length of
the shortest program that outputs s on U . Kolmogorov complexity KU (s) is defined
as:

KU (s) = min{|p| : U (p) = s} (6)

Kolmogorov complexity can be regarded as the length of the shortest description
or encoding for the string s on the Turing machine U . Conditional Kolmogorov
complexity measures how many additional bits of information are required to
generate s given that x is already known. The Kolmogorov complexity is a case
of the conditional one where x is empty [13]. The Kolmogorov complexity K (s) is
a universal measure for the amount of information needed to replicate s.

The conditional Kolmogorov complexity K (s|x) is defined as the length of the
shortest program that outputs s given the input string x on the auxiliary tape:

K (s|x) = min{p : U (p, x) = s} (7)

2.10 Learning and Optimization. Differences

The last problem is especially but difficult because effective capacity is limited by
algorithmcapabilities optimization, andwehave few theoretical results on the general
problems of non-convex optimization found in deep learning.
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The optimization algorithms used to train deep models differ from traditional
optimization algorithms in several respects. Machine learning usually doesn’t work
directly, which is a measure of quality P , which is defined relative to the test set and
can to be computationally impregnable. Therefore, we optimize P indirectly [23].
From a mathematical point of view, these nuances are extremely important, because
all this very seriously affects the final performance of deep learning algorithms
[24]. Main idea—we reduce another cost function J (θ) in the hope that P will also
improve. This is very different from pure optimization, where minimization of J is
the final target. In addition, optimization algorithms for teaching deepmodels usually
include specializations for a specific structure of objective functions. In theory, all
this should greatly facilitate multi-criteria optimization tasks, but often this is not at
all. A typical objective function can be represented as the average of the training set:

J (θ) = E(x,y)∼ p̂dataL( f (x; θ), y) (8)

where L—loss function in one example, f (x; θ)—predicted output for input x
and p̂data—empirical distribution. Case of study with supervised learning y—label
associated with input [25].

Equation (1) determines the objective function relative to the training set. But
we usually prefer to minimize the corresponding objective function, in which the
mathematical expectation is taken from the pdata distribution generating the data,
and not just from the final training set:

J ∗(θ) = E(x, y)∼pdataL( f (x; θ), y) (9)

It is in such a transition that the main computational difficulties of deep learning
algorithms can lie in the most general case.

2.11 Fine-Grained Reduction

Complexity theory traditionally distinguishes whether a problem can be solved in
polynomial-time (by providing an efficient algorithm) or the problem is NP-hard
(by providing a reduction). For practical purposes however, the label “polynomial-
time” is too coarse: It may make a huge difference whether an algorithm runs in say
linear, quadratic, or cubic time. In this course, we explore an emerging subfield at the
intersection of complexity theory and algorithm design which aims at a more fine-
grained view of the complexity of polynomial-time problems. We present a mix of
upper and lower bounds for fundamental polynomial-time solvable problems, often
by drawing interesting connections between seemingly unrelated problems.11

11https://www.mpi-inf.mpg.de/departments/algorithms-complexity/teaching/summer16/poly-com
plexity/.

https://www.mpi-inf.mpg.de/departments/algorithms-complexity/teaching/summer16/poly-complexity/
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2.12 Empirical Risk Minimization

Empirical risk minimization (ERM) has been highly influential in modern machine
learning. ERM underpins many core results in statistical learning theory and is one
of the main computational problems in the field [26]. Several important methods
such as support vector machines (SVM), boosting, and neural networks follow the
ERM paradigm [27]. In this brief work, we will not dwell on this issue in detail
because there are a sufficient number of approaches and methods that allow us to
solve these problems, thereby optimizing the very computational complexity of the
deep learning algorithms.

3 Results

3.1 Decisions

Let us suppose a part of solutions that can significantly reduce the computational
complexity of deep learning algorithms and increase the efficiency of the neural
network as a whole.

Background information. Deep knowledge and understanding of the subject area,
the study of modern and promising methods and approaches allows even in the
existing technological stack to solve problems at an outstanding level without
involving expensive solutions.

Cooperating learning algorithms. Firstly, it is necessary to involve industry experts
in the subject area. Experts often seem able to greatly reduce the time required to
learn by communicating and working together in groups. It would be interesting to
define a formal model of learning algorithms that are allowed to communicate their
hypotheses and/or other information in an attempt to converge on the target more
rapidly [28].

Learning more expressive representations. Data preparation, pre-processing, in-
depth examination, understanding of the essence of what is happening and so on
allow you to qualitatively change the approach to the subject area being solved and
may even completely abandon any bulky and difficult decisions [29].

Learning with mistakes. The use of deliberate errors in the data at the stage of
testing and preliminary fitting of hyperparameters allows you to quickly identify
the weaknesses in the network and deep learning models, which avoids significant
difficulties in the future [30].
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4 Discussion

The complexity model of deep learning algorithms is a fairly modern problem, the
solution of which lies in many disciplinary planes. As part of a small material, it is
extremely difficult to talk about all the principles and approaches in this direction.
Nevertheless, it is important to understand that the development of this area is a key
task for the direction of deep learning in general.

5 Conclusion

The key idea of writing this short review was that the problem of the complexity
of deep learning algorithms is very non-trivial in nature, and many researchers
for various reasons get around. We tried to demonstrate that this task is extremely
promising both in terms of theory and in terms of the development of further hard-
ware solutions. In our opinion, researchers should apply various techniques and
approaches described in this paper in practice. Personally, it seems that the use of
fine-grained reduction helped to significantly solve some of the problems, especially
from the point of view of constructing optimization algorithms on graphs. After all,
as you know, many control and optimization problems are well reduced to tasks on
the graph, some of which are related to NP-complexity [31].
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Enactivism in the Conceptual Basis
of the Non-classical Theory
of Management of Ergatic Systems

Sergey Sergeev, Vladimir Ivanov , and Oleg Ipatov

Abstract The article discusses the problems of managing complex ergatic systems
containing symbiotic and environment-oriented forms of control and orientation by
interacting agents. The difference in the control methods of complex ergatic systems
created in the framework of classical and non-classical ergonomics is shown. The
conceptual basis of non-classical and post-non-classical ergonomics is presented.
The article discusses the prospects of using the concept of enactivism in the concep-
tual basis of ergatic systems management, which allows implementing a project
of continuously updated ergatic environment, which focuses on the processes of
continuous updating, operational control and correction of the parameters of the
technical and human parts of the system, taking into account the cyclic processes
of self-organization in the actor’s environment of the acting subject achievement of
business goals. The forms and properties of intelligent entities embodied in orga-
nized environments are presented. A number of general definitions of intelligence
and intelligent symbionts are embodied in existing ergatic systems that arise in the
process of combining artificial and natural self-organizing systems of the environ-
ment of activity. The prospects of using conceptual representations of enactivism
and constructivism in the management of complex ergatic systems are shown.

Keywords Complex systems · Non-classical management · Post-non-classical
management · Intelligent symbionts management · Ergonomics of immersive
environments · Enactivism · Ergonomics

1 Introduction

The term “enactivism” is close in meaning to “enaction,” defined as “the manner
in which a subject of perception creatively matches its actions to the requirements
of its situation” [1]. The development of anthropogenic civilization and the related
introduction of computer and network control systems in all spheres of human life
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lead to the emergence of a complex world problem that fundamentally changes
the methodology for managing complex systems that implement intelligent control
functions in the form of symbiotic interaction with operators/users. The problems
of interacting intelligent systems that solve the target tasks of managing elements of
the technological environment are solved at the border of engineering and psycho-
logical disciplines within the framework of engineering psychology and ergonomics
(discipline for the consideration of the human factor).

The objects of study of classical engineering psychology and ergonomics are
the “man–machine interaction” (“man–machine interaction”-environment) systems
considered in the paradigm of informational interaction of a person with a machine
controlled by him in the environment and conditions of professional activity [2].
The subject of these disciplines includes all forms of human interactions with the
world, mediated by technique and technology with the goal of creating and operating
efficient ergatic systems and environments. The main task of the classical disciplines
in taking into account the problems of the human factor is to ensure maximum
management efficiency in the system by distributing functions between the person
and the cybernetic part of the systemandproviding an informational basis for decision
making [3, 4]. The implementation of this task is considered in the framework of
the opposition “man-environment,” where the leading role is played by the adaptive
properties of man, which are used in the implementation of management functions in
the technical system. At the same time, a person’s mental properties and features of
consciousness are considered only through the prism of his behavior and experience
and are interpreted as information-physical interactions between elements of the
ergatic system and the environment [4]. This approach limits the consideration of the
ergatic environment to the properties of the human consciousness with the objective
world reflected in it in a subjective form. Classical ergonomics is the ergonomics of
common sense, subjective reality, arbitrary and simplified cognitive interpretations of
the contents of everyday consciousness. Naturally, the effectiveness of this discipline
in its classical version decreases due to the appearance of complex communication
systems and controlmodes,which are fundamentally irreducible by consciousness.A
barrier of subjective complexity arises, which does not allow the operator to conduct
adequate activities for the adoption and implementation of reasonable and adequate
decisions.

2 Materials and Methods

The main management methods within the framework of classical ergonomics are
associated with the solution of the problem of relations “subject-object of manage-
ment” and are associated with the classical theory of activity (Vygotsky L.S., Leon-
tyev A.N., Rubinstein S.L.). In this case, activity is understood as a specific type
of human activity aimed at cognizing and creatively transforming the surrounding
world and oneself. The presence in the human mind of a neuropsychological model
of the external world is postulated in accordance with which the governing structural
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components of activity—skills, abilities, and knowledge—are built. The theory of
activity has a number of limitations associated with not taking into account in its
postulates the self-organizing nature of the work of the organism and the human
psyche, which leads to the problem of reduction of activity restricting the work of
the human operator in complex control contexts [5]. Control in the classical control
paradigm is formed on the basis of the implementation of programs (algorithms) that
correct deviations of the system from a given state using feedbacks [6].

2.1 Non-classical Management and Ergonomics
of Immersive Systems and Environments

The advent of non-classical ergonomics was a natural reaction of the scien-
tific community to the emergence of new objects of engineering psychology and
ergonomics, including complex technogenic environments endowed with artificial
intelligence and global communication information networks. Their functioning
cannot be described in the classical language of causal relationships and infor-
mation interactions within the framework of distinguished hierarchical systems.
The management paradigm is changing to a new non-classical form of scien-
tific rationality [7]. It includes the interaction of the individual with people, given
their self-organizing nature. The subject-subject relationships are considered, and
in ergonomics, the communication, social, and symbiotic interactions of a human
operator with similar and artificial intelligence systems [8].

Non-classical ergonomics of immersive environments, based on the ideas of
radical and social constructivism, synergetic, second-order cybernetics, autopoetic
self-organization and complexity theory (E.N. Knyazeva, M. Eigen, K.J Gergen, E.
von Glasersfeld, H. Haken, H. von Foerster, N. Luhmann, H. Maturana, I. Prigogine,
F. Varela, C.H. Waddington, P. Watzlawick) [4].

The following views on the concept of “environment” are used:

• the environment of the ergatic system is a product of the constructive activity of
the psyche of the human operator and cannot be considered outside its mental
content;

• the environment reflects the phenomenon of the dynamic integrity of cyclically
forming chains of a person’s relationship with physical and social realities in the
process of ensuring his life, speaks to the subject simultaneously in the form of
subjective reality and as an external objective, objective structure of the world in
which the subject operates.

In this process, selectively, in the logic of reflexive consciousness, various
elements of the external and/or internal environment are involved in order to ensure:
autopoiesis of the body, personality stability and the continuity of its history.
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The concept of “knowledge” in non-classical ergonomics also makes sense
different from the concepts of “knowledge” adopted in traditional instrumental
theories:

• knowledge, unlike information, cannot be extracted from a person in whom it
exists in an implicit form; it cannot be transmitted directly from person to person;

• knowledge originates and develops with a person, improves in the process of life,
acquires properties that take into account the experience of the subject;

• knowledge does not have a material form, operations similar to operations with
physical, material objects are not applicable to it;

• knowledge is associated with the work of the mechanism of understanding;
• knowledge bears the features of a social construct, reflecting the interpretations

generated and shared by members of society;
• language acts as a means of constructing knowledge [9, 10].

2.2 Post-non-classical Management in Ergonomics

Post-non-classical rationality forms the basis of post-non-classical science, including
complex self-organizing evolving systems in its consideration [11]. In post-non-
classical science, various scientific theories (understood as models and subjec-
tive realities) constitute a conceptually interconnected network of self-organizing
systems. This ensures the synergistic effect of applying the methodological princi-
ples of subjectivity to the tasks of subject-oriented design of self-developing polysub-
ject media that create various dynamic contexts that control the behavior of control
subjects. As an example of the post-non-classical methodology, we can consider the
technologies of “controlled chaos” oriented to control through the environment with
the goal of destroying human communications, deformation of the subject medium
[12].

In the context of post-non-classical scientific rationality, new disciplines are
considered, and in particular, neocybernetics or cybernetics of the second order,
which is associated with the processes of controlled self-organization and is focused
on the development of a methodology for the formulation and solution of problems
of analysis and synthesis of intelligent processes and control systems of complex
objects of arbitrary nature with selectivity and operational closeness [13]. Intro-
duction to the ergonomics of the concepts of cyclic self-organization allows you to
expand the methodological capabilities of this discipline in relation to objects of
organized complexity, which include ergatic systems, social communication, group
and collective operator activities, etc.
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2.3 Enactivism in the Basis of Management
in the Disciplines of the Human Factor

The main theoretical concepts of enactivism were formulated by F. Varela, E. Roche,
and E. Thompson in the book “The Embodied Mind” (1991) [14]. Enactivism is a
holistic form of views on human cognition, the activity of a cognitive agent and is the
development of the ideas of radical and epistemological constructivism, evolutionary
epistemology. The subject and object, body and mind, organism and environment,
life and cognition, real and virtual, are inmutual cyclic determination, condition each
other, make up a single process, in which both these sides are involved each time
[15].

3 Results

The subject of cognition, or the cognitive agent, is seen as active and interactive.
It actively integrates into the environment; its cognitive activity is accomplished
through its active “incorporation” into the environment or its activation. Cognition,
perception, thinking, and imagination are associated with action. In this concept, a
holistic picture of cognitive processes is built, in which the brain as a part of the
body, the body as an instrument of cognition, seeking and knowing the mind and the
environment it knows, are considered in a mutually conditioning bunch of autopoetic
systems that are mutually oriented with respect to each other. A significant role in the
processes of self-organization of the human psyche is played by the mechanism of
consciousness, which provides reflection processes in the cycles of self-organization
of complex systems [16]. Thus, we can consider human consciousness, the human
mind as an organizing force due to the features of its functioning as a self-developing
historical system. Such representations blur the line between subject and object,
internal and external.

Enactivism allows introducing the concept of “continuously updated ergatic
environment” into the design process of ergatic complexes, which focuses on the
processes of continuous updating, operational control and correction of the param-
eters of the technical part of the system, taking into account the cyclic processes
occurring in the actor’s environment of the acting subject when achieving the goals
of the activity. The stage of ensuring the inactivation and maintenance of the cogni-
tive subject in the process of its integration into the environment constructed by him
is introduced. The role of artificial intelligence in the processes of optimizing the
operator’s environment is emphasized.

Enactivism allows us to considermental functions as embodied in the human body
and at the same time independent entities existing in it. For example, intelligence
loses its specificity of a purely human property and can be represented as an emer-
gent property embodied in a complex system; we can talk about the distribution of
intelligence in a complex environment, its artificial and diffuse nature [17, 18]. Table
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Table 1 Forms of intelligent entities embodied in organized environments

Intelligence education Relations between
components

Activity and control
center, mechanism

Relations with the
environment,
boundaries

Natural intelligence Self-organization
autopoetic system

Consciousness, the ego
system of man

Continuous active
transformation of the
world, borders are
dynamically changing

Artificial intelligence Fixed or variable
firmware

Program, algorithm in
a environment yet
structured or in
environment being in a
process of structuring

The algorithm is
implemented,
situational control,
fixed boundaries

Hybrid intelligence Symbiosis, adaptation
of organized and
autopoetic
components to the
environment,
associations at the
macro-level with the
priority of
consciousness

Person in a structured
environment

Mutual adaptation of
natural and artificial
intelligence,
boundaries are
variable

Diffuse intelligence Selective
communication at all
levels of an
autopoetically
organized and
organized
environment and
human

Arises in an organized
environment

Synergetic
association, borders
are formed for the task

1 presents intelligent formations as properties inherent in organized environments
[19].

4 Discussion

Enactivism uses the metaphor of embodiment and continuous dynamic integration
of the system into the environment. Cognition is a form of active construction, a
constant search based on sensory-motor contacts of a person with the world [20].
All this distinguishes this concept from the popular cognitive model considering
computer metaphors in the work of the human brain and the activity of consciousness
based on rules and logical inference. In terms of enactivism, knowledge of the system
reflects its current repertoire of possible actions. In this case, the action covers not
only physical, but also as a subset of its mental activity.
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5 Conclusion

A number of general definitions of intelligence and intelligent symbionts can be
given, embodied and acting in an ergatic system, arising in the process of combining
artificial and natural intelligences and the environment of activity.

• Intelligence is a form of active self-organization of a complex system, involving
the user immersed in the environment in creating changes.

• Intelligence is associatedwith the environment as amechanismof its organization,
providing processes of self-organization of the system endowed with it.

• Intelligence is distributed in the “system-environment” continuum and is
embodied in the cycles of self-organization of a system operating in the
environment.

• Natural intelligence is organizing complexity in an organized environment, and
artificial intelligence is organized complexity in an organized environment.

• Hybrid and diffuse intelligences are symbionts, including the organizing and orga-
nized complexity of systems in their synergistic and symbiotic interactions as a
tool for achieving an actor’s goal in organized and organized environments.

• Intelligence reflects the results of selection and application of a self-organizing
system of effective ways to achieve goals in an organized environment.

When creating complex ergatic systems, it is necessary to take into account the
emergent properties that arise and exist due to the complex organization of the envi-
ronment. These are the effects of intellectualization, the emergence of cooperative
and hybrid forms of combining the cognitive mechanisms of a person and the intel-
lect and its symbiotic forms distributed among the environment. The inclusion in
a complex technogenic environment of a person is also associated with the effects
of techno-modification of his personality and cognitive systems, which leads to the
emergence of techno-psychological symbionts into which resources sufficient to
achieve the goals of the system are activated [21].
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The Solution of “If-Problem”
in Computations with Multi-valued
Variables Based on Operator
Overloading

Vyacheslav Sal’nikov and Konstantin Semenov

Abstract This paper presents the exhaustive solution of the “if-problem” in compu-
tations with multi-valued variables based on the technique of operation over-
loading that is widely used in object-oriented programming. The proposed approach
addresses the problem of the conditional branches when due to the uncertainty of the
operand the result of the logical operation is not determined explicitly and therefore
both conditional branches should be executed simultaneously. For the purpose of the
study, the code for C/C++ was developed and tested. The results of the performed
tests are provided. The proposed solution makes it possible to transfer previously
written C/C++ program code for calculations with single-valued types of variables
(float, double, etc.) to calculations with any formalism representing the multi-valued
variables using minor code modifications. This offers the opportunity to expand the
applicability of earlier developed program code to the wider scope of application
problems: from the calculations with input variables accurate to round-off errors to
the computations with inaccurate or uncertain data.

Keywords Inaccurate Data Processing · Conditional Branches · If-Problem ·
Operator Overloading · Interval Arithmetics

1 Introduction

In many practical situations, we deal with inaccurate data: during measurement
results processing, during mathematical modeling with rough or uncertain input
data, during calculations with multi-valued variables, etc. Due to inaccurate input
data, all final and intermediate results of computations are also inaccurate. If we
do not take into account this circumstance, then we can make wrong or ineffective
decisions based on calculations results. To estimate their uncertainty characteristics
automatically, we can resort to one of two approaches:
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• to develop the new program code especially for the specific application of
processing the inaccurate data (with taking into account the information on the
type and nature of input data uncertainty),

• to take the already developed code for the problem to be solved that deals with
real numbers interpreted as values accurate to round-off errors and to expand it
to calculations with multi-valued variables using the object-oriented approach
in programming – this will keep the algorithm and code safe from major
modifications.

The first approach is not flexible. We can not extend the developed code to other
formalisms of input data uncertainty representation: for expanding the code appli-
cability to new variants of input data types, we need to make a profound change in
code and maybe change the logic of its functioning.

The second approach is preferable because of its specific advantages. We can take
well-developed code for single-valued variables and extend it to the case of themulti-
valued variables with including some new library that realizes all the logic of dealing
with inaccurate data and with replacing variables type from “float” or “double” to the
new one – for example, “interval”. The library contains overloaded arithmetic opera-
tors for variables of this specified type [1, 2]. The mentioned approach is widely used
in practice because it does not require code rewriting and ensure code considerable
flexibility.

The only “underwater rock” of this approach is the so-called “if-problem” stated
in [3–5] and mentioned in [6].

2 The “If-Problem” Statement

The procedural or object-oriented programming languages mostly have a strict logic
for conditional operators. For example, if someone has “if…else…” operator, it
always runs either “if” branch or “else” one and never both of them simultaneously.
This circumstance is the consequence of the historical way of computational means
developing: since the appearance of the first computers, we have dealt with single-
valued variables during each computational operation. Now, the computations in
many real-life applications migrate from processing data with specified accurate
values to calculations with uncertain data presented in the form of multi-valued
variables (using intervals [7], fuzzy variables [8, 9], Dempster-Shafer variables [10,
11], or other formalism [12–14]). But, once we start such computations, then the so-
called “if-problem” appears that lies in the impossibility of using strict logic for
conditional operators in this case.

For example, let the interval variable be defined. Its real value is unknown, and all
information we have is that this value lies in a specified range. If we need to test this
interval variable on the satisfaction of some condition expressed by the “if…else…”
operator, then we can face the problem: one part of the interval may fit the “if”
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branch and the second fits an “else” one. So both branches should be executed to
meet interval logic. The example showing this circumstance is in Table 1.

In Table 1, the variable type “interval” describes the interval, and the corre-
sponding constructor uses as inputs its left and right borders.

The graphical explanation of the “if-problem” is shown in Fig. 1. The following
notation is used: f is a function to be calculated, x is the value of its argument that
is known with an error which absolute value is not more than �x, y is a value of the
function. The function f has the jump in values when x = x0 = 0:

f (x) =
{
f1(x), x ≤ x0,
f2(x), x > x0.

Table 1 An example illustrating the “if-problem” for inaccurate data processing

The C/C++ code to be
executed

The initial data The obtained result The expected result

/* absolute value
computing */
if (x >= 0)
return(x);
else
return(−x);

double x = 1.0; 1.0 1.0
√

double x = −1.0; 1.0 1.0
√

interval x(1, 2); (1;2) (1;2)
√

interval x(−3, 4); (−3;4) or (−4;3)
depending on operator
“ >= ” overloading

(0;4) ?

accurate bounds of
calculations results’
possible values

the function to be calculated

an estimate of bounds
for the possible value of
computations result based
on linearization of the
function to be calculated

Fig.1 The graphical explanation of the “if-problem” nature [15]
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This circumstance represents the conditional branch: the values of y for x → x0–0
and for x → x0 + 0 differ. To find out, what the possible error of y can be for the
uncertain argument value satisfying an inequality x–�x < x0 < x + �x, we need to
calculate the values of f 1 and f 2 – i.e. both conditional branches should be evaluated.
In practice, themaximumpossible absolute value�y of error of y is usually estimated
using the derivative of function f : �y ≈ |df (x)/dx|·�x. This ratio suggests only one
conditional branch performing: if x ≤ x0 then df (x)/dx =df 1(x)/dx and if x > x0 then
df (x)/dx =df 2(x)/dx. In Fig. 1, we see that the result of such estimating �y is not
correct.

The “if-problem” naturally appears when we try to extend our code from calcula-
tions with real numbers to calculations with more sophisticated objects using the
operator overloading technique. This allows us to avoid algorithm changes and
to make it fully independent from the used data representation formalism. In the
case when we develop a new code to handle the multi-valued variables from the very
beginning – for example, with fuzzy variables – then we can construct a special code
for fuzzy variables and can use fuzzy logic conditional operators [16, 17] instead of
classical “if…else…” constructions [18].

3 The Proposed Solution of the “If-Problem”

Let us try to find a solution for a powerful object-oriented language like C++ . We
can create classes and introduce class-specific arithmetic that includes the set of
arithmetic (+, –, *, /) and conditional (>, < , = = ) operators. Taking into account
preprocessor directives (mainly #define), we can try to create more or less convenient
syntax for the interval-oriented conditional operators.

How should the overloaded “if…else…” operator work ideally? If we have a
usual integer or float variable, it should work as a natural operator (run “if” branch or
“else” one). But if we have an interval variable, it should be checked if thewhole vari-
able’s range fits the “if” condition (and run only the “if” branch), the “else” condition
(so run only the “else” branch), or partially fits both cases (so run both the “if” and
“else” branches for corresponding parts of the interval variable range). And being
ideal, its syntax should look like a standard “if…else…” C/C + + operator notation.
This requirement is important: if no corrections or modifications in the main part
of the program code are made, then we will provide code and algorithmic compati-
bility during migration from calculations with single-valued variables (numbers) to
computations with multi-valued variables (intervals, etc.). This allows us to keep the
logic of the substantial part of the software regardless of the nature of variables we
are dealing with and save time for software developers.

Is it possible? Yes and no. We made it works as described above, but it looks not
exactly like the standard C/C++ notation. Take a look at Table 2.

The second column of Table 2 contains an example of the code that is not ideal
but is very close to the standard C/C++ syntax presented in the table first column.
The only difference is that we use “BEG” in place of “{” and “END” for “}” for
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Table 2 An example showing the code free from the “if-problem”

How it should look How it will look

if (x <= 5) {
x−= 10;
} else {
x += 100;
}

if (x <= 5) BEG
x−= 10;
END
else
BEG
x += 100;
END

bounds of code corresponded to conditional operators branches. Also both branches
in the “if…else…” operator should be placed in “{…}” or in the “BEG…END”
section.

Such corrections are minor on the one hand since we always can automatically
replace in our code the pre-defined terms “BEG” and “END” to “{” and “}” corre-
spondingly, but significant for hand-driven code corrections on the other hand since
we need to replace by hand only that braces “{” and “}” which relate to conditional
jumps. To be fair, it should be noted that the last specified replacement can be made
automatically using a simple parser of program code. The presented construction
looks more suitable and comfortable to be used in comparison with earlier published
code constructions [3, 4] for the “if-problem” solution (partial).

Let us describe how the proposed approach works. To overcome the “if-problem,”
we have two classes with redefined comparison and arithmetic operators and three
defines:

#define BEG {if(m.b()){
#define END }m.e();}
#define else if(m.el()).
As one can see, we do not have a natural “else” operator but another one “if”

instead. It means that both branches of “if…else…” may be executed for the interval
or other multi-valued variables. It should be noted that being dependent on used
formalism to represent multi-valued variables, the overloading of the conditional
operators should be performed carefully because some implementations may raise
the issue. The user can calculate the value of an ordinary (single-valued) variable in
a multivalued-oriented “if…else…” conditional operator and get the incorrect value
because both branches run.

The code was written for classical interval arithmetic [19, 20] and tested in Visual
Studio 2012 but it looks like almost any modern C++ compiler should work fine with
this code.

The described minor code modifications are the minimum-cost way to over-
come the problem of conditional branches for calculations with inaccurate data.
The proposed “BEG-END” construction is explained by the preprocessor and C++
compiler limitations.
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4 The Tests

The presented software construction was tested using a large number of code exam-
ples. The results of code executions were successful. In Table 3, some examples of
the performed tests are presented.

In Table 3, the class “interval” representing the interval-valued variables is used.
All arithmetic operations were overloaded as it is supposed for classical interval
arithmetic [19, 20]. The special method “print” is used to print the interval borders
to the console.

Table 3 The code of tests and their results

# Code example Output result and comments

1 // Example 1. Input value = 6, condition is (<=
5)
double x = 6;
printf(“\nInput x = %0.1f”,x);
if(x <= 5) BEG x-= 10; END
else BEG x += 100; END
printf(“\nOutput x = %0.1f”,x);

Input x = 6.0
Output x = 106.0
“else” branch was run

2 // Example 2. Input value = 3, condition is (<=
5)
double x = 3;
printf(“\nInput x = %0.1f”,x);
if(x <= 5) BEG x-= 10; END
else BEG x += 100; END
printf(“\nOutput x = %0.1f”,x);

Input x = 3.0
Output x = -7.0
“if” branch was run

3 // Example 3. Input value is interval [2; 7],
// condition is (<= 0)
interval x(2,7);
printf(“\nInput x = “); x.print();
if(x <= 0) BEG x-= 10; END
else BEG x += 100; END
printf(“\nOutput x = “); x.print();

Input x = [2.0; 7.0]
Output x = [102.0; 107.0]
“else” branch was run

4 // Example 4. Input value is interval [2; 7],
// condition is (<= 10)
interval x(2,7);
printf(“\nInput x = “); x.print();
if(x <= 10) BEG x-= 10; END
else BEG x += 100; END
printf(“\nOutput x = “); x.print();

Input x = [2.0; 7.0]
Output x = [-8.0; -3.0]
“if” branch was run

5 // Example 5. Input value is interval [2; 7],
// condition is (<= 5)
interval x(2,7);
printf(“\nInput x = “); x.print();
if(x <= 5) BEG x-= 10; END
else BEG x += 100; END
printf(“\nOutput x = “); x.print();

Input x = [2.0; 7.0]
Output x = [-8.0;-5.0], (105.0;107.0]
“if” and “else” branches were both run
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5 Conclusions

This paper presents the elegant solution of the “if-problem” in computations with
multi-valued variables by modern means of program languages like C/C++ . The
proposed software construction allows performing both conditional branches for
inaccurate compared operand if necessary.

The proposed approach solves the 25 years old problem and allows the transfer
of earlier written C/C++ program code for calculations with single-valued types of
variables (float, double, etc.) to calculations with any formalism representing the
multi-valued variables with minor code modifications.
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The Interval Method of Bisection
for Solving the Nonlinear Equations
with Interval-Valued Parameters
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Abstract The article dwells on the interval extension of the bisection approach for
solving nonlinear equations with interval-valued parameters, i.e. the ones that might
have values from the specified bounds. It is shown that such a procedure allows
to obtain an interval of possible values for equation root that is entirely determined
by the equation parameters inaccuracy and does not depend on any other factor. The
proposed interval bisection method can be easily implemented. All the differences
from the traditional bisection approach for solving equations have a clear meaning.
The simple stopping rule is proposed. It is shown that considering the interval nature
of equation parameters makes it possible to finish the iterative process of equation
solving earlier in full accordance with known information on the equation parame-
ters. The proposed approach keeps the important bisection method property—all the
intermediate estimates of the bounds of the root’s possible values interval include
the exact boundaries. The article provides an illustrative example of how to use the
interval bisection.
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1 Introduction

Many problems in data processing require solving nonlinear equations to obtain the
desired result: parametrical identification, fitting data using a specific model, some
cases of indirect measurements, etc. In most cases, the data to be processed aren’t
accurate and, consequently, the equations to be solved have uncertain parameters.
That’s the reason why the roots of such equations cannot be found precise: we
alwayswill face the residual uncertainty inherited from the inaccurateness of equation
parameters. So, the trials to interpret the roots estimates as quantities, which values
are only corrupted with round-off errors and errors caused by using an iterative
numerical algorithm of equation solving, aren’t correct—if we solve the required
equation analytically, calculate the roots directly using corresponding expressions
and don’t allow round-off errors to occur, then it still does not make the root estimate
absolutely accurate. If we don’t consider this circumstance, then we overestimate the
preciseness of our knowledge on obtained results which in turn leads to an increase
in the risks of making erroneous decisions in the future. As en example, we can
consider the root of the function f (x, a, b) = a · x + b, where values of a and
b aren’t known accurately. If we know that the value of a is inside the interval Ia
= [1; 2] and the value of b is inside the interval Ib = [−2; −1] then the root of
the function f is inside Ix = [0.5; 2]. Applying any numerical method to solve the
equation f (x, a, b) = 0 considering the uncertainty of a and b will bring us to
the interval wider than the mentioned interval Ix . So, these bounds for the equation
root’s possible value are the accurate limits that can be reached for some combination
of values a from Ia and b from Ib.

This paper discusses the interval bisectionmethod for solving nonlinear equations
in which parameters are known approximately—in practice, usually, all we know is
the interval of possible values of these parameters.

2 Solving Nonlinear Equations for Indirect Measurements

All the data that we encounter in real-world conditions are uncertain—from world
constants to measurement results. In some cases, we can neglect this uncertainty in
our calculations and reasoning, but, in other cases, we cannot because of the big
price we will pay: decisions made without taking into account the uncertainty of
source data may be ill-founded. The absolute accurateness is the distortion of reality,
and, in practice, we always need to know the quality of our results. The natural
scientific area, in which there are the regulatory requirements to accompany each
result with individual characteristics of its uncertainty, is metrology and science on
measurements. So, the most relevant example of applications where we deal with
equations with inaccurate parameters is the case of indirect measurements when we
calculate the value of interest from the measurement results of the related quantities
connected with it with the known dependence. Without loss of generality, we can
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consider the problem of solving indirect measurements equations to illustrate the
approach proposed and describe details.

Many quantities cannot be measured directly for various reasons. In these cases,
indirect measurements can be used. Firstly, the mathematical model is constructed
and tested that describes the interconnection between quantities measured directly
and values to be found out. After performing all corresponded measurements, the
necessary values are computed as the root of the equation or the solution of the equa-
tions system relating the participating quantities. The calculation of the result is an
essential part of the indirect measurements and should be taken into account during
metrological characteristics estimation. It should be metrologically verified like any
other measurement procedure or conversion. Indeed, as it was mentioned earlier,
all results of calculations with uncertain data are always inaccurate too—the uncer-
tainty inherited from the input data cannot be overcome. The only thing that can be
performed is to analyze how the uncertainty transforms during the computations and
to estimate the value of the final calculations results error.

To date, there are many approaches and methods to support metrologically
computations—including solving equations with inaccurate parameters (usually
being direct measurement results). These methods can be grouped into two big
sets: methods that use randomization (Monte Carlo approach [1], the Cauchy deviate
method [2, 3] and related techniques) andmethods that perform automatic analysis of
the computational algorithm by overloading the operations performed during calcu-
lations—assuming a linear approximation (automatic differentiation of first order
[4, 5] as the most valuable approach, finite differences and complex step derivatives
estimates [6, 7] and similar techniques for sensitivity analysis) and in the common
case (interval arithmetic [8, 9] and its extensions and modifications like affine arith-
metic [10, 11] or others [12, 13] joined with random variables processing approaches
like probability boxes framework [14, 15]). All of these techniques were developed
for the wide class of computational problems with inaccurate input data and can be
used in computational metrology.

Numerous different methods are developed and used to search the roots of
nonlinear equations. The most popular of them are Newton and Newton–Raphson
methods, secant method, bisection method, etc [16]. The first three methods need the
initial guess as a first estimation of the root, and the last-mentioned one needs the
interval of root localization. If the initial guess is unsuccessful, then the iterative
process can diverge, and no root can be obtained at all. In many cases, it is impos-
sible to determine if the guess is acceptable or not before the iterative process starts. In
constrast, the bisection method guarantees that the final result of root estimation will
be got and supposes a very simple procedure to test if the initial localization interval
is acceptable or not.

We should consider the additional sides of the issue to determine what method
for solving equations from the listed above is better for metrological practice. So for
this, we analyze the details of the metrological supporting the corresponding compu-
tational procedures.Approaches for processing initial data uncertainty using random-
ization might cause the situation when the Newton, Newton–Raphson, and secant
methods will diverge—so, we should recognize corresponded iterations during
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the Monte Carlo method execution or similar approaches applying and should stop
timely and throw out the wrong results from consideration. This complicates the
procedure of root finding. The same situation may occur if we use operator over-
loading—the procedure that converges being executed with individual numbers as
input variables may begin to diverge if it is executed with intervals or interval-valued
quantities like probability boxes. Thus, this can bring us to an unacceptable situ-
ation if the equation to be solved is the equation of indirect measurements—we
will not obtain any measurement result at all because of the computational proce-
dure. To address these shortcomings, we suggest using the bisection method that
always ensures the final result obtaining. Besides, supporting the bisection with one
of the discussed approaches for estimating uncertainty inherited from the initial data
doesn’t bring us to the iterative process divergence. So, combining the bisection
method with any kind of procedure of metrological supporting is the preferable way
to solve nonlinear equations of indirect measurements.

This paper presents the interval version of the bisection method for solving
nonlinear equations with interval-valued parameters that are commonplace in metro-
logical practice. The proposed method is fully in line with metrological requirements
that is an advantage in comparison with traditionally used approaches [17, 18]. The
way is proposed for taking into account the uncertainty of initial data during equation
solving and reasonably set the moment to stop the iteration process.

3 The Interval Bisection

Let �xT = (x1, x2, x3, ..., xn) be the direct measurement results, and f (y, �x) = 0
be the equation that connects these measurands with quantity y that is supposed
to be measured indirectly. Let �x1, �x2, �x3, ..., �xn be the absolute errors of
x1, x2, x3, ..., xn correspondingly, and let it be known that their maximum possible
values satisfy the restrictions: |�xi | < �i , i = 1, 2, …n.

The traditional bisection method [19] ignores that quantities x1, x2, x3, ..., xn
are inaccurate and treats themas the only possible values of parameters of the equation
to be solved.Let the interval I1 = [a, b] be the localizationbounds for y. Inmetrology
during indirect measurements, we usually face equations representing zeros of the
monotonic functions f . So we have the only root because, for one set of direct
measurement results, we must have the only one corresponding value of the indirect
measurement. If the values f (a, �x) and f (b, �x) have different signs, then interval
I will contain the only root. For problems from other fields, we should start with
such an interval of values of argument y that will provide different signs of function
f values obtained at the interval’s left and right bounds. Then, we can be sure that
not less than one root is inside this interval.

For each step of bisection, the current interval of root localization is divided into
two equal parts, and the one that contains the root is chosen. To determine what half
should be preferred, the sign of value f (0.5 · (a + b), �x) in the middle of interval
I should be calculated. The obtained narrowed interval is new localization bounds
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for equation root, and then the new iteration starts, and all described operations are
repeated. So, let the localization interval for i-th iteration step be Ii = [ai , bi ]. If
f (ai , �x) · f (0.5 · (ai + bi ), �x) > 0, then ai+1 = 0.5 · (ai + bi ), bi+1 = bi . If
f (0.5 · (ai + bi ), �x) · f (bi , �x) > 0, then ai+1 = ai , bi+1 = 0.5 · (ai + bi ). The
interval Ii+1 = [

ai+1, bi+1
]
is the localization interval for the next iteration.

The situation stops to be unambiguous if taking into account the information on
the uncertainty of initial data. Since some iteration, we will not be able to determine
exactly the sign of the value f (0.5 · (ai + bi ), �x) because of the influence of uncer-
tainty of direct measurement results �x acting as equality parameters. So, we will not
be able to decide what half of the current localization interval contains the root of
the equation to be solved: for some possible values of �x, it will be in the left half,
and for other possible values – in the right half.

The solution allowing to overcome this obstacle is to use one of the methods
discussed in the previous section of the paper that provides each calculation of the
function f (y, �x)with its individual uncertainty estimate� f (y, �x). Then wewill be
able to determine the moment when the traditional bisection method faces at current
iteration i such center ci = 0.5 ·(ai + bi ) of the current root localization interval Ii =
[ai , bi ] that satisfies the condition� f (ci , �x) > | f (ci , �x)|. This inequality indicates
the situation described above when we cannot choose half of the localization interval
for the next bisection iteration. Really, if it holds, then there are no reasons to consider
the value f (ci , �x) differing from zero. The equivalent form of the inequality is
0 ∈ ( f (ci , �x) ± � f (ci , �x)), so we see that any positive or negative values f (ci , �x)
lying inside the interval determining by mentioned inequality could be formed by
distorting the true value equal to zero by measurement errors. In this paper, we
suggest using the moment when the analyzed inequality holds as the transition to the
second stage of the modified bisection method.

So, the following simple algorithm can describe the first stage of the proposed
approach.
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On the second stage of the interval bisection, we need to narrower the last obtained
interval Ii = [ai , bi ] of root localization that provides the unambiguous sign of
function f at its bounds:

� f (ai , �x) < | f (ai , �x)| and � f (bi , �x) < | f (bi , �x)|

Thegoal of each iteration of the second stage of the proposedmethod is to narrower
these bounds to such an interval Ii+1 = [

ai+1, bi+1
]
that ensures holding the condi-

tion Ii+1 ⊆ Ii and guarantees at the same time that the sign of function f (y, �x) at
y = ai+1 and y = bi+1 isn’t ambiguous:

� f (ai+1, �x) < | f (ai+1, �x)| and � f (bi+1, �x) < | f (bi+1, �x)|.

Surprisingly, the traditional bisection approach can be easily applied for this
purpose. We can reformulate the problem to be solved in the following manner:

• to find the root’s minimum possible value, we need to solve equation
� f (ymin, �x) = | f (ymin, �x)| for ymin within the localization interval [ai , ci ];

• to find the root’s maximum possible value, we need to solve equation
� f (ymax, �x) = | f (ymax, �x)| for ymax within the localization interval [ci , bi ].

Here, as before, ci := 0.5 · (ai + bi ) is the center of interval Ii that is obtained on
the last iteration of the first stage of interval bisection.

Thus, at every new iteration, we need to examine the left and right bound of the
interval that localizes the equation root separately. To finish the iterative process, we
propose the following rule. It is rational to stop improving the interval estimating
when the interval length refining on the next iteration is less than the given constant
ε > 0:

‖Ii‖ − ‖Ii+1‖ < ε.

Solving the metrological problems, the uncertainty bounds for the obtained root’s
value should be rounded – this circumstance is the natural opportunity to determine
the best moment to stop the interval bisection method. If the rounded bounds of the
interval of root localization obtained on the previous iteration are the same as the
rounded bounds of the interval of root localization obtained on the current iteration,
then we should finish. The rounding is suggested to be performed in a metrological
sense.

The algorithm of the second stage of the interval bisection is the following.
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4 Illustrating Example

To make the proposed ideas of the interval bisection method clearer, let us examine
some function f (y, �x) = exp(x1 · y) + x2 · y depending on the variable of our
interest y and a set of parameters �x that are known with uncertainty. Let us find the
root of the equation f (y, �x) = 0 using the discussed approach.

From the physical sense, this equation models the environmental pollution caused
by the point source. The parameters �x describe the characteristics of the environment
and the pollution. From the mathematical viewpoint, this problem is equivalent to
calculating the standard Lambert W-function [20].

The values �xT = (x1, x2) aren’t known exactly. All we know about values �x is that
x1 ∈ [−0.11, −0.09] and x2 ∈ [−5.05, −4.95]. So, (x1, x2) = (−0.10, −5.00)
and (�x1, �x2) = (0.01, 0.05). Let us try as the start root’s localization interval the
interval I0 = [a0, b0] = [0, 1]. These bounds satisfy the condition of the bisection
method applicability condition: f (a0, �x) · f (b0, �x) < 0.

The entire iterative process that corresponds to using the interval bisection for the
mentioned equation is presented in Fig. 1. We can see that, as a result, we obtain
further unimprovable interval estimation of the root that cannot be narrower because
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Fig. 1 Intervals of root localization for different stages of the proposed algorithm

Fig. 2 Illustration of the first stage of the interval bisection algorithm

of the uncertainty of the solved equation parameters. Figure 1 also illustrates that,
during the first stage of the interval bisection method, this approach reproduces the
traditional scheme of the bisection and that the second stage essence is in narrowing
the last localization interval obtained at the first stage.
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Fig. 3 Results of the first stage of the interval bisection algorithm and the transition to the second
stage

In Fig. 2, the results of the first stage execution of the proposed method are
illustrated. The stop condition is satisfied on the 4th iteration when we cannot, for
the first time, determine the sign of the function f in the center of the root localization
interval. So, we go to the second part of the method.

The results obtained on the several iterations of the second stage of interval bisec-
tion are illustrated in Figs. 3, 5, and 6. We can see how the left and right bounds
of the localization interval are refined. For convenience, in Figs. 3, 5, and 6, the
independent indexing of iterations is used: index j = 0 corresponds to the beginning
of the second stage of interval bisection when dealing with the localization interval
obtained on the last iteration of the method’s first stage.

In Fig. 6, we see the final iteration of the proposed approach. It corresponds to
the stopping rule taken from the metrological nature of the solving problem: if we
round the uncertainty bounds of the root’s estimate at the current iteration, then the
new iteration will not bring the refining, and we should finish. The obtained bounds
are [0.172, 0.219].

5 Conclusions

In this paper, the interval extension of the bisection method is proposed for solving
nonlinear equations with inaccurate parameters. A simple and effective algorithm is
presented that brings with the guarantee to the root estimation. The clear stopping
rules are proposed that naturally follow from the problem and allow to finish the
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Fig. 4 Results of the first iteration of the second stage of the interval bisection algorithm

Fig. 5 Results of the second iteration of the second stage of the interval bisection algorithm

iterative process of equation solving earlier in full correspondence with known initial
data on the equation to be solved. The proposed approach remains the important
property of the bisection method—all the intermediate interval estimates of the root
possible values contain the exact bounds.
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Fig. 6 Final results of the interval bisection algorithm
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Complex Monitoring Systems
for Landfills

Aleksandr Titov , Sergey Krasnov , Andrey Timofeev ,
and Victor Denisov

Abstract The problem of monitoring the state of landfills is described in the article.
There are a lot of such objects in the world. At the same time, there are no standard
solutions for monitoring the state of these facilities both in Russia and abroad. It is
proposed to develop a technical solution based on autonomous sensors for measuring
the concentrations of hazardous fumes, radiation background, geotechnical factors
and other environmental variables. Such system can be easily installed at any site
and can work offline for a long time. The design and implementation of this system
are undoubtedly connected with the issue of investment analysis. Positive economic
results of the use of such systems can be an important target component in concept
of green economy.

Keywords Environmental economics · Green economy · Landfills · LoRaWAN ·
Intelligent control systems · Big data

1 Introduction

Nowadays, the issues of ecological using of resources of big cities and human’s
influence on the environment are discussed widely [1, 2]. The task of monitoring the
status of municipal solid waste dumps and landfills has become an acute importance
in the Russian Federation. Hundreds of thousands of legal and illegal dumps and
landfills are registered in the country.At the same time, there are no standard solutions
for monitoring the state of these facilities both in Russia and abroad. The situation is
aggravated by the fact that each object has a unique form and a unique list of hazards.
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Therefore, it is proposed to develop a technical solution on the basis of autonomous
sensors for measuring the concentration of hazardous fumes, radiation background
and geotechnical factors. It is necessary to form a list of parameters of the landfill,
which are the objects to constant monitoring. Each sensor must be equipped with
a battery and communication module. This will allow you to create a monitoring
system, configurable by both the composition of the sensors and the dimensions.
Such a system can be easily installed at any site and will be able to work offline for
several years, transferring data to remote control centres.

2 Background

Studies of the current state of the problem of ensuring environmental safety of
landfills showed that the effective use of economic instruments of environmental
management in the activities of landfills has been constrained by the lack of well-
developed approaches to evaluation of the risk of adverse effects of these objects on
the environmental components [3, 4], unlike other risks in the field of environmental
management, for which currently there is a detailed scientific and methodological
apparatus [5, 6].

Landfills, like any industrial enterprise, have limits of permissible emis-
sions/discharges, limits on waste disposal and for a certain fee perform a set of
measures for waste management, including reception and placement for sorting,
processing and disposal. In the vast majority, landfills arose spontaneously, without
regard to environmental requirements, in waste pits, other types of pits, etc. The
average square of each landfill is significant—from several tens to 120 hectares. The
time resource of a landfill is developed in three to four years, while the amount of
waste does not decrease from year to year, but, on the contrary, increases.

As a rule, to estimate the probability of damage resulting from the occurrence
of environmental risks at the landfill, and hence the total cost of losses, several
parameters are measured, such as the square of the landfill, the year of its completion
and the limit of waste disposal.

However, these works do not consider the possibility of implementing technical
systems for early warning of environmental risks. The results of their hazard assess-
ment can play an important role in the management of municipal solid waste and
in the development of an economic environmental management mechanism that can
solve the problem of environmental pollution in the operation of municipal solid
waste landfills.

Environmental risk is the probability of negative changes in the environment under
the influence of adverse effects on the environment [4]. The following significant
environmental risks inherent in the field of solid wastemanagement can be identified:

1. Air pollution due to ignition of waste disposal facilities [7, 8].
2. Soil contamination with heavy metals.
3. Groundwater pollution in the locations of landfills [9].
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4. Formation and emission of harmful gases into the atmosphere [10–13].
5. Increasing the proportion of uncultivated waste landfills.
6. High probability of occurrence of infectious diseases centre at thewaste disposal

facilities.

As a rule, in this context the main principles of prevention of irreversible
consequences for the environment are the following:

1. The correct choice of location for the polygons.
Polygons are placed outside the settlements in compliance with the size of the
sanitary protection zone established by normative documents.

2. Creation the technical design of landfills that prevent the penetration of
pollutants into the components of the environment.

3. Proper operation of landfills. In the process of filling, the landfill waste should
be provided possibility for garbage trucks and construction equipment, as well
as the overall stability of the construction of landfill soils. It is forbidden to
accept certain types of waste to landfills.

4. Rationing in the field of waste management. In order to ensure the protection
of the environment and human health, to reduce the amount of waste in rela-
tion to enterprises as a result of economic and other activities of which waste
is generated, standards for waste generation and limits for their disposal are
established.

5. Reducing the number of unauthorized landfills.
6. Quality control of stored waste and monitoring of the environment should be

organized.

The monitoring system is an information basis for determining the effectiveness
of environmental measures, as well as a database for the development of technical
and technological solutions to improve landfill operations [14, 15].

Monitoring programs can monitor.

• chemical composition and amount of filtrate formed in the landfill body;
• changes in the quality of groundwater outside the landfill (groundwatermonitoring

at landfills is carried out with the help of wells);
• air pollution, both in the working area on the territory of the landfill and beyond;
• compliance of the waste entering the landfill with the declared degree of danger

[4].

The last one deserves the special attention.
With the active development of automatic monitoring in the last decades, new

opportunities for intelligent collection and analysis of information about the state
of landfills are appeared. For these purposes, subsystems of the lower level which
collect data can be used. And the middle and upper levels allow to assess, analyse
and predict the development of adverse events in complex systems. Last times, the
Industry 4.0 has penetrated into the most various spheres of our life [16, 17].
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3 Methods

It is proposed to use a complex system of monitoring of landfills in order to minimize
environmental risks. The main objectives of the integrated monitoring of polygons
are the following:

• timely detection of exceedance of critical levels of hazardous fumes of methane
(CH4), carbon dioxide (CO2), and methanol, petrol, toluene and ethanol;

• control of internal deformation of the landfill, such as landslides and subsidence;
• control of radiation situation on its territory;
• perimeter control;
• working in stand-alone mode (from internal power sources) and transfer of

information via wireless communication lines to the data collection centre in
accordance with the adopted regulations;

• construction of a dynamic map of dangerous incidents in the area of the landfill,
which is modified as the next data from the spatially distributed data collection
system.

As a result, a detailed database of recorded events should be maintained.
Figure 1 shows the block diagram of the integrated monitoring system of landfill.
It is necessary to consider each of the subsystems separately.

1. Gas analysers subsystem is a spatially distributed network of gas analysers of
various types, capable of detecting dangerous vapours from the target list with
high reliability.

The location of the network sensors is determined by the structure of the polygon
and its geotechnical parameters. Each sensor network is integrated with LoRaWAN

Fig. 1 Structure of the proposed landfill monitoring system
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modem for data transmission and to control its functioning [18]. The form factor
of each sensor must ensure the normal operation of the sensor in severe weather
conditions. The energy supply of the sensors is supplied from an independent power
supply.

2. The subsystem of geophysical sensors is a spatially distributed network of
seismic sensors inclinometers, designed to monitor the state of the grounds
of landfill and control their internal deformations. Inclinometric complex of
soil control provides monitoring of soil movements and allows to assess the
condition of the foundations of engineering structures, dams, quarries and other
structures. The equipment of the complex provides a stationary installation,
automatic operation and wireless data transmission during the entire calibration
period. Energy supply of sensors is provided by batteries, fuel cells or combined
power plants. The subsystem of geotechnical sensors can be equipped with
additional systems for building monitoring and earthquakes monitoring.

3. External perimeter monitoring subsystem is designed tomonitor activities in the
area of the geometric boundaries of the landfill. It consists of a seismosensitive
C-OTDR system [19], designed to monitor seismic activity in the area of the
controlled perimeter, as well as a network of long-range surveillance cameras.
This subsystem is a typical bimodal perimeter control system (modes: “video”
and “seismic”). The video mode is provided by the use of long-range video
monitoring systems (up to 3 km), which are placed on special towers and are
powered from the central power plant or from the autonomous power subsystem
(diesel generator and solar panels). Seismic fashion is achieved by using C-
OTDR system vibrosensors type. A sensitive sensor of this system is a standard
optical fibre SMF-28, buried along the perimeter of the landfill to a depth of
30–50 cm. This system provides detection of a pedestrian at a distance of 5 m
from the sensor when the value of the spatial resolution along the cable length
is from 5 to 10 m. One analyser system is capable of servicing a sensor length
of up to 40 km, while ensuring from 4 000 to 8 000 channels. Such systems
have a reputation for being very reliable and relatively inexpensive solutions
optimized for perimeter control of extended facilities [19].

4. Data transfer subsystem collects information from sensors of different types, the
data transmission based on wireless technologies (LoRaWAN). Each sensor of
gas analysers and geotechnical sensors subsystems is equipped with LoRaWAN
modem operating in unlicensed 868 MHz range. Depending on the mode of
operation of the monitoring system, each sensor is assigned an individual mode
of operation, which depends on the type of sensor, the season, the situation at
the monitoring site, etc. In accordance with the concept of LoRaWAN, each
modem is equipped with a battery that guarantees up to 8 years of operation of
the modem without recharging the battery. Data from LoRaWAN modems is
collected at LoRaWAN base stations. The number of these stations depends on
the square of the landfill, and one base station is able to serve up to 5000modems
at a distance of 3–5 km. Each base station is equipped with a conventional GSM
modem, which is connected via a mobile network type 2G (or higher) with a
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mobile operator to access the Internet via a secure channel. If the location of
the landfill is not mobile or it is unstable, connection LoRaWAN base station
withmobile operators can operate under a special radio channels with encrypted
traffic. This is a relatively inexpensive and very effective solution. The proposed
topology of this network is “star".

5. Analysis and forecast subsystem of intellectual analysis and prediction of the
landfill state dynamics are based on complex accounting of information about
the geological state of the polygon body, a network of precedent events of
emission of target gases and spatiotemporal dynamics of the event flow.

This subsystem is designed to solve the short-term predictive problem of the
landfill state on the basis of a set of data collected from subsystems of gas analysers
and geotechnical sensors, as well as initial data on the geophysical structure of the
landfill.

Decision-making technology is based on using modern achievements of machine
learning [20].

4 Discussion and Results Analysis

Figure 2 shows an illustration of the implemented system superimposed on the map
of the existing landfill.

Fig. 2 An example of system implementation
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Since the creation, implementation and operation of an complex monitoring
system of landfills require an investment costs, it is reasonable to use classical
approaches to estimating the return on investment.

The integral efficiency should reflect the synergetic effect of obtaining new oppor-
tunities for management decisions for Environmental enterprise (landfill). These
management decisions can potentially reduce or even eliminate the costs of liquida-
tion of consequences of emergency situations, investigative measures, repairs, etc.
(economy effect):

NPV =
n∑

i=0

E

(1+ r)i
−

n∑

i=0

I

(1+ r)i
, (1)

where NPV is net present value;

E the general economy effect in the corresponding period;
r the discount rate;
I investments in the creation and supporting the system;
i period number (varies from 1 to n).

Thus, the cumulative effect in the long-term period can be determined using the
NPV > 0 criterion.

The presented model provides a clear quantitative assessment of the feasibility
of investment in the design, construction and operation of the system. It should be
noted that the scaling of the system to related areas of monitoring can bring addi-
tional economic benefits, which can be evaluated by similar methods. Synchronous
measurement of values of various parameters of controlled objects is the most actual
direction of modern technology, based on increasing amounts of data. So, developing
the lower level of big datamanagement systems can achieve a qualitatively new effect
in emergency management in the frame of green economy concept.

5 Conclusion

Nowadays, the proposed monitoring system does not have effective serial solutions
both in Russia and abroad.

The proposed concept can be implemented as in Russia as abroad. It will be a
network of autonomous wireless sensors capable of transmitting information in the
LoRa format to its own base station, which will transmit the received data via mobile
communication channels at any distance to the control centre.

The maximum distance from the sensors to the base station is not more than
15 km. The frequency of the survey is at least once an hour. Battery life without
battery replacement should be up to 5 years.

The use of wireless technologies will allow to reconfigure the network of sensors
for objects of different size and shape.
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The composition of the sensors used can easily vary depending on the conditions
of a particular landfill.

A generalized model for assessing the economic feasibility of investments in the
design, creation and supporting the system of permanent monitoring of landfills is
proposed in this paper.
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Modeling the Control Object
in the Management System
of the Regional Socioeconomic System

Elena Averchenkova

Abstract The structural and functional model of the control system of the regional
socioeconomic system is presented. The author proposes a model of the control
object of the regional socioeconomic system in the general context of managing
the subject of the Russian Federation of the type “region”. It is shown how the
vector matrix calculus apparatus can be used to describe the control object in the
control system of the regional socioeconomic system. The task of managing the
regional socioeconomic system is formulated as choosing a vector of the controlling
action for transition to the desired state of the state matrix of the control object, for
which the corresponding subdomain in the range of permissible values is determined.
The features of dynamic processes inherent to the controlling action and output
coordinates of the control object are considered.

Keywords Regional socioeconomic system · Modeling the control object ·
Dynamics of managerial impact · Output coordinates of the system

1 Introduction

Considering the regional socioeconomic system, hereinafterRSES, from the perspec-
tive of choosing alternatives under the situation with uncertainty of influencing
the external environment made it possible to use the apparatus of control theory
to describe it. So, the RSES is considered as a control object, experiencing a
control action formed under a certain influence. On the other hand, the informa-
tion produced by the external environment of the RSES is characterized by increased
complexity, heterogeneity and inconsistency. In addition, there is a need for an inte-
grated approach to managing the RSES on the basis of using modern instruments
of state influence on the regions and the country as a whole, namely using national
projects.
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2 Relevance of the Article

Asystematic presentationof the theory structure ofmanaging socioeconomic systems
was given in the works of Russian scientists at the Institute of Control Sciences of
the Russian Academy of Sciences named after Trapeznikov V.A. An initial idea of
the tasks and methods of the theory of managing organizational systems was given in
the works of Burkov [1]. The current state of the theory of managing organizational
systems was developed in the works of Novikov [2, 3], Voronin et al. [4].

The results of a theoretical study of models and methods of managing organiza-
tional systems find their application in solving a wide range of practical problems
in various fields, for example, to describe the processes of effective management of
enterprises, corporations and regions, which we can see, for example, in the works of
Burkov et al. [5] and Chkhartishvili [6]. Scientists such as Ajzerman and Aleskerov
developed basic theory of options choice [7], and in the works of domestic [8, 9] and
foreign authors [10–17] it shows the development of the theory of decision making.
Expert assessments were considered in the works of Litvak and Orlov [18, 19].

On the other hand, issues of effective regional management are an important area
of research for business scientists and practitioners. In the works of Butrin et al. [20,
21] and Tatarkin [22] regions are considered as objects of management, taking into
account their economic, political, natural and other features.

However, a review of work in the field of formalizing the control system of
the regional socioeconomic system (MS RSES) has revealed certain reserves for
improvement in this area. So, the peculiarity of this study is applying modern instru-
ments of state influence on the regions and the country as a whole, namely using
national projects in the developed MS RSES. Under this formulation, the conditions
for the effective development of the region of the Russian Federation to achieve the
targets set by the set of National Projects, as well as the estimated controlling actions
to achieve the desired state of the regional socioeconomic system are determined.

Thus, the purpose of this work can be defined as applying the principles and
concepts of the control theory to describe the control object that is a regional
socioeconomic system from both a structurally functional and mathematical point
of view.

3 Problem Statement

Consider the structure and functional components of the MS RSES in the context
of the authors’ works [23, 24]. MS RSES (Fig. 1) includes external environment, a
control object (RSES), a control device (DATAdecision support system), an executive
device (abstract civil servant), threemeasuring devices and two control devices. From
a functional point of view, this model uses a combined control principle that takes
into account the negative feedback loop and the compensation circuit for errors and
environmental disturbances.
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Fig. 1 Control system of the regional socioeconomic system

The preset impact g(t) in the developed MS RSES is represented by the target
settings of the National Projects of the Russian Federation. The control action g(t)
is supplied to the control device (decision support system “DATA”) and is corrected
by the error ε(t) by means of the negative feedback system.

The external environment gives rise to external disturbing influences of various
nature. The main perturbations f (t) are taken into account (compensated) by the
control device of the system represented by the decision support system “DATA”
(DSS “DATA”). Information (signal) coming from the external environment to the
control object is redirected to measuring devices N 1, 2 and 3.

The control device generates a controlling action u(t) on the control object (the
RSES) and is presented by DSS “DATA”. Features of functioning DSS “DATA”, as
well as the algorithms of its operation, were previously described in [11]. The control
device processes the current environmental information obtained using measuring
devices 1, 2 and 3.

The executive device in the developed MS RSES is represented by an abstract
civil servant—the manager of the lower and middle level who in practice is a user of
the DSS “DATA”. He addresses it in the process of making managerial decisions to
form controlling actions u(t).

The vectors of the output coordinates yϕ(t) are summed up and affect the external
environment in the form of a single vector Y (t): This is how the dualistic nature of
the RSES manifests itself as both a control object and a control subject.
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4 Theoretical Part

4.1 Mathematical Model RSES

To study the control object (RSES) in the context of the control theory, it is necessary
to clearly formulate the structural components of the RSES, for which this study uses
the method of hierarchical classification. The basis for separating many elements
of the RSES is a sign of a socially oriented influence of the National Projects of
the Russian Federation on the subjects of the Russian Federation. As a result of the
hierarchical classification,mnemonic codes are generated that facilitate the process of
forming the controlling action on theRSES, aswell as assessing the output parameters
of the RSES after the controlling action.

Let us represent the control object in the control system of the RSES as a union
of two matrices of indicators describing the RSES. On the one hand, these are target
indicators of the national projects, and on the other hand, these are indicators of form
2P under the title “Key Indicators for Forecasting the Socio-Economic Development
of the Russian Federation for the Mid-Term Period”, which are presented by the
executive authorities of the constituent entities of the Russian Federation to the
Ministry of Economic Development of the Russian Federation:

S = SN P ∪ S f 2P = ‖SN P
βγ ‖13×31

β=1,γ=1
∪ ‖S f 2P

ρε ‖14×38

ρ=1,ε=1
= ‖Smn‖14×69

m=1,n=1 (1)

where SN P is a matrix of the national projects targets, SN P
βγ is a matrix element

representing the target of the β-th national project; β = 1, 2, . . . , 13, γ =
1, 2, . . . , 31; S f 2P is a matrix of key indicators presented for forecasting socioe-
conomic development of the Russian Federation (for subjects of the Russian Federa-
tion); S f 2P

ρε is a matrix element representing the ε-th target indicator of the ρ-th group
of indicators presented for forecasting socioeconomic development of the Russian
Federation; ρ = 1, 2, . . . , 14, ε = 1, 2, . . . , 38; Smn are elements of the new state
matrix of the control object; m = 1, 2, . . . , 14; n = 1, 2, . . . , 69.

4.2 Structural and Functional Model of the Control
Object—RSES

To describe the RSES, vector matrix calculus apparatus is used. The RSES is repre-
sented as a multiply connected control object with several interconnected vectors of
the controlling actions u(t) and output coordinates (y(t). A visual representation of
the control object, the RSES, as a combination of input and output parameters, is
shown in Fig. 2.

It is determined that S1 is a group of socio-demographic components, S2 is a group
of economic components, S3 is a group of industrial and production components, S4
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Fig. 2 Structural and functional diagram of the control object—the regional socioeconomic system
(RSES)

is a group of infrastructure components, S5 is a group of environmental components,
and S6 is a group of investment and innovative attractiveness components of the
region.

Consider the input and output parameters in the structure of RSES. Each group of
the components of RSES Sm corresponds to its own control action um(t), where m =
1, 2, . . . , 6, comes from the executive device (ED). Under their influence, two output
coordinates are formed in each group Sm :

• arriving at the control device №1 (CD №1)

• arriving at the control device No. 2 (CD №2)

In other words, a vector of output coordinates comes from each group Sm of
components of the RSES: ySm (t) = (ySm

1 (t), ySm
2 (t)).

We define the vector of the RSES output coordinates arriving at CD №1 as the
sum of the corresponding signals from each group Sm :
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y1(t) =
6∑

m=1

ySm
1 (t) (2)

As each group of the components Sm of the RSES forms its output coordinate
ySm (t) = (ySm

1 (t), ySm
2 (t)), the signals arriving at CD №1 can be represented as the

following system:

ySm
1 (t) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

yS1
1 (t) = y

SN P
1

1 (t) + y
SN P
2

1 (t) + y
SN P
3

1 (t) + y
SN P
10

1 (t)

yS2
1 (t) = y

SN P
11

1 (t)

yS3
1 (t) = y

SN P
6

1 (t) + y
SN P
9

1 (t)

yS4
1 (t) = y

SN P
4

1 (t) + y
SN P
12

1 (t) + y
SN P
13

1 (t)

yS5
1 (t) = y

SN P
5

1 (t)

yS6
1 (t) = y

SN P
7

1 (t) + y
SN P
8

1 (t)

(3)

For CD №2, a similar vector of the RSES output coordinates is not determined
by all Sm groups and can be written as follows:

y2(t) = yS1
2 (t) + yS2

2 (t) + yS3
2 (t) + yS6

2 (t) (4)

The signals arriving at CD№2 fromeach group Sm represent the following system:

ySm
2 (t) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

yS1
2 (t) = y

S f 2P
1

2 (t)

yS2
2 (t) = y

S f 2P
2

2 (t) + y
S f 2P
7

2 (t) + y
S f 2P
10

2 (t) + y
S f 2P
11

2 (t) + y
S f 2P
14

2 (t)

yS3
2 (t) = y

S f 2P
3

2 (t) + y
S f 2P
4

2 (t) + y
S f 2P
5

2 (t) + y
S f 2P
6

2 (t) + y
S f 2P
8

2 (t) + y
S f 2P
12

2 (t) + y
S f 2P
13

2 (t)

yS6
2 (t) = y

S f 2P
9

2 (t)
(5)

Thus, having passed the control devices, the output coordinates y1(t) and y2(t)
arrive at the corresponding adder and affect the external environment in the form of
a single vector Y (t).

4.3 The Task of Managing MS RSES

The components of the state matrix S = ‖Smn‖14×69
m=1,n=1 satisfy certain restrictions,

i.e., the matrix S(t) in the state space should not go beyond the domain Q which is
the region of admissible states, i.e., S ∈ Q.

In the Q region, a certain subdomain of the Qc states is distinguished, which
is desirable. We define Qc as a subdomain of Q (i.e., Qc ∈ Q) bounded by the
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materiality threshold previously described in [12]:

Qc =
⎧
⎨

⎩Smn(t) : Smn(tz+1) − Smn(tz)

Smn(tz)
≤

∑k
i=1

Smn(tz+1)−Smn(tz)

Smn(tz)

k
, Smn(t) ∈ R

⎫
⎬

⎭ (6)

where Smn(tz) is some element of the matrix S in the zth year; k is the number of
pairs of chain relative deviations of the values Smn(t); z is the current time period.

Thus, the goal of the RSES control is to transfer the RSES from the initial state
S(t0) to the final state S(tk), where S(tk) ∈ Qc.

Let us determine that in order to achieve the RSES control goal, it is necessary to
apply the corresponding controlling action to the input of the control object (RSES).
Thus, we define the task of the control system of the RSES as follows: From the range
of admissible values of Q, it is necessary to select such a vector of the controlling
action u∗(t) that the object control (RSES) for a given initial state and the known
vector f (t) would have a solution Y (t) satisfying the constraint Y (t) ∈ Q(Y ) for all
t ∈ [t0, tk] and the finite condition S(tk) ∈ Qc.

4.4 Dynamic Processes Characterizing RSES

The control object (RSES) is characterized by transients, i.e., the RSES is charac-
terized by the reaction of a dynamic system to an external action from the start of
this effect to a certain state. Therefore, to describe the mathematical model of the
control object (RSES), which allows testing the control object itself for dynamics, it
is proposed to use the following expression:

(7)

where are accordingly, the first, second and ϕ th derivatives of the
output coordinates of the control object MS RSES; are accordingly the
first, second and žth derivatives of the control action vector on the control object MS
RSES.

Further, it is proposed to consider the features of dynamic processes inherent to
the output coordinates y(t) of the control object, RSES.

So, output coordinates y(t) = (y1(t), . . . , yϕ(t), δ2(t)) are polynomials formed
on the basis of retrospective values Smn which are elements of the state matrix of the
control object. Accordingly, controlling influence are
polynomials based on prospective values Smn , which are at the same time specific
target settings obtained from the setting action g(t) of the national projects of the
Russian Federation (Fig. 3).

Dynamics of the output coordinates y(t)may be representedwith the help of poly-
nomial, characterizing their development in the temporary process. Values Smn(t)
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Fig. 3 Illustration of using retro and perspective data in forming controlling action u(t) and output
coordinates y(t)

change in increments of 1 year, or t = 1, where t ∈ N . So, dynamics of output coor-
dinates y(t) can be described through increments of each component Smn in time,
and, therefore can be differentiated

(8)

where ySmn (tz) is the output coordinate of mnth matrix element S in zth year;
ySmn (tz−1) is the output coordinate of mnth matrix element S in the year previous to
zth year.

Let the output coordinate y223(t) for the state matrix element PSES S223 “gross
regional product” is described by the polynomial in the 4th degree and its derivatives:

F =
⎧
⎨

⎩

y16(t) = −262t4 + 46536t3 − 23554t2 + 63994t + 368926;
y

′
16(t) = −262∗4t3 + 46536 ∗ 3t2 − 23554 ∗ 2t + 63994;

y
′ ′
16(t) = −262∗4 ∗ 3t2 + 46536 ∗ 3 ∗ 2t − 23554 ∗ 2

(9)

where t is the sequence number of the observation period.
Analyzing the increments dynamics of the first and second derivatives for the

output coordinate y223(t) of the RSES state matrix element S223 “gross regional
product” shows that changing their indicator y223(t) occurs with an increase in speed,
but, practically, with constant acceleration (Table 1). Therefore, we can talk about the
stability of the increment indicator S223 in time, therefore, to describe the indicator
y223(t) as an element of the control object of the MS RSES, the application of the
first and second derivatives will suffice.

Controlling action u(t) can be represented in the form of the tuple (6):

u(t) = S(t) → S*(t), Ra |S(t) = ||Smn||14×69
m=1, n=1 (10)

where S∗(tk) is the desired matrix state S(tz); Ra is a set of production rules for
transition S(tz) to the state S∗(tk).

Such an interpretation u(t) allows taking into account the change in the control
object (RSES) from the current state S(tz) to the state S∗(tk) under the influence g(t),
and this will consider the external influences due to the system of production rules.

To describe u(t) you need to have predicted target values S∗
mn(tk), which can be

approximated into new polynomials, which will describe the desired state S∗(tk).
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Table 1 Increment of the first and second derivative of the output coordinate y223(t) of the state
matrix element RSES S223 “gross regional product”

Period Value y223(t) �y223(t) Value y
′
223(t) �y

′
223(t) Value y

′ ′
223(t) �y

′ ′
223(t)

t = 1 413,757 – 155,446 – 228,964 –

t = 2 435,730 21,973 519,826 364,380 498,748 269,784

t = 3 453,331 17,601 1,150,846 631,020 762,244 263,496

t = 4 478,758 25,427 2,042,218 891,372 1,019,452 257,208

t = 5 517,921 39,163 3,187,654 1,145,436 1,270,372 250,920

t = 6 506,448 − 11,473 4,580,866 1,393,212 1,515,004 244,632

t = 7 501,667 − 4781 6,215,566 1,634,700 1,753,348 238,344

t = 8 490,624 − 11,043 8,085,466 1,869,900 1,985,404 232,056

t = 9 454,077 − 36,547 10,184,278 2,098,812 2,211,172 225,768

t = 10 366,496 − 87,581 12,505,714 2,321,436 2,430,652 219,480

These values represent, on the one hand, the forecast for developing the indicator,
and on the other hand, its target value is in accordance with the national projects.
The resulting polynomials u(t) can successfully be differentiated.

For example, the national project “health care”within the framework of the federal
project “combating cardiovascular diseases” sets a target indicator called “decreasing
mortality from diseases of the circulatory system (per 100 thousand people)”, and
its target values for 2019–2024 are given. The polynomial approximation of the
indicator allowed us to form the following dependence to describe the controlling
action u12(t), which was later differentiated:

F =
⎧
⎨

⎩

u1 2(t) = − 2.9333t3 + 18.9t2 − 78.767t + 650.4
u’1 2(t) = − 2.9333 ∗ 3t2 + 18.9 ∗ 2t − 78.767
u”1 2(t) = − 2.9333 ∗ 3 ∗ 2t + 18.9 ∗ 2

(11)

where t is the sequence number of the observation period.
Analyzing the increment dynamics of the first and second derivatives for the

controlling actionu12(t)“decreasingmortality fromdiseases of the circulatory system
(per 100 thousand people)” shows, that changing the indicator u12(t) is characterized
by quickly reducing the absolute values of the indicator and by having constant
negative acceleration (Table 2). Therefore, we can talk about the stability of the
reduction indicator u12(t) in time, therefore, the application of the first and second
derivatives will suffice to describe it.

To describe the dynamics u(t) from expression (6), only transforming the matrix
of the real state S(tz) into the matrix of the desired state can be used S∗(tk), as Smn ,
which are matrix elements lend themselves well to differentiation. It is not possible
to evaluate the changes in time of production rules due to their fuzzy linguistic
nature. Their presence in the description u(t) is necessary to prioritize the RSES
management tasks.
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Table 2 Increment of the first and second derivatives of the controlling action u12(t)“decreasing
mortality from diseases of the circulatory system (per 100 thousand people)”

Period Value u12(t) �u12(t) Value u
′
12(t) �u

′
12(t) Value u

′ ′
12(t) �u

′ ′
12(t)

t = 1 587.6 – −49.77 – 20.21 –

t = 2 545 −42.6 −38.37 11.4 2.61 −17.6

t = 3 505 −40 −44.57 −6.2 −15 −17.61

t = 4 450.01 −54.99 −68.37 −23.8 −32.6 −17.6

t = 5 362.41 −87.6 −109.77 −41.4 −50.2 −17.6

5 Conclusion

Using the control theory to describe the dynamic nature of the RSES allows us to
show the causal nature of the phenomena of managerial influence and forming output
coordinates. The proposed dependencies are the basis for the subsequent formation of
a general mathematical model MS RSES, which describes the impact of the national
projects of the Russian Federation on the subject of the Russian Federation of the
“region” type.
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Abstract Software for accounting and systematization in educational activities is
developed for the effective work of teachers and students. In Magnitogorsk State
Technical University, every student who has achievements in educational, research,
public, cultural, creative or sports activities has the opportunity to be assigned to an
increased state academic scholarship (Order of theMinistry of Education and Science
of the Russian Federation of December 27, 2016, No. 1663). For this purpose, on
the educational portal of the Magnitogorsk State Technical University a student’s
portfolio is filled in for each of the activities, which is the link between the student
and the teacher. For accounting and systematization of educational activities, a web
module was created, integrated into the educational portal. Throughout the course of
study, the student has the opportunity to view statistics and achievements in his/her
academic activities, add, evaluate and analyze information for further effective study,
obtaining increased scholarships and successfully defending graduate qualifying
work. Reducing the time and labor costs required to collect and systematize the
achievements in student learning activities will make the work of teachers more
efficient and productive when interacting with students.

Keywords Data transformation · Visualization of information · Learning
activities · Electronic portfolio systems · Software design

1 Introduction

In theRussian Federation, students enrolled in educational programs of higher educa-
tion (bachelor’s degree, specialty, master’s degree programs), including foreign citi-
zens (full-time students, budget) who have achievements in educational, research,
public, cultural, creative or sports activities, provide set of their individual achieve-
ments in various fields of activity, i.e., fill out the portfolio.
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The development of technology and the growth of the information with which
to work lead to the automation of time-consuming activities. The actual problem is
the collection and systematization of documents for subsequent verification, eval-
uation and analysis of students’ achievements for later enrollment in the increased
scholarship.

Automating these criteria allows you to simplify this process by reducing time and
effort. Students need to monitor the effectiveness of their work throughout the entire
period of study. To this end, software has been created for recording and systematizing
the achievements, which consists of several modules responsible for different types
of activity. So that students and teachers can keep records, analyze, systematize and
add information on educational activities, and it was decided to create a web module
based on the LMS Moodle distance learning system. Educational activities include
such categories as the quality of training in academic disciplines; practice; research
work; term papers and projects; candidate exams; absolute and high performance;
state final certification; Olympiads and contests; project activities; studying massive
open online courses; online exam;mastering foreign languages; mastering additional
competencies; internships and academic mobility.

Currently, personality development in the process of education is gaining
momentum in our country. The transition to a market economy has set somewhat
different priorities in our society. The development of research activities in all spheres
of life also affects the need for active, independently minded specialists, who, along
with the ability to adapt to emerging conditions, could change them taking into
account the new situation of professional activity, would be able to adequately assess
the changes that occurred, have experience in self-fulfilling research competence.
This leads to a complication of the mechanisms of education and, accordingly, the
activities of people engaged in this field [1–3].

The systemof electronic portfolio is a programof individual-oriented professional
development of a student, which includes the collection, systematization, processing,
accumulation and analysis of the results of real changes and individual achievements
in the process of studying.

The e-portfolio abroad is not something new and has long been used in the field
of education, in the USA such an idea arose in the mid-1985. The foreign market, in
contrast to the Russian one, offers a wide range of ready-to-use IT solutions. All of
them have different functionalities, and educational institutions can choose the most
suitable system from numerous options, so they are more likely to buy such products
than to develop their own. Such systems are often closed, and you can try them either
by using the demo mode or by paying for the product. To use the demo mode, you
must directly contact the company. And free solutions have poor functionality, and
more are aimed at personal use [4–6].

In the Russian Federation, electronic portfolio systems have appeared relatively
recently, but are already a requirement of educational programs of higher education
of modern Federal State Educational Standards (FSES). Portfolio is filled for such
activities as research, educational, cultural and creative, public and sports. Based
on the achievements presented in the portfolio and the absence of academic debts
and grades “satisfactorily”, an increased state academic scholarship is appointed
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(Order of the Ministry of Education and Science of the Russian Federation dated
December 27, 2016, No. 1663). There are many resources on the Internet that allow
you to develop a portfolio of students. The most famous of these resources has one or
another functionality of the social network: building relationships with other users of
the portfolio system, messaging, rating, etc. This situation is justified by the fact that
the portfolio is created to present to other people, to receive their assessment and to
recognize the achievements of the author of the portfolio in various situations. This
allows you to talk about a different model of developing a portfolio system when
such a service is created on the basis of an existing software product [7–10].

Such a model of a social network can be the foundation for creating an educa-
tional portal. An educational portal is a Web site where, first of all, students and
teachers are presented, and there are flexible possibilities for their interaction and
joint educational activities in a virtual online environment. The educational portal of
Nosov Magnitogorsk State Technical University has realized most of the functions
of the electronic portfolio, and it includes the program complex “improving student
scholarships”, which was created to facilitate decision making on the appointment
of “increased” scholarships [11, 12]. The educational portal is based on the LMS
Moodle distance learning system. In order to allow students to monitor the effective-
ness of their work throughout the entire training period, a web module was created
based on the LMS Moodle distance learning system [13].

2 Purpose and Methods of Research

2.1 Purpose of the Research

Purpose: improving the efficiency of the educational process and reducing the time
spent by teachers and students. The subject of the research is the analysis of the
effectiveness of the work of students and teachers. The object of the research is the
electronic portfolio system and educational portal of the Nosov Magnitogorsk State
Technical University.

To achieve this goal is to solved the following tasks:

1. analysis of the electronic portfolio formation systems;
2. study of the principles of work of LMS Moodle for the development of an

electronic portfolio;
3. development of a module for analyzing the performance of students;
4. implementation of the module in the learning process and on the educational

portal of the Nosov Magnitogorsk State Technical University.
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2.2 Methods

When designing a web module for recording and systematizing the achievements in
educational activities, the following requirements were taken into account.

The ability is to view statistics on educational activities. Fulfillment of this require-
ment will allow the student to see his grades in academic disciplines, in terms of
papers, as well as educational achievements, which the user will add manually.

Adding information about the achievement. The achievement is added to the
database table and after that the change is displayed on the page. If the user did not
fill in all the fields or an error occurred while adding to the table, the system displays
a corresponding message on the page.

Changing achievement information. This feature will fix an incorrectly completed
achievement. If the user did not fill in all the fields or an error occurredwhile changing
the achievement in the table in the database, the system displays a corresponding
message on the page.

Removal of information about achievement. If the user has not selected the
achievement to be deleted or an error has occurred during the deletion, the system
will display a corresponding message on the page.

Loading of information on achievements on the page.
Work with files confirming the reality of achievement. This feature includes

loading, storing, modifying and deleting files owned by the user.
The following parts are highlighted in the web module:

1. client part (frontend);
2. server part (backend).

Development of the server part of the web module. In the server part, many of the
built-in functions of the PHP programming language are used in the development of
the web module. Table 1 presents a description of some of them [14].

Since the data sharing scheme of the model–view–controller web application,
smarty, a compiling template handler for PHP, was used. The smarty functions used
were described in Table 2.

For the development of the server side, the language PHP is chosen—a general-
purpose scripting language that is widely used for developing web applications is
used in the LMS Moodle environment.

Table 1 Description of some of the built-in language functions used when writing the program

Function Description

mysql_gettable Performs a table query to the database

mysqli_query Fulfills database query

echo Allows you to display lines on the screen

isset Determines whether a variable is set

json_encode Returns JSON encoded string (on success) or FALSE if an error occurs
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Table 2 Description of the smarty template handler functions used to write the web module

Function Description

display Displays a template

assign Assigns a value to a pattern

Theweb server assembly usually includes at least three components:HTTP server,
site development tool (programming language library, interpreter, etc.) and database
management system. For such assemblies, free software is used, so themost common
components are Apache web server, MySQL DBMS, programming languages PHP
and Perl.

As aweb server, XAMPPversion 7.1.11 is used, which containsApache,MySQL,
PHP script interpreter and a large number of additional libraries that allow you to
run a full-fledged web server.

XAMPP is one of the popular builds of a ready-made local server. The popu-
larity of the server is due to the quality of the product, a sufficient number of tools,
information support [15].

MySQL was chosen as the database management system. MySQL will have
good speed, reliability and flexibility. Working with her, as a rule, does not cause
great difficulties [16]. MySQL server support is automatically included in the PHP
package.

The following technologies were used to implement the server part:

1. PHP is a general-purpose scripting language used for developing web applica-
tions.

2. MySQL is an open-source relational database management system.
3. Smarty is a compiling template handler for PHP, one of the tools for separating

application logic and data from representation in the model–view–controller
concept. Smarty is intended to simplify compartmentalization, allowing the
front end of a web page to change separately from its back end. Ideally, this
lowers costs and minimizes the efforts associated with software maintenance
[17].

Development of the client part of the web module. In the client part, several built-
in functions of the JavaScript programming language were used to develop the web
module. Table 3 provides a description of the functions used.

Table 3 Description of JavaScript functions used in the development of the web module

Function Description

alert Displays a modal message box

create_error_alert Error message popup

confirm Displays a message in a window with two buttons: OK and CANCEL.
Returns true/false depending on where the user clicks
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Table 4 Description of some jQuery methods used to write a web module

Methods Description

val Gets the current attribute value from the first element in the set of matched elements

wrap Places selected items inside the specified item

attr Gets the attribute value for the first element in the set of matched elements

find Searches for items within already selected items

html Gets or changes the HTML content of the selected items

ajax Performs a request to the server without reloading the page

load Allows you to download data from the server and place the returned HTML code
inside the necessary elements

jQuery was used to interact JavaScript and html. jQuery is a JavaScript library
that helps you easily access any DOM element, access and manipulate the attributes
and contents of DOM elements. The DOM is a platform and language-independent
programming interface that allows programs and scripts to access the contents of
HTML, XHTML and XML documents, as well as change the content, structure and
design of such documents. The library also allows the client and server parts to
interact through AJAX requests. Some of the jQuery library methods used in the
implementation of the web module are presented in Table 4.

As the development environment was used LMSMoodle, which is focused on the
interaction of the teacher and the student. The choice of development environment is
due to the fact that it is based on educational portal of the Nosov Magnitogorsk State
Technical University, as well as an open-source distance learning environment.

The following technologies were used to implement the client side:

1. HTML is a markup language for web pages;
2. CSS is a language for describing styles of elements of HTML pages;
3. Bootstrap—a free set of tools for creatingWeb sites andweb applications, which

includes HTML and CSS page design templates [18].
4. JavaScript—HTML scripting language;
5. AJAX—a set of techniques for building interactive user interfaces of web appli-

cations, which consists in the “background” data exchange browser with a web
server;

6. jQuery is a JavaScript library to simplify working with HTML elements on the
client side [19, 20].

3 Results

3.1 The Structure of the Web Module

The web module implements five modules:
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1. module for loading data on the page;
2. module for opening a form for adding or changing information about the

achievement;
3. module for adding or changing achievement information;
4. module for deleting information about the achievement;
5. module for working with files confirming the validity of the achievement.

Module for loading data on the page. When the page loads, as well as adding,
changing or deleting achievements, an AJAX request to the server occurs, where
achievement data is requested from tables in the database. The server returns the
generated data that is displayed in a table on the web module page. This module
allows you to update information without a full page reload.

The module for opening the form of adding or changing information about the
achievement. After clicking the “Add” or “Change” button, a value is transmitted
that determines which button was activated. Clicking on the “Add” button will open
a formwith empty fields. Clicking on the “Change” button will check for the selected
achievement. If an achievement has been selected, a form will open and an AJAX
request will be sent to the server, where achievement data from the table in the
database will be requested. The server returns data that will be displayed in the fields
on the open form. In case of success, data from the form and the transferred value is
transferred to the module for adding or changing information on the achievement by
clicking on a certain button.

Module for adding or changing achievement information. After clicking on the
“Save” button on the form, data fromfields on the formwill be checked for emptiness,
if one of the fields has not been filled out on the page, a notification will be displayed
and the module will stop working. If successful, an AJAX request will be sent to the
server, where, depending on the transferred value, the data will either be added or
changed in a table in the database. The server returns a response about the successful
addition or change. If the answer is positive, the module loads the data to the page.
Otherwise, the page displays an error message.

The module for deleting information about the achievement. After clicking on the
“Delete” button, a checkwill bemadeon the selected achievements. If an achievement
has been selected, the systemwill ask you to confirm the deletion, otherwise the page
will display a notification that you need to select an achievement. When you confirm
the deletion, an AJAX request will be sent to the server, where the achievement will
be deleted from the table in the database. The server returns an answer about the
deletion success. If the answer is positive, the module loads the data to the page.
Otherwise, the page displays an error message.

Module work with files confirming the reality of achievement. This feature
includes loading, storing, modifying and deleting files owned by the user.

The flowchart of the web module is shown in Fig. 1.
Flowchart of the senddata_click() function for sending a request to add informa-

tion to a table in the database is shown in Fig. 2.
Flowchart of the function of updating the page content on the example of the

function intship_init() is presented in Fig. 3.
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Fig. 1 Flowchart of the web module

The work of the web module is divided into five stages:

1. At this stage, in the index.php file, the user’s access rights are checked to view
the contents of the web module, and the display function of the portf_input.tpl
template is called.

2. The portf_input.tpl template is displayed.
3. After the display, data is loaded into the module from the database, the system

waits for further user actions, during which it is possible to add, change or delete
information for some tables.

4. At this stage, the forms are displayed, which are caused by clicking on the
“Change” or “Add” button, the user fills out the form and presses the “Save”
button.
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Fig. 2 Flowchart of the function senddata_click()

5. After clicking on the “Save” button, the information is updated or added to the
database, and the data in the table on the displayed page is updated.

The structure of the web module is presented in Fig. 4.
File index.php is responsible for checking the user’s access rights to view the

contents of the web module, as well as for displaying the template portf.tpl.
File portf.tpl is main page of the module, which implements the module interface

and AJAX request functions.
Files recbook.php, candexam.php, acadperf.php, stfinatt.php, olymp.php,

proj.php, mook.php, intexam.php, forlang.php, advcomp.php, intship.php—neces-
sary for uploading data to tables on the main page.

File aj_del is responsible for removing achievements from tables in the database.
Files form_olymp.php, form_mook.php, form_proj.php, form_intship.php,

form_forlang.php, form_intexam.php, form_advcom.php are responsible for
displaying form templates such as form_olymp.tpl, form_mook.tpl, form_proj.tpl,



416 E. Ilina et al.

Fig. 3 Flowchart of the
function intship_init()

form_intship.tpl, form_forlang.tpl, form_intexam.tpl, form_advcom.tpl, respec-
tively, and also for transferring data from the main page to forms using queries.

Files form_olymp.tpl, form_mook.tpl, form_proj.tpl, form_intship.tpl,
form_forlang.tpl, form_intexam.tpl, form_advcom.tpl—form templates that contain
the fields required to complete the student’s achievements. With the help of requests,
the data is transferred to aj_olymp.php, aj_mook.php, aj_proj.php, aj_intship.php,
aj_forlang.php, aj_intexam.php, aj_advcom.php files, respectively.

Files aj_olymp.php, aj_mook.php, aj_proj.php, aj_intship.php, aj_forlang.php,
aj_intexam.php, aj_advcom.php are responsible for addingor changing achievements
in tables in the database.
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Fig. 4 Structure of the web module

4 Discussion and Conclusions

As a result, a web module was designed to add achievements in training activities
and record achievements (analysis, comparison and systematization), implemented
on the basis of the LMS Moodle learning environment. In the program module, two
important parts were singled out: the client part and the server part.

When designing the web module, the following requirements were imposed:
the ability to view statistics on training activities; adding achievement informa-
tion; change of information on achievement; deletion of achievement information;
uploading information about achievements to the page; work with files confirming
the reality of achievement. A scheme of the webmodule as a whole and its individual
functions is described, as well as a flowchart showing the operation of the algorithms.
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An Automated Measuring Complex
for Research Parameters of Unmanned
Aerial Vehicle

Oleg Drozd , Pavel Avlasko , Semen Bordyugov , and Denis Kapulin

Abstract In research, design and development of unmanned aerial vehicles (UAV),
a key role belongs to automated measuring complexes for its simulation and proto-
typing electromechanical system with digital control. Design and debugging of such
system are suggested and performed by usingmodel-based approach with automated
simulation tools. This approach means creating and using in further the simulation
model of the measuring complex. In the paper, the simulation model for research
parameters of unmanned aerial vehicles is discussed. This model is suggested to
develop based on Gough–Stewart platform (six-axes platform manipulator) with
UAV mounted on it. The researched model includes the UAV’s trajectory gener-
ator, automatic control device for UAV, kinematic manipulator model and decision
subsystem to define the current attitude of the manipulator dynamic side. The model
allows to evaluate the functioning parameters of proportional–integral–derivative
controllers of spatial orientation angles, as well as to automatically obtain program
code for implementing both automation of testing and the UAV control device.
Also, the presented model can function in conjunction with the user interface of
the measuring complex and can be used to evaluate the parameters of complex
functioning.

Keywords Unmanned aerial vehicle · Simulation · Functional modeling ·
Gough–Stewart platform · Model-based approach · Electromechanical test system

1 Introduction

Currently, approaches to debugging and testing an unmanned aerial vehicle (UAV)
are being actively developed using unit testing tools for UAV onboard systems based
on simulation and hardware–software modeling [1, 2]. In this case, the key role is
played by complex measuring systems (a set of test equipment) with full or partial
imitation of onboard control system functioning. In a consolidated manner, it is a
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complex of hardware and software tools that ensures conducting the specified tests
of UAV control system in order to assess the impact of disturbing influences on the
characteristics of the test object and its operational parameters [3, 4].

To investigate traction characteristics, kinematic features of the structure and
other key performance indicators of autonomous objects, it can be used with the
well-known Gough–Stewart platform (platform manipulator) with an octahedral
arrangement of prismatic actuators, or legs all of them connected simultaneously
to a fixed base and a moving platform through spherical joints or attachments [5–7].
Such manipulators are used for research and design both in space engineering, and
in production of new appliance, medical equipment, etc. A similar platform can be
successfully used for researching of UAV operation modes. For this purpose, the
UAV movement should be measured in six degrees of freedom for the manipulator
with installation of corresponding sensitive elements on its legs. The development
and debugging of such software and hardware measuring structure are a difficult
engineering activity that can be solved by using the model-based design approach,
which is considered in this paper [8–10].

2 Mathematical Description of the Platform Manipulator

The central element of the model-based design approach is a simulation model of
the device under research and development—the Gough–Stewart hexapod manipu-
lator with a servomotor driver system, motion control and measurement of the tested
product physical parameters [11]. The model representation of the platform manip-
ulator consists of a fixed base, a moving platform modeled by a disk of given mass
and six extensible supports (legs), mass of which is taken equal to zero (Fig. 1).

Fig. 1 Gough–Stewart
platform manipulator H-850
(Physik Instrumente,
Germany)
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2.1 Kinematics of the Platform Manipulator

The classical method of obtaining a model of a closed kinematic system consists in
examining the equivalent tree structure and the restrictions imposed on it by means
of the Lagrange multipliers or the D’Alembert’s principle [12, 13]. Other possible
approaches are based on the use of the Newton–Euler equations [14, 15], as well as
special forms of the motion equations of a rigid body [16].

It will discuss the mathematical model of the platform manipulator used in this
research below. For this purpose, it must put a fixed coordinate system O0x0y0z0
with unit vectors i0, j0, k0 and a moving coordinate system Oxyz with unit vectors
i, j, k, rigidly connected to the moving platform (Fig. 2). Six extensible legs BkAk

(k = 1, 6) are secured by spherical hinges at the one end to the fixed points Bk of the
coordinate space O0x0y0z0, and at the other points to the platform at the points Ak

(k = 1, 6). It is required to obtain the specified parameters the trajectory of platform
movement by changing the length of the supports.

The orientation of the moving platform is determined by the position of the point
O (pole):

−−→
O0O = r0(t) = x0r(t)i0 + y0(t) j0 + z0(t)k0,

Fig. 2 Kinematics of a
six-axis platform
manipulator

x0

i0

k0

z0

y0
j0

O0

x i

C z

k

j

yAk

O

rC

ak

r0 0
kl

0
kb

Bk

θ

ψ

ϕ



422 O. Drozd et al.

and three successive Eulerian angles of platform rotation around the pole at the
yaw (ψ), pitch (θ ) and roll (φ) angles. The platform rotation tensor P(ψ, θ, φ) is
determined by the equality:

P =
⎛
⎝

p11 p12 p13
p21 p22 p23
p31 p32 p33

⎞
⎠ =

⎛
⎝
CψCθ −SψCϕ + Cψ Sθ Sϕ SψCϕ + Cψ SθCϕ

SψCθ CψCϕ + Sψ Sθ Sϕ −Cψ Sϕ + Sψ SθCϕ

−Sθ Cθ Sϕ CθCϕ

⎞
⎠,

where Cϕ = cosϕ, Sθ = sinθ, etc.
It is shown Poisson’s equation for the time derivative of the rotation tensor P:

Ṗ = ω0 × P,

ω0 = ω0
x i0 + ω0

y j0 + ω0
z k0 = ωx i + ωy j + ωzk,

ω0
x = ϕ̇ cos θ cosψ − θ̇ sinψ,ω0

y = ϕ̇ cos θ sinψ − θ̇ cosψ,ω0
z = ψ̇ − ϕ̇ sinψ,

where ω0—an angular velocity of rotation the platform.
Below, it puts a vector of generalized coordinates that determine the position of

the moving platform:

q = {qi } = {x0, y0, z0, ϕ, θ, ψ}. (1)

If values (1) are given, then the lengths of the supports lk and their directions e0kt
are determined by explicit formulas:

−−→
Bk Ak = l0k = lke

0
kt = r0 + P · ak − b0k , k = 1, 6,

where the constant vectors ak = −−→
OAk and b0k = −−−→

O0Bk specify coordinates of the
points Ak and Bk of the support attachment in the moving and fixed coordinate
systems, respectively.

When specifying the extensible support length lk to determine the coordinates (1),
it is necessary to solve a system of six nonlinear equations

(
r0 + P · ak − b0k

)2 = l2k , k = 1, 6, (2)

in relation to quantities (1) entering into r0 and P.
After differentiating Eq. (2) by time, it will obtain a system of linear equations

relatively to ω0, which can also be represented in a matrix form, while the matrix A
will be composed of row vectors Lk:

r0 · e0kt + (
ω0 × P · ak

) · e0kt = Lk · V 0 = ik, k = 1, 6,

V0 = {
ṙ0, ω0

} = (
ẋ0, ẏ0, ż0, ω

0
x , ω

0
y, ω

0
z

)T
, Lk = {

e0kt , a
0
k × e0kt

}
, a0k = P · ak, (3)
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A · V 0 = i, i = (i1, . . . , i6)
T. (4)

Thus, if the support length lk is given as function of time, then, solving system
(3) or (4), it can find the coordinates of the vector V 0. In derivatives ϕ̇, θ̇ and ψ̇ , we
find by formulas:

ϕ̇ = ω0
y sinψ + ω0

x cosψ

cos θ
, θ̇ = ω0

y cosψ − ω0
x sinψ, ψ̇ = ω0

z + ϕ̇ sin θ.

Now we obtain the quantities qi(t) by integration, assuming that at the initial
time t = 0 the values qi (0) = q0

i are known. Movement is possible as long as the
determinant of the matrix A is different from zero. It is vanishing to zero which
indicates an exit to the boundary of the controllability domain.

2.2 Differential Equations of Platform Manipulator Motion

The differential equation of center of mass motion C for the moving platform with
a static load applied to it in the fixed coordinate system can be written as follows:

m
(
r̈0 + ω̇0 × r0c + ω0 × (

ω0 × r0c
)) + mgk0 = F0 =

6∑
k=1

Fke
0
kt , r

0
c = P · rc,

wherem is themass of the loadedmoving platform, g is the gravitational acceleration,
r0c is the radius vector of the center of mass of the platform in the moving coordinate
system, r0 is the acceleration of the point O and Fk are forces acting on the moving
platform from the side of the extensible supports.

The equation of moments relative to the center of mass in the moving coordinate
system has the form:

Jc · ω̇ + ω × (Jc · ω) = M =
6∑

k=1

Fk(αk − rc)ekt , ekt = PT · e0kt , ω = PT · ω0,

where Jc is the inertia tensor of the static load relative to point C.
In the case under consideration, the UAV with four engine propeller units was

adopted as a static load, and it can be represented as a ball with radius RS and mass
MS , at a distance l from the center of which there are balls with massMM and radius
RM , fixed by means of a cylindrical rod, mass MK . In this case, the inertia tensor of
the static load can also be calculated as follows:
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Jc =
⎡
⎣
Ix 0 0
0 Iy 0
0 0 Iz

⎤
⎦,

Ix = Iy = 2 · MS · R2
S

5
+ 4 ·

(
l√
2

)
2 · MK

12
+

[
4 · 2 · MM · R2

M

5
+ 4 · MM

(
l√
2

)2
]
,

Iz = 2 · MS · R2
S

5
+ 4 · l

2 · MK

12
+

[
4 · 2 · MM · R2

M

5
+ 4 · MM · l2

]
.

where Ix, Iy and Iz are the axial moments of inertia of the UAV, kg m2.
Consider the direct problem of dynamics—finding the forces developed by the

drives of extensible supports, providing a given movement of the platform [17, 18].
The direct problemof dynamics is considered under the condition that the generalized
coordinates qi(t) are given as functions of time, as a result of which the quantities
F0 and M become known. In this case, the system of equations of motion of the
center of gravity C and the loaded moving platform in the fixed coordinate system
can be written in the following form, while the matrix representation of the system
of equations is similar to (4):

6∑
k=1

Fke
0
kt = F0,

6∑
k=1

Fk
(
a0k × e0kt

) = M0 + r0c × F0 = M̂0, M0 = P · M,

AT · F = ϒ0, F = (F1, . . . F6)
T, ϒ0 =

(
F0
x , F0

y , F
0
z , M̂0

x , M̂
0
y , M̂

0
z

)T
,

where rc is the radius vector of the center of gravity of the platform in the moving
coordinate system and Fk are the forces acting on the platform from the supports. F0

andM denote the main vector and the main moment of forces acting on the moving
platform from the side of the supports of variable length.

3 Modeling the Measuring System

A functional model of the measuring systems was developed in the
MATLAB/Simulink environment and represents the structure of macroblocks of
the Simulink graphical environment modeling language (modules) with complete
functionality. The model includes components as follows (Fig. 3).

• formation module of the desired UAV trajectory (1);
• simulator of an automatic control system (autopilot), which ensures stabilization

ofUAVat given angles of spatial orientation, presented in the form of combination
three proportional–integral–derivative controllers [4, 19] (2);
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Fig. 3 Structural organization of the UAV parameters measuring system functional model

• module that implements the mathematical model of kinematics and dynamics of
the platform manipulator with six variable length supports and a set of drives and
piezoelectric detectors (3);

• subsystem for calculating the components of the displacement vector of the
moving platform of the manipulator and the spatial orientation angles of the
platform (4).

The calculation of the mobile platform current position of the manipulator is
carried out by two subsystems. The first subsystem allows determining the compo-
nents of the displacement vector applied to the center of gravity of the moving
platform and the moments of forces along the x, y and z axes. The second subsystem
is designed to calculate the values of the spatial orientation angles of the movable
platform. The coordinate calculation procedure of the platform position includes the
following steps:

1. Formation of a matrix of force vectors applied to common points of attachment
for extensible supports pairs 1–2, 3–4, and 5–6 (Fig. 4).

2. Calculation of vectors and moments of forces along the x, y and z axes applied
to common points of attachment of support pairs 1–2, 3–4 and 5–6.

3. Formation of a matrix of force vectors applied to the center of gravity of the
moving platform.

4. Calculation of the components of the displacement vector applied to the center
of gravity of the moving platform and the moments of forces along the x, y and
z axes.
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Fig. 4 Arrangement of
supports 1–6 of the platform
manipulator in the projection
onto the horizontal plane, Ra
and Rb are radii of the
moving platform and fixed
base, respectively
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The calculation procedure of the spatial orientation angles of the platform includes
the following operations:

1. Coordinate transformation of attachment points of supports to the fixed base
and the moving platform from a cylindrical coordinate system to Cartesian.

2. Compilation of a coordinate matrix of attachment points.
3. Calculation of the moving platform relative displacement respect to the fixed

base for the common point of support pairs 1–2, 3–4 and 5–6 attachment.
4. Derived the equation of the moving platform plane by three attachment points

of support pairs.
5. Calculation of a directional cosines matrix for the spatial orientation angles of

the moving platform.
6. Calculation of the spatial orientation angles of the moving platform.

The nature of support lengths changing of the Gough–Stewart platform manipu-
lator during the simulation process is determined by the UAV autopilot.

In the simulation, the following initial conditions were accepted the presented
parameters correspond to the technical characteristics of the H-850 manipulator
(manufacturer—Physik Instrumente, Germany) [20]:

• angle of support inclination relative to the moving platform plane: 20°;
• angle between the support attachment points to the moving platform and the

coordinate axes: 60°;
• diameter of the moving platform: 250 mm;
• height of the platform manipulator: 328 mm;
• distance between the application points of forces to piezoelectric detectors built

into support pairs 1–2, 3–4 and 5–6: 180 mm.
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The desired trajectory of the moving platform with a static load installed on it
(UAVmodel) along the axes of the stationary coordinate system is adopted as follows:

• x, y-axis: displacement amplitude: ±50 mm, cyclic frequency: 3 rad/s;
• z-axis: displacement amplitude: ±25 mm, cyclic frequency: 3 rad/s;
• spatial orientation angles: ±15°, cyclic frequency: 3 rad/s.

During the functional modeling of the measuring system based on the plat-
form manipulator, the obtained timing characteristics of the change in the values
of the spatial orientation angles, support lengths and the forces applied to them were
obtained. Figures 5 and 6 show examples of the obtained timing characteristics of
changes in the values of the vector components applied to the center of mass of the
moving platform. An analysis of the results of the model’s functioning shows its
sufficient accuracy for use in the process of designing new and research existing
control algorithms for UAV or other autonomous vehicles that require testing using
the hexapod platform manipulator.

In addition to performing basic tasks, the developed model allows us to evaluate
the functioning parameters of PID controllers of spatial orientation angles, as well
as to automatically receive program code for the implementation of both automation
of parameter measuring and UAV propulsion control. Also, the presented functional
model can function in conjunction with the user interface of the measuring system
and be used to evaluate the parameters of its functioning.

Fig. 5 Timing characteristics of the change in the values of the force vector components
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Fig. 6 Timing characteristics of the change in the values of the force moment vector components

4 Conclusion

For the rapid development of software and hardware for modeling unmanned aerial
vehicle control systems, it is advisable to design a test measuring system (test stand)
using the principles of model-driven design at early stages of work. The functional
model of the test stand proposed in the paper performed in the MATLAB/Simulink
environment is intended for the study of UAVcontrol algorithms. Themodel includes
the kinematics and dynamics of the hexapod platformmanipulator, the computational
modules of the vector of generalized coordinates for the moving platform and the
UAV autopilot simulator. Changing the support lengths of the platform manipulator
when simulating the movement process is determined by the UAV autopilot.

For the further development of the functional model, it is planned to detail the
description of the kinematics and dynamics of the platformmanipulator, in particular,
taking into account the inertia and weight of the extensible supports, the forces and
friction torques in the kinematic pairs and the influence of the payload. It is also
planned to introduce algorithms for preliminary calculation of the UAV flight routes
and the formation of the desired trajectory for themoving platform of themanipulator
in accordance with a flight route.

Acknowledgements The work was supported by the Ministry of Education and Science of the
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Research and Evaluation of the Most
Significant Quantitative Characteristics
of MPLS Equipment

Andrey Krasov , Pavel Karelsky , Igor Zuyev , Max Kovzur ,
and Alexsander Tasyuk

Abstract The article presents an analysis of the characteristics of operator‘s equip-
ment for the construction of MPLS networks, which will be important in assessing
the proposed procurement units for network modernization. The main characteris-
tics of the devices are considered in the work and the most significant of them are
analyzed. Method: An analytical dependence is proposed for the characteristics of
L2 VPN services. Core results: A practical experiment was carried out to confirm
theoretical conclusions on such characteristic as the number of the LDP neighbors.
Practical relevance: The results of the experiment are presented and conclusions are
made about the significant characteristics forMPLS equipment for L2 VPN services.

Keywords MPLS · LDP · Multi-protocol label switching · Experiment

1 Introduction

The requirements for a modern backbone network are: high transmission speed, high
bandwidth, good scalability, and reliability.

But the current situation in the telecommunications services market places higher
demands on service providers. Now it is not enough for the provider to give an easy
access to their backbone network, as recently clients have preferred connecting to
the provider’s Virtual Private Networks.

One of the steps toward the modernization of a multiservice network is the use
of multilevel switching methods, which allows to logically structure the network
without sacrificing its performance.

Currently, the switching mechanism for Internet trunks is the technology of
multi-protocol label switching (MPLS). The progenitors of MPLS were ATM and
FrameRelay technologies. Their important feature was the determination of the path
in advance. So the whole direction of the package was predictable and manageable.
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However, the lack of these technologies was inertness—their reaction to rebuilding
the network was really poor.

The IP-MPLSnetwork is flexible and scalable as it is built on top of the IP protocol.
It provides a predetermined path, as in ATM. But at the same time it allows to quickly
respond to rebuilding the network. This allows (under certain conditions) to provide
the required channel parameters, in particular bandwidth, delay, jitter, etc.

Pure MPLS is not used in modern networks. Nowadays it is used in combination
with MPLS-IP or MPLS-TP. This means that the network itself is built on top of IP
and Ethernet or in a normal video signal, but at the same time it can transfer data
from many other protocols.

All of these is ideal for organizing a transparent traffic transfer service between
local networks of companies in different cities with guaranteed quality, speed and
other SLA parameters.

MPLS provides the ability to procuring a QoS value which guarantees higher
security. Moreover, for the same set of nodes, can create several different virtual
networks (using different labels), for example, for different types of QoS.

To provide structured flows, a label stack is created in the package (see Fig. 1a,b).
In a normal video signal, it is placed between the headers of the network and channel
levels (L2 and L3, respectively). Each entry on the stack takes 4 octets.

The Label field is the label itself. Its length is 20 bits. The CoS field corresponds
to a subfield of the ToS field priority. It has three bits, which is enough for the IP
header priority field or Ethernet CoS priority field. Sometimes this field is also called
TC—TrafficClass, which carries the priority of the packet, like the DSCP field in IP.

Field S (Bottom of Stack)—the indicator of the bottom of the label stack, which is
1 bit long. There may be several MPLS headers on a packet, for example, external—
for switching in an MPLS network, and internal—indicates belonging to a particular
VPN.

TTL field (TimeToLive)—similar to the field in the IP TTL header. It has a length
of 8 bits. The main task is to prevent the packet from constantly being in the network
in the event loop.

(a)

(b)

Fig. 1 a The label stack format. b Placing tags on the stack
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All in all, MPLS is a technology based on the label transfer method. Labels define
both routes and service attributes. During the development of the operator, new
customers and other operators appear who need to organize a service of transparent
traffic transfer between cities with guaranteed quality, speed and other parameters.

In order to solve this problem among service providers, MPLS-IP technology
has been widely used, which serves building L2/L3 VPN tunnels. It corresponds to
the required functionality, performance, flexibility, fault tolerance. It also provides
scalability, security, and quality of network service, as well as the most efficient use
of network resources.

Before introducing certain services into an existing network, it is necessary to
carefully study and evaluate this technology.

In case the equipment of the service provider does not support the MPLS tech-
nology, there is a need to update the fleet of devices. However, when updating the
equipment, several questions arise:

• What should be looked at while choosing the equipment?
• What are the most significant characteristics?

Determination of the equipment’s most significant characteristics is an important
task and its importance is showed in this article.

2 Materials and Methods

An analysis of the solutions presented on the market showed that mainly manufac-
turers pay attention to price and description of characteristics, rather than quantitative
parameters of equipment. In the course of the work, Table 1 was compiled with the
characteristics of the equipment of several manufacturers [1–3].

Table 1 An example of the characteristics of the equipment of various vendors

Characteristic JuniperEX4550 RaisecomiTN8800 Juniper
MX-104

Juniper
QFX5100

Cisco
ASR 9K

The number of
MAC addresses

32K 32K 512K 288K 512 K

Fib IPv4 table
capacity

14K 16K 4M 100K 128 K

RIB table
capacity

10K – 21M – –

Max pseudo
wires

– 4K 16K – 4 K

VRF 254 1K 2K 1K 4K

MPLS labels 125 – – 16K 16K
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Table 2 Interconnection of
equipment and services
characteristics

L2VPN service L3VPN service Common to
services

The number of
LDP neighbors

The number of
FIB/RIB

The number of
MAC Addresses

The number of
VSI

The number of
sessions BGP

The number of
LSP

The number of
PW

The number of IGP
neighbors

MPLS labels

The number of VRF

It is worth noting that the prices for the equipment presented above may differ by
several orders of magnitude. Therefore, it is necessary to understand the resources
of which equipment will be sufficient to achieve the objectives. As a result of
studying the mechanisms of operation of MPLS technology, as well as L2/L3 VPN
services based on it, the following, most important, equipment characteristics were
highlighted, presented in Table 2 [4].

Let’s explain the chosen characteristics:

• The number of MAC addresses supported by the device. Media Access Control
is the physical address of a device or interface on Ethernet networks. It allows to
determine how many MAC addresses a single device can remember.

• Thenumber of entries in the Forwarding InformationBase (FIB). This table affects
packet forwarding.

• The number of entries in the routing table Routing Information Base (RIB)—
affects the number of routes.

• Number of bidirectional static Label Switch Path (LSPs). This is a bidirectional
path through the MPLS network.

• Number of Label Distribution Protocol (LDP) LSP. Defines the number of virtual
paths/channels for the LDP protocol.

• The number of supported Pseudo Wire (PWs).
• The number of Virtual Routing and Forwarding instance (VRF) supported on the

device. In fact, this is the number of supported L3 VPNs on the device.
• The number of Virtual Switching Instance (VSI). It is a virtual switch within

a single node and affects the number of VPLS L2 VPN services terminated on
equipment.

• The number of Interior Gateway Protocol (IGP) neighbors, which affects the
exchange of routing information between shared routers on a network.

• The number of LDP sessions—affects the number of devices on which L2 VPN
services will be terminated.

• The number of BGP sessions. This parameter affects network scalability in terms
of L3 VPN services.
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Fig. 2 Point-to-point
topology

To modernize the network, it is necessary to choose the most optimal equipment,
with sufficient resources to meet the operator’s needs and within the established
budget [5, 6].

One of the methods for determining the most significant characteristics is
calculation of network scalability for L2 VPN services [7].

The first calculation will be derived from the point-to-point topology (see Fig. 2).
Let’s introduce the assumption that the chosen equipment for the network will

have the following characteristics:

• M = 30,900—the number of maximum supported MAC addresses;
• MLN = 32—the number of maximum supported LDP neighbors;
• MPL = 8000—the number of maximum supported MPLS tags.

The calculation was made taking into consideration the following characteristics:

• D = 25, 100—the number of devices on the operator’s network;
• NoC = 1… 1000—the number of clients connected to one device;
• MpC = 30—the number of MAC addresses per client.

It is necessary to evaluate the percentage of equipment resource usage based on
the technical characteristics ofMPLS devices, the number of possible clients, as well
as client parameters.

Let’s determine the consumption ofMAC addresses per number of clients—MpC.
This characteristic shows how many MAC addresses will fall on one client with a
uniform distribution of addresses. We use the ratio:

MpC = M

NoC
(1)

where M is the number of MAC addresses supported by the equipment, NoC is the
number of connected clients. Figure 3 shows that with an increase in the number of
clients, a smaller number of addresses appear per client with an equal distribution of
addresses.

Next, we will evaluate such characteristics as the percentage of use of MAC
addresses (MAC Usage), LDP neighbors (LDPN Usage), labels (Label Usage) for a
different number of devices.
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MAC Usage = MpC ∗ NoC + D ∗ MpD

M
(2)

LDPN Usage =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

D
MLN , at MLN < NoC and D ≤ MLN

1, at MLN < NoC and MLN < D ≤ NoC
1, at MLN < NoC and NoC < D
D

MLN , at NoC ≤ MLN and D ≤ NoC
NoC
MLN , at NoC ≤ MLN and NoC < D ≤ MLN

NoC
MLN , at NoC ≤ MLN and MLN < D

(3)

Label Usage = NoC + D

MPL
(4)

whereMpC is the number of MAC addresses per client, NoC is the number of clients
connected to one device,D is the number of devices on the operator’s network, MpD
is the number of MAC addresses per device, M is the number of MAC addresses,
MLN is the number of maximum supported LDP neighbors, MPL—the number of
maximum supported MPLS labels. Formulas 2, 3, and 4 are presented as graphical
dependencies (see Figs. 4 and 5) [8].
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Fig. 4 Performance graphs for 25 devices
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Fig. 5 Performance graphs for 100 devices

The second method for determining the most significant characteristics is
estimation of equipment resource reserves.

When choosing equipment, it is necessary to take into account the quantitative
resources that will be required from the equipment to perform the required task.
‘Equipment resources’ refer to the quantitative characteristics which are necessary to
provide certain services. Since the possibilities of ASIC and CPU are not unlimited,
it is advisable to talk about such concept as maximum equipment resources [9].
The definition of such term can be presented as quantitative limited characteristics,
which can be both a limitation of the vendor and a limitation of the specialized chip
or processor used by equipment [10, 11].

To accurately understand the capabilities of the equipment after a certain setup,
need to know the so-called resource reserve, which is understood as the ratio of
unused resources to the maximum equipment resources, expressed as a percentage
[12, 13].

Initial data for assessing the stock of equipment resources are following:

• Network and customer characteristics:

– 100 nodes in the network (D); 2000 clients (20 clients per device), (NoC);
– 100 MAC addresses per client (MpC);
– 10,000 MAC for multicast and other services (MpD).

• Equipment specifications:

– 32,000 MAC (M);
– 32 LDP neighbors (MLN);
– 1000 VRF; 8000 labels (MPL);
– 32 single-hop + 32 multi-hop sessions BGP.

Calculation for L2 VPN service.

• MAC usage:
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Table 3 Final calculations
for L2 VPN service

Label usage LDPN usage MAC usage

26.3% 62.5% 37.5%

MAC Usage = MpC ∗ NoC + D ∗ MpD

M
= 100 ∗ 2000 + 100 ∗ 100 ∗ 100

32,000
= 37.5% (5)

• Label usage:

Label Usage = NoC + D

MPL
∗ 100 = 2000 + 100

8000
∗ 100 = 26.3% (6)

• Using LDP Neighbors:

LDPN Usage = 20 clients per device

32MLN
∗ 100 = 62.5% (7)

3 Results

After carrying out calculations of network scalability for L2 VPN, the following
conclusions can be made.

Figures 4 and 5 show that with an increase in the number of devices, the use
of characteristics increases. As a result, for the chosen topology and equipment the
most significant characteristic will be the number of LDP neighbors. If the number of
clients is more than the MLN parameter, connected to one MPLS device and termi-
nated in other mismatched devices, it is required to use the H-VPLS functionality
[7, 14, 15].

The results of the assessment of equipment resource reserves are presented in
Table 3.

The table shows that the LDPN parameter plays the most decisive role.
To confirm the calculations, it is necessary to conduct an experiment.

4 Discussion

To verify the results of the calculations, an experiment was conducted. The objective
of the experiment is to configure the required number of PW tunnels in order to show
the consumption of LDPN. A network topology was assembled, consisting of ten
routers connected by a ring (see Fig. 6) [16, 17].

An experiment was conducted for L2VPN to characterize LDPN (number of LDP
neighbors). First of all, the basic configuration of the routers was provided:

• adding addresses on interfaces;
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Fig. 6 Network topology

• OSPF Dynamic Routing Protocol configuration;
• loopback addresses creation.

The next step was the configuration of PW tunnels from R1 to each next router.
After the configuration was completed, the number of LDP neighbors for R1 can be
displayed using the “show mpls ldp neighbor” command (see Fig. 7).

According to results, in addition to routers directly connected to R1, there are also
other LDP neighbors. Tunnels from R1 to R5 were also configured to increase the
number of possible clients (see Fig. 8).

After this step, let’s check the number of LDP neighbors on R1 (see Fig. 9).
According to Fig. 9, the number of neighbors has not been changed. In order

to visually show the dependence, the graph of the usage of LDP neighbors for a
different number of clients was built.

Such dependence presented in Table 4 can be described due to the fact that the first
few clients are evenly distributed between devices on the network. And subsequent
clients are already connected to existing devices. As a result of the experiment, a
graph was obtained (see Fig. 10).

Based on the obtained graph, we can conclude that the calculations that were
performed earlier are confirmed by the results of the experiment.

5 Conclusion

Of the considered characteristics, the most significant for the L2 VPN service is the
number of LDP neighbors. As a result, the calculations carried out earlier were
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Fig. 7 LDP neighbor
information before
configuring additional
tunnels

Fig. 8 Tunnel configuration information

confirmed by the experimental part. It follows that the obtained formulas carry
practical value in evaluating equipment parameters, in particular in determining the
necessary values of such characteristic as LDPN.

In terms of network security, MPLS L2/L3 VPN technologies offer a new level
of protection for network traffic. Despite the fact that packets are transmitted on the
same core network, the traffic of each client is isolated inside the VPN [18, 19].
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Fig. 9 LDP neighbor information after configuring tunnels

Table 4 Results of
experiment

LDPN, % NoC, qty

0 0

15 10

30 20

30 250

Fig. 10 Comparison of
theoretical evaluation and
experimental results
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Security mechanisms used on the operator’s network should prevent denial of
service attacks and unauthorized access to the network and should also include the
ability to protect both the control plane and the data plane.

Service providers and enterprises can use these capabilities to implement reli-
able and secure MPLS networks, maximize network reliability and minimize the
potentially adverse effects of a network attack [20].
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Study of the Microstrip Waveguide
Prototype Model for Use as a Retunable
Diffraction Grating

Dmitry Nikulin , Valery Reichert , Sergey Shergin , Igor Karmanov ,
Vladimir Korneyev , and Polina Zvyagintseva

Abstract The prototype model (hereinafter—the prototype) with strip microme-
chanical waveguides in a free state with piezoelectric oscillation excitation was
studied. The study methodology for the basic functional characteristics of the proto-
type with strip micromechanical waveguides in a free state was developed. The test
bench was made. Visual inspection of the prototype model was performed and its
quality was assessed using microscope. Tests on the prototype model were carried
out. Diffraction patterns of light reflected from a flexural wave in waveguides at
different frequencies of mechanical excitation were obtained. Diffraction patterns
were analyzed.

Keywords Strip waveguide · Elastic acoustic flexural waves · Acousto-optics ·
Electrically-controlled diffraction gratings

1 Introduction

One of the units in optical spectral systems is retunable diffraction gratings operating
on the principle of interaction of light waveswith elastic or flexural waves in thin-film
membranes or micromechanical waveguides [1]. Elastic surface wavelength in these
units is from ten to several hundred µm which allows making of retunable gratings
within the respective period range (wavelengths).

Thin-filmmetal structures in free state have beenwidely used for a long time. They
are used as: optical filters [2], conductive reflective layers of fluorescent screens [3],
a vacuum-tight window for transmitting soft X-rays [4], a screen mask for vacuum
spraying [5, 6], etc. The possibility of using thin-film structures in free state as diffrac-
tion optical elements, for example, strip microwave diodes of a tunable diffraction
grating [7], working both on reflection and on transmission, is promising. Research
is also known in the field of microoptoelectromechanical (MOEMS) deflectors and
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Fig. 1 Prototype model with
micromechanical strip
waveguides in a free state

light modulators using torsional oscillations in filmmembrane waveguides [6–8] and
bending waves in thin-film strip membrane waveguides [9–19].

In order to achieve optimal performance of micromechanical strip waveguides
based on elastic wave acousto-optics principles, a set of measures is required
including a study of a prototype model of these units [1].

This article includes experimental results of performance characteristics study of
the prototype with micromechanical strip waveguides in a free state as shown in
Fig. 1.

2 Experiments

In the prototype under study, waveguides are polyimide based with metal coating.
Metal coating thickness is 100 mµ and total thickness of the waveguide is 1.9 µm.

Defect-free zone of waveguides consisting of eight strips with even borders and
without overlapswas found usingmicroscope, see Fig. 2. Thewidth of onewaveguide
equals to 100 µm. Distance between waveguides is 10–20 µm.

Fig. 2 Scaled-up size of
defect-free zone of strip
waveguides
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Fig. 3 Test bench diagram:
1—strip waveguide
prototype, 2—laser, 3—PC;
4—TV camera matrix,
5—lens, 6—piezoexciter,
7—excitation generator,
8—slit for identification of
illuminated region of
waveguides

During visual inspection of the waveguides using microscope, in the process
of microscope field depth adjustment, it was found that all the strips are single
plane-oriented and have fairly flat form in section.

In order to evaluate performance characteristics of the prototype with microme-
chanical strip waveguides in a free state, the test bench was made; its diagram is
shown in Fig. 3.

The prototype was glued to piezoelectric transducer. The piezoelectric transducer
was excited by a tunable sine wave oscillator. Converse piezoelectric effect became
a reason for deformation in piezoelectric transducer which caused vibration of the
prototype together with microstrip waveguides. Standing flexural waves produced
inside the microwave guide are a diffraction grating with a period equal to half of
standing wavelength. Diffraction pattern appearing in reflected light during laser
interaction with periodic texture of microwave guides was directed to TV camera
matrix through the lens.

A slit with the width of 1 mm was placed above the defect-free zone of the
waveguides in parallel to waveguides and horizontally. Radiation was directed to the
defect-free zone of waveguides where diffraction in reflected light had been detected.
Then, it entered the lens in the focal plane of which TV camera matrix was located.
TV camera was connected to a personal computer via USB port.

Results in the form of pictures of diffraction patterns were recorded in PC. Laser
power was 5 mW and remained constant; wavelength was 0.532 µm. TV camera
pixel dimension was 2.8 µm.

The camera was set as follows: At first, the camera was set automatically (auto
mode). In this mode, the pattern was light-struck and dynamic range was limited.
In order to eliminate this problem, auto mode was subsequently turned off and laser
power was being reduced until a good-quality pattern was obtained.

Following patterns are shown in Fig. 4a in a free state (without piezoelectric exci-
tation) and in Fig. 4b when flexible waves appeared (with piezoelectric excitation)
with oscillator frequency of 336 kHz.

Relative intensity distribution graph was obtained for (central) horizontal row
491 of the diffraction pattern. Vertical line shows relative radiation intensity and
horizontal–geometric position of incident radiation in pixels (Fig. 5).
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a) b)

Fig. 4 Example of pictures obtained by TV camera matrix located in the focal plane of the lens

Fig. 5 Relative intensity
distribution of radiation
affecting middle row of TV
camera matrix
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Position of central maximum on the figure corresponds to 56 pixels since the lens
with focal distance of 50 mm and the laser with a wavelength of 0.532 µm are used
in this experiment. Minus first maximum is 43-pixel lower than the central and plus
first maximum is 42-pixel lower, which is equivalent to 120.4µm to each maximum.
Calculations show that obtained diffraction pattern is formed by diffraction grating
with a period of 220 µm [20] as per calculations.

3 Results

The studies have confirmed smooth operation of the prototype model and allowed
us to define its following parameters:

• Useful excitation frequency range of the prototype model used to observe the
diffraction pattern is from 196 to 336 kHz;
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• Flexural wave range obtained under piezoexcitation is 220–525 µm, which
corresponds to retunable range of diffraction grating period;

• Maximum excitation frequency with diffraction was 336 kHz;
• Minimum flexural wavelength of waveguides was 220 µm under excitation

frequency of 336 kHz;
• Assessment of flexural wave amplitude, when it is still possible to observe a

diffraction pattern under reflection of visible light, is 100–200 mµ.

4 Conclusion

Experimental studies carried out by the authors have defined basic functional char-
acteristics of the prototype model with strip micromechanical waveguides in a free
state with piezoelectric oscillation excitation. The principal potential for use of strip
micromechanical waveguides as retunable diffraction gratings was confirmed.

In the future, technique improvement is assumed as follows: quantitative evalu-
ation of excited flexural wave amplitude of waveguides and evaluation of intensity
distribution of the obtained diffraction pattern.
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The Use of Digital Cameras
for Multispectral Registration
with an Unmanned Aircraft

Evgenij Gritskevich , Sergei Novikov , Polina Zvyagintseva ,
Diana Makarova , Marina Egorenko , and Aelita Shaburova

Abstract Monitoring of the environment with the help of unmanned aerial vehi-
cles is currently one of the most developing branches of optoelectronic instrument-
making, since the digital cameras installed on these devices make it possible to
survey the underlying surface in order to further highlight the signs of this surface
that carry information about its state. The use of unmanned aerial vehicles for the
control of agricultural lands is a particular and very perspective case of such moni-
toring. The technique of measuring the spectral reflection coefficients of surfaces
used to identify the state of vegetation observed in the field of view of multispectral
digital camera, which monitors the environment from the board of unmanned aerial
vehicles. The method allows to determine the spectral reflectance of the calibration
surfaces against the reference surfaces. The results of the work are applied in the
analysis and processing of images obtained in the course of the unmanned aviation
system that monitors agricultural lands.

Keywords Spectral reflectance coefficient · Reference surface · Calibration
surface · Working surface · Spectrophotometer · Unmanned aerial vehicle ·
Measurement technique

1 Introduction

For the purposes of remote sensing, unmanned aircraft systems are currently actively
used. At the same time, an unmanned aircraft, which is part of such a system, can be
equipped with various shooting cameras. Widely used are digital cameras that shoot
in the visible range of the electromagnetic spectrum and specialized multispectral
cameras that shoot in several fairly narrow spectral ranges. Such cameras are used
to determine various qualitative and quantitative characteristics of the underlying
surface [1, 2].
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In the agricultural sector seems quite topical solution to the problem of operational
handling situations related to the discovery, identification and subsequent timely
response to various signs of vegetation condition that requires immediate attention.

The most reliable and simple way to detect signs indicative of a particular state of
plants is to change the reflective properties of their surfaces according to the spectral
composition of reflected solar radiation [1, 3–7]. Analysis of such changes allows:

• identify areas with oppressed vegetation;
• determine the ripening period of plants;
• establish wetland segments;
• find vegetation affected by diseases or pests, etc.

Thus, the development of amethodology that allowsone to determine the reflective
properties of the underlying surface seems to be an actual practical problem, for the
solution of which multispectral cameras based on matrix photodetectors are used.
Therefore, the object of the study in the proposed work will be similar systems
installed on board an unmanned aircraft and designed to identify the underlying
surface by the spectral composition of the reflected radiation.

Accordingly, the subject of research is a technique for identifying the state of a
surface by the spectral composition of reflected radiation. The aim of the study is to
develop such a technique that involvesmodeling the processes of formation of optical
images on a photodetector array. The main attention will be paid to the preparation
of initial data for such a simulation, namely: obtaining the spectral characteristics of
scanned sections of the underlying surface, as one of the most important identifying
signs of the current state of vegetation located on this surface.

2 The Mathematical Model of Energy Transformations
Implemented by the Optical Channel of a Digital Camera

Figure 1 shows a simplified diagram of the shooting of the underlying surface from
the board of an unmanned aircraft using one digital camera.

An unmanned aircraft is located at a height h above the underlying surface and
incorporates a digital camera. Figure 1 shows the lens O of digital camera with rear
focal length f ′

O , moreover h � f ′
O . Elementary photodetectors P1 and P2 are the

pixels of the photodetector matrix of a digital camera. These pixels are optically
coupled to elementary regions of the underlying surface A1 and A2. Accordingly, the
illuminances of the photosensitive areas P1E ′

1 and P2E ′
2 are determined by the area

average (spatial-integral) illuminances of the areas A1E1 and A2E2, as well as the
reflective properties of the latter.

In the model under consideration, the following assumptions and limitations are
introduced.

Firstly, the illumination of the underlying surface is formed due to direct and (or)
scattered solar radiation.
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Fig. 1 Simplified shooting scheme with a single camera. S—the underlying surface; O—lens of a
digital camera; A1 and A2—elementary sections of the underlying surface, optical conjugate with
elementary photodetectors P1 and P2; h—the flight altitude of the unmanned aircraft system above
the underlying surface; f ′

O—back focal length of a digital camera

Secondly, during the observation time this illumination does not change.
Thirdly, the underlying surface is a diffuse (Lambert) reflector.
Fourth, the photodetectors P1 and P2 are absolutely identical.
Fifthly, the flight altitude of an unmanned aircraft above the underlying surface h

(length of the observation path) does not exceed 200m, and the meteorological range
of atmospheric visibility exceeds 20 km. The last assumption (along the path length
and the meteorological visibility range) allows us to consider the effect of radiation
losses in the atmospheric channel to be negligible and not to take into account the
change in the height of the unmanned aircraft system above the underlying surface
when determining the conditions and illumination values of this surface and the
photodetector during video recording (except for changes sizes of sites P1 and P2).

Sixth, the material of which the lens is made is selected for operation in the
spectral region of the optical radiation, determined by the spectral sensitivity of
the photodetector, and its characteristics (primarily spectral transmittance) do not
significantly affect the optical signal detected by the photodetector.

The assumptions and limitations listed above allow the mathematical formal-
ization of the model at a level sufficient for the engineering use of the technique
in question. At the same time, they are not artificial or compulsory in nature, but
are conditions usually used in engineering calculations of optoelectronic systems.
Restrictions on flight altitude are determined by the natural conditions of operation
of an unmanned aircraft.

Let the natural spectral illumination of the underlying surface be En(λ), and
sections P1 and P2 are covered with vegetation with spectral reflection coefficients
ρ1(λ) and ρ2(λ), respectively. It is assumed that these areas are covered with different
types of vegetation. The spectral density of the brightness of the sections will be
respectively [8, 9]:

L1(λ) = En(λ)

π
ρ1(λ), (1)
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L2(λ) = En(λ)

π
ρ2(λ) (2)

Let sections P1 and P2 be next to each other near the line of sight of the lens
(in the paraxial region). If we take the brightness of the sections as the initial useful
signals, then the difference between the signals from each section will be determined
only by the difference between the spectral reflection coefficients of the coatings
of these sections. Since expressions (1) and (2) are of the same type, to reduce the
mathematical records in the following presentation, we will use the notation of the
generalized spectral quantitiesρ(λ) andL(λ). Since the spectral reflection coefficients
of different types of underlying surfaces differ from each other in magnitude at
different wavelengths, it is advisable to use the spectral filtering method [10] to solve
the problemof detecting these differences,which involves introducing a spectral filter
with a spectral transmittance into the optical channel of a digital camera τ (λ).

Taking into account the above assumptions for the model under consideration, the
generalized signal at the output of any elementary photodetector can be calculated
by the formula [9, 11]:

u = 1

4

(
Dep

f ′
o

)2 ∫
�λsf

En(λ)ρ(λ)τ(λ)S(λ)dλ, (3)

where

Dep diameter of the entrance pupil of the digital camera lens;
�λsf spectral bandwidth of the spectral filter (passband);
S(λ) absolute spectral sensitivity of the photodetector matrix in terms of illumi-

nation.

The essence of the method for detecting spectral reflection coefficients of under-
lying surfaces is as follows. Immediately before the start of the flight of an unmanned
aircraft, a preliminary spectral calibration of the digital camera is performed on the
reference surface. The calibration technique is described in detail in [12]. At the
same time, in order to take into account possible changes in the lighting condi-
tions, it is necessary to provide the possibility of spectral calibration for different
points of the shooting area at different times (achieved by placing several spectral
standards over the area of the shooting area). As a result of calibration, the output
signal of the photodetector array for the used spectral filter is fixed. It is obvious that
ust ∼ ρst(�λsf), where ρst(�λsf)—the average value of the spectral reflection coeffi-
cient of the reference surface in the passband�λsf. During the flight of an unmanned
aircraft, the output signal of the photodetector matrix uw from the working (test)
surface is recorded. Then uw ∼ ρw(�λsf) in bandwidth �λsf. The proportionality
coefficients are the same in both cases, therefore:

ρw(�λsf) = uw

ust
ρst(�λsf) (4)
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Of course, a single reflection coefficient at a single wavelength is not enough to
identify the type of underlying surface. Therefore, an unmanned aircraft is equipped
with several identical digital cameras with different spectral filters installed in them.
Accordingly, there should be several reference surfaces when calibrating the system.

Reference surfaces used for calibration are selected on the basis of the need to
ensure the required dynamic range of measurements (from light to dark tones). In
addition, they should have a uniform reflection coefficient over the entire spectral
range of the sensitivity of the photodetector. The functions of the spectral reflection
coefficients of the reference surfaces are pre-measured in the laboratory using a
spectrophotometer.

Discrete reflection coefficients of a limited set of a priori assumed working under-
lying surfaces for discrete bandwidths of applied spectral filters can be taken from
specialized reference books, for example, [3–5, 13], or can also be obtained by
laboratory spectrophotometric measurements.

When performing an analysis of the object composition of the underlying surface
on multispectral images, various algorithms of automated decryption can be used,
which significantly increases the efficiency of obtaining information about the area
being shot.

3 Multispectral Method for Identifying the State
of a Reflecting Surface Using a Calibration Procedure

So, the main way to obtain information about the reflective properties of underlying
surfaces is multispectral shooting from an unmanned aerial vehicle, which implies
the installation of several identical digital cameras on such a vessel, each of which
is equipped with an individual absorbing spectral filter that transmits radiation in
a narrow wavelength range (quasi-monochromatic radiation) [2, 10, 14]. Thus, the
photodetector arrays of each camera record an image only for a specific spectral
interval. Accordingly, the signals at the output of a separate camerawill correspond to
the quasi-monochromatic radiation for which the spectral filter used in it is intended.
If you place a surface with a known function of distributing spectral reflection coef-
ficients over wavelengths in the field of view of the cameras, then the output signals
taken from the pixels of the photodetector arrays can be used as reference signals for
calibration of other signals that do not get the image of the calibration surface.

Before or during the flight, the signals from the outputs of the pixels on which the
image of the calibration surfaces is located are recorded in the memory of the digital
camera for each spectral range used. The signals taken from the outputs of the pixels
on which the image of the working surfaces under study is located are quantitatively
compared with calibration signals.

Thus, for the identification of working surfaces, it is necessary to know the values
of the reflection coefficients of radiation in the distinguished spectral ranges, both
for the calibration surface and for the working surfaces under study. These values
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must be obtained in advance (known a priori) either from the results of experimental
laboratory studies, or from the corresponding reference literature, or determined by
a combined method, i.e., using both experimental and reference data.

An analysis of the literature on the identification of the underlying surface by the
spectral composition of the reflected radiation [15, 16] showed that the calibration
method is the main method used when using unmanned aircraft in agriculture.

In the literature devoted to the identification of various types of vegetation state
[17–19], the so-called index is most often used as an identifying quantitative trait
NDVI (normalized difference vegetation index), calculated by the formula

NDVI = ρIR − ρR

ρIR + ρR
, (5)

where

ρIR reflection coefficient of the investigated surface in the infrared region of the
spectrum;

ρR reflection coefficient of the same surface in the red region of the spectrum.

This index is an indicator of plant health. Chlorophyll absorbs red waves, and the
cellular structure reflects near infrared waves. Therefore, a healthy plant, in which
there is a lot of chlorophyll and a good cellular structure, actively absorbs red light
and reflects near infrared. A diseased plant is the other way around.

4 Experimental Research

White teflon plates were used as calibration surfaces. The spectral reflection coeffi-
cients of the calibration surfaces were measured by the standard method [20] using
an automated complex that included a spectrophotometer and a computer with the
appropriate software, that allowed to receive the processed results in a graphic form
in real time. The appearance of the complex is shown in Fig. 2.

In the role of reference surfaces, two barite plates were used. This is due to the
fact that in the region of interest of the spectrum, barite has a uniform reflection
coefficient over all wavelengths, as shown in Fig. 3 obtained from [13] by digitizing
the graph given in this work.

All points of the spectral coefficients were averaged over the points highlighted
in the figure, as a result of which a weighted average of 0.914 was obtained.

Figure 4 shows a graphof theTeflon spectral reflection coefficients obtained exper-
imentally and averaged over two barite reference samples. The obtained dependence
was used to determine the spectral reflection coefficients of the studied working plant
surfaces.

As the working surfaces, green and yellow sheets of a houseplant, shown in Fig. 5.
Figures 6 and 7 are shown graphs of spectral reflection coefficients of yellow and

green sheets on a Teflon plate, experimentally obtained on a spectrophotometer.
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Fig. 2 Appearance of an
automated measuring
complex

Fig. 3 Barite spectral reflection coefficient graph

Fig. 4 Averaged graph of the barite
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Fig. 5 Work reflective
surfaces

Fig. 6 Graph of the spectral reflection coefficient of the yellow sheet on a Teflon plate,
experimentally obtained on a spectrophotometer

Fig. 7 Graph of the spectral reflection coefficient of a green sheet on a Teflon plate, experimentally
obtained on a spectrophotometer
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5 Recommendations on the Use of the Model
and Conclusions on the Work

For the effective application of the results obtained in the practical use of multi-
spectral digital cameras placed on an unmanned aircraft for the needs of agricultural
production, it is necessary to fulfill a number of recommendations discussed below.

It is desirable to have several Teflon plates, for each of which, it is necessary to
measure the spectral reflection coefficients. This will allow us to average the results
of observations, which will provide an increase in the accuracy of measurements.

The flight time of an unmanned aircraft must be limited in order to avoid changes
in lighting conditions for one shooting period.

When scanning small areas from the air, it is advisable to place Teflon plates
evenly along the intended flight path. If a large area is studied or hard-to-reach areas
are located on the studied territory, then calibration of chambers using several Teflon
samples should be done before the start of the flight, placing these samples in a local
area. At the same time, shooting should be done several times from different heights.
The results of such surveys must be averaged.

The consideredmodel of energy transformations carried out by the optical channel
of a digital camera, together with the proposed method for measuring the spec-
tral reflection coefficients of various diffuse surfaces, as a way to obtain arrays of
initial data formodeling, allows developing and technically implementing automated
methods for identifying underlying surfaces during remote sensing of them from an
unmanned aerial vehicle vessel.
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Abstract A simulation computer model of an image visualization system is consid-
ered. The model allows to analyze the effectiveness of the use of such systems
together with the observer’s eye according to the probability criterion for solving the
observational problem using Johnson’s equivalent bar. This method of formalizing
input actions provides the possibility of their analytical presentation in the form of a
set of harmonic signals, which greatly simplifies themodeling taskwhilemaintaining
the adequacy of the model. The proposed simulation model is intended for computer
analysis of any visualization systems that include links of various physical nature.
In this case, each link is displayed by its own model, taking into account the features
of the link, but the composition of the information signal parameters at the input
and output of each link does not change, which allows a uniform methodological
approach to the development of softwaremodules that implement linkmodels. At the
model output, the probability of solving the observational problem by the observer’s
visual apparatus on the device’s screen is calculated at the required degree of decryp-
tion of the object. This allows for a given probability to determine the range of the
device, and for a given range and probability—to carry out optimal coordination of
link parameters. In addition, the model provides the calculation of the most impor-
tant characteristics of visualization systems, for example, the modulation transfer
function, which, combined with the calculation of the effective values of the noise
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1 Introduction

Modern image visualization systems are modular optoelectronic complexes
consisting of links of various physical nature. Computer analysis of such systems
involves an end-to-end simulation of the process of information signals passing
through all modules of the optoelectronic path from input to output, that is, from an
external module that implements the object-background situation inwhich the device
operates, to a module that provides the construction of the output image under study
the eye of the observer. An objective criterion for assessing the joint work of the
visualization system and the operator is the probability of the eye detecting those
details in the image whose size determines the required degree of decryption of the
object when solving the observation problem (detection, recognition, identification).

Imaging systems include night vision devices. The basis of modern night vision
devices is integratedmodules, consisting of an electron-optical converter and amatrix
detector, structurally integrated into one housing. The screen of the electron-optical
converter can be optically paired with the photosensitive plane of thematrix. Another
way to convert the input image into an electrical video signal is to transfer the
electronic image obtained at the output of the microchannel plate into the plane of
the electron-sensitive matrix without creating an intermediate optical image. Such
modules are called the fifth-generation electron-optical converter [1]. The night
vision devices themselves, implemented on the basis of these modules, are often
called low-level television systems.

2 The Structure of the Simulation Computer Model
of the Visualization System

The model is formed according to the block principle, where each block is a separate
software module that simulates the operation of a specific functional link of the
optoelectronic path. The block diagram of the model is shown in Fig. 1.

Modeling of the processes of the passage of signals through a link should take into
account the distortion of the signals introduced by this link and the possible change in
the physical nature of the signals (optical radiation—electrical analog video signal—
digital code). The model of an individual link implements in the program code a

 
1 – object-background situation; 2 – lens; 3 – electron-optical converter of the 5th generation;  
4 – image processor; 5 – information display unit; 6 – visual analyzer. 

1 2 3 4 5 6 

low level television system

Fig. 1 Block diagram of a simulation computer model of a low-level television system
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generalized transfer function of this link, which takes into account the modulation of
the useful signal (object—background) and its frequency transformations, the pres-
ence of a dark signal, and noise fluctuations. The basic computational procedure
implemented by the simulation model is an end-to-end analysis procedure that simu-
lates the passage of signals from the input to the output of the device, that is, from
the “object-background situation” module to the “visual analyzer” module.

The first program module “object-background situation” is designed to generate
a limited set of parameters and characteristics of the input signals converted by
subsequent modules. The last module “visual analyzer” should calculate the criterion
for distinguishing between the eye of the observer the image of the object of interest
with a given degree of decryption of the latter (as a rule, detection or recognition).

3 Principles for the Implementation of the Mathematical
Model of the Optical-Electronic Path of the Visualization
System

Since the process of visual perception is random in nature, the criterion for solving the
observation problem can be the probability that the observer’s eye detects details in
the image whose size determines the required degree of decryption. To calculate the
value of this probability, we use the technique obtained by converting the analytical
expressions given in [2].

In this work, a method for determining the logarithmic threshold contrast of the
brightness of the images of the object and the background on the television screen
is given. This contrast is defined as:

δthr = δ0

5∏

i=1

fi , (1)

where δ0—themagnitude of the logarithmic contrast sensitivity of the eye for normal-
ized observation conditions (probability of detection is 50%, the equality of the
brightness of the background and the field of adaptation of the eye, the absence of
noise, large angular sizes of the image of the object, unlimited observation time); fi—
functions that take into account the deterioration of normalized conditions. These
functions are approximations of the experimental data presented in [3–6].

Function f1 = f (αo) expresses the dependence of the threshold contrast on the
magnitude of the angular size of the image of the object αo. Obviously, in this case, an
object must be understood as its part, when resolving with the eye on the screen, the
observational task is considered to be performed at the required level of decryption.
Function f2 = f

(
La/Lb

d

)
takes into account the difference between the brightness

of the field of adaptation of the eye La and background on the display screen Lb
d .

Function f3 = f (σn) takes into account the presence of noise having an effective
value σn , equivalent to the logarithm of brightness. Function f4 = f (t) expresses
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the dependence of the threshold contrast on the time of presentation of the signal
t . Finally function f5 = f (P) takes into account the dependence of the threshold
contrast on the probability of its detection by the eye:

f (P) = 1 + æP/2, (2)

where æP—relative deviation of a random normal variable, i.e.,

P = F(æP),

where F—integral function of the normal distribution law.
Using a function of the form (2) in expression (1)makes it possible to calculate the

required probability. Knowing the logarithmic contrast value obtained on the display
screen δ and considering its threshold (at maximum range), we can write

P = F

{
2δ/

(
δ0

4∏

i=1

fi

)
− 2

}
. (3)

The value of δ is defined as

δ = lg(1 + Cd), (4)

where Cd = ∣∣Lo
d − Lb

d

∣∣/Lb
d—contrast of the image on the display screen between

the brightness of the object Lo
d and background Lb

d .
Having obtained specific values of δ and functions f i for given external conditions

of observation, we can calculate the probability of solving the observational problem.
This, in turn, makes it possible to determine the distance to the object using the
iteration method, at which the observational problem is solved with the required
probability POP (device range) [7].

Expression (2), used as the initial one for calculating the probability of solving
the observation problem, was determined in [2] based on an analysis of the results
of [3], in which the criterion for the threshold perception was the experimentally
obtained contrast detection probability of 50%. The same probability value is given
in [8–11], which considers the processes of threshold perception of images by the
eye. Thus, the algorithm for determining the range of the observational device can
be described in the form of the following steps:

1. An end-to-end analysis of the optoelectronic path is carried out, as a result of
which the probability of solving the observational problem POP with the eye on
the device’s screen is calculated

2. If this probability is more than 50%, then the length of the observation
path increases, otherwise it decreases, and the thorough analysis procedure is
repeated.

3. When the probability value reaches 50% within the specified error, the iterative
process stops, and the value of the last path length is taken as the range of action.
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Increasing the reliability of solving the observational problem is provided by
increasing the value of the required probability. So, in [12], this probability for
thermal imaging images is set at the level of 80%. The same probability value was
determined for night vision devices in [13]. Thus, the determination of the range
should not be strictly tied to the probability value of 50%, but may vary when setting
the initial data. That is, the value POP determined by the researcher based on expert
judgment, taking into account all factors affecting the processes of visual perception.

It is necessary to determine the type of input useful signal, the detection of which
on the screen with the eye would indicate a solution to the observational problem. For
this, the well-known Johnson criterion [14, 15] is used, which allows replacing real
objects and backgrounds with equivalent bar. The intensities of light and dark strokes
of such a bar are proportional to the brightness of the object and background, and the
period of the bar is determined depending on the required degree of decryption of the
object and its minimum overall size. The linear spatial frequency of the equivalent
bar, reduced to the conditional plane of the object, is defined as

υem = Nem
/
hlens, (5)

where Nem—the number of periods (strokes) corresponding to the required degree of
decryption; hlens—the minimum overall size of the object (for ground equipment—
height, for a growth figure—width).

Such a method of generating input actions in a computer model is convenient
because it allows one to describe these input actions analytically, providing them
with a mathematical formalization with respect to real prototypes. This makes it
possible to consider the process of passing a useful signal through the optoelectronic
path from both the energy and spatial-frequency points of view, and, in addition, it
allows you to quickly evaluate the transmission function of the modulation of the
device, as well as determine its maximum and working resolution.

The “object-background situation” module should contain mathematical (tabular
and analytical) dependencies that take into account the location, configuration,
reflecting the characteristics of objects and backgrounds, their illumination, the size
of the observation object and its detailing, transmission and scattering of radiation by
an atmospheric channel. It is impossible to foresee the totality of object-background
situations in which the device will work. Therefore, it is necessary to limit oneself to
the typical choice of simulated situations (in accordance with the functional purpose
of the device). It is advisable to set the external observation conditions on the basis
of the requirements for field tests of observational instruments.

Some of the functions included in expression (3) can be excluded from it. For
example, it is permissible to neglect the difference between the brightness of the
field of adaptation of the eye and the brightness of the background on the display
screen, given that the observer has the ability to adjust the brightness of the screen,
achieving optimal conditions for the perception of the image. In addition, if during
the test the specific time interval for the presentation of the signal is not specified,
then the corresponding function can also be equated 1.
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At the output of the “object-background situation” module, a set of a limited
number of signal parameters is formed, called the vector of phase variables [16].
These variables will characterize the information and physical state of the optoelec-
tronic path. The interaction between the links is realized by transferring the vector
of phase variables from one program module to another. Each module converts the
vector of phase variables in accordance with the mathematical model of a partic-
ular link. The vector structure includes: frequency of the main (Johnson) harmonic
component of the useful signal (spatial or temporal), signal levels from the object and
background, modulation coefficient of the useful signal, ratio of the useful signal to
noise. A useful signal is the difference between the levels of signals from the object
and the background.

Thus, the sets of input and output parameters of all modules are the same. This
allows you to apply a single methodological approach to building a mathematical
model of each link and determine the set of required algorithms. The mathemat-
ical model should be an unnormalized transfer function of the realized link and
include the following procedures: conversion of signal levels for the fundamental
harmonic frequency from input to output, taking into account the dark signal and
frequency response of the link; recalculation of the signal-to-noise ratio from input
to output, taking into account the intrinsic noise of the link; frequency conversion of
the fundamental harmonic component of the desired signal.

Let So(b)in(out)—signal level from the object (background) at the input (output) of
the link, μin(out)—signal-to-noise ratio at the input (output) of the link, υin(out)—the
frequency of the main harmonic component of the useful signal at the input (output)
of the link. The generalized equations for the coupling of the input and output signal
parameters, implemented in a separate software module, have the following form:

So(b)out = 0.5kSl
{
So(b)in [1 + Tl(υin)] + Sb(0)in [1 − Tl(υin)]

}
+ Sdl , (6)

μout =
[(
kμ

l μin
)−2 + μ−2

l

]−1/2
, (7)

υout = kυ
l υin, (8)

where kSl —energy conversion coefficient of the signal, which makes sense the ratio
of the output signal to the input without taking into account the frequency response
and the dark signal of the link (energy sensitivity); Tl(υin)—value of the frequency
response of a link at a frequency υin; Sdl —link output dark signal value; kμ

l —conver-
sion coefficient of the input signal-to-noise ratio to the link output, taking into account
the spectral composition of noise and the frequency response of the links; μl—ratio
of useful signal to link noise; kυ

so—conversion coefficient of the value of the funda-
mental harmonic frequency of the useful signal from input to output of the link,
taking into account a possible change in the physical nature of the signal.

A generalized mathematical model of the process of transforming a vector of
phase variables from input to output of a link can be represented as an expression:



Computer Model for Analysis of the Process of Image Construction … 467

�Vout = ϕl

( �Vin

)
, (9)

where �Vin—input vector of phase variables, �Vout—output vector of phase variables,
ϕl—statement defining an expression-based transformation process (6–8).

According to the vector of phase variables calculated on the display screen, the
image parameters of the equivalent bar are determined, namely: Kd

m—output modu-
lation factor, υd

m—spatial frequency of such modulation, μd—signal to noise ratio
in the output image. Then, under the condition of an unlimited time for the presenta-
tion of the signal and the presence of feedback from the operator to the display, the
probability of solving the observational problem is calculated as an integral function
of the normal distribution law

POP = F
(
Kd

m, υd
m, μd

)
, (10)

where parameter values Kd
m, υd

m, μd converted to values Cd , α0, σn, used in deter-
mining function values fi and quantities δ, included in expressions (3) and
(4).

The mathematical models of the links underlying the corresponding software
modules describe the functioning processes of these links with varying degrees of
completeness. The mathematical model of the electron-optical converter takes into
account in sufficient detail the physics of the operation of real converters [17].Models
of the object-background situation, input optics, matrix photodetector also provide
a high degree of detail of the physical and mathematical description. For some
links, generalized formalized descriptions are used, based on the use of external
converter parameters and characteristics. This is due, first of all, to the fact that not
for each link the researcher has the required information. However, as noted above,
the mathematical models of the links can be refined as such information arrives.

For example, using the signal-to-noise ratio for a photoelectronic linkμl in expres-
sion (7) can be based on the use of a generalized noise parameter specified by the
value of the input threshold signal, or it can involve a detailed account of fluctuations
with the separation of additive and multiplicative noises depending on the source
of their occurrence (physical nature). Obviously, in the latter case, it is necessary to
know the technological features of the manufacture of a specific conversion unit.

In addition, it is assumed that the researcher has the opportunity to select the
required details in the description of the link. So, for an electron-optical converter,
one can use experimentally obtained values of the modulation transfer function, and
one can approximately calculate the modulation transfer function from the limit
resolution [18]. The same applies to the modulation transmission function of the
input optics, matrix photodetector, display.
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4 Information Support of Modeling Processes

Particular attention is paid to information support of the simulation process, which
is understood as a set of parameters and characteristics of the typical parts of devices
that are required during energy calculations. This primarily relates to the spectral
characteristics of natural illumination, the atmospheric channel, objects and back-
grounds, and photodetectors. All these characteristics are presented in the form of
specialized software modules containing tables of relative values by wavelength.
Access to these modules occurs automatically at the request of the main modeling
programs. Information modules can be used autonomously as an automated refer-
ence book, providing the provision of characteristics in the form of numerical data
and graphs at the user’s request.

Currently, information modules have been developed that provide modeling of
optoelectronic systems in the visible and near infrared (IR) spectral ranges from
0.31 to 1.3 µm. Work is underway to expand the IR range to 1.8 µm, since this
spectral region appears to be very promising from the point of view of increasing the
information efficiency of night-vision devices [19].

5 Discussion of Simulation Results

Using the simulation model, it is possible to conduct virtual tests of a low-level
television system that reproduces real laboratory and field tests of systems. If in
a real experiment the set of variable parameters of the device controlled by the
researcher and the external conditions of his work is limited, then in virtual tests
these limitations are determined only by considerations of the physical realizability
of the studied factors. Figure 2 shows a graphical dependence of the range dr of the
observing device from the focal length of the input lens flens, obtained by computer
simulation. The scales along the axes of abscissas and ordinates, as well as the
dimensions of the controlled quantities are set on the graph in arbitrary units, since
their exact values are not important in this case.

Fig. 2 The dependence of the range of the observing device on the focal length of the input lens
(units and scales along the coordinate axes are arbitrary)
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Presence ofmaximum function graph dr(f lens) explained as follows.An increase in
focal length leads to an increase in the image scale and, as a result, to an improvement
in the overall spatial resolution of the system. At the same time, the energy sensitivity
of the device deteriorates due to a decrease in the relative aperture of the input lens
(with a constant diameter of the entrance pupil). These multidirectional trends and
lead to the appearance of the optimal value of the focal length, providing maximum
range.

Figure 3 shows a graph of the probability of solving the observational problem
POP from observation distance do (distance scale and unit—conditional). This graph
is also obtained using computer simulation. From the graph you can determine the
maximum distance domax, corresponding to the probability value POP = 0.5, and
working range dw

o , at POP = 0.8, and also evaluate their difference.
Another example of the effective application of virtual tests of a night vision

device is presented in Fig. 4, which shows the curve of the transmission function

Fig. 3 Dependence of the probability of solving the observational problem on the observation
distance (scale and unit of measurement of distance—conditional)

Fig. 4 Transmission modulation function of the night vision device (unit of measurement and scale
along the spatial frequency axis ν—conditional)
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of the modulation of the night vision device calculated using the model T nvd(ν)
depending on input spatial frequency ν.

Here, as before, the scale and unit of measurement of the spatial frequency are
arbitrary. The modulation transfer function was obtained as follows. A multiple end-
to-end analysis of night-vision devices was carried out at fixed values of the spatial
frequency of the equivalent bar, the mathematical image of which was formed by the
programmodule “object-background situation”. After a single pass-through analysis
for the current frequencyυi the values of themodulation coefficients of the equivalent
bar at the input of the night vision device were determined K in

m (υi ) (at the output of
the “object-background situation” module) and on the display screen K out

m (υi ). The
modulation transfer function of the night vision device was calculated as

Tnvd(υi ) = K out
m (υi )/K

in
m (υi ) (11)

followed by interpolation of the values.
The resulting transmission function of the modulation of the device can be used

for its qualitative assessment and comparison with analogs. According to the set
operating value of the modulation coefficient Tw

nvd can determine the maximum reso-
lution of the device νmax. In addition, the researcher has the opportunity to visualize
on the computer monitor screen virtual output images that will create a real device
at a given observation distance. For this, a technique is applied that includes the
following steps:

1. From the archive of typical objects of observation, the required one is selected
(in accordance with the purpose of the device).

2. Using the model, geometric, modulation (contrast) and noise parameters are
determined that characterize the optical signals from the object and the
background at the input of the visualization system for a given observation
distance.

3. Bydirect Fourier transformusing the integral function of the transmissionmodu-
lation of night vision devices Tnvd(ν) the spatial frequency spectrumof the output
signal is calculated.

4. Using the inverse Fourier transform, the output image of the visualization system
is generated on the screen of the computer monitor, to which the noise is added.
Taking into account that the screen sizes of real observation devices are usually
smaller than the screens of computer monitors, the output image is displayed
in a scale corresponding to the specified screen size of the video monitoring
device of the visualization system.

Playing a virtual output image of a low-level television system allows you to
subjectively evaluate the quality of this image. In addition, it becomes possible to
analyze the effectiveness of the application of digital image processing methods
performed by a specialized processor integrated into the optoelectronic path (block
4 in Fig. 1).

The following is a sequence of on-screen copies explaining the above. Figure 5
shows a view of the ideal image for a typical object (Fig. 5a), the corresponding
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Fig. 5 An ideal input signal and the output image without processing: a typical ideal object;
b equivalent ideal bar; c the output image of typical object without processing; d the equivalent bar
of typical object without processing

Fig. 6 Output image after processing: a typical object; b equivalent bar

equivalent bar (Fig. 5b), shows the resulting virtual output imageswithout processing
(Fig. 5c, d).

In the latter case, the size of the object, its contrast with respect to the background,
and the noise level correspond to those calculated for the output image using the
pass-through analysis procedure at a given observation distance.

Figure 6 shows a view of the output image after digital processing. This processing
included: low-pass filtering, contouring, contrast enhancement and zooming.

The virtual representation of output images is an effective tool in the analysis of
multichannel optoelectronic systems, since it allows you to simultaneously observe
the action of each channel in relation to a typical input signal, as well as simulate the
process of combining multi-scale images, if provided for in the device.

6 Conclusion

The stated principles ofmodel buildingmake it possible to quickly expand the compo-
sition of modules, refine and modernize their mathematical models. The operation
of individual links can be analyzed autonomously from the operation of the entire
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device. The described simulation model meets the principle of building software
systems with an open architecture that provides flexibility and efficiency of software
product maintenance, as well as the ability to adapt them to the requirements of
specific users.

A computer model of a low-level television system allows:

• analyze the operation of a low-level television system at the level of the functional
diagram and, based on the results of the analysis, conclude that the device meets
its intended purpose;

• compare different instrument variants with each other;
• assess the degree of influence of an individual link on the overall performance of

the device;
• virtually generate any physically possible system structure that is physically

acceptable from the point of view of a set of software modules.

Quite often, during the operation of real observational instruments, in parallel
with the observation process, the spatial position of the object relative to the
observer is determined (spatial coordinates are measured). The visualization channel
is combinedwith themeasuring channel, towhich specific requirements are imposed.
Simulation computer simulation allows you to analyze the coordinate measurement
process and solve the problem of optimal coordination of the parameters of the links
of the optoelectronic path according to the criterion of minimizing the measurement
error [20]. Obviously, the combination of two heterogeneous processes in one simu-
lation model—observation and measurement—will significantly expand the possi-
bilities of the proposed test virtualizationmethods for various types of optoelectronic
systems.
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Solution of Partial Differential Equations
on Radial Basis Functions Networks

Mohie Alqezweeni and Vladimir Gorbachenko

Abstract The solution of boundary value problems described by partial differential
equations on networks of radial basis functions is considered. An analysis of gradient
learning algorithms for radial basis functions networks showed that the widely used
first-order method, the gradient descent method, does not provide a high learning
speed and solution accuracy. The fastest method of the second order, the trust region
method, is very complex. A learning algorithm based on the Levenberg–Marquardt
method is proposed. The proposed algorithm,with a simpler implementation, showed
comparable results in comparison with the trust region method.

Keywords Partial differential equations · Radial basis functions networks · Neural
network learning · Levenberg–Marquardt method

1 Introduction

In the modern industry, digital twin is widely used [1, 2]. A digital twin is a dynamic
virtual model of a system, process or service. A digital double is constantly learning
and updating its parameters, receiving information from many sensors, correctly
represents the state of a physical object. During learning, it uses current data from
sensors, from control devices, from the external environment. Digital twins allows
real-time monitoring of systems and processes and timely analysis of data to prevent
problems before they occur, schedule preventative maintenance, reduce downtime,
open up new business opportunities and plan future updates and new developments.

Digital doubles of objects with distributed parameters are mathematically
boundary value problems for partial differential equations (PDE) [3]. In most cases,
boundary value problems are solved by numerical methods, since analytical solu-
tions exist only for a very limited range of problems. For the numerical solution
of boundary value problems for PDE, the methods of finite differences and finite

M. Alqezweeni (B) · V. Gorbachenko
Penza State University, Penza, Russia
e-mail: mohieit@mail.ru

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
N. Voinov et al. (eds.), Proceedings of International Scientific Conference
on Telecommunications, Computing and Control, Smart Innovation, Systems
and Technologies 220, https://doi.org/10.1007/978-981-33-6632-9_42

475

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6632-9_42&domain=pdf
http://orcid.org/0000-0003-3036-8992
http://orcid.org/0000-0002-1012-8855
mailto:mohieit@mail.ru
https://doi.org/10.1007/978-981-33-6632-9_42


476 M. Alqezweeni and V. Gorbachenko

elements are widely used [4]. These methods require the construction of computa-
tional grids. Generating meshes for two- and three-dimensional areas of complex
configuration is a complex and time-consuming task. The complexity of grid forma-
tion for real problems often exceeds the complexity of solving a system of difference
equations [5]. Large computational costs lead to the use of low-order approximations,
which provide continuous approximation of the solution on the network, but not its
partial derivatives. Modeling of objects with distributed parameters by the methods
of finite differences and finite elements is reduced to solving sparse systems of alge-
braic equations of very large dimension. These systems are characterized by poor
conditioning, which requires high costs for their solution. Reconstructing a solution
from its discrete approximation is a separate rather time-consuming task.

When modeling complex technical objects, software packages based on the finite
element or finite difference method are usually used. However, modeling a real
object with their help encounters a number of fundamental difficulties [6]. First,
accurate information about differential equations describing the behavior of an object
is usually absent due to the complexity of the description of the processes occurring
in it. Secondly, to apply the methods of finite elements and finite differences, one
needs to know the initial and boundary conditions, information aboutwhich is usually
incomplete and inaccurate. Thirdly, during the operation of a real object, its properties
and characteristics, parameters of the processes occurring in it can change. This
requires appropriate adaptation of the model, which is difficult to carry out with
models built on the basis of finite element methods and finite differences.

An alternative to finite difference methods and finite elements are meshless
methods [7], most of which are projection methods. These methods give an approxi-
mate analytical solution in the form of a sumof basis functionsmultiplied byweights.
As basis functions, radial basis functions (RBF) are popular [8, 9]. Methods using
RBF allow one to obtain a differentiable solution at an arbitrary point in the solution
domain in the form of a function satisfying the required smoothness conditions; they
are universal, allow working with complex geometry of computational domains and
are applicable for solving problems of any dimension. RBF-based methods require,
for the selected parameters of the radial basis functions, to find the vector of weights,
so that the resulting approximate solution ensures that the equation and boundary
conditions are satisfied with an acceptable error on a certain set of sampling points.
For example, the sum of the squared residuals at the sampling points should be
small. The main disadvantage of using RBF is the need for unformalized selection
of parameters of basis functions.

Promising is the implementation of meshless methods on neural networks. The
solution of boundary value problems for PDE is possible on multilayer perceptrons
[9, 10]. But, the most promising is the use of radial basis function networks (RBFN)
[11], since RBFNs contain only two layers, one of which is linear, and the solution
formation is local in nature, which simplifies the learning of such networks. The
use of RBFN allows you to configure both weights and RBF parameters during
learning networks. Applications of RBNF for solving boundary value problems are
considered in the works of Jianyu L., Siwei L., Yingjian Q., Yaping H., Mai-Duy N.,
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Tran-Cong T., Sarra S., Chen H., Kong L., Leng W., Kumar M., Yadav N., Vasilieva
A. N., Tarkhova D. A., Gorbachenko V. I. [12–15].

To build digital models of twins, it is promising to use the ideas of machine
learning and neural networks to build models of real objects. This approach allows
you to build adaptive models that are refined and rebuilt in accordance with the
observations of the object. Therefore, the urgent task is the development of neural
network modeling technologies, a more complete account of historical and newly
arriving data, improving methods for automatically adjusting architecture and model
parameters, classification and prediction methods [6]. Using neural network models
allows us to develop a unified approach to solving various modeling problems. For
example, in [16] a unified approach to solving direct and inverse boundary value
problems described by partial differential equations was proposed.

The solution to the problem is formed in the learning process RBFN. Therefore,
it is important to reduce network learning time. But at present, for learning RBFN
in solving boundary value problems, mainly the simplest gradient methods of the
first order based on gradient descent are used [10]. Second-order fast methods are
practically not used in solving boundary value problems on RBFN. An exception is
the confidence area method proposed in [15]. But, the method is very complicated,
since it requires at each iteration the solution of the minimization problem to solve
the conditional minimization problem.

The aim of this work is to improve the algorithms for learning networks of radial
basis functions in solving boundary value problems, which reduce the time of solving
the problem.

2 Related Works

RBF [8] is the functions of the distance of a space point from a function parameter
called the center of the function: ϕ(‖x − c‖,p), where x—the space point, p—the
vector of functionparameters, c—thecenter of the radial basis function,‖x − c‖—the
Euclidean norm (distance) between the point and center. Various RBFs are applied.
In this paper, we use the Gauss function (Gaussian)

ϕ(||x − c||, a) = exp

(
−||x − c||2

2a2

)
,

where c—the position of the function center, a—the shape parameter, often called
the width.

When using RBF for solving boundary value problems, the type and parameters
of RBF are selected before solving the problem. This procedure is informal, requires
experimental verification and does not have unambiguous recommendations. Only
some recommendations on choosing RBF and their parameters are known [17].

The solution of boundary value problemsusingRBF is based on the approximation
of functions. Since when solving boundary value problems, an approximation of an
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unknown solution is performed, minimization of the residual at the sampling points
is used. E. J. Kansa proposed a method for solving boundary value problems using
RBF [18, 19], which became the basis for other methods using RBF. We consider
the boundary value problem in operator form

Lu(x) = f (x), x ∈ �, Bu(x) = p(x), x ∈ ∂�, (1)

where u—the solution to the problem; L—the differential operator; the operator
B—the boundary condition operator; �—the solution domain; ∂�—the boundary
of the region; f and p are known functions.

Inside the solution domain and at the boundary, many sampling points are defined

{xi |i=1,2,...,N ⊂ �} ∪ {xi |i=N1+1,N ,...,N+K ⊂ ∂�}, (2)

where N—the number of sampling points in the inner region of � and K—the
number of sampling points on the border of ∂�.

The solution to the problem is in the form of a weighted sum of basis functions.

uRBF(x) =
M∑
j=1

w jϕ j (x), x ∈ � = � ∪ ∂� (3)

where ϕ j—RBF; w j—weights, M—the number of RBF.
In (3), the number of RBFs is taken equal to the number of sampling points:

M = N + K . RBF parameters are set. The unknown coefficients in (3) are found
as a solution to a system of linear algebraic equations, which is obtained from the
residuals of problem (1) at sampling points after substituting (3) in (1). For this, the
RBF must be differentiable as many times as necessary. The result is a system of
linear algebraic equations

Aw = b, (4)

where

A =
[
GL

GB

]
,GL =

⎡
⎢⎢⎣

L[ϕ1(x1)] L[ϕ2(x1)] L[ϕ3(x1)] . . . L[ϕN (x1)]
L[ϕ1(x2)] L[ϕ2(x2)] L[ϕ3(x2)] . . . L[ϕN (x2)]

. . . . . . . . . . . . . . .

L[ϕ1(xN )] L[ϕ2(xN )] L[ϕ3(xN )] . . . L[ϕN (xN )]

⎤
⎥⎥⎦,

GB =

⎡
⎢⎢⎣
B

[
ϕ1(xN+1)

]
B

[
ϕ2(xN+1)

]
B

[
ϕ3(xN+1)

]
. . . B

[
ϕN (xN+1)

]
B

[
ϕ1(xN+2)

]
B

[
ϕ2(xN+2)

]
B

[
ϕ3(xN+2)

]
. . . B

[
ϕN (xN+2)

]
. . . . . . . . . . . . . . .

B[ϕ1(xM)] B[ϕ2(xM)] B[ϕ3(xM)] . . . B[ϕN (xM)]

⎤
⎥⎥⎦,

b = [
f (x1), f (x2), . . . f

(
xN1

)
, g

(
xN1+1

)
, g

(
xN1+2

)
, . . . g(xM)

]T
,
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a = [w(x1), w(x2), . . . , w(xM)]T.

System (4) has a square matrix, and its solution is a weight vector w. The Kansa
method generates an asymmetric matrix, which makes it difficult to solve the system
with a large number of sampling points. With a large number of sampling points, the
Amatrix is poorly conditioned. When using RBF with a global domain of definition,
the matrix is dense, which also worsens conditioning. A serious drawback is the
unformalized selection of the best RBF parameters.

Known works do not consider the relationship between the number of RBF and
the number of sampling points. Usually take the number of sampling points equal
to the number of RBF. However, the ratio between the number of RBF M and the
number of sampling points N + K :M ∝ (N + K )

1
3 , where ∝ means proportionality

[20], is known for approximation problems. Since the number of sampling points
in this case significantly exceeds the number of RBFs, system (4) is overridden. To
solve such systems, the singular value decomposition method is convenient [21].

When solving non-stationary problems, one can use RBF to approximate the
differential operator with respect to spatial variables, preserving the differential oper-
ators with respect to time (direct method). The result is an ordinary differential equa-
tion containing a differential operator approximable by RBF. A simpler method is
when the time derivative is replaced by a bed difference and a stationary problem
is solved on each time layer using RBF. For example, the equation ∂u

∂t = LU after

approximating the time derivative takes the form uk−uk−1

τ
= Luk , where τ—the step

of sampling time and k—the time layer number. Then, on the temporary k layer, the
stationary τ Luk − uk = −uk−1 problem is solved.

Thus, the use of RBF allows you to implement meshless methods and obtain a
solution in an approximate analytical form.The resulting solutionmakes it possible to
calculate the solution and its derivatives at arbitrary points in the region. But methods
using RBF require solving poorly conditioned systems of linear algebraic equations
with dense rectangular matrices. There are no formalized methods for determining
the position and parameters of the RFB form. Networks of radial basis functions are
free frommost of these shortcomings, all parameters of which are determined during
the networks learning.

RBFN includes two layers [11]. The first layer consists of RBFs that perform
nonlinear transformation of the input vector x = [x1, x2, ..., xd ]—the coordinates of
the point at which the approximation to the solution is calculated (d—the dimension
of space). The second RBFN layer is a linear weighted adder

u(x) =
M∑

m=1

wmϕm(x;pm), (5)

where M—the number of RBF, wm—RBF weight ϕm , pm—parameter vector.
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The process of solving boundary value problems using RBFN was considered
using the example of problem (1) defined in the operator form. In the simplest case,
it consists of three stages:

1. From the sets � and ∂�,choose N internal and K boundary sampling points
(2) (points at which the error of the solution is controlled). When there is no
a priori information about the solution, it is advisable to use random uniform
distribution of sampling points in the region and on the boundary of the solution.
If there is a priori information about the solution of the problem, you can increase
the number of sampling points in those areas in which it is necessary to obtain
increased accuracy of the solution. For example, it is advisable to increase the
number of sampling points in areas in which a change in the characteristics of
the solution is expected.
Since the properties of the solution to the problem are a priori difficult to eval-
uate, you can first find a rough solution to the problem using the minimum
number of sampling points, and then, having determined the areas in which the
error functional takes on the greatest value, decide on the number of sampling
points and their location. As already noted, the ratio between the number of RBF
M and the number of sampling points N +K is known. However, when approx-
imating the solutions of boundary value problems using RBFN, this dependence
gives an excessive number of sampling points; therefore, it is necessary to select
the number of sampling points. An increase in the number of sampling points
leads to an increase in the computational complexity of the problem. Periodic
random regeneration of a limited number of sampling points, used to prevent
network retraining, reduces the number of sampling points.

2. Define the RBFN structure: network type, number of RBF, type RBF, set initial
values for the vector of weights and parameter vectors of RBF. There are no defi-
nite recommendations for choosing the type of RBF. When solving a second-
order PDE, it is necessary to calculate the second derivatives of the network
output. Therefore, it is advisable to use the Gaussian function, the domain of
definition of which is comparable with the domain of definition of its deriva-
tives, which cannot be said of multiquads, for which there is a large spread
of values. Unlimited values of multiquadrics also complicate their use in the
uneven distribution of RBF centers. When choosing preliminary values, it is
necessary to set the RBF parameters and the weight vector. The methods for
choosing the location of the RBF centers are very similar to the methods for
selecting sampling points. Centers can be arranged in nodes of a uniform grid or
randomly. You can increase the density of RBF in areas where a change in the
nature of the solution is expected. You can start the solution with a minimum
amount of RBF and add RBF in areas with large error values during learning
[12]. When placing RBF centers in the nodes of a uniform grid, it is advisable
to set the same preliminary width values for all RBFs. The width values in this
case are selected depending on the step size. With a random distribution of the
centers, the width can be chosen randomly from a certain interval. The bound-
aries of the interval can be the same for all RBFs or depend on the distance
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between the center of the RBF and the centers of its neighbors. Weights are
usually triggered by small random numbers.

3. Perform network learning, i.e., select such values of weights and RBF parame-
ters so that the error functional at the sampling points takes a minimum value.
The solution of the boundary value problem (1) on RBFN is an approximation
of an unknown solution on the set of sampling points (2). Since the solution at
the sampling points is unknown, only minimization of the residuals on the set of
sampling points is possible. To construct the functional error, the least squares
method is used. The functional error for searching for w weights and p RBF
parameters minimizing discrepancies at sampling points has the form

J (w,p) =
N∑
i=1

[
LuRBF(xi ;w,p) − f (xi )

]2

+ λ

N+K∑
i=N+1

[
BuRBF(xi ;w,p) − p(xi )

]2 → min, (6)

where xi—sampling points (2), λ—matched penalty factor, uRBF—approximate
solution obtained at RBFN (3).

The penalty factor λ ensures the fulfillment of boundary conditions, since in
meshless methods the conditions at the boundary are not fixed. As can be seen
from (6), the use of RBFN allows us to optimize not only the weights, but also the
RBF parameters (in the case of the Gauss function, the coordinates of cents and the
width). The functional error (6) may include terms with penalty factors that are also
responsible for other conditions for the formulation of the problem, for example,
relations at media interfaces.

Learning RBFN networks differs from solving the problem of unconditional opti-
mizationof the functional (6). Functional (6) isminimizedon a limited set of sampling
points. A trained network should have the generalization property, that is, provide
a solution with a given accuracy indicator not only at sampling points, but also
at arbitrary points in the solution domain. When learning the network, relearning is
possible: At sampling points, the accuracy indicator can be small, and at other points,
it can be large. The possibility of relearning is reduced by using a large number of
sampling points. But, this approach increases the solution time. The way out is peri-
odic random regeneration of a set of sampling points [14]. From the modern point
of view on the learning of neural networks, this technique is the implementation of
mini-batch (stochastic) learning [22]. When using sampling point regeneration, the
RBFN learning process is organized as a process of minimizing a set of functionals
error, each of which is obtained by a specific choice of sampling points. Each func-
tional error is not minimized to the end. Between the regeneration of sampling points,
only a few steps are taken of the selected method of minimizing the functional error.
This approach circumvents the problem of getting into a local extremum, which is
typical for most methods of global nonlinear optimization.
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The vastmajority ofRBFN learning algorithms are based on gradient optimization
methods [23]. All gradient methods are local optimizationmethods, which in general
does not guarantee the achievement of a global minimum of the functional error. At
the same time, the search for the global minimum of the functional error, gener-
ally speaking, is not necessary; it is enough to find the local minimum with some
given accuracy. There are known applications of genetic algorithms for learning
RBFN networks in solving classification problems [24], which are much simpler
than PDE solutions. Three classes are distinguished among gradient methods: zero-
order methods that use only the values of the optimized function and not the values of
its derivatives during optimization, first-order methods that use the first derivatives
of the optimized function (function gradient) and second-order methods that use the
second derivatives (Hessian matrix).

Methods to minimize the functional error can be divided into two groups. The
first group includes methods for sequentially adjusting weights and RBF parameters.
The weights that have the greatest impact on the functionality error are tuned first,
and then, the RBF parameters are tuned. Since the weights enter linearly into the
formula for outputting the network (5), optimization methods other than those used
for learning RBF parameters that are nonlinear in (5) can be used for their learning.

In the well-known works devoted to solving PDE on RBFN [9, 10, 12–14], the
simplest first-order method is used—the gradient descent method. Let us consider
the implementation of the fastest descent method using the example of the two-
dimensional problem (1) and the use ofGaussian asRBF.Consider a single parameter
vector RBFN

θ = [
w1, w2, . . . , wnRBF , c11, c21, . . . , cnRBF1, c12, c22, . . . , cnRBF2, a1, a2, . . . , anRBF

]T
,

(7)

where w j—RBF weights, j = 1, 2, 3, . . . , nRBF, nRBF—number of RBF, c j1 and
c j2—coordinates of the centers, a j—width.

Correction of vector (7) at the iteration k in the gradient descent method is carried
out according to the formula

θ(k+1) = θ(k) + �θ(k+1), (8)

where �θ(k+1) = −η∇ J
(
θ(k))—vector of parameter correction, η—learning speed,

selected hyperparameter, ∇ J
(
θ(k))—the gradient vector of functional (6) over the

components of the vector θ(k)(7) at the iteration k.
Calculations by (8) end with a small value of functional (6). The gradient descent

method has a low convergence rate, which does not allow solving problems with
high accuracy.

Second-order methods are based on a quadratic approximation of the functional
error. In the vicinity of the next approximation of the parameter vector θ(k) of the
network, the functional error (6) is approximated by the Taylor formula
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J
(
θ(k) + �θ(k+1)) ≈ J

(
θ(k)) + [∇ J

(
θ(k))]T�θ(k+1)

+ 1

2

[
�θ(k+1)]TH(

J
(
θ(k)))�θ(k+1), (9)

where ∇ J
(
θ(k))—functional gradient and H

(
J
(
θ(k)))—the Hessian matrix (the

matrix of the second derivatives of the functional) calculated with θ(k).
From the minimum condition for functional (9), the network parameter correction

vector �θ(k+1) can be obtained, which ensures a decrease in the functional error.
Due to the complexity of calculating the Hessian matrix for multilayer perceptron,
various approximations of the Hessian matrix are used. For example, the conjugate
gradient method uses the Fletcher–Reeves formulas [25] and Polak–Ribier [26]. In
quasi-Newtonian methods, the Hessian approximation matrix is calculated at each
training step, for example, according to the Broyden–Fletcher–Goldfarb–Shanno
(BFGS) formula [27]. In the Levenberg–Marquardt method [23], the Hessian matrix
is approximated using the product of the Jacobian matrices of the network error
vector.

Second-order methods are not widely used in RBFN learning. However, the pres-
ence of only one layer with nonlinear functions and the differentiability of most
RBFs provide the possibility of applying second-order optimization methods for
learning RBFN. In [28], when solving the approximation problem, the nonlinear
layer was studied by the conjugate gradient method, and the weights were studied
by the method of orthogonal least squares. In [29], an algorithm was proposed for
the conjugate gradient adjustment method for RBFNweights, which differs from the
known ones taking into account the specifics of solving boundary value problems.
RBF parameters were learned by gradient descent method. The algorithm takes into
account the differentiability of RBF and is based on the matrix–vector representation
of the functional error (6).

In [15], it was proposed, and in [30, 31], a fast RBFN learning algorithm was
learned, based on an effective optimization method, the trust region method (TRM)
[32]. The method allows to simultaneously optimize a large number of parameters,
has a high convergence rate even for poorly conditioned tasks and allows to overcome
local minima.

The TRM algorithm is quite complicated, since at least it is found in limited
areas, which requires at each step of the optimization process to solve the condi-
tional optimization problem. Therefore, it is advisable to investigate the possibility
of adaptation for learning RBFN of modern fast first-order methods and the Leven-
berg–Marquardt method. Of particular interest is the Levenberg–Marquardt method,
which is simpler to implement than TRM and, as shown in [33], is equivalent to
TRM.
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3 Development of Levenberg–Marquardt Algorithm
for Learning of Radial Basis Functions Networks
for Solving PDE

The implementation of the Levenberg–Marquardt RBFN learning method for PDE
solution will be considered on the example of the model problem described by the
Laplace equation with Dirichlet boundary condition

∂2u

∂x21
+ ∂2u

∂x22
= f (x1, x2), (x1, x2) ∈ �, u = p(x1, x2), (x1, x2) ∈ ∂�, (10)

The functional error for the model problem is the sum of the squared residuals
along the internal and boundary sampling points

I =
⎡
⎣ N∑

i=1

(�ui − fi )
2 + λ ·

K∑
j=1

(
u j − p j

)2
⎤
⎦, (11)

where �ui—Laplacian at the point i , ri = �ui − f—residual of the i th internal
sampling point, r j = u j − p j—residual at the j th boundary sampling point.

In the Levenberg–Marquardt method, the correction�θ(k) of the parameter vector
θ (7) is found from the solution of a system of linear algebraic equations

(
JTk−1Jk−1 + μkE

)
�θ(k) = −gk−1, (12)

where JTk−1Jk−1+μkE—anapproximation of theHessianmatrix,E—identitymatrix,
μk—regularization parameter that changes at each step of learning, g = JTr—
gradient vector of functional (11) according to the vector of θ parameters, r =
[r1 r2 . . . rn]T—residual vector at internal and boundary sampling points, Jk−1—
Jacobi matrix calculated in k − 1 iteration.

Let us represent the Jacobi matrix in block form J = [
Jw Jc1 Jc2 Ja

]
, where

Jw =

⎡
⎢⎢⎢⎢⎣

∂r1
∂w1

. . . ∂r1
∂wnRBF

∂r2
∂w1

. . . ∂r2
∂wnRBF

. . . . . . . . .
∂rn
∂w1

. . . ∂rn
∂wnRBF

⎤
⎥⎥⎥⎥⎦, Jc1 =

⎡
⎢⎢⎢⎢⎣

∂r1
∂c11

. . . ∂r1
∂cnRBF1

∂r2
∂c11

. . . ∂r2
∂cnRBF1

. . . . . . . . .
∂rn
∂c11

. . . ∂rn
∂cnRBF1

⎤
⎥⎥⎥⎥⎦,

Jc2 =

⎡
⎢⎢⎢⎢⎣

∂r1
∂c12

. . . ∂r1
∂cnRBF2

∂r2
∂c12

. . . ∂r2
∂cnRBF2

. . . . . . . . .
∂rn
∂c12

. . . ∂rn
∂cnRBF2

⎤
⎥⎥⎥⎥⎦, Ja =

⎡
⎢⎢⎢⎢⎣

∂e1
∂a1

. . . ∂e1
∂anRBF

∂e2
∂a1

. . . ∂e2
∂anRBF

. . . . . . . . .
∂en
∂a1

. . . ∂en
∂anRBF

⎤
⎥⎥⎥⎥⎦,
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where n = N + K—total number of sampling points.
The elements of the Jacobi matrix are easy to calculate analytically. Elements of

the Jw matrix for internal sampling points are calculated by the formula

∂ei
∂w j

= ∂(�vi − fi )

∂w j
= e

−‖x−c j‖2

2a2j ·
∥∥x − c j

∥∥2 − 2a2j
a4j

.

For boundary sampling points, calculations are performed using the ∂ei
∂w j

=
exp

(
−‖x−c j‖2

2a2j

)
formula. The Jc1 matrix elements for internal sampling points are

of the form

∂ei
∂c j1

= w j

a4j
· e−‖x−c j‖2

2a2j · (
x1 − c j1

) ·
∥∥x − c j

∥∥2 − 4a2j
a2j

.

For boundary points, matrix elements are written as ∂ei
∂c j1

= w j ·e
−‖x−c j‖2

2a2j · (x1−c j1)
a2j

.

Similarly, the elements of the Jc2 matrix are calculated.
The elements of the Ja matrix for internal sampling points are of the form

∂ei
∂a j

= w j

a5j
· e−‖x−c j‖2

2a2j ·
[∥∥x − c j

∥∥2

a2j
·
(∥∥x − c j

∥∥2 − 2a2j
)

− 4 ·
(∥∥x − c j

∥∥2 − a2j
)]

.

For boundary points, matrix elements are written as ∂ei
∂a j

= w j ·e
−‖x−c j‖2

2a2j · ‖x−c j‖2

a3j
.

The condition for completing the learning process by the Levenberg–Marquardt
method is a small value of the functional error (11).

The matrix JTk−1Jk−1 + μkE of system (12) is dense symmetric and positive
definite. Therefore, to solve system (12), one can use the Cholesky method [21].
A drawback of the Cholesky method is the use of a lengthy square root extraction
operationwhen performingmatrix decomposition. TheLDLT decompositionmethod
[21] is free from this drawback, which represents the matrix in the formA = LDLT,
where L—the lower triangular matrix with the unit main diagonal, D—the diagonal
matrix and T—the matrix transpose operation. When decomposing, the square root
extraction operation is not applied.

In the Levenberg–Marquardt method, the regularization parameterμmust change
during the learning of the network. The learning process begins with a relatively large
value of the parameter μ. This means that at the beginning of the learning process,
Hessian in (12) is close to the approximate valueH ≈ μE, and the correction vector is
determined by the gradient descent method with a small step�θ(k) = −gk−1

/
μk . As

the functional error decreases, the parameterμ decreases and the method approaches
the Newton method with the Hessian approximation H ≈ JTJ. This ensures a high
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convergence rate, since the Newtonmethod near the minimum of the functional error
has good convergence. In [33], it is recommended to start with some value of μ0 and
coefficient ν > 1. The current value of μ is divided by ν if the functional error is
reduced, or multiplied by ν if the functional error is increased.

It was shown in [33] that the Levenberg–Marquardt method is equivalent to TRM,
and the radius of the trust region is controlled by the parameterμ. But unlike thewell-
known TRM implementations, the Levenberg–Marquardt method does not require
solving a rather complicated conditional optimization problem at each learning iter-
ation. That is, the Levenberg–Marquardt method, while maintaining the positive
properties of the trust region method, is simpler.

The disadvantage of the Levenberg–Marquardt method is the poor conditionality
of system (12), which depends on the RBF width and increases with increasing
accuracy of calculations. It is known [34] that the matrix whose elements are RBF
is poorly conditioned and the conditionality of the matrix depends on the width of
the RBF. As the RBF width increases, the elements of the matrix Jw tend to unity,
and the elements of the matrices Jc and Ja tend to zero. The condition number of the
matrix JTJ is increasing. The regularization parameterμ improves the conditionality
of system (12), but a decrease in the parameter μ as the error decreases leads to a
deterioration in conditionality.

4 Experiments

An experimental study was carried out using the example of problem (10) with
f (x1, x2) = sin(πx1) · sin(πx2), p(x1, x2) = 0. The problem was solved in a
single square. The number of internal and boundary sampling points is N = 100,
K = 40. The penalty factor is λ = 10. The RBF centers were regularly located on
a square grid with the number of centers at each coordinate equal to 8. Sampling
points were randomly located in the solution region and on the region boundary.
Weights were initiated by zero values. The initial width of all RBFs was constant,
equal to 0.2. The experiments were carried out in the MATLAB R2019a system. To
solve system (12), we used the MATLAB system solver. The RBFN learning by the
Levenberg–Marquardt method was compared with the gradient descent learning and
the accelerated Nesterov method [35]—the fastest first-order method.

Figure 1 shows the location of the centers, the symbol of the width (in the form of
circleswith radii equal to thewidth) ofRBFand theweights using theMATLABcolor
palette before learning the network (Fig. 1a) and after learning (Fig. 1b). Figure 1
shows the importance of setting RBF parameters.

The dependence of the mean square residual of various algorithms on the iteration
number is shown in Fig. 2.

The gradient descent method made it possible to solve the model problem with
little accuracy. To solve with high accuracy, the method is practically not applicable.
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a) before learning the network b) after learning the network by the Leven-
berg-Marquardt method

Fig. 1 The centers and width of RB functions in solving PDE

Fig. 2 Dependences of the mean quadratic residual of various algorithms on the iteration number

The Nesterov method provides somewhat greater accuracy. Only the Levenberg–
Marquardt method allowed us to solve the problem with high accuracy in an accept-
able time. The Levenberg–Marquardt method showed practically the same results
compared to the trust region method [15], but the implementation of the Leven-
berg–Marquardt method is simpler. The disadvantages of the Levenberg–Marquardt
method are the poor conditionality of the system that forms the correction of the
parameters and the non-smooth nature of the convergence.
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Thus, the algorithm of the Levenberg–Marquardt method showed a clear advan-
tage over first-order algorithms and ensured accuracy at the level of known
implementations of the trust region algorithm, but is simpler than these algorithms.

5 Conclusions

Networks of radial basis functions are a promising means of solving boundary value
problems described by partial differential equations. But, the well-knownmethods of
learning networks of radial basis functions do not provide quick learning of networks
of radial basis functions. As a way to eliminate this drawback, it is proposed to
improve the algorithms for learning networks.

For learning networks of radial basis functions intended for solving PDE, a
learning algorithm based on the Levenberg–Marquardt method has been developed,
which differs by taking into account the specifics of the network architecture and
analytical calculation of parameters. The method made it possible to achieve the
average quadratic discrepancy, which is not achievable by the known first-order
algorithms, on the model problem. The proposed algorithm achieves a small error
for the number of iterations equal to the number of iterations of the algorithm based
on the trust regionmethod, but is simpler than this algorithm, since it does not require
solving the conditional optimization problem at each iteration.
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Predicting Personality from Image
Preferences: Tendencies, Models
and Implementation

Stanislav Krainikovsky , Mikhail Melnikov , and Roman Samarev

Abstract This paper describes methods of predicting personality traits from image
preferences. Methods of feature selection and machine learning were approved and
the results of best models are described in the conclusion. Also the novel approach
to the preference data analysis was applied: an attempt to discover general patterns
in preference data analysis was made, and several hypotheses about tendencies and
precision estimation were formulated and tested, using experiment with images from
predefined gallery.

Keywords Psychometric data · Big Five · Image preferences ·Machine learning ·
Regression

1 Introduction

In many areas, related to human resources, it is important to estimate personality
traits of candidates. The classic way to do it is passing questionnaires. However, in
some cases there is a need to have a preliminary estimation without asking questions
in an explicit fashion. Some characteristics like preferences in images, colors, texts,
or music may contain information about the personality. A lot of research has been
made in this field [1–7]. For example, in [1] a correlation between Big Five (well-
known personality model) and different kinds of digital footprints were estimated.
In [2] Facebook “likes” and associated objects—posts, pictures, and words—were
used to estimate the Big Five using linear regression. Authors showed, that after
collecting more than 100 “likes” from particular users, the model prediction became
more precise, than the same estimation, made by their friends or colleagues. The
correlation coefficients between psychometric values, obtained from questionnaire
assessment and model predictions were mostly above 0.4. Other media preferences
were also used to estimate personality traits, such as music [8], or textual information
from social media [3]. In general, correlation coefficients were not very high across
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all of these researches and were in a range between 0.1 and 0.4. This may be the
result of several factors. The first factor is the intrapersonal variance of psychometric
assessment. Big Five scales have test-retest reliability coefficients of 0.7–0.9 [9],
which means there is a fluctuation of accuracy due to this reason. Also, there are
a lot of additional factors, such as cultural and geographic, which are not fixed in
the experiments but may influence the result. In this case, the dependencies between
media preferences and personality traitsmay be non-linear, and also probably contain
a large amount of noise or outliers. Also, as a summarization of all research, one can
say that there is no systematic view of how information from media preferences data
can be retrieved and analyzed, and is there any general patterns, which can influence
the result. Particularly, it is important to answer the following questions:

1. To what degree feature representation of the data can influence the correlation
score between predicted values and psychometric data?

2. Howmany features are necessary to use in themodel to get significant correlation
scores?

3. To what degree the choice of the model can influence the precision? Are non-
linear methods really more accurate, than simple linear regression?

4. What is the “ceiling” of accuracy in terms of correlation, and how much images
are required to achieve it?

In the current article, some attempts were made to answer these questions and
build the optimal model, using machine learning and feature engineering approach.

2 Materials and Methods

In the current study, several psychometric scales were used as a reference data. Big
Five psychometric scale (NEO-PI, [10]) was utilized as a widely used standard for
estimating personality traits. Big Five [11] is a well-known characteristic of person-
alitywith a strongpresence of temperament traits.As it follows from the title, BigFive
localizes personality as a point in a five-dimensional space with such dimensions as
Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism. Other
scales, such as Gardner’s Multiple intelligence [12], and Personal Globe inventory
[13] also were included. As a preference data, a result of choosing images from
predefined gallery was used.

2.1 Participants

The paid online survey on Amazon Mechanical Turk [14] was conducted from
January 10, to January 30, 2019. It was available for all Internet users from any
country. Anyone who had been registered in the service would be able to participate
in the survey. Participants were paid a 3$ donation. A total 3200 participants were
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recruited to participate in this experiment. After refinement and data cleansing, 1400
participant were included in the dataset for analysis. Participants were mostly from
USA (48%) and India (35%). Mean age of responders was 31.85. Minimal age was
16, maximal—71. Sex proportion was 526 females and 875 males. All demographic
data were self-reported.

2.2 Experimental Design

All participants passed several blocks of survey:

1. 300 pictures from predefined gallery were exposed on 20 pages. A participant
could choose from 1 to 5 pictures from each page. So, for each person, there
were from 20 to 100 “liked” pictures.

2. Participants passed several psychological tests: NEOPI inventory [10],Multiple
Intelligence assessment test [15], and PGI [13]. All inventories in total contained
148 questions. Answers to these questions were further used to calculate 46
target psychological characteristics.

Patterns of participants’ answers were examined to detect and filter out unscrupu-
lous cases. Also there were 5 validation questions during the survey, used to check
the attention (for example, “Press number six”), or provocative ones (for example,
“I am traveling trans-Atlantic 5 or more times a month”). The validation test was
considered to be passed if at least 3 from 5 answers were correct. 25% of partic-
ipants with either unfair answers or non-relevant images were excluded from the
subsequent analysis. Target psychological characteristics of the rest 1400 people
were calculated on the backend using the special models based on authorized keys of
inventory. The target parameters included 46 characteristics and consist of Big Five,
Gardner’s multiple intelligence and Personal Globe Inventory metrics, including
RIASEC (Holland codes [16, 17]).

3 Experiments and Results

3.1 Feature Analysis

So, for a set of liked pictures from each person, two types of features were extracted:

1. “Gallery tags”. Each image from the gallery of free-to-use pictures from
the internet was manually tagged by several keywords by psychologist. Tags
belonged to one of four groups indicating objects, activity, place, or emotion
present in the image. There were 105 tags in total. For each participant’s
liked image set, a collection of 105 scores was calculated, and every number
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Table 1 Correlation analysis
of features

Gallery tags Gallery histograms

Min 0 0

Mean 0.091 0.053

Median 0.072 0.042

Max 0.346 0.264

contained, how often the particular tag appeared. Each score was normalized
by the total amount of scores.

2. “Gallery histograms”—for each image a 96-dimensional vector of a color
histogramwas used. Three blocks from 32 bins per each color dimension (RGB)
were calculated.

First of all, an analysis of correlations between psychometric scales and features
was made. For all 46 psychometric parameters all features from each category an
absolute value of correlation was measured, and the result is presented in Table 1.

Models comparison
Several multiple regression models were applied to the data. Unlikely to previous
research, a multi-regression was used, and different combinations of features were
used as an input for training, namely, gallery tags and gallery histograms. In order to
compare models to each other, several metrics were calculated. Coefficients, gener-
ated by models, were compared with scores from the target set of psychological
characteristics obtained from the questionnaire data. Every component of psycho-
metric scale was analyzed separately. The correlation metric were used as a stan-
dard for such comparison, and for the reason to compare the result with reliability
scores of psychometric scales. First, the gradient boosting regression was applied
to the input data (XGBoost algorithm [18]). The best set of parameters was defined
separately for each psychometric parameter using randomized search with fivefold
cross-validation. Accuracy scores and correlation coefficients shown below were
validated on specially selected testing subset of the original set of users. So, training
set contained 75% of users, while 25% were reserved for testing. Additional testing
was made on the data, obtained two months later after the first survey (294 respon-
ders). The following tables contain results from particular feature set and different
psychometric scales of Big Five (Table 2).

A linear regression model was also implemented for the same training and testing
sets. The following results were obtained (Table 3).

Feature selection
One of the important question is about the potential of the decreasing the number of
features with not sufficient drop of the quality. In [2] authors showed, that they use
more than 100 different “likes” in order to achieve the correlation score higher than
0.4. In this paper, an experiment of feature selection was applied. From 105 different
tags, only 30 were selected by algorithm of correlation based and univariate linear
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Table 2 Gradient boosting model results

Gallery tags feature set Gallery histograms feature set

Test 1 correlation Test 2 correlation Test 1 correlation Test 2 correlation

Min 0.048 0.030 0.036 0

Mean 0.282 0.319 0.258 0.222

Median 0.295 0.333 0.273 0.229

Max 0.497 0.521 0.452 0.404

Table 3 Linear regression model results

Gallery tags feature set Gallery histograms feature set

Test 1 correlation Test 2 correlation Test 1 Correlation Test 2 correlation

Min 0.067 0.075 0.025 0

Mean 0.264 0.282 0.262 0.216

Median 0.274 0.296 0.275 0.197

Max 0.465 0.485 0.487 0.447

Table 4 Gradient boosting
model results with reduced
set of features

Test 1 correlation Test 2 correlation

Min −0.015 −0.002

Mean 0.250 0.293

Median 0.274 0.307

Max 0.447 0.473

regression [19] using scikit-learn library on Python [20], and the same model, based
on Gradient boosting, was applied to the gallery tags feature set (Table 4).

Estimation the dependence between number of samples and model precision
Another question is about the number of samples, required from person to achieve
desirable quality of predictions. Though there were no special experiment with
different gallery sizes, the following procedure was made post hoc: several sub-
galleries were formed from initial set of 300 pictures. The sub-gallery of 50, 100,
150, 200, and 250 pictureswere used in analysis.Other pictures,whichwere excluded
from the sub-gallery, were not considered in the analysis, even if some of them were
chosen by participant. Themodel, based on reduced set of features,was implemented,
and the following results were obtained (Table 5).
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4 Discussion

Results of experiments show, that in general, correlation between predicted values
and psychometric data corresponds to values of a lot of previous research. The main
questions about preference data, which were set in the introduction, will be discussed
in this section. First, feature representation of the image data influences the values
of correlation, while using the same type of model. According to Table 2, the mean,
median and maximal values of correlation scores distribution among 46 psycho-
metric scales differs between semantic features (gallery tags) and average color
profiles (gallery histograms). But the difference is not extremely high, so, one can
say, different categories of extracted information makes a significant contribution to
the result of prediction. Also, according to the Tables 2 and 3, the correlation scores,
provided by linear and gradient boosting model are not significantly differ, but while
comparing them to the correlation from single feature to psychometric data, we can
say, that multiple feature models is better in general, than using single features in the
prediction. But in the case of multi-regression, the low difference between linear and
non-linear models allows to make a sentence, that the dependencies are not compli-
cated, though have a lot of noise and outliers. In these conditions, such approaches
like use complicated models, such as deep learning, can be not applicable for such
class of datasets.

Next point is how much features is necessary to achieve certain values of correla-
tion. Though initial use of 300 pictures in the gallery and 105 semantic tags provided
0.29 and 0.33 correlation scores on first and second testing in average, some of values
were higher than 0.5. For better understanding of the data, these results should be
compared with reduced sets of features and samples. According to Table 4, a set of
30 semantic features, used for the same experiment, provided 0.25 and 0.29 values
of correlation—though the drop is not significant. But what is happening, when not
only number of describing features, but also a number of chooses, provided by one
participant, will decrease? In order to understand the tendency, we should return
to the results of [2]. Authors discovered, that there is a direct dependency between
number of Facebook “likes”, provided by user, and the correlationwith psychometric
scales. Our experiment differs in the type of features (using images instead of text)
and different experiment conditions (using fixed gallery instead of story of social
media footprints). But our hypothesis was that there would be the same dependency,
and the presence of “ceiling”, where the trend would achieve in the asymptotic way
if the number of samples will increase. So, Table 5 and Fig. 1 demonstrate that the
same situation is presented in the conditions of our experiment. The implication is
that after achieving more than 300–500 data pieces per participant, the quality of
prediction will not change in sufficient way, though our current data are not enough
to check this assumption.
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Table 5 Correlation values
of Gradient boosting model
with different gallery sizes

Gallery size Test 1 correlation Test 2 correlation

25 0.162 0.195

50 0.219 0.258

100 0.244 0.263

200 0.249 0.270

300 0.250 0.293

Fig. 1 Correlation values of the gradient boosting model of 30 features and different gallery sizes
(averaged of first and second tests)

5 Conclusion

The main result of this work is that using image preferences from predefined gallery
allows us to estimate correlations between liked images and psychometric data,
obtained by questionnaires. Corresponding correlation values depend on feature
representation of the data, though to small degree as well as the result of linear
multi-regression, and non-linear models, such as gradient boosting. None of forms
of the experiment (feature set and model configuration) allowed to achieve correla-
tion values higher, than 0.55, even while using optimization. This can be the base of
the proposal about “ceiling” in the quality of the prediction in the interval 0.6–0.8
of correlation (the higher border is restricted by a mean value of psychometric scale
reliability coefficients). And the hypothesis is this ceiling cannot be overcame by
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collecting more than several hundred data pieces from each person. However, the
appropriate feature selection can help to achieve correlation coefficients higher than
0.4 to some psychometric scales using only 30 features and less than 100 samples.
These estimations may be of practical use while engineering real applications and
planning the research. Our experimental design and dataset had sufficient limitations,
so, these hypotheses should be validated and refined in the future experiments.
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Power Consumption Meter for Energy
Monitoring and Debugging

Nikita Kulikov , Elena Yaitskaya , Arina Shvedova ,
and Vladimir Zhalnin

Abstract This paper presents the results of power consumption measurement
research. The main purpose of the research is to develop a low-cost power moni-
toring device allowing detection of short-time power surges. Power meter should
provide high accuracy of measurements along with portability and simplicity of
use. This device helps to detect software bugs, caused by power anomalies in elec-
tronic equipment functioning. Fixing power bugs keeps application competitive on
the market. The structure and electronic design of power meter is presented. The
device prototype has been assembled and programmed using purchased components
and original software. The testing method has been developed and applied for power
meter prototype. The test results have been analyzed and modifications for the next
power meter generation.

Keywords Power · UART · ADC · Microcontroller · Power anomaly · Energy ·
Data transmission · Frequency · Throughput · Software · Power supply ·
Oscillator · Single channel · Amplifier · Data sending protocol · Firmware · Low
cost · Digital · Diagnosing · Configuring

1 Introduction

More and more devices are becoming wireless that means significant increase of
independent power supply usage. One of the ways to achieve, the best function-
ality/size ratio is to optimize power consumption by finding expensive energy part
of software or application [1, 2].

The other way to increase energy efficiency is to use applicationwith lesser supply
requirements. For example, of two applications providing similar features, it is more
reasonable to choose the one with lower power consumption.

The aim of the study is to develop an economical prototype that solves the
problem of enormous changes in power. Such developments are important for the
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modern market. Resolution of this problem helps accelerate the development of the
electronics industry.

2 Background

2.1 Method Selection

Circuit power consumption of electronic equipment consists of dynamic and leakage
consumptions. Leakage consumption can be reduced by suppling voltage scaling,
clock gating or using leakage controlling transistors [3]. Data transmission does not
have a tangible impact on leakage. Therefore, the research is focused on dynamic
consumptions.

Dynamic part can be calculated by Formula (1)

Pd = 1

2
fCvDD

N∑

i=1

aiCi Vswi (1)

ai—switching activity

Ci—capacitance

Vswi— voltage swing.
Switching activity is a correlation between dynamic power consumption and

amount of data sent. It is expressed as probability of transitions of logical components:

a = lim
T→∞

nx (T )

T · fC
= D(x)TC (2)

nx (T )—number of logic gate transitions in
(− T

2 ,
T
2

]
time interval,

(x)—transition density.
Transition density dependency of input data can be delivered as follows

D(yi ) =
m∑

k=1

Gk(D(xik)), (3)

where m is a number of inputs in an ideal circuit [4–9]. Figure 1 shows power
consumption parts and measuring methods.

The most widely used method for energy cost measurements of applications and
software are battery rundown tests. Usually, each test takes a lot of time and does not
show any results precisely. That means that these tests should be run several times
and debugging might last for months.
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Fig. 1 Power consumption types, sources and measurement methods

Similar research undertaken by many largest IT companies showed that power
consumption meter characteristics as following:

• Accurate (resulted from taking measurements of small data samples transmission
power);

• Portable (for easy measurements of different sub-circuits of the same electronic
device);

• Non-destructive (highly recommended due to decreasing cost of consumables as
wires, solder, etc.).

The results of the research had been quite acceptable apart from a very high cost of
components. Therefore, another important criteria is the final cost of the developing
device [10].

The research is devoted to the development of power meter using minimal
economic and time resources. The main purpose of this device is to measure voltage
output from any circuit node of electronic equipment and convert it into power values
to detect software power bugs.Removing these bugs candramatically increase battery
full discharge time, as well as secure power advantages of application at market.

The high cost and complexity of integration are the main problems of automated
power measurement devices. In the first studies, more than $1500 were spent on
prototypes, let alone the fact that their setup requires a lot of time, special software
and high costs. Methods of power bugs detection are shown in Fig. 2 [11–14].

However, the market requires a cheap and affordable invention for testing to
improve the quality of electronic equipment. The high cost makes it impossible to
conduct many parallel measurements at different enterprises, since not all market
participants are ready to invest in improving product quality [15]. Hence, it makes
sense to use cheap components and accessible technologies. This study uses high-
frequency ADCs and a Cortex microcontroller.
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Fig. 2 Power measurement solutions

2.2 Data Collection

The main competitors for precise power consumption measurements include several
leading companies, among them are IT-titans like Google, Yandex, Facebook. This
interest can be explained by the need for power anomaly diagnostic in income gener-
ating projects such as Chromium, YouTube, Yandex.Browser. A higher sampling rate
allows to examine the energy cost ofminimal data transmission unit, for example data
frame. Using one of the early power meter prototype developed by Google power
draining anomaly have been found and resolved, frame rendering for Chromium have
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been optimized. Google published its research in 2011, and further steps in energy
efficiency development have been classified.

The current developments of power diagnostic system undertaken byYandex have
revealed some shortcomings:

• No full automatization;
• 2A high currents only;
• No support for modern connector types (USB Type-C).

The basic criteria remains the same like for the earlier developments such as low
cost of both device components and manufacturing, and possibility of numerous
measurements, as well as high speed of sampling [16].

3 Results

3.1 Development

The main criteria for power monitoring device have been formulated as follows:

• USB Type-C connecter for voltage supply;
• Independent power supply unit with galvanic isolation;
• Possibility to work with currents overcomes 2A value.

The main purpose of the energy monitor is to detect power debugs in programs
reading measurements of power consumption. To achieve the best accuracy in detec-
tion, sample rate of analog-to-digital converter (ADC) must be the highest. Figure 3
shows electronic scheme of power consumption meter [17, 18].

Since there is no galvanic isolation between load circuit and controller, we can
use embedded analog-to-digital converter, provided by STM32F051R8T6. STM32
controllers offer internal 12-bit ADC connected to APB bus. STM32 ADC operates

Fig. 3 Power consumption meter electronic scheme
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at 14 MHz frequency. It can carry measurements from up to sixteen external sources
and three internal. The measurements are stored in 16-bit register.

Best timing for internal ADC is around one microsecond that gives maximum one
million samples per second (1 MS/s) or 1 MHz sampling speed. Some versions of
STM32 can offer dual fast interleaved mode. While this mode is set, each conversion
takes 7 clock cycles without data overlapping. Hence, recommender ADC frequency
is 14 MHz sampling speed can be calculated as 14 MHz/7 = 2 MS/s.

In-built ADC can provide significant sampling rate of around 2 MS/s. There-
fore, measurement accuracy is limited only by UART throughput. Single-channel
continuous conversion mode is installed on internal ADC of STM32F051R8T6.

The central unit in our device is STM32F051R8T6 controller. To load software, an
in-circuit debugger and programmer ST-Link was used. Connectors for ST-Link are
marked as XP3. USB Type-C connector serves for power supply. To stabilize supply
voltage at the required 3.3 V voltage regulator, LM1084IT-3.3/NOPB is installed
at USB power input. Apart from establishing a proper voltage value, power supply
circuit needs some filtering capacitors (C1, C2, C5). USART circuit is separated from
voltage supply with galvanic isolation to decrease interference and ensure ground
separation [19]. The isolation is provided byMAX14850ASE+microchip, designed
specially for USART. However, galvanic isolation is not enough for stable data
transmission between power monitoring device and a computer. Both PC and the
device should use the same frequency. To provide equal frequencieswith only internal
oscillator of STM32 controllers is not possible, so an external crystal oscillator was
added to the circuit. Components C3 and C4 act as load capacitors.

Pins LOAD+ and LOAD- are used for connecting powermonitoring device and a
circuit to be measured or load circuit (Fig. 4). Currents from load circuit flow though
current-sensitive resistorR2 changing voltage drop on it.Voltage values fromcurrent-
sensitive resistor must be increased with an operational amplifier in order to detect
the slightest changes of the signal. Resistor R2 is connecter to operational amplifier
IC1 (+) and (−) inputs [20]. Variable resistor R3 purpose is to adjust output voltage
of IC1. Voltage value from R2 being amplified by IC1 arrives at ADC inputs of
STM32 controller U2 [21, 22].

An inexpensive solution was found in the high-performance microcontroller
STM32 series. LM1084IT-3.3/NOPBwas selected as one of the cheapest low voltage
drop positive voltage regulator supporting 3.3 V and 5A current (Fig. 5). As a reliable
element, the cheap single-pole AD623 power amplifier was chosen (Fig. 4). Yandex
developers used this component in their prototype. The inclusion of microcontroller
STM32 is shown in Fig. 6.

Description of infinite loop of the microcontroller software is shown in Fig. 7.
A data type bool equal to unit 8_t was introduced for the program to work, as well

as constants TRUE and FALSE, which are 1 and 0, respectively. Using this interrupt
algorithm, the variable “allowSend”, which is FALSE by default, is switched to
TRUE, as shown in Fig. 8.

The pointer to “receiveByte” is created when configuring UART. This is done so
that we can record there value of byte received before interrupt call. This mechanism
was developed to form an optimal measurement data sending protocol. To indicate
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Fig. 4 Load inputs

Fig. 5 Voltage regulator

the beginning of data reading, you need a reference word; further reading of data
occurs in accordance with a predetermined indent (2 bytes—one value).

Software was developed using Java, as well as a special structure ListWithTime-
Limit inherited from LinkedList. This structure’s purpose is to keep a certain amount
of values, measured during time period defined by timeLimit variable. Thus, the
difference between the first and the last saved values is lesser than timeLimit [23–25].

Power consumption curves were plotted with XChartlibrary. For establishing data
transmission by USART port, JSerialComm library was used.
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Fig. 6 Microcontroller STM32 activation

3.2 Experiment Results

Extra configured port is one of the most frequent power bugs of STM32 controllers.
Therefore, the powermeterwas tested on STM32microcontroller extra port anomaly.
For test, STM32F051R8T6 controller was taken. Fist, several additional ports were
configured and clock signal was supplied for them. This is a waste of energy to be
detected. Then, these ports were powered of and second measurement was taken.
Figure 8 illustrates experiment results. Comparing two plots, it can be concluded
that the voltage signal of the fist measurement rises earlier then the signal of the
second test and stays high longer. Thus, power consumption of the first experiment
is higher than of the second experiment. Power consumption meter has been tested
by voltage signal. Results are presented in Fig. 9.

The x-axis represents the time in milliseconds, and the y-axis shows the voltage
on the shunt in turn power can be calculated by a simple formula:

P = u2

R
(4)

The calculations are not difficult to transfer to the microcontroller since the most
important is the protocol and the voltage relieving mechanism. High sampling rate
allows to identify the problem spot accurately, therefore can be understood when
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Fig. 7 Algorithm of power consumption measurements

increased consumption began. For example, on the STM32 microcontroller, it is
possible to diagnose an erroneous inclusion of port clocking by this way.

4 Discussion

This work aims at helping not only specialists in the development of devices with
increased energy consumption requirements, but also ordinary developers. It reduces
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Fig. 8 Interrupt algorithm
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Fig. 9 Testing results

the cost of the process of diagnosing anomalies in the firmware. This leads to leapfrog
market development of quality software.

The devices can dislodge developers of laboratory equipment which more than
$1000 and create a new approach to researching low-cost solutions.

The cost of these elaborations allows the integration of the solution into IoT
devices [26]. Also, integration with the Wi-Fi module and transmitting readings
via the Internet is useful when using the fully offline mode. Byte protocols such
as “protobuf” are successfully used in robotics and web services development for
data transfer and can significantly increase data transmission efficiency of the power
meter. Further research will be focused on the improvements in the field of digital
gain adjustment, which can be done on the basis of transistors.
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5 Conclusion

In this paper, the power consumption meter is developed. The device measures
voltage values from any circuit node and converts them into power units. The purpose
of the power meter is to monitor energy consumption and help software developers
to detect power bugs. Suggested device provides sapling rate of about 9600 bps, high
measurement accuracy (12-bit), extended functionalities in comparison to earlier
open-source research. Power meter is successfully applied for extra configured port
power anomaly detection.

Power consumption meter is a low-cost device (total cost is approximately $30),
which can reveal energy inefficiency of software and applications. Further upgrades
are to improve data transmission between power meter and PC, thereby signifi-
cantly increasing data sampling per second. The possible ways of improvement are
data transmission by the Internet, either wire and wireless, and integration into the
Internet-of-Things.
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LoRaWAN Gateway Coverage
Evaluation for Smart City Applications

Vadim Shpenst and Andrei Terleev

Abstract The meaning of the term smart city has undergone changes over the last
decades. However, smart city services nowadays are gaining popularity worldwide.
Russia is not an exception. Since early 2000s smart city market is growing steadily
and, according to forecasts, will continue to grow. Today, the possible applications
of smart city services cover a wide range of sectors—from energy production, distri-
bution, and consumption to sustainable mobility and waste management. All the
innovative services require millions of monitoring sensors and control devices to
be connected between each other and to a management platform. Hence, new types
of wireless communication networks that meet the specific requirements of smart
city services are needed. LoRaWAN is the most promising (machine-to-machine
(M2M) communication technology among other LPWANs such as NB-IoT and
Sigfox. Conducted field study of LoRaWAN gateway coverage in different condi-
tions shows the LoRaWAN attenuation coefficient in conditions of city center and
outskirt and reveals the factors on which the signal attenuation coefficient depends.

Keywords Smart city · LPWAN · LoRaWAN

1 Introduction

The first mention of the term “Smart city” date back to the early 2000s [1]. The smart
city concept initially described how to use IT infrastructure to create a virtual entity
of a city in the information society [2]. Later, the smart city was mainly associated
with the strengthening role of intellectual technologies in increasing the efficiency of
urban development [3]. Nowadays, the term “Smart city” has transformed to a “smart
sustainable city” (SSC), in which information and communication technologies and
other tools, on the one hand, are used to improve the effectiveness of the functioning
of the city and the provision of urban services and, as a consequence, the overall
quality of life, as well as strengthening competitiveness, and on the other hand,

V. Shpenst · A. Terleev (B)
Saint Petersburg Mining University, St. Petersburg, Russia
e-mail: andrew.terleev@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
N. Voinov et al. (eds.), Proceedings of International Scientific Conference
on Telecommunications, Computing and Control, Smart Innovation, Systems
and Technologies 220, https://doi.org/10.1007/978-981-33-6632-9_45

513

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6632-9_45&domain=pdf
mailto:andrew.terleev@gmail.com
https://doi.org/10.1007/978-981-33-6632-9_45


514 V. Shpenst and A. Terleev

satisfy the needs of present and future generations without negatively affecting the
economic, social, and ecological components of a city [4].

There are no unified criteria to assess the level of city’s smartness [5]. There-
fore, several approaches used in Russian and international practice can be cited.
For instance, the National Research Institute for Technology and Communications
(NIITS) has developed the “Smart Cities Indicators” rating that is based on data
obtained from public sources and considers 26 indicators characterizing the level
of development of 7 key areas of the smart city [6]. Another approach is used by
specialists of Skolkovo Business School: the smartness index is calculated for 15
biggest Russian cities, such asMoscow, Saint Petersburg, Kazan, Volgograd, Novosi-
birsk, Yekaterinburg, Nizhny Novgorod, Samara, Chelyabinsk, Omsk, Rostov-on-
Don,Ufa, Krasnoyarsk, Perm,Voronezh. The calculationmethod considers 7 spheres
of smart city services implementation: transport, healthcare, public administration,
media, education, finance, trade [7].

It is rather difficult to estimate the actual scale of the global market for smart city
technologies.Moreover, it is evenmore complicated to forecast how theywill change
in the medium and long term. However, some attempts to predict the evolution of
the smart city market are still being made. Thus, according to the estimates of the
research company Markets & Markets, the market volume in 2017 amounted to
424.68 billion US dollars, and by 2022 it will already reach 1.2 trillion US dollar
[8]. Frost & Sullivan experts give another estimate: According to their forecasts, the
smart city technology market will reach $2.4 trillion by 2025 [9]. The market growth
is also due to the fact that, as it develops, in addition to traditional IT companies
and infrastructure giants, new players begin to emerge—small- and medium-sized
technology firms, engineering and consulting companies. The estimates of the smart
city market volume are varying vastly but it is the obvious fact that the number of
smart city services will significantly grow in the nearest future.

Smart city services can be divided into groups according to the sphere of its
implementation in the city’s ecosystem. In Russia, the following four groups of
services are in the spotlight nowadays:

1. Smart energy. The group covers the whole chain – from efficient and envi-
ronmentally friendly energy production (both centralized and decentralized),
through distribution systemwith minimum loses up to responsible consumption
on the demand side [10].

2. Smart and sustainablemobility. Themain benefits of the smart mobility intro-
duction are reduced congestion of roads, reduction of negative impact on the
environment, as well as reduction of energy consumption of vehicles [11].

3. Smartwastemanagement. This smart city service implies a transparent control
of all the waste flows within the city together with best available technics for
waste recycling and utilization [12].

4. Smart environmental solutions. The package of technological solutions
designed to provide better environmental protection for smart cities includes
a whole range of components—these are environmental monitoring systems,



LoRaWAN Gateway Coverage Evaluation for Smart City Applications 515

smartwastewater treatment systems, and renewable energy solutions. Such solu-
tions contribute to improving the quality of the environment (air, soil, water),
the transition to a more rational model of energy use and, as a result, improving
the health status of citizens and the sanitary situation in the city as a whole [13].

It is important to understand that all the services require millions of monitoring
sensors and actuators which are connected to the single or several management
platforms. Today, the number of connected sensors is growing explosively and has
already exceeded the number of people with access to the global network [14].
Figure 1 presents the forecast of number of connected devices and sensors until 2025
in comparison with number of people connected to the Internet.

The upcoming smart city revolution requires an infrastructure that can enable the
effective interaction of millions of smart devices and sensors [15]. Such interaction
has some specific requirements among which:

1. Transfer of small data packages;
2. Energy efficiency;
3. Ability to connect devices in remote areas;
4. High degree of data protection;
5. Interoperability.

In practice, energy efficiency is the biggest challenge from the list above.
Connected end-devices have to be able to operate for a long period of time (several
years) powered by imbedded battery with no connection to the grid. Otherwise, the
maintenance of the end-devices will be difficult and expensive.

Fig. 1 Forecast of number of connected devices and sensors until 2025 (www.brookings.edu)

http://www.brookings.edu
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2 Methods

Toeffectively solveproblems related to energy consumption, new types ofLowPower
Wide Area Networks (LPWAN) have appeared. Technologies that allow connecting
autonomous devices to the global network appeared in 2015–2016 and gradually
gaining popularity [16]. The most popular of them are: LoRaWAN, Narrowband IoT
(NB-IoT), and Sigfox [17]. Comparison of the main technical characteristics of the
networks is presented in Table 1.

Sigfox is practically not presented in Russia [18]. The first few NB-IoT networks
were deployed in Moscow and Saint Petersburg in 2019 by local telecommunication
companies [19]. In the same time, there are a number of public and private LoRaWAN
networks in Russia. It can be explained by affordability of LoRaWAN gateways and
end-devices compare to Sigfox and NB-IoT.

In frame of the research, the coverage of LoRaWAN gateway in different
conditions has been studied. The conditions were (a) city center and (b) outskirt
surrounded by coniferous forest. In both locations, LoRaWAN gateway with vertical
omnidirectional antenna (864–876 MHz 10 dBi) was used (Fig. 2).

Coverage area was assessed by measuring the special network tester (Fig. 3) at
pre-approved control points. This device sends a special signal to the LoRaWAN
network, in response to which the network informs it of the number of gateways that
have received this signal and the signal quality. The tester displays this data every
time the button is pressed. The device is used to test LoRaWAN networks when they
are deployed and configured.

The gateway was stationary at the height of 25 m above the ground, and the tester
moved a predetermined distance from the gateway in the range from 50 to 1500 m
in increments of 50 m. At each point, a series of 10 measurements of the signal level
of the gateway by the tester and the tester signal by the gateway was carried out.

According to the results, the average received signal strength indicator (RSSI)
value was determined. Then radio signal attenuation coefficients in different
conditions were calculated according to Eq. (1) [20].

RSSI = TSSI + b ∗ log10(x), (1)

Table 1 Comparison of LPWAN

Characteristic LoRa Sigfox NB-IoT

Modulation method CSS – OFDMA/DSSS

Range ISM ISM Licensed

Rate 0.3–50 Kb/s 100 bit/s 1–200 Kb/s

Battery life up to 10 years – up to 10 years

Frequency 868.8 MHz (Europe)
915 MHz (USA)
433 MHz (Asia)

868.8 MHz (Europe)
915 MHz (USA)

700/800/900 MHz
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Fig. 2 LoRaWAN gateway and antenna

where RSSI—Received Signal Strength Indicator, dBm;

TSSI—radio signal level at a distance of 1 m from the transmitting antenna, dBm;

b—radio signal attenuation coefficient, dBm;

x—distance between the gateway and the tester, m.

3 Results and Discussion

According to the measurements, the coverage area of the LoRaWAN gateway in
the city center was 1500 m and in the outskirt surrounded by coniferous forest was
1050 m. After exceeding these distances, the signal was lost. The results of RSSI
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Fig. 3 Tester of LoRaWAN network (https://www.euromobile.ru)

measurements in the city center and in the outskirt surrounded by coniferous forest
are shown in Figs. 4 and 5 accordingly.

The results of radio signal attenuation coefficients calculation are presented in
Table 2.

4 Conclusions

Rapid development of smart city services requires new network solutions to allow
millions of sensors and devices to communicate with each other. In the same time,
smart city applications have a number of specific requirements. The main condition
of effective functioning of distributed network of devices and sensors is energy
efficiency. Nowadays, smart city services based on LoRaWAN technology has the
best prospects among others LPWANs due to affordability on the Russian market
and good characteristics.

According to the field study results, LoRaWAN signal attenuation in conditions of
coniferous forest is higher compare to the city center. It can be explained by moisture
absorption in the trees.

To provide full LoRaWANcoverage for smart city services, it is necessary to locate
the gateways on a distance of 1500m at the city center and of 1050m at the outskirt at
maximum. It means that to cover all the area of Saint Petersburg, approximately 400

https://www.euromobile.ru
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Fig. 4 Dependence of LoRaWAN signal level on distance in the city center

Fig. 5 Dependence of LoRaWAN signal level on distance in the outskirt surrounded by coniferous
forest
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Table 2 LoRaWAN signal attenuation coefficient in the conditions under the study

Conditions LoRaWAN signal attenuation coefficient
(dBm)

City center Uplink −24.4

Downlink −15.4

Outskirt surrounded by coniferous forest Uplink −25.5

Downlink −19.4

LoRaWAN gateways are needed and 84,000 gateways are required for the Leningrad
region.

References

1. Sikora-Fernandez, D., Stawasz, D.: The concept of smart city in the theory and practice of
urban development management. Rom. J. Reg. Sci. (2016)

2. Nam, T., Pardo, T.A.: Conceptualizing smart city with dimensions of technology, people, and
institutions. In: ACM International Conference Proceeding Series (2011)

3. Van der Meer, A., VanWinden, W.: E-governance in cities: a comparison of urban information
and communication technology policies. Reg. Stud. (2003). https://doi.org/10.1080/003434
0032000074433

4. Bibri, S.E., Krogstie, J.: Smart sustainable cities of the future: an extensive interdisciplinary
literature review (2017)

5. Anthopoulos, L., Janssen,M.,Weerakkody, V.: Comparing smart cities with different modeling
approaches. In: WWW 2015 Companion—Proceedings of the 24th International Conference
on World Wide Web (2015)

6. Sozinov, M.: Indicators of smart cities NIITS. (2017)
7. SKOLKOVO Institute for Emerging Market Studies (IEMS): Digital Life of Russian

Megapolises Model. Dynamics Cases (2016)
8. Markets&Markets: IoT in Smart Cities Market by Solution (Remote Monitoring, Network

Management, Analytics, RTLS, Security), Service, Application (Smart Transportation, Build-
ings, Utilities, Healthcare and Public Safety), and Region—Global Forecast to 2023, https://
www.marketsandmarkets.com/Market-Reports/iot-smart-cities-market-215714954.html

9. Frost&Sullivan: Smart City Adoption Timeline, https://store.frost.com/smart-city-adoption-
timeline.html

10. Lund, H., Østergaard, P.A., Connolly, D., Mathiesen, B.V.: Smart energy and smart energy
systems (2017)

11. Menuhova, T.: Automation of operational management of interregional cargo transportation.
Proc. Min. Inst. 2011, 80–85 (2015)

12. Esmaeilian, B., Wang, B., Lewis, K., Duarte, F., Ratti, C., Behdad, S.: The future of waste
management in smart and sustainable cities: a review and concept paper (2018)

13. Artmann, M., Kohler, M., Meinel, G., Gan, J., Ioja, I.C.: How smart growth and green infras-
tructure can mutually support each other—a conceptual framework for compact and green
cities. Ecol. Indic. (2019). https://doi.org/10.1016/j.ecolind.2017.07.001

14. Evans, D.: The Internet of Things: how the next evolution of the internet is changing everything
(2011)

15. Hayat, P.: Smart cities: a global perspective. India Q. (2016). https://doi.org/10.1177/097492
8416637930

https://doi.org/10.1080/0034340032000074433
https://www.marketsandmarkets.com/Market-Reports/iot-smart-cities-market-215714954.html
https://store.frost.com/smart-city-adoption-timeline.html
https://doi.org/10.1016/j.ecolind.2017.07.001
https://doi.org/10.1177/0974928416637930


LoRaWAN Gateway Coverage Evaluation for Smart City Applications 521

16. Koucheryavy, A., Vladyko, A.: The prospects for research in the field of communications
networks on the 2017–2020 years. Telecom IT 4, 1–14 (2016)

17. Mekki, K., Bajic, E., Chaxel, F., Meyer, F.: Overview of Cellular LPWAN Technologies for
IoT Deployment: Sigfox, LoRaWAN, and NB-IoT. In: 2018 IEEE International Conference on
Pervasive Computing and Communications Workshops, PerCom Workshops 2018 (2018)

18. Sigfox Ltd.: Sigfox coverage, https://www.sigfox.com/en/coverage
19. MTS: MTS Built First Nation-Wide NB-IoT Network in Russia, http://ir.mts.ru/ir-blog/mts-

blog-details/2018/MTS-Built-First-Nation-wide-NB-IoT-Network-In-Russia/default.aspx
20. Chukin, V.: Preliminary results of experiments to determine the conditions of radio communi-

cation between nodes of wireless sensor networks in the frequency range of EU868 in the urban
environment and forest area of the Leningrad Region. In: The Twenty-Third Scientific Confer-
ence on Radiophysics Dedicated to the 100th Anniversary of the Birth of N.A. Zheleztsova.,
Nizhny Novgorod (2019)

https://www.sigfox.com/en/coverage
http://ir.mts.ru/ir-blog/mts-blog-details/2018/MTS-Built-First-Nation-wide-NB-IoT-Network-In-Russia/default.aspx


Fire Resistance Evaluation of Tempered
Glass in Software ELCUT

Marina Gravit , Nikolay Klimin , Alina Karimova ,
Evgenia Fedotova , and Ivan Dmitriev

Abstract Modern windows and facade glazing elements, depending on the type and
purpose of the building, perform various functions. They can be both direct sources
of daylighting and elements fireproof structures in external building envelopes. The
high temperature in case of fire causes deformations and loss performance properties
of structures. Structural calculations and modeling of fire resistance of structures
is a hot topic. Designers should know the fire endurance of the structure in the
process of solutions development. In this paper, the temperature fields and stress
fields under fire exposure are calculated in software package ELCUT. The various
thermophysical properties of 6-mm-thick heat-strengthened soda-lime silica float
glass as part of single-chamber and two-chamber packages with a cold-framed steel
profile and various thickness of glass packs: 6 mm and 24 (with an air gap) taken into
account. Berkeley LabWINDOW software was used to calculate the overall thermal
performance of the window. It is shown that ELCUT allows to make a model the fire
test of structures and represent temperature fields and stress fields. The interrelation of
the occurrence ofmechanical stresses from temperature effectswith the consideration
of the thermophysical properties of materials has been revealed.

Keywords Glazed facades · Glass thermal stress · Glazing systems ·Window
breakage · Fire simulation · ELCUT

1 Introduction

Translucent structures are one of the characteristic features of the twenty-first century
architecture. None of unique building or structure is complete without glazing.
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Fire-resistant glass is a glass product that can withstand the effects of thermal and
mechanical loads during a fire, preventing the spread of fire and combustion products
[1]. New technologies for themanufacture of glasses that can resist high temperatures
are developed. Manufacturers of fire-resistant glass create new chemical compounds
in accordance with the requirements of environmental safety [2–4].

Despite the variety of glass (reinforced, heat-strengthened, multilayer laminated)
and their manufacturing techniques, there are a number of problems to ensure their
fire resistance.

Ordinary single glass with a thickness of 2–4 mm is practically impracticable for
use in fireproof translucent structures. The destruction of glass by fire depends on
various parameters, such as the type of glass, boundary conditions, and restrictions
on glass [5–8].

Features of insurance fire resistance of translucent structures discussed in the
papers [9–11]. The features of the behavior of external translucent walls in case of
fire and the main criteria for their destruction are described. The authors consider
techniques that could predict the destruction of glazing during a fire. The require-
ments of regulatory documents in the field of fire resistance and fire hazard of external
translucent walls establish constructive and technical solutions aimed at improving
the fire resistance of structures.

The behavior of heat-strengthened glass in case of fire is considered in [12–14].
The maximum temperature of the water film maintained by heat-strengthened glass
was investigated.

Despite the large amount of research on this topic, there are quite a fewworks that
reveal the interrelation of thermal stresses and mechanical stresses arising in glass
under fire exposure.

The authors were faced with the task of identifying the interrelation between
the occurrence of mechanical stresses from temperature exposure, taking into
account the various thermal and physical properties of the materials used and the
geometric dimensions of the structures by model engineering structures in the soft-
ware package ELCUT. Another task is comparing the fire endurance of single-
chamber heat-strengthened glass and two-chamber heat-strengthened glass with an
air gap.

2 Methods

The temperature in the furnace Tf (1) increases in accordance with the standard
temperature conditions ISO 834 [15] as

T f = T0 + 345 lg(8t + 1) (1)

where

t is the time from the start of the test in minutes,
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T 0—temperature before the test, °C.
Glass temperature can be calculated in accordance with the recommendations

ISO 15099 [16]. The natural convection heat transfer coefficient for the indoor side,
hcv,int, is determined terms of the Nusselt number, Nu (2):

hcv,int = Nu(λ/H) (2)

where

λ is the thermal conductivity of air, W/(m K).

Nu is calculated as a function of the corresponding Rayleigh number based on the
height, H, of the glazing cavity, RaH (3)

RaH = (ρ2H 3g · Cp|T2 − Tint|)/(Tm · μ · λ) (3)

where g—gravitational acceleration;

ρ—is the air density, kg/m3;

Cp—mass heat capacity at constant pressure, J/K;

μ—absolute viscosity, Pa s;

specific to average temperature Tm (4)

Tm = Tint + 1/4(T2 − Tint) (4)

For vertically set glass, the Nusselt number can be expressed as (5)

Nu = 0.13Ra1/3H (5)

The natural convection heat transfer coefficient is a function of the temperature of
the indoor side of the glass; therefore, an iterative procedure is required to calculate
these parameters. The temperature of the inner and outer surfaces of the glass can
be calculated. The calculation is performed in the WINDOW program [17]. The
calculation results are shown in Fig. 1, where Tf is the temperature in the furnace;
T 1 is glass surface temperature from the heated side; T 2 is glass surface temperature
on the unheated side (Fig. 2).

It can be seen from the figure that the glass is cooled by natural convection and
the temperature of the outer layer does not reach the glass melting point of 730 °C.
However, it can be seen that the temperature rises rapidly and significant differences
in temperature occur in the glass, both inside the glass and between the central region
and the edge of the glass. These temperature differences create mechanical stresses
that can lead to the destruction of glass.

For a rectangular plate with free edges, the temperature stresses can be estimated
by the formula as (6)
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Fig. 1 Calculation of the
surface temperature of glass
6 mm thick during fire tests.
The calculations are limited
to a temperature of 800 °C
[14]
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Fig. 2 Calculation of
mechanical stresses in glass
with a thickness of 6 mm
during fire tests. The
calculations are limited to a
temperature of 800 °C [14]

σ = αE�T/(1− ν) (6)

where α—coefficient of expansion by heat of glass 89 × 10−7 K−1,

E—Young’s of elasticity—72 GPa,

�T—temperature difference, K.

ν—Poisson’s ratio—0.23.
Themaximum permissible difference between the indoor side of the glass temper-

ature and the room temperature of 140 °C and the convection heat transfer coefficient
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Fig. 3 Dependence of
thermal conductivity of air
on temperature. Values are
limited to 650 °C

Fig. 4 Dependence of
specific heat capacity of air
on temperature. Values are
limited to 650 °C

of the indoor side of the glass—a room of 10 W/m2 K makes it possible to estimate
the convective heat flux Q at 1.4 KW/m2. The reduced heat transfer resistance for
such a hypothetical glass unit will be (7)

Rtotal = (T f − T2)/Q (7)



528 M. Gravit et al.

The density of the thermal energy flux due to radiation is determined by the
Stefan–Boltzmann law (8)

u = ε f εgσ(T 4
f − T 4

0 )ϕ (8)

where εf—emissivity factor, for a flame, equals 1,

εg—coefficient for glass surface—0.89,

σ—Stefan–Boltzmann constant 5.67 × 10−8 W/(m2 K4),

ϕ—angular irradiance coefficient that can be calculated based on recommendations
[18].

3 Results and Discussion

The calculation of the temperature of the glass unit, taking into account the
radiation and convective heat transfer, can be carried out using the ISO-15099
recommendations and in the ELCUT software package.

This software package allows to make models multiphysical processes with the
calculation of the parameters of the process of transient heat transfer, while the results
of solving the thermal task allow to estimate the temperature distribution in space
and solve the nonlinear heat conduction task during heating of the tested structures
and to determine the elastic stresses and strains.

Themodule of the task of calculating the temperature field of the ELCUT program
is designed tomodel 2D temperature fields, solving tasks of steady-state heat transfer
and transient Heat transfer [19–24].

Two models of the window frame design have been tested during 6 min. The first
one is single-chamber tempered glass. The second one is two-chamber double-glazed
window with an air gap. For each structure, two tasks were created: “Transient Heat
transfer” and “Stress analysis.” Using the multiphysical connection of tasks, thermal
calculation was connected with mechanical and mechanical stresses and strains were
obtained in structures under the influence of heat.

Purposes of the model engineering is to obtain the temperature fields of the test
structure at the 6th minute of the test and to determine the mechanical stresses
created by the temperature difference in the thickness of the glass, which can lead to
destruction under the conditions of the standard temperature conditions of the fire.

The model is made in a flat projection of the cross section of the window frame
(Table 1).

Figures 5, 6, 7, 8, 9, 10, 11 and 12 show temperature and stress fields based on
the model engineering result.

The results of solving the task “stress analysis” for tempered glass:
Model engineering has shown that the temperature of 532 °C is reached on the

glass surface of single-chamber tempered glass after 6 min of temperature exposure.
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Table 1 Thermophysical properties of materials

Layer Material Thickness
(mm)

Thermal
conductivity
(W/m K)

Specific
heat
capacity
(J/kg K)

Density
(kg/m3)

Glass Heat-strengthened glass 6 0.937 880 2500

Cold-framed
steel

Steel 1.5 47 460 7800

Gasket
kerafix

Calcium-magnesium-silica
fibers

5.5 0.037 1650 160

Air gap Air 12 Thermal conductivity
and specific heat
capacity are set
depending on the
temperature and are
presented in Figs. 3 and
4, respectively.

1.2

Temperature 
T (°C)

Fig. 5 Temperature field of a single-chamber double-glazed window with tempered glass after
3 min

This temperature is the yield point of the glass. The temperature on the heated side
near the steel profile reaches 361 °C. The temperature on the unheated side is 498 °C.
Also stresses of the order of 60 MPa arise on the glass surface which corresponds
to the tensile strength of tempered glass. Therefore, after 6 min there is a loss of
integrity of the structure with a single glazing. The same stress order was obtained
as a result of calculation (Fig. 2).
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Temperature 
T (°C)

Fig. 6 Temperature distribution over the junction and construction of a single-chamber double-
glazed window with tempered glass after 6 min

Temperature 
T (°C)

Fig. 7 Temperature field of a two-chamber double-glazed window with tempered glass after 3 min

The temperature of 539 °C is also reached On the surface of the glass of a two-
chamber double-glazed window from the heated side after 6 min of temperature
exposure. The temperature on the heated side near the steel profile reaches 356 °C.
The unheated side is slightly heated to 42 °C. The same stresses of the order of
60 MPa arise on the glass surface of a two-chamber double-glazed window from
the heated side. The stress on the unheated surface is zero, and the structure of the
two-chamber double-glazed window does not lose its integrity.
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Temperature 
T (°C)

Fig. 8 Temperature distribution over the junction and construction of a two-chamber double-glazed
window with tempered glass after 6 min

Results of model engineering can be compared with the experimental data
obtained during fire tests in accordance with the national standard GOST R 53308
[25]. Brand Glass Ltd tested various types of fire-resistant glasses. The time of
destruction of the outer tempered glass in 13 tests was 5–8 min, while the fire resis-
tance of various types of the double-glazed windows (depending on the thickness
and filling) was EIW 30, EIW 60 Figs. 13 and 14. Tests were carried out between
2009 and 2019 in various laboratories, including the FGBUVNIIPO of EMERCOM
of Russia branch.

4 Conclusions

In this paper, the temperature fields and stress fields under fire exposure are calculated
in software package ELCUT. The various thermophysical properties of 6-mm-thick
heat-strengthened soda-lime silica float glass as part of single-chamber and two-
chamber packages with a cold-framed steel profile and various thickness of glass
packs: 6 mm and 24 (with an air gap) taken into account.

It is shown that ELCUT allows to make a model the fire test of structures, repre-
sent temperature fields and stress fields and, thus, estimate the fire resistance of the
structure by the loss of thermal insulating capacity and structural integrity. It is repre-
sented that the results of model engineering in ELCUT converge with the results of
analytical calculations in the WINDOW software.
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Fig. 9 Growth curve of
temperature in time for a
single-chamber
double-glazed window with
tempered glass

On a heated surface in the center 

On a heated surface near a steel profile

On unheated surface
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Fig. 10 Growth curve of
temperature in time for a
two-chamber double-glazed
window with tempered glass

On a heated surface in the center 

On a heated surface near a steel profile

On unheated surface
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Principal stresses 
σ2 (108 N/m2)

Fig. 11 Main stresses σ 2 of a single-chamber double-glazed window with tempered glass at a
temperature effect after 6 min

Principal stresses 
σ2 (108 N/m2)

Fig. 12 Main stresses σ 2 of a two-chamber double-glazed window with tempered glass at a
temperature effect after 6 min
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Fig. 13 Tests of fire-resistant glass Brand Glass Paraflam, 1200 × 1000 × 28 mm, EIW 60

Fig. 14 Tests of
fire-resistant glass Brand
Glass Paraflam 1200 × 1000
× 20 mm, EWI30
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