
Lecture Notes in Electrical Engineering 743

Weijiang Chen · Qingxin Yang · 
Laili Wang · Dingxin Liu · 
Xiaogang Han · Guodong Meng   Editors

The Proceedings 
of the 9th Frontier 
Academic Forum 
of Electrical 
Engineering
Volume II



Lecture Notes in Electrical Engineering

Volume 743

Series Editors

Leopoldo Angrisani, Department of Electrical and Information Technologies Engineering, University of Napoli
Federico II, Naples, Italy
Marco Arteaga, Departament de Control y Robótica, Universidad Nacional Autónoma de México, Coyoacán,
Mexico
Bijaya Ketan Panigrahi, Electrical Engineering, Indian Institute of Technology Delhi, New Delhi, Delhi, India
Samarjit Chakraborty, Fakultät für Elektrotechnik und Informationstechnik, TU München, Munich, Germany
Jiming Chen, Zhejiang University, Hangzhou, Zhejiang, China
Shanben Chen, Materials Science and Engineering, Shanghai Jiao Tong University, Shanghai, China
Tan Kay Chen, Department of Electrical and Computer Engineering, National University of Singapore,
Singapore, Singapore
Rüdiger Dillmann, Humanoids and Intelligent Systems Laboratory, Karlsruhe Institute for Technology,
Karlsruhe, Germany
Haibin Duan, Beijing University of Aeronautics and Astronautics, Beijing, China
Gianluigi Ferrari, Università di Parma, Parma, Italy
Manuel Ferre, Centre for Automation and Robotics CAR (UPM-CSIC), Universidad Politécnica de Madrid,
Madrid, Spain
Sandra Hirche, Department of Electrical Engineering and Information Science, Technische Universität
München, Munich, Germany
Faryar Jabbari, Department of Mechanical and Aerospace Engineering, University of California, Irvine, CA,
USA
Limin Jia, State Key Laboratory of Rail Traffic Control and Safety, Beijing Jiaotong University, Beijing, China
Janusz Kacprzyk, Systems Research Institute, Polish Academy of Sciences, Warsaw, Poland
Alaa Khamis, German University in Egypt El Tagamoa El Khames, New Cairo City, Egypt
Torsten Kroeger, Stanford University, Stanford, CA, USA
Qilian Liang, Department of Electrical Engineering, University of Texas at Arlington, Arlington, TX, USA
Ferran Martín, Departament d’Enginyeria Electrònica, Universitat Autònoma de Barcelona, Bellaterra,
Barcelona, Spain
Tan Cher Ming, College of Engineering, Nanyang Technological University, Singapore, Singapore
Wolfgang Minker, Institute of Information Technology, University of Ulm, Ulm, Germany
Pradeep Misra, Department of Electrical Engineering, Wright State University, Dayton, OH, USA
Sebastian Möller, Quality and Usability Laboratory, TU Berlin, Berlin, Germany
Subhas Mukhopadhyay, School of Engineering & Advanced Technology, Massey University,
Palmerston North, Manawatu-Wanganui, New Zealand
Cun-Zheng Ning, Electrical Engineering, Arizona State University, Tempe, AZ, USA
Toyoaki Nishida, Graduate School of Informatics, Kyoto University, Kyoto, Japan
Federica Pascucci, Dipartimento di Ingegneria, Università degli Studi “Roma Tre”, Rome, Italy
Yong Qin, State Key Laboratory of Rail Traffic Control and Safety, Beijing Jiaotong University, Beijing, China
Gan Woon Seng, School of Electrical & Electronic Engineering, Nanyang Technological University,
Singapore, Singapore
Joachim Speidel, Institute of Telecommunications, Universität Stuttgart, Stuttgart, Germany
Germano Veiga, Campus da FEUP, INESC Porto, Porto, Portugal
Haitao Wu, Academy of Opto-electronics, Chinese Academy of Sciences, Beijing, China
Junjie James Zhang, Charlotte, NC, USA



The book series Lecture Notes in Electrical Engineering (LNEE) publishes the
latest developments in Electrical Engineering - quickly, informally and in high
quality. While original research reported in proceedings and monographs has
traditionally formed the core of LNEE, we also encourage authors to submit books
devoted to supporting student education and professional training in the various
fields and applications areas of electrical engineering. The series cover classical and
emerging topics concerning:

• Communication Engineering, Information Theory and Networks
• Electronics Engineering and Microelectronics
• Signal, Image and Speech Processing
• Wireless and Mobile Communication
• Circuits and Systems
• Energy Systems, Power Electronics and Electrical Machines
• Electro-optical Engineering
• Instrumentation Engineering
• Avionics Engineering
• Control Systems
• Internet-of-Things and Cybersecurity
• Biomedical Devices, MEMS and NEMS

For general information about this book series, comments or suggestions, please
contact leontina.dicecco@springer.com.

To submit a proposal or request further information, please contact the
Publishing Editor in your country:

China

Jasmine Dou, Editor (jasmine.dou@springer.com)

India, Japan, Rest of Asia

Swati Meherishi, Editorial Director (Swati.Meherishi@springer.com)

Southeast Asia, Australia, New Zealand

Ramesh Nath Premnath, Editor (ramesh.premnath@springernature.com)

USA, Canada:

Michael Luby, Senior Editor (michael.luby@springer.com)

All other Countries:

Leontina Di Cecco, Senior Editor (leontina.dicecco@springer.com)

** This series is indexed by EI Compendex and Scopus databases. **

More information about this series at http://www.springer.com/series/7818

mailto:leontina.dicecco@springer.com
mailto:jasmine.dou@springer.com
mailto:Swati.Meherishi@springer.com
mailto:ramesh.premnath@springernature.com
mailto:michael.luby@springer.com
mailto:leontina.dicecco@springer.com
http://www.springer.com/series/7818


Weijiang Chen · Qingxin Yang · Laili Wang ·
Dingxin Liu · Xiaogang Han · Guodong Meng
Editors

The Proceedings of the 9th
Frontier Academic Forum
of Electrical Engineering
Volume II



Editors
Weijiang Chen
State Grid Corporation of China
Beijing, China

Laili Wang
Xi’an Jiaotong University
Xi’an, Shaanxi, China

Xiaogang Han
Xi’an Jiaotong University
Xi’an, Shaanxi, China

Qingxin Yang
Tianjin University of Technology
Tianjin, China

Dingxin Liu
Xi’an Jiaotong University
Xi’an, Shaanxi, China

Guodong Meng
Xi’an Jiaotong University
Xi’an, Shaanxi, China

ISSN 1876-1100 ISSN 1876-1119 (electronic)
Lecture Notes in Electrical Engineering
ISBN 978-981-33-6608-4 ISBN 978-981-33-6609-1 (eBook)
https://doi.org/10.1007/978-981-33-6609-1

© Beijing Oriental Sun Cult. Comm. CO Ltd 2021
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721,
Singapore

https://doi.org/10.1007/978-981-33-6609-1


Contents

Research on New SVPWM Control of PMSM Based on Two-Level
Inverter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Chunyan Bi and Jianwei Li

Overvoltage Protection of Thyristor in Bidirectional Hybrid
Circuit Breaker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Chenguang Yang, Xinle Sha, Shun Zou, and Jie Li

Analysis and Treatment of Common Faults in OTN System
Equipment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Can Qi, Hongfei Xu, Ying Wan, Yi Zhang, Hanshuo Duan,
and Kunrui Tong

An Automatic Respirator Oil Level Reading Method Based
on Instance Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Rui Han, Li Liu, Feiran Li, Peng Jiang, Shuang Liu, and Guolong Teng

Research on the Topology of Medium Voltage DC Hybrid Current
Limiter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Jianying Zhong, Wenkui Liu, Xiao Li, Longlong Wang, Sumin Pang,
and Peng Zhao

Wind Farm Short-Term Power Prediction Based on Multiple
Intelligent Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Xuan Liu, Lu Zheng, Ke Su, Jun Hu, Jianli Zhao, and Yaodong Hu

Algorithm and Simulation of Guided Electric Vehicle Routing
Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Siyuan Fan, Weiyao Mei, Xuemei Diao, Lijun Diao, Daomeng Cai,
and Chunhui Miao

Estimating Contrast of State of Health for Lithium-Ion Battery
Based on Accumulated Residual Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Bingxiang Sun, Yuzhe Chen, Shichang Ma, Zhengtao Cui,
and Zhanguo Wang

v



vi Contents

Peak Power Estimation Considering Initial Polarization . . . . . . . . . . . . . . . 97
Bingxiang Sun, Guoli Yin, Xitian He, Zhenlin Zhu, and Jian Wu

A Single Phase Boost Inverter with Reduced Leakage Current
for Photovoltaic Energy System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
Xuefeng Hu, Shunde Jiang, Hao Shen, Zikang Long, He Cheng,
and Lusheng Ge

Study on Fractional Order Modeling and Equivalent Stress of AC–
DC Superposition Condition for Lithium-Ion Batteries . . . . . . . . . . . . . . . . 115
Bingxiang Sun, Jia Liu, Haijun Ruan, Weige Zhang, Hao Li,
and Jiaju Wang

Analysis Method of Power System Communication Fault Based
on Dynamic Fuzzy Petir . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
Zilan Zhao, Ran Yu, Meng Yu, Jiaojiao Zhang, Ying Wan, and Hongfei Xu

Partial Discharge Characteristics and Development Process of GIS
Insulator with Diverse Defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
Yulun Chen, Ziru Zha, Quanhao Li, Guanjun Zhang, and Dingge Yang

A Survey of Emergency Self-Running Power Supply Schemes
for Rail Transit Vehicles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
Yutong Zhu, Tengfei Qiu, Jiamin Gao, Shuichang Li, and Lijun Diao

Overview of Intelligent Train Service System Design for Passenger
Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
Jiao Zhang, Miaomiao Huo, and Yali Wang

Relevant Research on Image Recognition Content in the Intelligent
Train Service System of a Subway Train . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
Jiao Zhang, Yujie Li, and Miaomiao Huo

Vehicle-Ground Communication and Positioning Technology
Based on Ultra-Wideband Technology in an Intelligent Train
Service System of a Subway Train . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
Jiao Zhang, Yujie Li, and Miaomiao Huo

Research on Intelligent Security Defense System Based on Full
Scenario Protection of Smart Grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
Shijun Zhang, Jing Zeng, Ji Lai, and Shuo Li

Online PMSM Stator Interturn Fault Detection Aided by Phase
Angle Diagnosis of Zero-sequence Components . . . . . . . . . . . . . . . . . . . . . . . 193
Yecheng Zhang and Gai Liu

A Study on the Center Controller of Distributed Power Supply
Based on PLC Micro-grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
Ping Chen, Qinfei Sun, Zhao Wang, Xianglong Li, and Qingzhu Wan



Contents vii

An Edge Calculation and Analysis System for State Perception
and Operation and Maintenance of High-voltage Cable Outdoor
Terminals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
Youxiang Yan and Shuhong Wang

Design and Testing of Flexible Security and Stability Control
in Industrial Power Grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
Zaixin Yang, Jun Tao, and Chen Gao

Research of Electrical Test System and Simulation of Universal
Converter Products Applied in DC Distribution Network . . . . . . . . . . . . . . 237
Zhilong Hu, Zimeng Xu, Xiaoling Yu, Congwei Tong, Teng Zhang,
Ben Wang, Xidong Huang, and Weigong Qin

Study on Aging Characteristics and Products of Liquid Insulating
Medium Under Partial Discharge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
Zhihao Chen, Zhichun Qiu, Yongqiang Fu, and Ruobing Zhang

Wireless Synchronous Transmission of Power and Signal Based
on Electric-Field Coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
Xianmin Mu, Yan Liu, Jiwei Guo, and Xiyou Chen

Weak Fault Diagnosis Method for Subway Bearing Based
on Multi-scale Class Distance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
Yin Tian

Research on Face Recognition Algorithms in the Context of Power
Internet of Things . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295
Qionglan Na, Dan Su, Yixi Yang, Jing Lou, Jia Wu, and Jing Zeng

A Quadra-Layer Direct Speed SMPC Strategy for PMSM Rotor
Position . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307
Yao Wei, Mengyuan Li, Yanjun Wei, and Hanhong Qi

A Parameters Tuning Method of LADRC Based on Reference
Value Filtered Two-Degree-of-Freedom for PMSM Current Control . . . . 319
Yao Wei, Yening Sun, Yanjun Wei, and Hanhong Qi

Data Augmentation and Class Based Model Evaluation for Load
Disaggregation Based on Deep Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331
Bo Li, Yandi Li, Changyuan Liang, Weifeng Su, and Zhe XuanYuan

Method for Restoring Distribution Rule of DC Ground Potential
Under HVDC System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 347
Shangmao Hu, Kunquan Li, Gang Liu, Hansheng Cai, Lei Jia,
and Ruifang Li

Research on Speed Control Method of Twelve-phase Permanent
Magnet Synchronous Motor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 361
Mingqing Yao, Hongwei Ma, and Jingpan Ren



viii Contents

HTS Conductor for Superconducting Fault Current Limiting
Transformer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 371
Kang Qiangqiang, Wang Yinshun, Ma Siming, Wang Yueyin,
Wei Defu, and Tie Guo

Assisted Diagnosis of Real-Virtual Twin Space for Data
Insufficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387
Jiajun Duan, Yigang He, and Xiaoxin Wu

Analysis of the Temperature Field of a High-Speed Permanent
Magnet Motor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 397
Wang Hao, Liang Deliang, Jia Shaofeng,Chu Shuaijun, andLiang Yongtao

Review of the Application of Intelligent Optimization Algorithm
for Design of Novel Electric Machines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 409
Shang Yanzhe, Liang Deliang, Jia Shaofeng, Luo Yating, and Wang Hao

Magnetically Coupled Resonant Wireless Power Transmission
Coil Temperature Rise and Parameter Optimization . . . . . . . . . . . . . . . . . . 421
Da Li, Xu-sheng Wu, Wei Gao, Jian-xin Gao, Yi-qin Lei,
and Chun-yang An

Effect of Sintering Temperature and Holding Time on Ionic
Conductivity for Li6.4La3Zr1.4Ta0.6O12 Electrolyte . . . . . . . . . . . . . . . . . . . . 435
Jie Gao, Weichang Guo, Hengrui Yang, Fei Shen, and Xiaogang Han

Research on Vibration and Noise Reduction of Motor Based
on Negative Magnetostrictive Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 443
Xin Zhang, Zihan Song, Wenbin Wang, and Yu Han

Research on the Influence of the Torsional Elastic Torque
on Chaotic Characters of the Permanent Magnet Synchronous
Motor System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 453
Feng Zhang, Pengfei Wang, Xin Huang, and Xuelian Bai

Development of 20 T Split Pulsed Magnet for Repetitive Pulses . . . . . . . . 463
Yiheng Li, Chengzhe Shu, Shan Jiang, and Tao Peng

Comparative Study on COMSOL Finite Element Modeling
Method of Ship Magnetic Field Based on Scalar Magnetic Potential
and Vector Magnetic Potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 473
Kaisong Wang, Guohua Zhou, and Yuelin Liu

Approximate Modeling of Gear Torque of Permanent Magnet
Synchronous Motor Based on Improved Latin Hypercube Sampling . . . 487
Xuerong Ye, Liqin Wu, Chengzhi Sun, Lin Wang, and Jun Zhang

Degradation Feature Selection Method of AC Conductor Based
on Mutual Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 501
Shuxin Liu, Yanfeng Li, Yang Liu, Yundong Cao, and Jing Li



Contents ix

Comparative Study on the 4-Stage Series-Connected Fast Linear
Transformer Driver with Common- and Independent-Induction
Cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 511
Hao Qiu and Shuhong Wang

Advanced Frozen Intelligent Control System of PMSM Optimized
by Cerebellar Model Articulation Controller . . . . . . . . . . . . . . . . . . . . . . . . . 521
Xiang Zhao, Chengsheng Wang, Wei Duan, Zhiming Lan, and Jun Jiang

Arc Fault Recognition Based on VMD and ELM . . . . . . . . . . . . . . . . . . . . . 531
Shuxin Liu, Zhenxing Liu, Yang Liu, Yundong Cao, and Jing Li

Research of Deep Learning Neural Network Based on Regression
Analysis in Numerical Simulation Analysis of Motor Stress . . . . . . . . . . . . 541
Zhang Xin, Wang Wenbin, Song Zihan, Xu Haoyue, and Cai Chenyue

Failure Analysis of Garnet-Type Solid State Electrolyte LLZO
by Electrochemical Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 551
Weichang Guo, Fei Shen, Jie Gao, Chao Yang, and Xiaogang Han

A Flux Linkage Identification Method of PMSM Based
on Discounted Least Square Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 561
Jidong Lai, Mingrui Xie, Jianhui Su, Chenguang Zhou, and Weiwei Zheng

Laboratory Preparation and Influence Factor Analysis of LiFePO4

Soft Package Battery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 571
Wenyue Xiao, Zechen Liu, Lei Zhu, and Jinying Zhang

Permanent Magnet Synchronous Linear Motor Control System
Based on Improved Sliding Mode Observer . . . . . . . . . . . . . . . . . . . . . . . . . . 581
Zheng Li, Qingshan Zhang, Hexu Sun, Jinfeng An, and Qunjing Wang

Research on the Influence of Voltage Polarity on Corona Discharge
Characteristics of Insulators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 591
Qiang Li, Chen Liu, Xuehuan Wang, Nana Duan, and Shuhong Wang

Simulation Calculation of Loss of Induction Traction Motor . . . . . . . . . . . 599
Nana Duan, Xinyu Ma, Shaocong Lu, Shuoyu Wang, and Shuhong Wang

Study on Temperature Field of MVA Capacity High Temperature
Superconducting Transformer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 607
Nana Duan, Jinqi Zhang, and Shuhong Wang

Magnetic Field Analysis and Structural Optimization of Deflection
Double Stator Switched Reluctance Generator . . . . . . . . . . . . . . . . . . . . . . . 617
Zheng Li, Xuze Yu, Xin Wang, Zhe Qian, and Qunjing Wang

Simulation of Pulsed Electro-acoustic Method for Space Charge
Measurement Considering Wave Distortion . . . . . . . . . . . . . . . . . . . . . . . . . . 627
Penglong He and Bo Zhang



x Contents

Appropriate Proportion of Holey Graphene Used as Partial
Conductive Agent in Electric Double-Layer Supercapacitors . . . . . . . . . . 639
Chao Yang, Hengrui Yang, Yuge Bai, Xiaodong Wu, and Xiaogang Han

Analysis of Influence of Different Propagation Media on Motor
Vibration and Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 647
Ningning Yang, Jinhua Chen, Yunpeng Gao, Chi Zhang, and Guofu Li

Research on Vibration Suppression of Permanent Magnet
Synchronous Motor Based on Extended Random Depth PWM
Modulation Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 659
Xueming Guo, Zhe Jiang, Shuheng Qiu, Chi Zhang, and Jianye Liu

Analysis of Electric Field Focalization Induced by Transcranial
Magneto-Acoustical-Electrical Stimulation Parameters . . . . . . . . . . . . . . . 669
Zhang Shuai, Li Mengdi, Wang Yixiao, and Wang Junjie

Torque Ripple Suppression of Low Voltage Permanent Magnet
Synchronous Motor Based on Harmonic Voltage Injection . . . . . . . . . . . . 679
Wang Dongwen, Wang Lianghui, Zhou Wei, and Wang Weishen

Low-speed Sensorless Control Method of SPMSM for Oil Pump
Based on Improved Pulsating High-Frequency Voltage Injection . . . . . . . 691
Xudong Liu, Pengjie Li, Peipei Dong, Guoqiang Xu, and Minghui Wang

Research on Short Time Scale Failure Mechanism of MMC
Sub-module Busbar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 705
Nana Duan, Shaocong Lu, Xinyu Ma, and Shuhong Wang

Research on Fault Diagnosis Technology of AC Medium Voltage
Vacuum Circuit Breaker Based on Wavelet Packet . . . . . . . . . . . . . . . . . . . . 715
Aijun Yang, Jiajun Guo, Sheng Xiong, Jiaming Tan, Yijun Ye,
Huan Yuan, Aijun Yang, Xiaohua Wang, and Mingzhe Rong

Relationship Between Digital Twin and Software Eco-chain . . . . . . . . . . . 727
Shuhong Wang, Ruting Tang, and Naming Zhang

A Fast Calculation Method of Electromagnetic Parameters
of Superconducting Magnet Based on Generating Convolution
Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 735
Lingfeng Zhu, Yinshun Wang, Guangyi Zhang, and Yueyin Wang

Surface Modification of Low Temperature Plasma Electrode in Air
Atmosphere . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 745
Yan Li, Fei Zhang, Xi Liu, Ning Luo, Yang Liu, Xiaodong Wu,
and Xiaogang Han

Numerical Analysis and Research on Rectangular Crack Detection
of Basin Insulator Based on Laser Ultrasonic . . . . . . . . . . . . . . . . . . . . . . . . 753
Haifei Wu, Hui Xia, Guoqiang Liu, Cong Chen, and Xin Huang



Contents xi

Magnetostrictive Simulation of Amorphous Alloy Based
on Dynamic Jiles-Atherton Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 765
Xiaoyu Zhou and Lihua Zhu

Design of High Sensitivity Foreign Object Detection System
in Wireless Charging Based on the Variation of Detection Coils
Impedance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 775
Ying Sun, Jixing Liu, Ce Liang, Guo Wei, Chunbo Zhu, and Kai Song

Harmonic Suppression Method of High Speed PMSM Based
on LC Filter and Adaptive Notch Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 791
Xiaodong Zhao and Jinhua Du

Research on Key Position of Hot Spot Temperature of Dry Type
Transformer in Distribution Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 803
Xin Liu, Pengfei Song, Youqin Zhang, and Naming Zhang

The Effect of Laser Parameters on the Ultrasonic Signal of Laser
Ultrasonic Detection of GIS Basin-Type Insulator . . . . . . . . . . . . . . . . . . . . 813
Guanliang Li, Xiaojing Li, Haifei Wu, Shuai Li, Xin Huang, and Hui Xia

An Analytical Core Loss Admittance Calculating Method
and an Equivalent Circuit Modeling Method of Induction Motors
Fed by Converter Considering Space-Time Harmonics . . . . . . . . . . . . . . . . 821
Meihui Jiang, Jiawei Yi, Dongdong Zhang, Xinzhi Guo, and Qiang Qin

The Application of Genetic Algorithm in the Structural
Optimization of Permanent Magnet Synchronous Motor . . . . . . . . . . . . . . 831
Song Huang, Tian Sun, Shuhong Wang, Nana Duan, and Bowen Shang

Design and System-Level Optimization of Switched Reluctance
Motors for Electric Vehicles Oriented to Complex Scenarios . . . . . . . . . . . 841
Yuhan Yu, Shuhong Wang, Hao Qiu, and Yanlou Song

System-Level Optimization of Permanent Magnet Synchronous
Motors for Electric Vehicles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 859
Yanlou Song, Song Huang, Hongjing He, Yuhan Yu, and Shuhong Wang

Modelling and Experimental Verification on Magnetic Hysteresis
Properties of Soft Magnetic Composite Material . . . . . . . . . . . . . . . . . . . . . . 873
Weijie Xu, Nana Duan, Song Huang, and Shuhong Wang



Committees

Honorary Chairman

Chen Weijiang (Academician of the Chinese Academy of Sciences)

Chairman

Prof. Yang Qingxin (Chairman of China Electrotechnical Society, President of
Tianjin University of Technology)
Prof. Rong Mingzhe (Vice President of China Electrotechnical Society, Vice
President of Xi’an Jiaotong University)

Academic Committees

Chairman
Ma Weiming (Academician of the Chinese Academy of Engineering)

Vice-Chairman
Cheng Yonghong (Xi’an Jiaotong University)
Prof. Yuan Fuxing (Deputy General Manager of Xi’an High Voltage Apparatus
Research Institute)

Secretary-General
Prof. Guo Lijun (Director of Editorial Department of Chinese Journal of Electrotech-
nical Technology)
Prof. Yang Fei (Xi’an Jiaotong University)

Deputy Secretary-General
Prof. Liu Wenfeng (Xi’an Jiaotong University)
Prof. Liu Dingxin (Xi’an Jiaotong University)

xiii



xiv Committees

Prof. Wang Laili (Xi’an Jiaotong University)
Prof. Xiaogang Han (Xi’an Jiaotong University)
Prof. Li Gengfeng (Xi’an Jiaotong University)
Prof. Meng Guodong (Xi’an Jiaotong University)
Prof. Michael Tai Ching Fang, University of Liverpool, UK
Prof. Anthony B. Murphy, CSIRO Manufacturing, Australia
Prof. Yasunori Tanaka, Kanazawa University, Japan
Prof. Yann Cressault, Université de Toulouse, France
Prof. Jiudun Yan, University of Liverpool, UK

Organizing Committees

Chairman
Prof. Wang Jianhua (Director, State Key Laboratory of Electrical Insulation and
Power Equipment, Xi’an Jiaotong University)

Vice-Chairman
Prof. Li Shengtao (Executive Deputy Dean of Xi’an Jiaotong University)
Prof. Wang Jiansheng (General Manager of Xi’an High Voltage Apparatus Research
Institute)

Secretary-General
Wang Wenguang (Deputy Director, Editorial Department, China Electrotechnical
Society)
Wang Yusheng (Deputy Director, Editorial Department, China Electrotechnical
Society)
Jia Yuquan, Shanghai PIBO Information Technology Center, China
Liang Weihong (Xi’an High Voltage Apparatus Research Institute)
Prof. Wang Shihang (Xi’an Jiaotong University)
Prof. Anthony B. Murphy, CSIRO Manufacturing, Australia
Prof. Yann Cressault, Université de Toulouse, France
Prof. Jiudun Yan, University of Liverpool, UK



Research on New SVPWM Control
of PMSM Based on Two-Level Inverter

Chunyan Bi and Jianwei Li

Abstract Permanent magnet synchronous motor (PMSM) is widely used in many
fields because of its high power density, high efficiency and good control perfor-
mance. Aiming at the control stability and reduce direct torque control pulsa-
tion for PMSM, based on two-level generalized inverter (TGI) technology, a new
control strategy of space voltage vector modulation (SVPWM) is proposed. The
principle and implementation process of applying TGI technology to PMSM motor
are discussed. The switch state function table, the voltage amplitude and voltage
vector partition of SVPWM are studied. Finally, the model is built and simulated
on MATLAB/Simulink. Through the simulation of the motor control system, the
results show that this method can effectively improve the linear modulation region
of SVPWM, and prove that the SVPWM control method based on two-level general-
ized inverter technology has the ability to quickly obtain the system stability, which
is more superior than the traditional motor control method.

Keywords PMSM · SVPWM · Two-level inverter

1 Introduction

Permanent magnet synchronous motor (PMSM) is widely used in aerospace, CNC
machine tools, ship propulsion and other fields because of its high power density,
high efficiency and good control performance [1]. In addition, the torque inertia ratio
is large, the loss of stator current and resistance is small, and the rotor parameters
can be measured [2]. The control strategies of PMSMmainly include VVVF control,
vector control, direct torque control (DTC), decoupling control, as well as adaptive
control, neural network control, model predictive control, etc. [3]. Among them,
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vector control and direct torque control are widely used. Erjaee [4], Wang [5], Tu [6],
respectively adopt vector controlmode to realize high-precision, high-speed dynamic
response and wide speed range control of the motor, but at the same time, it is pointed
out that the control mode relies heavily on the motor parameters, and the change of
the motor parameters will have adverse effects on the dynamic characteristics of the
control; Chen [7] designed the control regulator by using the multi input and multi
output sliding mode variable structure control method, and realized the stator current
accurate control by using the current loop tracking pulse width modulation (PWM),
but the stator three-phase current has certain distortion and the torque has obvious
jump when the load changes.

With the constant progress of power electronics and the increasingly perfecting
of modern control theory, the requirements for control performance of PMSM are
constantly improved. According to deficiency of traditional SPWM control, how to
build PMSM simulation model based on SVPWM [8, 9] has been a hot research
topic. On the basis of SVPWM vector control, this paper puts forward a new control
method of SVPWM based on SVM technology, and discusses the principle, process
and steps of applying SVPWM based on SVM technology to PMSMmotor. Finally,
the control system of PMSM is simulated by MATLAB/Simulink.

2 Mathematical Model of PMSM

According to the unified theory of motor, the mathematical model of PMSM is
established. The voltage balance equation of three-phase winding is [10]:

⎡
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uc

⎤
⎥⎦ =

⎡
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r 0 0
0 r 0
0 0 r
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⎡
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⎡
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ψ sin θ

ψ sin(θ − 2π/3)

ψ sin(θ + 2π/3)

⎤
⎥⎦ (1)

where, ua , ub, uc are the stator phasewinding voltage; r is thewinding resistance of
per phase; ia , ib, ic are the stator phase winding current; L is winding self-inductance
of per phase; M is winding mutual inductance of per phase; p is the differential
operator; ψ is motor flux; θ is the rotor position angle; P is the polar logarithm.

3 Principle of Vector Control

Coordinate transformation and space vector pulse width modulation (SVPWM) are
two core technologies of vector control system for permanent magnet synchronous
motor. The purpose is to decouple the PMSM which is nonlinear, strong coupling
and multivariable complex control, so as to facilitate the control. Under the rotating
coordinate transformation synchronized with the motor rotary magnetic field, the
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current is divided into two orthogonal DC components oriented by the excitation
current and the torque current, controlled by DC motor and the three-phase current
is Decoupling.

According to the different control purposes and occasions, the choice of vector
control strategy is also different for PMSM.Generally, there are four control methods
as follows: (1) excitation current id = 0, the given input of the motor only has a
given speed, and the stator current is all converted into torque current; (2) power
factor cosφ = 1 control, keeping the voltage vector and current vector in the same
direction in the whole control process; (3) maximum output power control, control
the shaft current id to obtain the maximum torque; (4) flux-weakening control, it
still needs to speed up when the inverter output voltage is maximum, to main-
tain voltage balance, needs to decrease torque current, increases excitation current,
weaken magnetic field, reduce the magnetic flux. This paper adopts the first control
strategy, namely excitation current id = 0 [11].

3.1 Classical SVPWM DTC

The most important technology of classical SVPWM control is coordinate trans-
formation. Under the basic principle that the magnetomotive force generated in
different coordinate systems is completely consistent, the physical model of AC
motor is changed equivalently,which is similar to that ofDCmotor, and then imitating
controlled by DC motor. In traditional vector control, the a-b-c coordinate of three-
phase is transformed into two-phase coordinate, that is Clark transformation; then
the static coordinate is transformed into the changing d-q coordinate, which is called
Park transformation. The mathematical model of PMSM in the three-phase static
coordinate system is transformed through Clark and Park transformation, the mathe-
matical model of PMSM in coordinate system is obtained. The equations of voltage,
flux and torque are [12]:

ud = Rid + dψd

dt
− ψqωe (2)

uq = Riq + dψq

dt
+ ψdωe (3)

ψd = Ldid + ψ f (4)

ψq = Lqiq (5)

T e = 3

2
p
(
ψd id − ψq id

) = 3

2
p
[
ψ f iq + (

Ld − Lq
)
id iq

]
(6)
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Table 1 SVPWM switching state function

SA SB SC VAN VBN VCN VAB VBC VCA

0 0 0 0 0 0 0 0 0

1 0 0 2VDC/3 −VDC/3 −VDC/3 VDC 0 −VDC

0 1 0 −VDC/3 2VDC/3 −VDC/3 −VDC VDC 0

1 1 0 VDC/3 VDC/3 −2VDC/3 0 VDC −VDC

0 0 1 −VDC/3 −VDC/3 2VDC/3 0 −VDC VDC

1 0 1 VDC/3 −2VDC/3 VDC/3 VDC −VDC 0

0 1 1 −2VDC/3 VDC/3 VDC/3 −VDC 0 VDC

1 1 1 0 0 0 0 0 0

where, ud , uq are the stator d, q voltage; id , iq are the stator d, q current; Ld , Lq are
the stator d, q inductance; ψd , ψq are the stator d, q flux;R is the stator resistance;
ψ f is rotor permanent magnet flux; Te is the motor electromagnetism torque; p is
the polar logarithm. From the voltage equation and mathematical model of PMSM,
it can be seen that the d-axis voltage ud is not only affected by the d-axis current id ,
but also by the q-axis current iq , which shows that there is a coupling relationship
between the d-axis voltage and the q-axis voltage of PMSM.

The most widely used PMSM motor DTC system adopts three-phase inverter
bridge connection, and the switch element adopts IGBT. When the DC-link voltage
VDC is known, the different combinations of switch state function SA,SB ,SC , and
phase voltage and line voltage can be expressed in Table 1.

In theα−β coordinate system, the Clark transformation of the three-phase voltage
of the motor can obtain as follows:

[
VSα

VSβ

]
= 2

3

[
1 − 1

2 − 1
2

0
√
3
2 −

√
3
2

]⎡
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VAN

VBN

VCN

⎤
⎥⎦ (7)

Function expression of composite voltage space vector:

Uout = Uα + jUβ (8)

SVPWM controls the on-time of 8 basic space voltage vectors discretely, which
makes the space voltage Uout generated by Uα and Uβ approximate through the
synthesis of 8 voltage vectors in the whole cycle space region. Suppose that the
voltage vector is in the range of 0°–60° at a certain time, then the four basic voltage
space vectors U0, U60, O000 and O111 compose Uout :

⎧⎨
⎩
T = T1 + T2 + T0

Uout = T1
T
U0 + T2

T
U60

(9)
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where, T1,T2 are the cumulative on time of adjacent switch states in cycle T ,T is
sampling period, T0 is the accumulated conduction time of zero state in the cycle,
decomposed available:

⎧⎪⎨
⎪⎩
Uα = T1

T
|U0| + T2

T
|U60|cos60◦

Uβ = T2
T

|U60|sin60◦
(10)

3.2 SVPWM Control System Based on TGI Technology

The results show that although the DTC structure of PMSM is simple, the fluxmoves
along the track, and the speed response is fast, the flux and torque ripple of its output
are large. The two-level generalized inverter (TGI) technology is different from the
voltage sinusoidal PWM control mode by using the flux sinusoidal SVPWM control
mode. The flux sinusoidal SVPWM control mode integrates the switch inverter and
the motor, which has the advantages of high voltage utilization, low noise and low
torque ripple. Under the same conditions, the output power of motor controlled by
SVPWM of TGI technology can reduce the size of power devices, improve the
overload capacity of control system, expand the application scope of PMSM in
industry, improve the efficiency of motor vector control algorithm, avoid the oper-
ation of trigonometric function and anti-trigonometric function with more resource
consumption, and realize the maximum use of DSP processor.

4 Establishing of Simulation Model

In this paper, the vector control simulation model of PMSM is built based on the
existing modules in Simulink common library and simpowersystem library by using
MATLAB 2016a. The SVPWM vector control system based on SVM is mainly
composed of several modules, such as current, speed and torque monitoring, Clark,
park transformation and its inverse transformation, SVPWM space vector PWM
based on SVM, among which the SVPWM vector control module based on SVM
mainly includes coordinate transformation module and SVPWM module, and the
model building process is shown in Fig. 1.
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Fig. 1 SVPWM control system based on TGI for PMSM of pure electric vehicle

5 Analysis of Simulation Results

Set up the vector control model of PMSM based on TGI technology in
MATLAB/Simulink and carry out simulation analysis. During the simulation, the
specific parameters of PMSMneed to be specified, as shown inTable 2, the simulation
setting time is 2S. The simulation results are shown in Figs. 2, 3 and 4.

Figure 2 shows the current waveform of motor SVPWMcontrol. The motor phase
current pulsation is not big and the waveform is reasonable. The phase current impact
shows that the system has good robustness.

Figure 3 is a comparison diagram of speed input and motor response. After 0.12 s
adjustment, the system input speed and motor response are basically the same, the
system response time is short, and the subsequent speed input waveform is consistent
with the system response waveform, without obvious fluctuation, speed response
speed is fast, and there is no static difference when running in a stable state, which
improves the motor speed control accuracy.

Figure 4 is the motor SVPWM torque waveform. From it we can get that at 0.4 s,
the speed changes abruptly, the torquefluctuation time is short and the torque recovery
is fast, that is, under the condition of motor acceleration, the torque ripple response
is rapid and the operation stability is good; at 0.8 s, the load changes suddenly but
the torque curve is only slightly floating, that is, under the condition of strong torque

Table 2 Permanent magnet
synchronous motor parameter
list

Permanent Value

Polar logarithm Pn 16

Stator resistance R 0.2 	

Permanent magnet flux φ f 0.006 H

D axis inductance Ld 0.00015 H

Q axis inductance Lq 0.00009 Wb

Rated speed n 3000 r/min
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Fig. 3 Comparison diagram of speed input andmotor response (red for input and blue for response)

Fig. 4 SVPWM torque waveform diagram

operation, the motor torque ripple is small, the power output is stable and the overall
operation stability is good.

6 Conclusion

In this paper, the dynamic control of PMSM is studied systematically, and the
following conclusions can be drawn:
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(1) A new type of SVPWM control system based on SVM technology is proposed
to solve the pulsation problem of direct torque control of motor, through this
method, the linear modulation range of SVPWM can be effectively improved;

(2) Through the MATLAB/Simulink simulation of the control system, the results
show that the SVPWM control method based on SVM technology can make the
system stable quickly;

(3) Motor control is a complex control system. In addition to the realization ofmotor
stability control, it also involves power matching and other technical issues. In
the field of control strategy and power matching related to the actual motor,
more in-depth research is needed.

Acknowledgements The authorswould like to thankChina Postdoctoral Science FoundationGrant
(2019M662223) for its financial support.
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Overvoltage Protection of Thyristor
in Bidirectional Hybrid Circuit Breaker

Chenguang Yang, Xinle Sha, Shun Zou, and Jie Li

Abstract The overvoltage during the reverse recovery of the thyristor is the main
cause of device damage, especially for the thyristor used under pulsed high current
conditions. For thyristor components in bidirectional hybrid circuit breakers oper-
ating at medium voltage levels, this paper first builds a test loop to explore the impact
of forward current peak value IF and turning off di0/dt0 on the reverse recovery
process of the thyristor. The results show that under the condition of pulsed high
current, the carriers stored in the PN junction of the thyristor have a saturation effect,
and the peak value of the forward current IF does not have a significant effect on
the reverse recovery process. Turning off di0/dt0 is the main factor affecting the
reverse recovery characteristics of the thyristor. On this basis, when the protection
circuit adopts three different protection schemes: RC buffer, varistor and RC buffer
+ varistor, the voltage changes at both ends of the component during the reverse
recovery process are calculated sequentially. Finally, a protection scheme using RC
buffer + varistor can be obtained, which can effectively reduce the voltage rise rate
at both ends of the component and achieve effective suppression of the over-voltage
peak. It is an effective protection scheme under 10 kV medium voltage level pulse
working conditions. Finally, a test circuit was built, and the on–off characteristics of
the thyristor components during the short-circuit breaking process were verified to
verify the effectiveness of the calculation analysis.

Keywords Thyristor · Hybrid circuit breaker · Reverse recovery · Overvoltage
peak · RC buffer · Varistor

1 Introduction

Hybrid circuit breakers have both the characteristics of low loss during the on-state
process of mechanical switches and the characteristics of no arcing during the off
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process of solid-state switches [1]. It is an effective fault protection device inmedium
voltage DC power systems.

For the short-circuit protection of medium-voltage DC power systems, the
research group carried out a research on a natural commutation bidirectional hybrid
circuit breaker based on thyristors. The study found that during the natural commu-
tation of short-circuit current, the arc voltage generated after the mechanical switch
is turned off is low (only tens of volts), so the number of series-connected devices
in the thyristor assembly should be minimized to reduce the on-state voltage drop,
to ensure that the short-circuit current can be quickly transferred from the mechan-
ical switch to the thyristor assembly. During the forced shutdown process, when the
reverse recovery current in the thyristor component rises to the reverse peak value
and enters the falling phase, due to the forced shutdown loop reverse voltage and loop
inductance induced electromotive force, a very high overvoltage spike will be gener-
ated. Especially in the process of short circuit breaking, the thyristor components
work in pulsed high current conditions. The peak forward current exceeds 15kA,
and the change rate of turn-off current exceeds 200 A/µs. The resulting overvoltage
spikes often reach tens of kilovolts. It is necessary to increase the number of devices
connected in series in the thyristor assembly to increase the reverse withstand voltage
capability of the assembly. These two requirements contradict each other, and how
to use as few serial devices as possible to work reliably during the reverse recovery
process has become the key to hybrid circuit breaker design.

The hybrid circuit breakers based on thyristors designed by many scientific
research institutes use anti-parallel diodes at both ends of the thyristors for over-
voltage protection [2, 3]. However, on the one hand, zero voltage is not conducive to
the recovery of the positive blocking characteristics of the thyristor, especially in the
power system with a higher voltage level, it is easy to cause the forward breakdown
of the thyristor component when the forward voltage is reapplied; On the other hand,
under the condition of bidirectional breaking, the anti-parallel diode will increase
the on-state voltage drop of the branch, resulting in the failure of the current to
be successfully transferred from the mechanical switch to the thyristor assembly.
Therefore, it is difficult to apply to medium and high voltage large capacity power
systems.

At present, in many projects, RC buffers in parallel at both ends of the thyristor
are commonly used to suppress the overvoltage peak during the reverse recovery
process. Literature [4–6] introduces the selection basis of buffer protection parame-
ters. However, the above studies are all aimed at the protection of thyristor devices
under steady-state current. Whether RC buffer protection is suitable for overvoltage
protection of thyristors under pulsedhigh current conditions requires further research.

In response to the above problems, this article first introduces the mechanism of
reverse recovery overvoltage generation of thyristor components in hybrid circuit
breakers; Then a test loop was built to analyze the influencing factors of current
changes during the reverse recovery of the thyristor. On this basis, the hyperbolic
secant function is used to describe the change trend of the current drop in the thyristor
during the reverse recovery process. The changes of the voltage at both ends of the
thyristor component are analyzed when using three different protection schemes: RC
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buffer, varistor and RC buffer + varistor. Finally, a protection scheme suitable for
the reverse recovery process of the thyristor components in the hybrid circuit breaker
was proposed, and a test circuit was built to verify the feasibility of the protection
scheme.

2 Causes of Reverse Recovery Overvoltage

The main circuit topology of the natural commutation bidirectional hybrid medium
voltage DC circuit breaker (hereinafter referred to as the hybrid circuit breaker) is
shown in Fig. 1, which mainly includes:

1. The main switch branch including mechanical switch S1;
2. The bidirectional current transfer branch includes thyristor components T1 and

T2;
3. The forced commutation branch includes commutation capacitor C1, commuta-

tion inductor L1 and vacuum trigger switches TVS1–TVS4;
4. The voltage-limiting energy consumption branch includes varistor.

Example of breaking the short-circuit current in the direction of Fig. 1. The
working process of thyristor component T1 is as follows: When a short-circuit fault
occurs in the system, the short-circuit current i rises rapidly, and the mechanical
switch S1 opens after receiving the instruction. At the same time, the thyristor compo-
nent T1 is triggered and turned on under the arc voltage of S1, The short-circuit current
i begins to transfer to the current transfer branch; Turn on the vacuum trigger switches
TVS2 and TVS3, the C1, L1, and T1 loops are turned on to generate a reverse pulse
current ic. At this time, the current iT = ic − i in the thyristor component T1 drops
rapidly to zero and enters the reverse recovery process. In this process, the current
iT flowing through the thyristor assembly T1 and the voltage uT at both ends of the
thyristor assembly T1 are shown in Fig. 2 respectively.

Fig. 1 Main circuit
topology of bidirectional
hybrid medium voltage DC
circuit breaker
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Fig. 2 Current and voltage
waveforms during the
reverse recovery process
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Among them, Uc1 represents the voltage of the commutation capacitor C1 at t0.
For fast thyristors, the reverse recovery process time is very short, only a dozen
microseconds. In this process, it can be approximated that the voltage of C1 remains
unchanged, uc1≈Uc1.

In the forced commutation loop formed byC1, T1, and L1, the voltage on inductor
L1:

uL=L1
dic
dt

=L1
diT
dt

+L1
di

dt
(1)

In the reverse recovery process, the current change rate in the thyristor assembly
is much higher than the system short-circuit current change rate. Therefore, the latter
term in formula (1) is much smaller than the former one, and the effect of system
short-circuit current i can be omitted in the calculation process. The reverse recovery
process is equivalent to the process in which the thyristor component T1 is forced
to turn off under the action of the reverse voltage Uc1, and the equivalent circuit is
shown in Fig. 3.

Get the equation expression:

uT + L1
diT
dt

+uc1 = 0 (2)

Fig. 3 Equivalent circuit in
the forced commutation
process
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which is:

uT = −
(
uc1 + L1

diT
dt

)
(3)

The turn-off current change rate di0/dt0 is approximately equal to:

di0
dt0

= −UC1

L1
(4)

In order to better describe the reverse recovery process, the time t3 corresponding
to the intersection of the line of the peak reverse recovery current IRM and nIRM with
the x axis is defined as the end of the reverse recovery process, and time tf = t3 − t2
represents the current fall time. The time trr = ts + tf represents the reverse recovery
time of the thyristor component. During this time period, the integral of the reverse
recovery current represents the reverse recovery charge Qrr.

During t0–t1, the current in the thyristor assembly drops to the reverse peak value
IRM approximately at the rate of change di0/dt0. At this stage, the thyristor component
does not recover the reverse blocking capability, and the voltage uT at both ends is
equal to the on-state voltage drop, which can be ignored. The Minority carrier stored
in the base area during the forward pass are swept out in the form of reverse current.
The time ts = t1 − t0 represents the carrier storage time.

At t1, the minority carrier concentration in the base decreases, the device begins
to recover its reverse blocking ability, and the current rate of change diT/dt quickly
drops to zero. At this time uT(t1) ≈ Uc1。

After that, the space charge area on both sides of the thyristor PN junction gradu-
ally widened, and began to extract those minority carriers far away from the PN junc-
tion with a lower concentration, the reverse recovery current also began to decrease,
and the current rate of change reached the maximum at t2.

After that, the space charge area on both sides of the thyristor PN junction grad-
ually widened, and the minority carriers that were far from the PN junction with a
lower concentration began to be extracted. The rising rate of the reverse recovery
current also begins to decrease, and reaches the maximum at t2. At this time, under
the action of the reverse voltage Uc1 and the induced electromotive force of the
commutation inductor L1, a large reverse overshoot voltage URM will be generated
at both ends of the thyristor component:

URM=uT(t2) = −
[
Uc1 +

(
L1

diT
dt

)
max

]
(5)

If this value exceeds the reverse breakdown voltage of the thyristor component,
the component will be damaged.
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3 Analysis of Influence Factors of Current Change

3.1 Experimental Research on Influencing Factors
of Current Variation

In order to explore the influencing factors of the current change in the reverse recovery
process of the thyristor component under the pulsed high current condition, a test
circuit is built as shown inFig. 4,Thedetailedparameters of the test are shown inTable
1. During the test, by adjusting the charging voltage of the capacitor C2, different
forward pulse current peak values IF are generated; By adjusting the charging voltage
of the capacitorC3, different turn-off current change rates of the thyristor component
T1 can be obtained. Among them, the thyristor component T1 is formed by pressing
three fast thyristor devices in series; TVS is used to control the discharge of the
converter capacitor C3.

Adjust the charging voltage of the capacitorC3 to keep the turn-off current change
rate di0/dt0 of the thyristor T1 at 200 A/µs. By controlling the charging voltage of
the capacitor C2, the peak value of the forward current flowing through the thyristor
assembly is changed. The current waveform is shown in Fig. 5.

It can be seen from Fig. 5 that if the turn-off current change rate di0/dt0 is the
same and the forward current peak value IF is different. The different reverse recovery
current curves in the thyristor assembly coincide. Comparing the data in Table 2, it
can be seen that the physical quantities t, tf and Qrr describing the reverse recovery
process are also roughly the same. This shows that: different from steady-state current
conditions [7], under pulsed high current conditions, the base region of the thyristor
has a saturation effect on carrier storage. When the forward current peak IF reaches
a certain level, the number of stored carriers no longer increases with the increase of

Fig. 4 Experimental circuit
topology

+-
L3TVSC3

C2

L2

+
_

T1

MOV

Table 1 Test loop parameters C2/(mF) L2/(µH) C3/(µF) L3/(µH)

9 160 900 24
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Fig. 5 Current waveform of
thyristor reverse recovery
process at different IF with
the same di0/dt0
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Table 2 Changes in thyristor reverse recovery parameters at different IF with the same di0/dt0

IF/(kA) IRM/(kA) ts/(µs) tf/(µs) Qrr/(µC)

10.48 1.160 6.5962 6.3131 8110

15.53 1.154 6.5388 5.8741 7980

20.78 1.155 6.6501 6.1057 8190

25.74 1.155 6.5229 5.8452 7820

the forward current, so the forward current peak does not have a significant impact
on the reverse recovery process.

Adjust the charging voltage of the capacitor C2 to maintain the peak forward
current IF = 20 kA, and adjust the charging voltage of the capacitor C3 to make the
turn-off current change rate di0/dt0 different. The current waveform in the reverse
recovery process of the thyristor is shown in Fig. 6, and the specific value of the
turn-off current change rate di0/dt0 is shown in Table 3.

It can be seen from the current waveform in Fig. 6 and the data in Table 3 that
when the forward current peak IF is the same, with the increases of the turn-off
current change rate di0/dt0: (1) The peak reverse recovery current IRM and reverse
recovery chargeQrr increase linearly at the same time; (2) The reverse recovery time
trr gradually decreases.

When the peak forward current is the same, the total amount of carriers stored in
the thyristor is the same. As the turn-off current change rate di0/dt0 increases, the
time for the current to drop to zero decreases, and the number of carriers that are
recombined during the current decrease also decreases. Therefore, the proportion of
carriers that can be extracted in the reverse recovery process gradually increases, and
ultimately leads to a linear increase in the reverse recovery current peak value IRM
and the reverse recovery charge Qrr.
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Fig. 6 Current waveform of
thyristor reverse recovery
process at different di0/dt0
with the same IF

Table 3 Changes in thyristor reverse recovery parameters at different di0/dt0 with the same IF

di0/dt0
/(A/µs)

IRM /(kA) ts/(µs) tf /(µs) trr
/(µs)

Qrr
/(µC)

110 0.696 7.0036 6.7517 13.7553 4830

144 0.829 6.6055 6.3053 12.9108 5400

200 1.155 6.3001 5.8741 12.1742 7820

245 1.355 6.0750 5.3314 11.4064 8270

297 1.533 5.9363 4.8234 10.7597 9470

335 1.713 5.6654 4.5323 10.1977 10,720

3.2 Fitting Curve of Hyperbolic Secant Function at Current
Decreasing Phase

The peak reverse recovery overvoltage appears in the current drop phase of the reverse
recovery process. At this stage, the current change rate gradually increases from zero,
then gradually decreases after reaching the maximum value, and finally decreases to
zero again when the current drops to reverse leakage current. It is basically consistent
with the change trend of the hyperbolic secant function, and the hyperbolic secant
function can be used to describe the reverse recovery current in the current falling
stage [8, 9]. The mathematical expression is shown in Eq. 6.

iT = −IRM ∗ sech

(
t

τ

)
(6)

where [10]:
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Fig. 7 With the change of
di0/dt0, the change curve of
IRM and Qrr
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According to the analysis in the previous section, it can be seen that the turn-off
current change rate di0/dt0 is the main factor affecting the current change during the
reverse recovery process. According to the data in Table 3, the trends of the reverse
recovery current peak value IRM and reverse recovery charge Qrr with respect to
the turn-off current change rate di0/dt0 are shown in Fig. 7, and the corresponding
function expressions are fitted according to Eqs. (7) and (8).

IRM = f1(di0/dt0) = 0.20509 + 30.00455(di/dt) (7)

Qrr= f2(di0/dt0)=1989.7084+25.9236∗(di /dt) (8)

So far, each physical quantity in the reverse recovery process can be expressed
as a function of the turn-off current change rate di0/dt0. Only need to determine the
voltage value Uc1 of the capacitor C1 at the time of the current zero crossing, then
the current change trend in the thyristor can be accurately described.

4 Overvoltage Protection Scheme

In order to ensure the safe operation of the thyristor components, three protection
circuits are proposed, as shown in Fig. 8. Among them, the varistor in (b) and (c) is a
kind of voltage sensitive component with nonlinear volt-ampere characteristics. At
rated temperature, if the voltage across the varistor is less than its turn-on voltage,
the resistance of the device is very large, which is equivalent to an open circuit; If
the voltage at both ends exceeds the turn-on voltage of the varistor, the resistance
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Fig. 8 Different protection schemes of thyristor components

of the device decreases rapidly and a large current flows.Within a certain current
range, as long as the residual voltage level of the varistor does not exceed the rated
working voltage of the thyristor, the reliable operation of the thyristor device can be
guaranteed.

4.1 RC Buffer Protection

When the protection circuit adopts RC buffer protection, the equations can be
obtained:

⎧⎨
⎩
uc + iRCR + L1

dic1
dt = uc1

iRC=iT+ic1
iRC = C duc

dt

(9)

And:

uT= − (uc+iRCR) (10)

Simultaneous Eqs. (4), (6), (9), (10), if uc1 = 10 kV, when C1 = 500 µF, L1

= 15 µH, buffer capacitance C = 1.25 µF, with the buffer resistance increases, the
voltagewaveform across the thyristor component during the reverse recovery process
is shown in Fig. 9:

For a given buffer capacitor C value, there is a unique R value to minimize the
reverse recovery overvoltage peak. As the value of R increases, the peak value of
reverse recovery overvoltage increases slowly. When it reaches a certain level, the
reverse recovery voltage waveform remains unchanged; As the value of R decreases,
the peak value of reverse recovery overvoltage shows a substantial increase, and
oscillations gradually appear. The reverse recovery voltage rise rate du/dt always
gradually decreases as the value of R decreases.

Under the same conditions, keep the buffer resistance R = 6 �, and gradually
increase the value of the buffer capacitorC. The voltage waveform during the reverse
recovery process is shown in Fig. 10.
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Fig. 9 When C = 1.25 µf,
with the change of buffer
resistance R, the voltage
waveform during reverse
recovery
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Fig. 10 When R = 6 �,
with the change of buffer
capacitance C, the voltage
waveform during reverse
recovery
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When the value of the buffer resistor R is determined, as the value of the buffer
capacitor C increases, the reverse recovery overvoltage peak value and the voltage
rise rate du/dt both show a decreasing trend. However, when the capacitance C value
increases to a certain extent, the voltage limiting capability tends to be saturated, and
the voltage waveform remains basically unchanged.

Considering that only the parameters of the buffer capacitor C and the buffer
resistor R can match, the best voltage limiting effect can be achieved. For a given
buffer capacitance C value, take R = sqrt (L1/C) 6, the corresponding buffer param-
eters are shown in Table 4, and the voltage waveform during the reverse recovery
process is shown in Fig. 11.

Realize the parameter matching of buffer capacitance C value and buffer resis-
tance R value, which can greatly reduce the peak value of reverse recovery over-
voltage. However, under 10 kV medium voltage pulse high current conditions, only
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Table 4 Protection circuit buffer parameters

Serial number A B C D E

Buffer capacitor C(/µF) 0.25 1.25 5.25 15.25 30.25

Buffer resistance R(/�) 12 6 3 1 0.70

Fig. 11 Voltage waveforms
during reverse recovery
under different buffer
protection parameters
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by increasing the value of buffer capacitorC and reducing the value of buffer resistor
R can the peak value of reverse recovery overvoltage be limited within a reasonable
range. However, on the one hand, the power system will charge the buffer capacitor
C in advance. When the mechanical switch S1 of the hybrid circuit breaker is closed,
it will discharge through theC–R–S1 loop, forming a large pulse current; on the other
hand, it will lead to an increase in the volume of the two-way commutating circuit.

Therefore, the RC buffer protection scheme alone is not suitable for the protection
of thyristor components under medium-voltage pulse conditions.

4.2 Varistor Protection

If the protection circuit adopts the YH10WL-1.5/3.7 type varistor of Xi’an Shendian
Group, the volt-ampere characteristic curve of voltage versus current can be obtained
according to the data manual:

umov= f (imov) (11)

Using the protection scheme of YH10WL-1.5/3.7 varistor in parallel at both ends
of each device, as shown in Fig. 8b, the equations can be obtained:
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Fig. 12 With the change of
uc1, the voltage change curve
across the thyristor
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(12)

Simultaneous Eqs. (4), (6), (11), (12), when C1 = 500 µF, L1 = 15 µH, Obtained
when uc1 is 6 kV, 7 kV, 8 kV, 9 kV and 10 kV respectively, the voltage change curve
at both ends of the thyristor assembly is shown in Fig. 12.

When the voltage across the device in the thyristor assembly reaches the turn-on
voltage of the varistor, the voltage rise rate drops rapidly. As uc1 increases, the reverse
recovery overvoltage peak URM rises slowly and is clamped within 11 kV. When the
voltage across the device in the thyristor assembly is lower than the opening voltage
of the varistor, the varistor does not operate, and the reverse voltage is directly applied
to both ends of the varistor, which cannot effectively suppress the voltage rise rate,
resulting in a very high voltage Abrupt changes occur at both ends of the device in
the thyristor assembly.

If the voltage rise rate exceeds the critical rise rate (dv/dt) of the turn-off voltage
of the thyristor, it is easy to cause the power breakdown of the device.

Therefore, the protection scheme using the varistor alone can only achieve the
suppression of the reverse recovery overvoltage peak after the varistor is turned on.

4.3 RC Buffer Protection + Varistor Protection

If the protection circuit adopts theRC buffer protection+ varistor protection scheme,
the equations can be obtained:
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Fig. 13 With the change of
uc1, the voltage change curve
across the thyristor
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uc + iRCR = f (imov)
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(13)

Simultaneous Eqs. (4), (6), (11), (12), when C1 = 500 µF, L1 = 15 µH. In the
protection circuit, the buffer capacitance C = 1.25 µF, the buffer resistance R =
1 �, varistor adopts YH10WL-1.5/3.7 type. When uc1 is 6 kV, 7 kV, 8 kV, 9 kV and
10 kV respectively, the voltage change curve at both ends of the thyristor assembly
is shown in the Fig. 13.

It can be seen from the figure that before the varistor is turned on, the sudden
change of the voltage across the thyristor component disappears, and the voltage rise
rates are: 1560, 2155, 2573, 2684 V/µs; after the varistor is turned on, The reverse
recovery overvoltage peak is clamped within 11 kV.

Therefore, the RC buffer protection + varistor protection scheme is an effective
technical scheme to realize the protection of thyristor devices under pulsed high
current conditions.

5 Verification of on–Off Characteristics of Thyristor
Components in DC Breaking Process

After determining the protection scheme of the thyristor component T1, the test
verification of the on–off characteristics for the thyristor component was carried out.
In the protection circuit, the buffer capacitance C = 1.25 µF, the buffer resistance
R = 1 �, varistor adopts YH10WL-1.5/3.7 type. During the on–off process, the
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Fig. 14 Voltage and current
waveforms of the thyristor
assembly during on and off
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voltage and current waveforms at both ends of the thyristor component T1 are shown
in Fig. 14 respectively.

The thyristor component T1 has a flow time of 2 ms, the peak forward current
is 15.049 kA, the component begins to decrease at a rate of 299A/µs, the capac-
itor voltage Uc3 = 8.56 kV at the time of the current zero crossing, and the peak
reverse recovery current is 1.59 kA. The peak reverse overvoltage at both ends of the
thyristor component is 9.673 kV, and the voltage rise rate is 2125 V/µs. The time
from when the current drops to zero to when the forward voltage is applied across
the thyristor component is �t = 179 µs. The thyristor component was successfully
turned off and the forward voltage blocking capability was restored, completing the
on–off characteristics verification during the short-circuit breaking process of the
medium voltage level system. Therefore, the selected protection scheme can ensure
the reliability of the thyristor assembly.

6 Conclusion

1. Under the condition of high pulse current, the minority carriers stored in the base
region during the forward pass of the thyristor have become saturated, and the
reverse recovery process is basically independent of the forward current peak IF;
Turning off di0/dt0 is the main factor affecting the reverse recovery process of
the thyristor.

2. In the medium-voltage power system, the RC buffer protection can limit the
overvoltage peak value of the thyristor component within a safe range only when
the buffer capacitance is greatly increased while the buffer resistance is reduced.
However, it is not feasible in terms of safety and size.

3. The varistor protection alone can only effectively suppress the reverse recovery
overvoltage peak after the varistor is turned on, and cannot suppress the voltage
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rise rate at both ends of the thyristor component during the reverse recovery
process.

4. The use of RC buffer protection + varistor protection can effectively reduce the
rate of rise of the voltage at both ends of the component, and at the same time
achieve effective suppression of overvoltage peaks. It is an effective protection
scheme for thyristor components under medium-voltage pulse conditions.
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Analysis and Treatment of Common
Faults in OTN System Equipment

Can Qi, Hongfei Xu, Ying Wan, Yi Zhang, Hanshuo Duan, and Kunrui Tong

Abstract As a transmission system with large capacity and suitable for many types
of services, the dense wavelength division system makes up for the shortcomings of
the traditional communication network and is more suitable for the current devel-
opment needs of the power system communication network. However, after the
actual operation, many failures occurred in the OTN system. This paper analyzes
the common faults of power communications OTN and puts forward a series of
effective preventive measures.

Keywords OTN · Failure Analysis · Troubleshooting

1 Introduction

OTN (Optical Transport Network) is simply a next-generation backbone transport
network that works on the optical layer. It is based on wavelength division multi-
plexing technology. It spans the traditional electrical domain, e.g. digital transmis-
sion, and optical domain, e.g. analog transmission, and realizes the standardization
of optical domain and electrical domain [1]. Not only that, but it also solves lots
of problems, like small business capacity, weak networking ability, and inadequate
protection ability of traditional optical transmission networks [2]. As we all know,
OTN solves these problems through a series of protocols, so its internal hierarchy is
more complicated than traditional optical transmission. At present, the OTN network
of Jibei Electric Company Limited elect power Company mainly carries various
services such as external information network, dispatching data network two-plane,
and data communication network. With the increase in the number of services and
the construction of new sites, maintenance personnel will face more challenges [3,
4]. A timely and practical summary of O &M’s experience is a vital link to improve
O & M capabilities.
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In this paper, we analyze and summarize the past faults and establish a new fault
handling process to make the fault handling more lean and standardized. First, we
compared the difference between the OTN system and other optical transmission
systems. Then, we established a new fault handling model. Finally, through the
loss/ODU-LOFLOM alarm processing, the validity of the model is verified.

2 Related Work

2.1 Characteristics of the OTN Network

The OTN network operated and maintained by State Grid Jibei Electric Company
Limited has the characteristics of comprehensive coverage, multiple cross-planes,
and extensive business volume [5]. At the same time, due to the long operating period
of the system, the backward planning in the early stage and the lack of aggregation
nodes, the daily maintenance of the network is more burdensome than the traditional
SDH network. In the face of such a network, it is worth considering how to overcome
difficulties and improve the level of operation and maintenance while maintaining
the same number of operators.

2.2 User Experience Work

Although these OTN types of equipment currently in use are of strong networking
capabilities, the OTN network hierarchy still is more complicated than the SDH
equipment. A failure of particular equipment often generates a large number of
alarms throughout the network. For example, the OTUK LOS alarm will generate
LOF, LOM and other alarms and may also affect the following sub-channels [6]. In
this case, to solve the unclear resource status, the operation need to use the alarm
tracing method to check the fault points one by one, which adds many difficulties
to the daily work of the operation and maintenance personnel, prolongs the time for
eliminating the fault and threatens the stability and reliability of the OTN network.

Although the OTN network currently supports device performance detection,
the internal relationship is still complicated, including nine levels. For example,
OPUk, ODUk, OTUk, and OCh [2]. Compared with the traditional optical transmis-
sion network, there are considerable differences in equipment management, service
configuration, troubleshooting, and network planning. Therefore, solely relying on
past experiences, it is difficult for the operation and maintenance personnel to
complete the operation and maintenance work.

Based on these above, we can already see that OTN’s complex hierarchy makes
it difficult to see internal relationships. Not only that, OTN not only cares about
traditional optical power, bit error, and other alarms but also needs to pay attention
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to performance alarms such as spectrum characteristics and signal-to-noise ratio [7].
Correspondingly, a variety of invalid alarms will be generated, which is very likely
to overwhelm the actual root alarm [8].

In order to solve the above problems, this article aims to improve the efficiency of
operation and maintenance and improve the quality of operation and explores new
ideas to solve the various problems faced by the current OTN network operation of
State Grid Jibei Information &Telecommunication Company.

3 Findings

In this section, we present our empirical findings. By our research interests, we first
outline the generalized data collection practices in State Grid Jibei Information &
Telecommunication Company, i.e., what types of operation and maintenance expe-
rience that is collected in the different development phases, and by whom. Second,
we summed up the past lessons. Finally, we formulated a series of new ideas to
improve the efficiency of operation and the quality of maintenance [9], aiming at the
network structure and business model of OTN different from the traditional optical
transmission system.

3.1 Establish a Complete Operation and Maintenance System

• Network management specification: clarify the authority, responsibilities, and
skill requirements of network management personnel in various departments to
avoid network security problems.

• Daily operation andmaintenance specifications: clarify the alarm inspection cycle
and related content to prevent accidents caused by personnel negligence; clarify
the network management data maintenance cycle and related details to avoid the
impact of network management due to data redundancy.

• Fault handling specifications: clarify fault handling principles and procedures and
improve fault handling efficiency.

3.2 Establish a Complete Operation and Maintenance
Manual

As an O & M worker, you must be familiar with the common types of failures in
OTN networks [10]. Details as follows:

• The optical cable failure. The details include fiber optic cable interruption,
excessive bit errors, and high line loss.



30 C. Qi et al.

• Equipment failure. The details include: OTU, FIU, ODU/OMUBA/LA SCC, and
other components are damaged. The regular operation of the board is affected due
to the environment and humidity.

• Pigtail failure. The details include broken fiber pigtails, substantial loss of fiber
pigtails, and dust on the flange joints or fiber end faces.

• A power failure caused by the equipment room environment. The details include
power outage in the equipment room, long-term power outage of the storage
battery, and equipment power interface board failure.

• The networkmanagement system failure. Specifically, themonitoring interruption
caused by the physical connection between the device and network management
is interrupted.

By categorizing the types of faults, O & M personnel can break down the faults
one by one through theoretical training and on-site practical operations. Once the
device has the above problems, the operation and maintenance personnel can query
the relevant alarm information and performance in a timely and effective manner,
such as querying basic parameters such as alarm, performance overrun, and optical
power. At the same time, we can analyze the abnormal conditions, such as alarms and
performance data, tomake preliminary fault judgments. Effectively avoid prolonging
the troubleshooting time due to the ability of O & M personnel.

3.3 Establish Perfect Rules for Routine Maintenance

In addition to being able to master the skills for troubleshooting, the operation and
maintenance personnel should do an excellent job in the daily maintenance of the
equipment finding hidden dangers in time and preventing them from happening
[11].Details as follows:

• Regularly clean the fan to prevent the high temperature from affecting device
performance. Clean the air filter at least once during the spring and autumn
inspections to ensure that the device dissipates heat properly.

• Regularly test the conventional telephone to ensure that once the network is
interrupted, you can also ensure the interconnection of equipment through the
conventional telephone.

• Regularly conduct communication safety training for operation and maintenance
personnel to avoid damage to the equipment due to human factors. Firstly, for
board failures, the board must be replaced to solve the problem. Operation and
maintenance personnelmust remember towear an anti-static wrist strap before the
operation to avoid static electricity affecting the device. Secondly, for the failure
caused by the fiber core problem, the problemmust be solved by replacing the fiber
core. When inserting or removing the optical fiber, avoid facing the eyes directly
to avoid personal injury. At the same time, the unplugged optical fiber should be
kept clean with a dust cap. Before re-inserting, if the optical fiber is dusty, please
remember to turn off the laser before cleaning it with the fiber box. Fourth, for the
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faults that need to be resolved through hardware loopback, the optical attenuator
should be appropriately selected according to the threshold range of the received
optical power of the board, and then the input and output optical ports of the board
should be looped back through the fiber jumper.

3.4 Establish a Smooth Troubleshooting Process

3.4.1 Fault Handling Principles

According to the information and communication operation management method
issued by State Grid Corporation, the fault location of OTN equipment should follow
the idea of “external first, then internal; site first, then board; line first, then branch.”

3.4.2 Troubleshooting Process

(1) Check the network management side to determine the cause of the failure. First,
select root alarms based on network management alarms. Second analyze the
flow of service signals. Finally troubleshoot points according to the flow of
service signals.

(2) On-site inspection to determine the cause of failure. The operation and mainte-
nance personnel at the fault site determine the cause of the fault by using optical
power meters, OTDR, and other instruments.

4 Research Validity

4.1 Signal Loss Alarm

4.1.1 Alarm Phenomenon

Channel 192.9 of the port in the LO2 board at site A simultaneously reports “low
threshold of input optical power” and “signal loss alarm” (Fig. 1).

Fig. 1 Alarm content of the site A port 1
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4.1.2 Fault Location

The NMS checks the optical power of the port and then finds that the current port
is receiving light regularly. However, after looking at the historical performance, it
is found that there is no light phenomenon in this channel during each acquisition
period (specifically, it is − 60 dB for receiving light), and finally, it can be judged
that there is a flashing phenomenon in this channel. The historical performance of
the optical port is shown in Fig. 2.

Next, the O & M personnel scanned the light from the upstream Site B multiple
times on the local OPM board and found that there was a flash in the 192.9 channel.
So the faulty equipment could be locked at the upstream Site B. At the same time,
the NMS checks that the corresponding port 1 of the upstream site B is regular.
Therefore, the fault point was initially located on the pigtail from port 1 of site B to
port 9 of the VUMX board (Fig. 3).

Fig. 2 Historical performance of the site
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Fig. 3 Results of OPM sweep of port one at site B

4.1.3 On-site Troubleshooting

According to the preliminary conclusions of the troubleshooting, the O & M
personnel brought tools to Site B. First, use an optical power meter to measure
the presence of light at site A, but the optical power has been jumping from − 4
to − 6 dB. The average light emission of the device should be stable at − 4 dB.
Furthermore, the jump is an abnormal phenomenon, so the module is judged to be
faulty. However, because there is no flashing, there is a difference from the network
management phenomenon, so continue to measure the light reception corresponding
to the VUMX board port. The optical power meter shows no light, and finally, it can
be judged that the pigtail and the module are faulty at the same time. The fault was
eliminated after the O & M personnel replaced the pigtails and modules.

In summary, when the NMS reports a non-optical alarm, it should first determine
which type of failure it belongs to. It can be divided into single-channel failure, multi-
channel failure, and primary optical failure. If it is a single-channel fault, you should
first determine whether the fault occurs at the local end or upstream. If the leading
light fails, you should check whether there is any abnormality in the receiving light
of the local amplification board. If it is a multi-channel fault, it is most likely to occur
between the local demultiplexer board and the circuit board or the signal upstream
circuit board to the multiplexer board.
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Fig. 4 Positioning method

4.2 ODU-LOFLOM Alarm

4.2.1 Alarm Phenomenon

The ODU-LOFLOM alarm means that the frame positioning byte or multi-frame
positioning byte of the ODU is wrong or missing. And it is commonly used in the
service board scheduling transmission port.

4.2.2 Fault Location

For ODU-LOFLOM alarms, O & M personnel often have a misunderstanding, that
is, the ODUK dispatch receiving port in the alarm is the direction that the service
board sends the signal to the cross-board and the OUDK dispatch sending port is the
business board receiving the cross-board signal. However, the sending and receiving
mentioned here are contrary to the literal meaning, so the operation and maintenance
personnel are extremely confused. Therefore, when locating a fault, you should first
locate the faulty site based on the BDI and PM unavailability time, then determine
the faulty board through cross loopback and finally locate the cause of the fault. The
specific fault location process is shown in Fig. 4.

4.2.3 Summary of Failure Causes

Because ODU-LOFLOM is a time slot type alarm, there are a variety of alarm causes
and types. In order to facilitate operation and maintenance personnel to quickly and
quickly deal with faults, this article will classify the causes of the alarms and give
solutions. ODU-LOFLOM alarm causes and solutions are shown in Table 1.
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Table 1 ODU-LOFLOM alarm causes and solutions

Reasons Fault location basis Disposal plan

Defect of NE version Defect of NE version or
mismatch with other NE
version Software version
upgrade

Defect of NE version

The backplane is damaged If the alarm board has been
inserted or removed recently,
the backplane may drop, which
may cause the service board to
fail to fix the frame

Repair the backplane

Single-board FPGA program
failure

Frequent flushing of FPGA
alarms Single-board IC reset

Board failure ODU-LOFLOM alarms are
reported on all cross-boards

Re-insert the board, if it is
invalid, replace the board

Signal degradation Signal degradation will cause a
large number of errors before
and after error correction,
resulting in frame failure

optimization of service signals

Cross-board failure The corresponding cross-board
failure causes the signal from
the backplane to fail

Reset or replace the
cross-board

Abnormal cross/black cross The cross information in the
device is inconsistent with the
cross information in the
NMS/The actual cross of the
device is incomplete or the
configuration is incorrect

Reset the service board and
cross-board after deleting the
abnormal cross

5 Conclusion

In this paper, we explore the difference between OTN and traditional optical trans-
mission network, summarizes the problems existing in operation and maintenance
process, breaks down one by one, finally explores new ideas to solve the various
problems faced by the current OTN network operation and maintenance process of
State Grid Jibei Electric Company Limited Elect Power Company. Improve O & M
quality and achieve lean O & M.
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An Automatic Respirator Oil Level
Reading Method Based on Instance
Segmentation

Rui Han, Li Liu, Feiran Li, Peng Jiang, Shuang Liu, and Guolong Teng

Abstract The promotion of intelligent video surveillance technology has promoted
the demand for intelligent image recognition algorithm in the power industry. Power
transformer is a very important equipment in substation. In order to realize the
automatic reading of the oil level for the transformer respirator, a reading method
based on instance segmentation is proposed. Firstly, a Mask Intersection-over-Union
(MaskIoU) regression module is added to the standard Mask R-CNNmodel in order
to refine the mask confidence and improve the segmentation accuracy. Then the
improved model is used to generate bounding boxes and segmentation mask of the
cup and the oil. Finally, morphological operations are applied to the mask and oil
level is computed based on pixel ratio of these two kinds of mask. Respirator images
collected from substations are used to conduct experiments and the results show that
the proposed method is effective in practical application.

Keywords Instance segmentation · Respirator oil seal · Mask R-CNN · MaskIoU
regression module

1 Introduction

The transformer respirator is an important component of power transformers. Large
power transformers put into use in substations are generally equipped with the respi-
rator. The function of the respirator is to remove impurities and moisture that enter
the transformer through air and prevent the dielectric strength decrease of the trans-
former oil [1]. The respirator is mainly composed of the upper silicone tank and the
lower oil seal cup. Before entering the silicone tank, the humid air will pass through
the oil seal cup located below, so the oil cover avoids the direct and continuous
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contact of the silicone tank with the humid air, thereby extending the silicone service
life. If the oil level in the oil seal cup becomes too low, the stroke of air in the oil
will be shorter, and the filtering capacity of the oil seal cup will be greatly reduced
[2–4]. In order to ensure that the oil level in the oil seal cup is normal, it is necessary
to manually check whether the oil level is normal in the substation. With the rise of
video surveillance, inspection robots and other technologies, it is possible to utilize
digital image processing technology to complete the automatic identification of the
status of power equipment.

Recently, researchers at home and abroad have proposed a lot of power equipment
state recognition methods based on image processing technology [5–7]. In terms of
respirator state recognition, [8] uses homomorphic filtering to enhance the blue area
of the image, and then determines the position of the respirator through threshold
segmentation and connected area extraction. [9] uses the deep learning model SSD
[10] to detect the respirator, and then uses the HSV feature transformation to judge
the status of the silica gel. Most of these methods only detect the discoloration of
the silicone of the respirator, but ignore the importance of the oil level of the oil
seal cup. In addition, they either detects by hand-designed features, or only achieves
bounding-box-level object detection, which is easy to be affected by complicated
environmental background.

This paper proposed an automatic reading method of respirator oil level based
on instance segmentation. Specifically, an improved Mask R-CNN [11] instance
segmentation model is used to simultaneously generate the bounding box and the
segmentation mask of objects of interest. Then the mask is post-processed to read
the oil level of the oil seal cup. At the end of this paper, comparative experiments are
carried out on transformer Respirator images collected in substations, and the results
verify the effectiveness of the proposed method.

2 Improved Mask R-CNN

2.1 Architecture

Current instance segmentation methods can be roughly divided into two categories:
top-down and bottom-up. The top-downmethod usually extends some popular object
detectors, that is, first obtains the object bounding box, and then predicts the mask in
each box region. The bottom-up method first predicts the category label of each pixel
of the image, and then groups these pixels to obtain the final instance segmentation
result. The top-down method is more robust and can make full use of the results of
object detection, which is more advantageous especially in industrial applications
where data is relatively scarce.

Mask R-CNN belongs to a top-down image instance segmentation model (see
Fig. 1). Its basic framework is Faster R-CNN [12], on top of which an additional
branch is added to predict the mask for each region of interest (RoI). It also replaces
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Fig. 1 The standard Mask R-CNN framework for instance segmentation

the RoIPooling layer with RoIAlign layer to further improve the prediction accuracy.
The forward propagation process of Mask R-CNN is a cascade of two stages: the
first stage is the Region Proposal Network (RPN), whose function is to distinguish
foreground from background and generate object candidate regions; the second stage
is calledR-CNNstage,which usesRoIAlign to extract featureswithfixed spatial sizes
from the region proposals, and then uses these features to predict object categories,
bounding boxes, and masks.

2.2 Mask Score Calculation

In the original Mask R-CNN algorithm, the confidence of the predicted instance
segmentationmask is equal to the classification confidence of the instance. Assuming
that there are K + 1 categories of targets to be detected, the softmax layer of
the R-CNN stage outputs a set of confidence values for each candidate region
{s1, s1,s2, . . . sK+1}, where the subscript i represents the ith category and K + 1
represents the background category, so the mask confidence is:

smask = max
i=1,2...K ,K+1

si (1)

This mask confidence calculation method has certain defects because the clas-
sification confidence only characterizes the possibility that the object in the candi-
date box belongs to category c, but doesn’t reflect the quality and integrity of the
segmentation mask. Unreasonable mask confidence will adversely affect subsequent
inference. Let MaskIoU be the intersection over union (IoU) of the predicted mask
and the true mask. In theory, smask should reflect both the object category confidence
and MaskIoU indicators. However, it is difficult to achieve this goal at the same time
with a single objective function. In order to solve this problem, we decouple the
above two indicators, so that the model can independently output the predicted value
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of MaskIoU siou and the category confidence scls . The final mask confidence smask

is the product of the two:

smask = scls · siou (2)

Since scls has been implemented in the standard Mask R-CNN framework, next
we will illustrate the implementation of the novel MaskIoU regression module.

2.3 MaskIoU Regression Module

The improved Mask R-CNN network structure is shown in Fig. 2, in which the blue
dashed box represents the designed MaskIoU regression module, whose function is
to output the IoU of the true mask and the predicted mask. This module consists of
four convolutional layers with a 3 × 3 kernel and three fully connected (FC) layers.
The output dimension of the first two FC layers is 1024, and K for the last one.
The input of this module consists of two parts: the predicted mask and the feature F
extracted by the RoIAlign layer. Due to mismatch in spatial size, the predicted mask
is first max-pooled by a factor of 2, and then concatenated with F in the channel
dimension.

In the inference stage, we first adopt the standard Faster R-CNN inference
process. Specifically, assuming that N predicted bounding boxes are output in the R-
CNN stage, followed by the non-maximum suppression (NMS) operation to remove
duplicated detections. Then top-k bounding boxes are selected from the remaining

Fig. 2 Network architecture of the improved Mask R-CNN
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according to the classification score. After the above standard process, these k RoIs
are feed to the mask branch and MaskIoU regression module to predict masks with
MaskIoU. Finally, theMaskIoUwill bemultiplied by the corresponding classification
score and becomes the final mask confidence.

2.4 Objective Function

In the training phase, the improvedMaskR-CNNuses amulti-task objective function.
After adding the aforementionedMaskIoU regressionmodule, the objectiveL of each
RoI is formulated as follows:

L = λ1Lcls + λ2Lbox + λ3Lmask + λ4Liou (3)

where Lcls , Lbox , Lmask , Liou denote classification loss, bounding box regression
loss, mask and MaskIoU regression loss respectively, and λ1–λ4 are the weights of
each part.

The classification loss is defined as follows:

Lcls(p, c) = − log pc (4)

where p is the probability distribution of K + 1 categories, which is output by the
softmax layer of the network, and c is the corresponding label.

For bounding box regression, the regression target and the predicted value are
denoted as t = (

tx , ty, tw, th
)
and v = (

vx , vy, vw, vh
)
respectively. The bounding

box regression loss is defined as the smooth L1 distance of t and v:

Lbox (t, v) = ∑

iε{x,y,w,h}
smoothL1(ti − vi ) (5)

smooth L1 distance is defined as follows:

smoothL1(x) =
{
0.5x2, |x | < 1
|x | − 0.5, |x | ≥ 1

(6)

The mask branch outputs K binary masks for each input RoI, {M1, M2, . . . MK },
each with a resolution of m × m. Assuming that the true category associated with
the input RoI is c, then only the cth output mask Mc contributes to the mask loss.
The method of calculating the mask is as follows: Mc first goes through a sigmoid
activation function, mapping the value of pixels to the range of 0 ~ 1, and the mask
loss is obtained by calculating the average binary cross entropy with the true mask
M∗.

For MaskIoU regression loss, we adopt L2 distance:
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Liou = (tiou − siou)
2 (7)

where tiou is the true IoU between M∗ and Mc, siou is the IoU predicted by
the MaskIoU regression module. Note that the MaskIoU regression module can be
embedded in the standardMask R-CNN framework during training, so that the entire
network can be trained end-to-end.

3 Implementation Details

This section introduces the implementation details of the proposed respirator oil level
reading system. The improved Mask R-CNN discussed above is used to segment the
oil seal cup area and the oil area in the image. Next, we need to read the oil level
with the obtained segmentation masks.

3.1 Feature Extraction Network

In the field of computer vision, many deep learning-based algorithms use Residual
Network (ResNet) [13] as the basic feature extractor. The emergence ofResNet solves
the problem that the accuracy decreases when the number of stacked layers of the
deep convolutional network increases to a certain degree. With the residual-learning
mechanism, a deeper network obtains stronger feature expression ability. However,
a large model may not converge well trained on such small datasets. In this paper,
the relatively small ResNet-34 is used as the backbone network, which also saves a
lot of computation.

Feature Pyramid Network (FPN) [14] is a network structure that can fuse features
of different levels of the backbone network. It fuses high- and low-dimensional
features top-down layer by layer, and output the fused features sideways. FPN can
further improve the performance of ResNets. In the subsequent experiments, the
feature extractor of the model is ResNet-34-FPN by default.

3.2 Post Processing

Due to the problems of complicated background and color distortion in real images,
there may be segmentation noises in the object mask directly generated by themodel,
which has a negative effect on the subsequent procedure. This paper uses traditional
algorithms to perform post-processing on segmentation results. The post-processing
mainly consists of two steps: the first one is to perform the morphological opening
operation of the segmentation mask [15] to remove the noise in the segmentation
result while keeping the overall mask basically unchanged; the second one is to use
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the flooding algorithm to fill the holes. The above-mentioned post-processing can
effectively improve the quality of the segmentation mask. Finally, the relative value
of the oil level can be easily obtained by calculating the pixel number ratio of the oil
and the oil seal cup mask.

4 Experiment

In this section, experiments are designed to verify the effectiveness of the proposed
framework. Our dataset contains 2130 images collected fromdozens of substations in
Zhejiang Province, which is randomly split to 1278 training images, 426 verification
images and 426 testing images. There are two kinds of targets to be detected, the
respirator oil seal cup and the oil. The annotations of these two categories of targets
include bounding box label, category label and mask label. Models are implemented
in PyTorch, trained on 4 Titan X GPUs and tested on a single GPU.

4.1 Training Configuration

As a common practice, we use a backbone network which has been pre-trained on
ImageNet. To address the problem of data scarcity, we further adopt the strategy of
transfer learning: train the instance segmentation model on the MS COCO before
finetune it on our own dataset. We train the model 20 K iterations by SGD optimizer,
with a mini-batch size of 16, a momentum of 0.9 and a weight decay of 0.0005. The
initial learning rate is 0.02, multiplying 0.1 at iteration 12 and 18 K.We use common
data augmentations such as color jittering and geometry transforms to prevent over-
fitting. The input image is scaled with the principle that the short side is not less than
800, and the long side is not more than 1333.

4.2 Results

The average precision (AP) with different IoU (0.5 and 0.75) thresholds is adopted as
the evaluation metric, and we use subscript b andm to distinguish bounding box and
mask. In order to verify the effectiveness of the modified Mask R-CNN, we provide
some comparative experiments. The baseline model is Faster R-CNN with ResNet-
34-FPN as the backbone network, and the mask branch and the MaskIoU regression
branch are added in sequence to the baseline model. The evaluation results on testing
set are shown in Table 1. It indicates that the mask branch additionally predicts
the segmentation mask while improves the accuracy of bounding box detection.
Moreover, our novelMaskIoU regression branch can further improve the accuracy of
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Table 1 Results of the comparison experiment

Model APb 50 APb 75 APm 50 APm 75

Baseline 0.838 0.576 – –

+Mask 0.875 0.603 0.816 0.542

+MaskIoU 0.891 0.606 0.824 0.549

Fig. 3 Results on the testing set. top row: original images, middle row: ground truths, bottom row:
output of the proposed framework, the values on top left denote the predicted oil level

mask prediction.We think this performance gain may come frommulti-task training.
Figure 3 shows the prediction results of some testing images.

5 Conclusion

This paper proposes an automatic respirator oil level reading framework based on
instance segmentation and introduce a novel MaskIoU regression module to the
standard Mask R-CNN model. The experimental results show that the modified
Mask R-CNN improves the accuracy of segmentation with a large margin and can
be adopted in practice. In the future research, the accuracy and efficiency of the
proposed framework can be further optimized, thus can be applied to other substation
equipment status recognition scenarios.

Acknowledgements This paper is supported by State Grid Zhejiang Electric Power Company
Science and Technology Project (5211DS18003D).
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Research on the Topology of Medium
Voltage DC Hybrid Current Limiter

Jianying Zhong, Wenkui Liu, Xiao Li, Longlong Wang, Sumin Pang,
and Peng Zhao

Abstract With the rapid development of DC technology, the low resistance and
strong instantaneous impact of DC fault caused great pressure to the power grid’s
construction and operation. The suppression and buffering of DC fault energy has
positive significance to the safe and economic operation of DC grid. Taking advan-
tage of thyristor’s advantages in voltage and current withstanding level, cost, inter-
ruption ability and reliability, and the fast interruption ability of high-speed switch,
a medium voltage DC hybrid current limiter topology is proposed in this paper. The
current limiting principle of hybrid current limiter is analyzed, and the ability of
current limiting combined with the model analysis results of the current limiter’s key
components is simulated and verified. Furthermore, the key influencing factors of the
current limiting characteristics are analyzed. Finally, according to the characteristics
of DC system, an integrated topology scheme of hybrid DC current limiting and
interruption is proposed. The results show that the proposed topology is feasible and
effective in field of current limiting capability and cost application.

Keywords DC power grid · Hybrid current limiter · Thyristor

1 Introduction

It will be the rapid development stage of DC grid technology and the initial stage
of DC grid construction in next 10–20 years. In order to alleviate the impact on
the equipment in the system when the short-circuit fault occurs in the DC system,
effectively limit the rising rate and amplitude of the fault current, and greatly reduce
the amplitude of the breaking fault current of the DC circuit breaker, it is extremely
important to carry out research work on DC current limiting technology [1–3].
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The ideal current limiter should have the following characteristics: (1) Low-
resistance state during normal operation and high-resistance state when fault occurs.
(2) It can quickly limit the first peak value of fault current after fault occurs. (3) Low
active or reactive loss under rated conditions. (4) It has self-resetting function. (5)
The smaller volume and the lower cost. With the continuous improvement of the
parameter level of the switch device, the design and topology optimization of the
solid-state current limiter and the hybrid current limiter have become the hotspots of
current research [4–7]. The most remarkable feature of the solid-state current limiter
is the introduction of power electronic devices including IGBT, IGCT, GTO and
thyristor on the basis of keeping the traditional inductor and capacitor.

electronic devices including IGBT, IGCT, GTO and thyristor on the basis of
keeping the traditional inductor and capacitor. Compared with the solid-state current
limiter, the hybrid current limiter adds a main circuit high-speed switch. Contact
resistance is only 10−6, which is much smaller than the on-state resistance of the
solid-state current limiter, so it is considered to be one of the most likely achieving
current limiting devices.

In this paper, taking advantage of thyristor’s advantages in voltage and current
withstanding level, cost, interruption ability and reliability, a medium voltage DC
hybrid current limiter topology is proposed, which combines the ability to fast inter-
ruption of high-speed switch. Furthermore, an integrated scheme of hybrid current
limiter and circuit breaker is proposed, and its current limiting and interrupting
principle is studied [8–10].

2 The Topology Principle of Hybrid Current Limiter

The topology of the DC hybrid current limiter is shown in Fig. 1, where FS is a
highspeed switch, C is a pre-charge transfer capacitor, VT is a thyristor, D is diode,
and R is a current limiting resistor. The current limiting process is as follows: The
high-speed switch FS is in a closed state and the capacitor C pre-charge under normal
work conditions. In the case of a short circuit fault, the thyristor is triggered on. At
this time, the reverse discharge of capacitor makes the main circuit current drop to

Fig. 1 Hybrid current
limiter topology
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zero. After that, the high-speed switch FS quickly opens and forms a break, and
the voltage at both ends of the capacitor is positive, which makes the fault current
transfer to the current limiting resistance branch to complete the current limiting.

3 Research on Hybrid Current Limiter Model

3.1 Research on Component Model of Hybrid Current
Limiter Topology

The core components include arc generator, high-speed switch, thyristor and so on
for the proposed topology of theDC hybrid current limiter in this paper, which are the
key factors affecting the current transfer and over-voltage characteristics during the
current limiting process. And it is necessary to exactly describe the characteristics
of device in the simulation model to improve the accuracy of the simulation results
[11, 12].

The High-Speed Switch Model. The high-speed switch model is very important
to accurately describe the relationship between arc voltage and current of switch and
evaluate the time and speed of current transfer. The parameters of the switch model
mainly include the impedance at closing, the volt ampere characteristics of the arc
in the arcing stage and the parameters of the external trigger module. Among them,
the volt ampere characteristic of the arc is closely related to the non-linear resistance
of the arc, which needs to be determined by the parameters of interrupting current,
contact structure, opening speed and insulation medium of the switch. Based on the
above analysis, a high-speed switch model is established as shown in Fig. 2.

The Arc GeneratorModel. Arc generator, whose parameters such as striking arc
current, arc volt ampere characteristics, post arc conduction recovery time are very
im-portant to accurately simulate fault current transfer characteristics under different
working conditions, is the key device of fault current transfer process. Figure 3 shows
the arc generator model established in the simulation calculation. There are three
parts: (1) The pre arc module. It is used to simulate the state that the current of the

Fig. 2 High-speed switch
simulation model
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Fig. 3 Simulation model of
arc generator

arc generator is less than the critical striking arc current; (2) The arcing module.
When the current exceeds the critical striking arc current, the current is transferred
from the pre arc module to the controlled voltage source, the arc voltage at both ends
of the arc generator is simulated by the voltage of the controlled voltage source. (3)
The post arc recovery module. It is used to simulate the post arc recovery conduction
stage.

The Thyristor Model. High-power thyristor makes the over-voltage character-
istics of hybrid current limiter during the current limiting process closely related
to the current cut-off characteristics of semiconductor devices. The research results
show that the residual charge in the base area does not disappear immediately with
the current passing zero after the thyristor flows through a large instantaneous pulse
current, and it gradually decreases through migration, recombination and diffusion
until it is completely cut off. Therefore, the establishment of a suitable mathematical
thyristor model to describe the cut-off characteristics after the current zero crossing
can provide a theoretical basis for the evaluation of the over-voltage and the formula-
tion of the control sequence during the current limiting process. The thyristor model
is established and shown in Fig. 4, and the model consists of forward current module
and reverse recovery module.

Figure 5 shows the comparison between simulation and experimental results of
thyristor cut-off characteristics under the condition of current peak value of 1.1 kA
and half wave period of 6 ms. It can be seen that the current characteristics of the
thyristor model are in good agreement with the experimental results under the same
circuit parameters after current zero crossing. And the error between the current

Fig. 4 Thyristor simulation
model
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Fig. 5 Thyristor current
simulation

peak value and time of reverse cut-off by simulation and the cut-off process in the
experiment is very small.

3.2 Simulation of Hybrid Current Limiter Topology

According to the established components model of hybrid current limiter, the current
limiting characteristics of hybrid current limiter is simulated. The simulation param-
eters are listed in Table 1. The DC system with rated voltage of 200 kV, is taken as
the research object, the simulation results of current and voltage in current limiting
process are shown in Fig. 6 according to the simulation parameters in Table 1. It
can be seen that the system current is borne by the high-speed switch under normal

Table 1 Simulation parameters of hybrid current limiter topology

Style Parameter Value Remark

Topology component
parameter

L 30 µH

C 100 µF Pre-charge voltage 10 kV

R 10 �

System parameter Line resistance 2 �

Line inductance 8 mH Fault current rise rate: di/dt
= 17 A/us

Load 50 �

Control time sequence
parameter

Fault time t0 1 ms

Switch on time t1 1.16 ms Transfer current threshold I0
= 11 kA

Transfer branch on time t2 1.3 ms
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Fig. 6 Simulation of current and voltage in current limiting process

working conditions. The high-speed switch opens when the fault current is detected,
the current transfers to the transfer branch. The current is finally fully loaded on the
current limiting resistance branch through the transfer of the transfer branch, and
then the current limiting action is completed, which is consistent with the theoretical
expectation. The simulation result shows that the system current is limited to less
than 20 kA for about 4 ms after the short-circuit fault of the current limiter, and the
voltage peak value at both ends of the high-speed switch is less than 200 kV.

4 Influencing Factors of Current Limiting Characteristics

The effects of current limiting resistance value, fault current rise rate, capacitance
value, and system voltage on the current limiting process of the hybrid current limiter
are studied.

4.1 The Effect of Current Limiting Resistance R
on the Current Limiting

The effect of the current limiting resistor R on the current limiting characteristics is
shown in Fig. 7. It can be seen that the current limiting time is basically the same
under different current limiting resistance R, and the larger R is, the stronger the
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Fig. 7 Effect of current limiting resistance R on current limiting

limiting ability of fault current is. At the same time, the increasing of R can lead to
the increasing of transient peak voltage at both ends of the switch.

4.2 The Effect of Rising Rate of Fault Current
on the Current Limiting

Figure 8 shows the effects of fault current rising rate di/dt on current limiting char-
acteristics. It can be seen that the rising rate of fault current di/dt affects the current
limiting time of the switch. The peak value of system fault current and voltage at
both ends of the switch increases with the increase of di/dt. However, the current
limiting process is fast and the current limiting time is shorter.

4.3 The Effect of Capacitance C on the Current Limiting

The effect of the transfer capacitor on the current limiting characteristics are illus-
trated in Fig. 9. The larger C is, the higher the peak value of fault current is, and the
longer the current limiting process takes. At the same time, the voltage rising rate at
both ends of the high-speed switch decreases with the increase of C, and the voltage
withstand requirement of the switch decreases. Therefore, on the premise of meeting
the withstand voltage requirements of high-speed switch, the value of capacitor C
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Fig. 8 Effect of fault current rise rate on current limiting

Fig. 9 Effect of transfer capacitance on current limiting

should be reduced as far as possible to decrease the peak value of fault current and
shorten the current limiting time.
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Fig. 10 Effect of system
voltage on current limiting
process

4.4 The Effect of System Voltage on the Current Limiting

The schematic diagram of system voltage and current limiting characteristics in case
of system fault is shown in Fig. 10. It can be seen that the peak value of fault current
increases with the increase of system voltage.When the system voltage is 200 kV, the
minimum fault current is limited to about 25 kA. Also, fault current and the current
limiting response time increases gradually with the increase of system voltage.

5 Integrated Scheme of Hybrid Current Limiter
and Circuit Breaker

Although the common hybrid current limiter topology has the characteristics of fast
current limiting speed and simple structure, it still needs the cooperation of DC
circuit breaker to complete fault current interruption. A new hybrid topology which
combines current limiting and interruption is proposed, as shown in Fig. 11. T1,
T2 and T3 are thyristors, which are used to control the fault current transfer to the

Fig. 11 New hybrid
topology combining current
limiting and interruption
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capacitor in two stages to complete the current limiting and interrupting process [13,
14].

Under normal circumstances, the system current is borne by high-speed switch.
Firstly, the T1 in transfer circuit is controlled to be on after the short-circuit fault
occurs, and current zero crossing point is generated in high speed switch by using
reverse oscillating current. After the capacitor voltage is reversed, T2 in current
limiting branch is turned on, the fault current is transferred from T1 to T2, and the
capacitor is charged in reverse. T3 is controlled to be on after T1 is cut off, and LC
oscillation is used to reverse the capacitor voltage again. After T3 is cut off, the
control thyristor T1 is turned on again, and the current of the current limiting branch
T2 is quickly transferred to the capacitor. After that, T2 is cut off and the voltage at
both ends of FS increases as the system current charges the capacitor. Finally, the
system current drops to zero and the interrupting process is completed.

The main feature of this topology is that after the current is transferred to the
current limiting resistor, the fault current is limited to a lower level, so the pre charging
capacitor in the LC reverse oscillation circuit can be used to realize the fault current
transfer again, and complete the interrupting process. Therefore, this topology can
complete the current interruption after realizing the system fault current limiting. It
is a new topology combining the current limiting and interrupting functions.

6 Conclusion

In this paper, a medium voltage DC hybrid current limiter topology is proposed.
The topology principle of current limiter is introduced, the models including high-
speed switch model, arc model and thyristor model, are studied. And the correctness
of the theoretical expectation is verified by the current limiter topology simulation
results. The influences of current limiting resistance value, fault current rising rate,
capacitance value and system voltage on current limiting process are analyzed. At
last, an integrated scheme of hybrid current limiter and circuit breaker is put forward,
and its principle of current limiting and interruption is introduced.

References

1. Falcome, C.A., J.E. Bechlerm,W.E. Mekolites, et al. 1974. Current limiting device—a utility’s
need [C]. IEEE Power Engineering 93 (6): 1768–1775.

2. Xin, Y. 2015. Review on superconducting fault current limiters [J]. Southern Power System
Technology 9 (3): 1–9 (in Chinese).

3. Song, Q., B. Zhao, W.H. Liu, and R. Zeng. 2013. An overview of research on smart DC
distribution power network. Proceedings of the CSEE 33 (25): 9–19 (in Chinese).

4. Tang, G.F., X. Luo, and X.G. Wei. 2013. Multi-terminal HVDC and DC-grid technology.
Proceedings of the CSEE 33 (10): 8–17 (in Chinese).



Research on the Topology of Medium Voltage DC Hybrid Current Limiter 57

5. Xue, Y.L., Z. Xu, and Q.R. Tu. 2012. Modulation and control for a new hybrid cascaded
multilevel converter with DC blocking capability. IEEE Transactions on Power Delivery 27
(4): 2227–2237.

6. Chang, B., O. Cwikowshi, M. Barnes, et al. 2014. Point-to-point two-level converter system
fault analysis [C]. In 7th IET International Conference on Power Electronics, Machines and
Drives.

7. Yang, J., J.E. Fletcher, and J. O’Reilly. 2012. Short-circuit and ground fault analyses and
location in VSC-based DC network cables. IEEE Transactions on Industrial Electronics 59
(10): 3827–3837.

8. Li, B., and J.W. He. 2016. Research on the DC fault isolating technique in multi-terminal DC
system. Proceedings of the CSEE 36 (1): 87–95 (in Chinese).

9. Wu, J., L.Z. Yao, Z.B. Wang, et al. 2015. The study of MMC topologies and their DC fault
current blocking capacities in DC grid. Proceedings of the CSEE 35 (11): 2671–2694 (in
Chinese).

10. Zhang, J.P., C.Y.Zhao,H.F. Sun, et al. 2014. Improved topology ofmodularmultilevel converter
and application. Transactions of China Electrotechnical Society 29 (8): 173–179 (in Chinese).

11. Debnath, S., J. Qin, B. Bahrani, et al. 2015. Operation, control, and applications of the modular
multilevel converter: a review. IEEE Transactions on Power Electronics 30 (1): 37–53.

12. Nami, A., L.W. Wang, F. Dijkhuizen, 2013. Five level cross connected cell for cascaded
converters C]. In 2013 15th European Conference on Power Electronics and Applications.

13. Li, X.Q., W.H. Liu, Q. Song, et al. 2013. An enhanced MMC topology with DC fault ride-
through capability [C]. In IECON 2013 39th Annual Conference of the IEEE Industrial
Electronics Society.

14. Jiang, D.Z., C. Zhang, H. Zheng, et al. 2014. A scheme of current limiting hybrid DC circuit
breaker. Automation of Electric Power System 38 (4): 65–71 (in Chinese).



Wind Farm Short-Term Power
Prediction Based on Multiple Intelligent
Algorithms

Xuan Liu, Lu Zheng, Ke Su, Jun Hu, Jianli Zhao, and Yaodong Hu

Abstract This paper illustrates several intelligent algorithms to build a short-term
wind power forecasting model using data of a particular Wind Farm in Inner
Mongolia. Advantages and backwards of the four different neural network models
have been carefully discussed. Calculation methods and formulas are provided to
prove the result. A combination prediction method is proposed in order to make
a more accurate distribution power prediction by optimizing the information of
multiple single models. Therefore, after analyzing the actual wind power data, the
most accurate forecasting model is selected to provide an effective reference for
power dispatching, operation and equipmentmaintenance. In order to integrate theory
with practice, a wind farm in Inner Mongolia is chosen to make the short-term power
prediction using the different intelligent method discussed in this paper. The most
accurate prediction algorithm has been proved by real-time data.

Keywords Wind farm power prediction · BP neural network · Multiple intelligent
algorithms

1 Introduction

Short-term wind power prediction is a primary requirement for efficient large-scale
integration of wind generation in power systems and electricity markets. The choice
of an appropriate prediction model among the numerous available models is not
trivial, and has to be based on an objective evaluation of model performance [1].
There are three steps in wind power forecasting: firstly determining wind speed from
a model; then calculating the wind power output forecast or prediction; and finally
regional forecasting or upscaling or downscaling [2]. Wind speed series usually
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have complex features, such as non-linearity and volatility, which makes the wind
energy forecasting highly difficult [3].Wind power prediction is significant for power
resource dispatching, grid operation and equipment maintenance [4]. In this paper,
data of power generation inMingyangWindFarm is selected as the verification object
and the short-term prediction models are established to compared and verified.

Short-term wind power forecasting is based on daily (24 h) units. Since there is
a large amount of data provided, the BP neural network has the advantage ability of
learning and predicting large-scale parameters. Therefore, the BP neural network is
selected as the basic prediction model. However, the existing training algorithms of
neural networks have certain limitations in parameter optimization problem. For a
single prediction model, large error may appear at some points; optimized models by
algorithms reduce the occurrence of large error, and improve the prediction accuracy
to a certain degree [5]. In this paper, the conventional BP neural network model
is optimized by four algorithms, includes Crisscross Optimization (CSO) algo-
rithm, Particle Swarm Optimization (PSO) algorithm, Whale Optimization Algo-
rithm (WOA) and Entropy algorithm. Compared the prediction results and accu-
racy of BP neural network model with other integration models, in order to further
improve the accuracy of the predictionmodel, an intelligent fusionwind power short-
term prediction model based on the entropy method has been constructed. Finally,
according to analysis, the effectiveness of the intelligent fusion prediction model is
verified.

2 Prediction Models with Multiple Intelligent Algorithms

2.1 BP Neural Network Model

Back-propagation (BP) neural network is essentially a multilayer feedforward
network using a back propagation learning algorithm. Its network structure is shown
in Fig. 1, u and y are the input and output vectors of the network. Each neuron is
represented by a node. The network consists of nodes in input layer, hidden layer,
and output layer. The hidden layer can be one layer or multiple layers, and the nodes
from the front to the back are connected by weight. The learning of BP network is a
kind of supervised learning. Its algorithms consist of forward propagation and back
propagation.

Forward propagation means the input signal transmit from the input layer to the
output layer through the hidden layer. If the output layer reaches the ideal output, the
learning process is over; otherwise, it turns to back propagation. Back propagation
is to substitute the error signal (the difference between the sample output and the
network output) back to the original connection path. The gradient descent method
is used to adjust the thresholds of the weights of the neurons in each layer to reduce
the error signal. The method and calculation steps are as follows:
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Fig. 1 Structure of BP neural network

Step 1. Set the initial weight of the neural network to a small random non-zero
value;

Step 2. Given the input/output sample pairs, calculate the output of the network;
Step 3. Get objective function of network;
Step 4. Discriminant the objective function;
Step 5. According to the objective function, calculate the back propagation of error

according to the gradient descent method, adjust the weights layer by layer,
and then return to Step 2.

BP network is a kind of global approximation network. It represents the non-linear
mapping from the input space to the output space through the composite mapping of
several simple non-linear processing units, in order to reach the complex non-linear
processing capabilities.

Although the BP algorithm can theoretically approximate any non-linear func-
tion and has a strong learning ability, it has two major limitations in the prediction of
wind power output. The first limitation is the slow convergence speed. The weight
parameter adjustment in the BP algorithm is carried out along the direction of the
gradient of the error function. However, due to the serious morbidity of the network
error function matrix, the direction of the minimum point of these gradient deviates
is facing the error surface. The search path of the value parameter to the minimum
point naturally increases the learning time of the BP algorithm, which causes the BP
algorithm to converge slowly, easy to fall into local minima. In theory, its training is
approximated downward along the slope of the error surface. For a complex network,
there are many local minima points. In the process of network training, once caught
in the local minima, it is difficult to escape the current algorithm. In fact, the result is
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usually the best choices within particular area. Therefore, the limitations of conven-
tional BP algorithms have serious influences on the generalization ability of neural
networks.

2.2 Optimized Neural Network Model by CSO

As an advanced artificial intelligence algorithm, crisscross optimization (CSO) algo-
rithm has been proved the most efficient way in large-scale parameter optimization
problems, which can effectively avoid the local optimization problem of conven-
tional intelligent algorithms. CSO algorithm has the unique advantage of strong
global convergence capabilities. This paper uses a crossbar algorithm to optimize
the weights and thresholds of the neural network. The key part of the vertical
and horizontal crossover algorithm consists of horizontal crossover and vertical
crossover. The horizontal crossover updates the particles in a random pairingmanner.
The vertical crossover is similar to the mutation phase of the genetic algorithm,
introducing a dimensional level mutation based on the crossover probability.

Crossover Operation. Before executing the crossover operator, perform random
and randomcombination of all particleswithin the group, and then performhorizontal
crossover on all dimensions of the combined particles in order to updating the parti-
cles. Assuming that the d dimension of the parent particles X(i) and X(j) intersects
laterally, they produce the next generation according to the following equation.

MShc(i, d) = r1 × X(i, d) + (1 − r1) × X( j, d) + c1 × [X(i, d) − X( j, d)] (1)

MShc( j, d) = r2 × X( j, d) + (1 − r2) × X(i, d) + c2 × [X( j, d) − X(i, d)] (2)

i, j ∈ N (1, M); d ∈ N (1, D); r1 and r2 are random values distributed in the
interval [0, 1]; c1 and c2 are random values distributed in the interval [−1, 1]; M
denotes Particle size; D denotes variable dimension.

As can be seen from the above equation, the horizontal cross is mainly made up
of two parts: the first part is a real valued arithmetic which crosses similar to the
genetic algorithm; the second part adds an expansion coefficient.

Vertical CrossOperation. As can be seen from the above equation, the horizontal
cross is mainly made up of two parts: the first part is a real-valued arithmetic which
crosses similar to the genetic algorithm; the secondpart adds an expansion coefficient.

Many intelligent algorithms have local optimization problems in the later itera-
tions. This precocious problem is often caused by the dimension of some particles
falling into the local optimization during the entirety update process. Each dimension
of the particles in the group represents a parameter to be optimized by the algorithm.
Because the units of all parameters are not uniform, the value ranges of the parameters
will also be different. Therefore, before performing crossover, synchronize all dimen-
sions of the particles then perform vertical crossover between different dimensions
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of all particles according to the crossover probability Pv. The difference from the
horizontal intersection is that only one sub-generation is generated for each vertical
intersection, the purpose is tomake the dimensionwhich trapped in the local optimum
jump out of the local optimum without destroying the normal dimension. When the
d1th dimension and the d2th dimension of particle X(i) intersect longitudinally, the
offspring data are generated according to the following equation.

MSvc(i, d1) = r · X(i, d1) + (1 − r) · X(i, d2) (3)

i ∈ N (1, M); d1, d2 ∈ N (1, D); r ∈ [0, 1].
The equations above show the longitudinal intersection generates a mean solu-

tion through the intersection of the particle dimension level, which can get rid of a
certain dimension trapped in a local optimum, thereby maintaining and increasing
population diversity. Since not all dimensions are stagnant or locally optimal, a
cross probability is a set for the vertical crossover operator to control the amount of
crossover dimensions in the population and effectively ensure the convergence speed
of the algorithm.

Optimized Neural Network Parameters by CSO. In the prediction process of
BP neural network, the gradient descent method is used to adjust the weights and
thresholds. It is easy to fall into a regional optimum result. When the number of
influencing factors and learning samples increases, the amount of calculations of the
neural network will increase sharply. It makes the convergence speed slower. The
CSO algorithm has the characteristics of strong search ability, which provides the
possibility to overcome the above disadvantages of neural networks.

Assume that the number of nodes in the input layer, the hidden layer and the
output layer of the neural network is n, h, m respectively, and the variable dimension
is D = n × h + m × h + h + m. By using the mean square error equation (fitness
function) to measure the fitness value of each particle:

f i t = 1

N

N∑

k=1

m∑

t=1

(
pt − p̂t

)2
(4)

pt denotes the actual output of the neural network, p̂t denotes the target output of
the neural network, N denotes amount of training samples.

The training process of optimized neural network model by CSO algorithm is
shown as Fig. 2.

2.3 Optimized Neural Network Model by PSO

Particle swarm optimization (PSO) is an evolutionary computing technology
proposed by Dr. Eberhart and Dr. Kennedy in 1995. Compared with other optimiza-
tion algorithms, PSO has certain advantages in parameter selection and convergence
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Fig. 2 Flowchart of
optimized neural network
model by CSO

speed. The algorithm is derived from the study of bird predation behavior. The basic
idea is to find the optimal solution between the information transfer and information
sharing of the group individuals. The algorithm is as follows:

vk+1
id = w · vk

id + c1 · r1 · (
pkid − xkid

) + c2 · r2 · (
pkgd − xkid

)
(5)

xk+1
id = xkid + vk+1

id (6)
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i denotes the ith particle:M denotes amount of particles in the group; D denotes the
dth dimension of the particle, which is the dth parameter optimized by the algorithm;
w denotes inertia weight factor, its value is non-negative, the value affects the overall
optimization ability.

In order to avoid premature convergence and ensure its convergence to the entire
optimum matrix, the weight w is generally linear between the maximum Wmax and
the minimum Wmin. In order to get the decreasing change, usually choose Wmax =
0.9 and Wmin = 0.4; k denotes the algebra optimized at this time; vk

id denotes the
space velocity of particle i in the dth dimension at k time; c1 and c2 are acceleration
factors, usually choose c1 = c2 = 2; r1 and r2 are random values distributed in
the interval [0, 1];pkid denotes the dth dimension value of the historically optimal
solution of particle i, which is the historically optimal solution of a single particle i
in the optimized dth parameter.pkgd denotes the minimum value of pkid ; x

k
id denotes

the position of particle i at k time.
During each iteration, each particle needs to calculate its adaptive value according

to the objective function, which can be mean square error, variance or standard
deviation etc. Then, the optimal position of the current particle pkid and the optimal
position of the group pkgd are determined according to the adaptive value, and the
speed and position of each particle are adjusted according to Eqs. (5) and (6). The end
condition is that the number of iterations reaches the set value Kmax or the optimal
position searched by the group meets a preset minimum adaptive value. This paper
selects Kmax = 300. The process is shown in Fig. 3.

2.4 Optimized Neural Network Model by WOA

Whale optimization algorithm (WOA) is a heuristic optimization algorithm proposed
by Mirjalili of Griffith University in Australia. It has the advantages such as easy
to operate, using less adjustment parameters. The algorithm mainly simulates three
steps of humpback whale surrounding preys, hunting preys and searching preys.
Whale Optimization Algorithm assumes that the current best candidate solution is
the location of the target prey or close to the target prey. When the best search
parameter is defined, other search parameter will update their positions to the best
search parameter. Its search parameter location equation is updated as follows:

D = |X (t) − CXbest (t)| (7)

X (t + 1) = Xbest (t) − AD (8)

t denotes current iteration value;A andC are coefficients;D denotes distance between
the humpback whale and its prey.

This process simulates the spiral movement of a real humpback whale. In other
words, the whale position X(Tmax) that can be updated is the maximum number of
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Fig. 3 Flowchart of
optimized neural network
model by PSO

iterations; r1 and r2 are random values distributed in the interval [0, 1], it decreases
linearly in the iteration. During each iteration, the position of Xbest is updated when
there is a better solution.

Use the spiral equation between the humpback whale and its prey to update the
position of the humpback whale. When the value of A is out of the interval [−1, 1],
the whale algorithm forces the new search value to substitute the original humpback
whale parameters, the random choice parameter is referred as the new best choice
by updating its position. So the whale algorithm has an all domain search capability.
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2.5 Entropy Method

The combination prediction method was first proposed by Bates and Granger. The
basic idea is to calculate the weighted average value of several prediction results
to increase the accuracy of the prediction. The combination prediction method is
based on using the maximum information. It optimized the information of multiple
single models. Therefore, in most cases, the purpose of increasing the accuracy of
prediction results can be achieved through the combination prediction. The basic
process is as follows:

Suppose there are N th prediction models, each model is based on its own infor-
mation set, the information set of the Jth model at time is I jn: (Ion, I jn), where Ion
is the information set shared by all models, and I jn is the jth prediction. The infor-
mation set is unique to the model, two of any information sets are assumed to be
independent from each other. Therefore, all the information in the entire domain can
be represented by the setUn. IfUn is known, the prediction value yn and its prediction
value in next period yn+1 can be estimated by the method of least squares, and its
expression is:

Eu = E{yn+1|Un } = a(B)zn +
∑

j

β j (B)x jn (9)

Among them, a(B) and β j (B) are lag operator polynomials, zn is a specific expres-
sion of the shared information set, and xjn is a specific expression of the information
set unique to eachmodel. In fact, we actually cannot get all the information according
to the equation above.

It can be seen that the Jth prediction model is merely the application of the
information set I jn: (Ion, I jn). Therefore, it is a natural idea to effectively combine
known information sets to improve the accuracy of prediction. If the information set
is known, the combined prediction can be expressed as:

E = E
{
yn+1

∣∣Ion, I jn, j = 1, 2, . . . , k
} =

∑

j

w j (a(B)zn +
∑

j

β j (B)x jn) (10)

wj denotes the weight of the Jth prediction model.
The determination of weight is the key factor of combination prediction. At

present, there are twomethods of determining weights: optimal combination method
and non-optimal combination method. The optimal combination method constructs
the objective function according to a certain criterion and solves the objective func-
tion under certain constraints to obtain the weighting coefficient of the combination.
The non-optimal combination method determines the weight according to the degree
of variation caused by errors of individual prediction models. Larger the variation
is, smaller its weight should be. In the same way, smaller the variation is, larger its
weight should be. Although these two methods have been widely used, there are still
some problems. For example, if the objective function solution is complicated and
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a strong constraint of non-negative weight is required, weight of the solution is not
optimal. More importantly, two methods mentioned cannot reflect the basic idea of
combined prediction, which is gathering all the existing information to achieve the
maximum use of information. In addition, whether the weight coefficient should be
normalized is still controversial. Therefore, the application of the entropy method is
a good solution to determine weight of the combination prediction.

Entropy is a thermodynamic concept which refers to thermal energy that cannot
be used for generate power. It was later introduced by Shannon into information
theory. In information theory, entropy refers to the level of system uncertainty, the
degree of disorder and the direction of information volume. On the contrary, larger
the entropy value is, the less information remains in the system and the level of
system uncertainty gets higher. The calculation equation for the entropy value is:

H = −k
n∑

i=1

pi ln pi (11)

H denotes entropy value of the system, pi denotes probability of each state of the
system, k is a constant.

According to the principle of entropy, the magnitude of the relative error entropy
predicted by each single model in the combined prediction can indicates the model
stability. The larger the relative error entropy is, the more stable can the prediction
be. Thus, weight of the combination model should be larger. On the other hand,
if the prediction relative error entropy is smaller, the amount of effective predic-
tion information provided by this model is smaller and the variation level of this
prediction error is larger. If this prediction model is more unstable, its weight in the
combined model can be smaller. Overall, the weight of the combined prediction can
be determined by the entropy method. The general steps are as follows:

Step 1. Calculate the proportion pi of the relative prediction error of the jth
prediction model at time t.

pit = e jt
n∑

t=1
e jt

(12)

ejt denotes relative error of load prediction, j = 1, 2, …, k; k denotes amount of
prediction models.

Step 2. Calculate entropy value of the relative prediction error of the jth prediction
model.

Hj = − 1

ln n

n∑

t=1

p jt ln p jt (13)
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Step 3. Calculate the coefficient Dj of variation of the prediction relative error of
the jth prediction model.

Dj = 1−Hj (14)

Step 4. Calculate the weight coefficient Wj of the jth prediction model.

Wj = 1

k − 1

⎛

⎜⎜⎜⎝1 − Dj

k∑
j=1

Dj

⎞

⎟⎟⎟⎠ (15)

k denotes amount of prediction models.

3 Results and Analysis

For the evaluation criteria of prediction results, the average absolute percentage error
(MAPE) is used to analyze the accuracy. The specific calculation method is:

MAPE = 1

n

∑n

i=1

∣∣∣∣∣

(
yi − y′

i

)

yi

∣∣∣∣∣ × 100% (16)

yi denotes the actual power output; yi ′ denotes predicted output power; n denotes
amount of sequence data.

The statistical results of each model’s average absolute error index MAPE are
shown Fig. 4, and the database is from Mingyang Wind Farm on Jan. 20, 2019.

Average values and average accuracy rates of the five forecasting models are
shown in Table 1. Although the forecasting results of the BP neural network is better
at some moments, but its prediction accuracy is difficult to be satisfied from the
perspective of the entire results. The conventional BP neural network is a large-
scale parameter optimization method; it relies on the gradient descent to adjust the
weights and thresholds. Sometimes, the local optimal situations may exits and the
optimal network parameters cannot be obtained. Therefore, the prediction model of
the BP neural network has a relatively low accuracy. The PSO-BP and the WOA-BP
model has different advantages in forecasting, in this case, even if both models share
almost the same changing tendency, theWOAmodel predicts a slightlymore accurate
result then the PSO model. However, the WOA model still suffers from the problem
of poor exploration and local optima stagnation [6]. Despite of the entropy model,
the CSO algorithm has proved itself the most efficient way in large-scale parameter
optimization problems. It can effectively avoid the local optimization problems of
conventional intelligent algorithms comparing with the conventional BP, PSO and
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Fig. 4 MAPE values of each prediction model

Table 1 Accuracy rate of each prediction model

Index/model type BP PSO-BP WOA-BP CSO-BP Entropy

Average value of MAPE 0.2155 0.1922 0.1792 0.1569 0.1429

Average accuracy rate 78.45% 80.78% 82.08% 84.31% 85.71%

WOA models. So, in order to meet the short-term wind power prediction accuracy
requirements, the solution proposed in this paper is mainly calculated using the
combined entropy method to optimize the prediction model. By analyzing maximum
information and optimizing information of multiple single models, it acquires the
most accurate rate and the steadiest changing tendency than the other prediction
models.

4 Conclusion

According to the analysis result, the BP neural network model has the lowest predic-
tion accuracy rate, which average accuracy rate is only 78.45%. The PSO-BP model
and the WOA-BP prediction model are better than the BP neural network model,
the rate of the WOA-BP prediction model is slightly higher than the PSO-BP model,
respectively rated as 80.78% and 82.08%. In the short-term prediction, the predicted
values of CSO-BP model are relatively close to the actual values at each prediction
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Fig. 5 Comparison of prediction results and actual wind power value

point with the average accuracy rate at 84.31%. Furthermore, it can be seen from
Table 1, the forecasting result of the entropy method is the closest to the actual values
with accuracy rate at 85.71%,which is themost accurate predictionmethod among all
the other contrast algorithms. Besides, the short-term wind power prediction model
can be applied in practice.

The wind power prediction results by entropy algorithm and actual wind power
data of Mingyang Wind Farm are compared from 0:00 on February 1, 2019 to 1:00
on February 3, 2019. The comparison curves are shown in Fig. 5.

It can be seen from Fig. 5, testing time form February 1, 2019 to February 3,
2019 has been divided into 50 parts (hours), tendency curve of prediction result
remains almost the same with the real testing value, which means the theory of the
prediction model established by this paper can effectively predict the actual wind
power. The probabilities for the occurrence of high prediction errors depending on
the weather stability [7], when the real-time power changes rapidly, the prediction
model can self-study the changing tendency and then change its prediction result in
time. While the wind farm output power turns stable, the prediction result can be
maintained under relatively high-precision results. Overall, the Wind Farm’s wind
power prediction accuracy calculated under the entropy model can reach 85.1%,
ranking the highest among all the other prediction method. By predicting the wind
power, the request for electricity can be cautiously controlled, and their precision
has a direct effect on consistency and productivity [8]. This prediction accuracy rate
meets the current renewable energy standard requirements of short-term wind power
prediction in China.
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Algorithm and Simulation of Guided
Electric Vehicle Routing Problem

Siyuan Fan, Weiyao Mei, Xuemei Diao, Lijun Diao, Daomeng Cai,
and Chunhui Miao

Abstract Based on the study of the vehicle routing problem and ant colony algo-
rithm, this thesis stablish the guided electric vehicle routing model with battery
capacity, cargo loading, soft timewindow constraints. This model manages to formu-
late the operation rule using fast, low energy consumption and punctuality as indi-
cators. Based on the mathematical model constructed, the model is solved by ant
colony algorithm, and the improved artificial potential field method is used to avoid
obstacles, so as to arrange a reasonable driving route for the vehicle. The simulation
is performed to prove the feasibility of the model and locate the recharging station.
The fuel logistic vehicle model and the guided electric vehicle model are compared
and analyzed. Through the calculation, the cost and mileage of the later are close to
that of the former; meanwhile the emission of the latter is less than that of the former,
indicating the advantages of the guided electric vehicle model.

Keywords Guided electric vehicle · Vehicle routing problem · Ant Colony
algorithm · Artificial potential field algorithm

1 Introduction

Logistics mainly covers the storage, transportation, and distribution of goods. Tradi-
tional distribution methods have low efficiency and high costs. Route optimization
of electric logistics vehicles can improve resource utilization and mitigate pollution,
thereby bringing economic benefits [1]. The study targets guided electric logistics
vehicles in warehouses or ports. This operating environment is characterized by
known environmental variables such as obstacle and customer coordinates.

The logistics vehicle routing problem can be included in the vehicle routing
problem, sowefirst need to understand themechanismof the vehicle routingproblem.
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The Vehicle Routing Problem (VRP) can be described as arranging a reasonable
route to let the fleet start from the distribution center, pass through all customers
in sequence, and return to the distribution center. The design of this route should
satisfy some constraints and achieve certain goals [2]. Among them, the VRP that
only meets the load constraints (Capacitated Vehicle Routing Problem, CVRP) is
the most basic VRP. Vehicle Routing Problem (VRP) was first proposed by Dantzig
in 1959 [2]. Since 1990, research has focused on the modern heuristic algorithms,
including tabu search algorithm proposed by Glover in 1986 [3], and ant colony
algorithm proposed by Dorigo in 1991 [4]. Their models are easy to build and can
handle complex problems.

In the context of advocating green energy, scholars began to focus on the vehicle
routing problem of pure electric logistics vehicles. Liu Huaxu [5] analyzed the opera-
tion mode of co-distribution, considered the model of electric vehicles with a driving
range and charging time constraints, but lacked a comparisonwith fuel logistics vehi-
cles. Afroditi [6] considered the influence of battery residual capacity constraints and
time windows on the VRP, but could not meet the need for guided logistics vehi-
cles to avoid obstacles. This paper improves on the guided electric vehicles routing
problem (GEVRP) model proposed in the literature [6] by combining it with the
obstacle avoidance algorithm, then uses ant colony algorithm to solve it.

2 Logistic Vehicle Routing Problem Based on Ant Colony
Algorithm

Methods for solving VRP problems are exact algorithms and heuristic algorithms.
Among the modern heuristic algorithms, tabu search algorithm has climbing ability,
but it is complex [3]; genetic algorithm converges quickly, but the ability of dealing
problem with multiple constraints is poor. Ant colony algorithm has high efficiency,
strong search capability, positive feedback, and robustness, but it is easy to fall into
the local optimum [7]. The problem to be studied is a multi-constrained problem that
requires combinations with other algorithms, so ant colony algorithm is selected.
When ants look for food, they will leave pheromones on the path they pass, and the
strength of pheromone can affect the choices of other ants. Pheromones can also
evaporate over time; therefore, the accumulation of pheromones on a shorter path is
faster than volatilization, so ants are more likely to select it. After several iterations,
the final algorithm can converge to an optimal solution [7].

Each ant chooses its next step from among the cities it has not yet visited based
on the heuristic information and the pheromone concentration of the path from city
i to city j. Pseudo random proportional action choice code is applied to improve ant
colony algorithm [8]. At moment t, the transition probability of ant k is as follows
[9]:
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j =
{
argmax

{[
τi j (t)

]α[
ηi j (t)

]β
}
q<q0

Pk
i j (t) q ≥ q0

(1)

Pk
i j (t) =

⎧⎨
⎩

τi j (t)
αηi j (t)

β∑
k∈tovisi tk

τik (t)
αηik (t)

β j ∈ tovisi tk

0 j /∈ tovisi tk

(2)

q0 is a random number, q ∈ (0, 1). If q<q0, the city with the highest probability is
chosen, otherwise it is chosen according to formula (2). tovisi tk is a set that has not
been visited by ant k; α is the pheromone coefficient; β is the heuristic coefficient.

To imitate the nature of pheromones that evaporate over time, after a group of ants
complete the task, this paper uses the Ant-cycle model [9] to update pheromones:

τi j (t + n) = (1 − ρ)τi j (t) + ρ�τi j �τi j (t + n)=
M∑
k=1

�τ k
i j (3)

In the formula, ρ is the pheromone volatilization coefficient, it must be less than
1; �τi j is the total amount of pheromone left on the path.

3 The Establishment of Guided Electric Logistics Vehicle
Routing Problem

Compared with the traditional CVRP model, the Guided Electric Vehicle Routing
Problem (GEVRP) model adds a charging station. The electric logistics vehicle will
go to the charging station when it runs out of power.

The mathematical description of the GEVRP model is as follows: Suppose
that G = N ∪ F, where the vertex set N is the set of the customer set N0 =
{1, 2, . . . i, . . . j, . . . , n} and the distribution center {O}; F is a set of charging
stations. A = {(i, j), ∀i, j ∈ N, i �= j} includes all arcs connecting vertices in
N. V = {1, 2, . . . , V } is a fleet of vehicles. Each arc (i, j) is associated with travel
time ti j , speed vi j , and distance di j . Themathematicalmodel is developed as follows:s

min Z =
∑

i∈F, j∈G

∑
k∈V

Ceτ xi jk +
∑

(i, j)∈A

∑
k∈V

Ct

(
ti j + r +

∑
i∈G

δi

/
s

)
xi jk +

∑
i∈N0

∑
k∈V

Z p

(4)∑
j∈N

x0 jk = 1 ∀k ∈ V
∑
j∈G

∑
k∈V

xi jk = 1 ∀i ∈ N0 (5)

∑
j∈N0

δ j

∑
i∈G

xi jk ≤ M ∀k ∈ V (6)
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y jk ≤ y jk − τdi j xi jk + Q
(
1 − xi jk

) ∀i ∈ G,∀ j ∈ N0,∀k ∈ V (7)

y jk ≥ min
{
τdi0, τ

(
di j + d j0

)}
(8)

y jk < Q ∀i ∈ F (9)

ti j = di j
/
vi j ∀i, j ∈ G (10)

In these formulas, δi is the customer’s demand (tons), i ∈ N0; xi jk represents the
binary variable of vehicle flow on arcs i, j, ∀i, j ∈ G,∀k ∈ V. If the vehicle k go
to j from i, xi jk=1, otherwise, xi jk=0; y jk is the remaining electric quantity of the
vehicle when leaving i, at the initial moment y jk = Q.

Formula (5) is the objective function, which requires the sum of the total time
cost, the penalty cost for violating the time window and the power loss to be as small
as possible. Suppose the time window specified by the customer i is [ETi , LTi ], the
soft timewindow constraint allows vehicles to arrive earlier or later than the specified
time, but at a penalty cost Z p = a × max{ETi − ti , 0} + b × max{ti − LTi , 0}, a
and b are the artificial penalty coefficients. Formula (6) ensures that each customer
is served by one vehicle; formula (7) represents the on-board capacity constraint;
formula (8) (9) (10) describes the rules of power consumption and charging; formula
(11) represents the calculation method of travel time.

4 Guided Logistics Vehicles Use Improved Artificial
Potential Field Method to Avoid Obstacles

If the obstacle cannot be avoided when planning the route for unmanned logistics
vehicle, it will cause a collision. So this paper introduces Artificial Potential Field
algorithm (APF). It is characterized by small computational complexity, a smooth
generated path, which is suitable for tasks with high real-time performance. The
principle of APF algorithm is to construct a virtual force field in the operating envi-
ronment of the vehicle, in which the vehicle is subjected to the resultant effect of
the virtual forces. The target point exerts an attractive force on the object and guides
the object move towards it. The obstacle generates a repulsive force on the object to
avoid collision with it [10].

As the distance between the logistics vehicle and the target decreases, the attractive
force will converge to zero. The attractive field function is as follows:

Fat (X) = −grad[Uat (X)]=kρ (11)
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In the formula, k is the attractive force coefficient; ρ is the relative distance
between the vehicle and the target.

A disadvantage of APF algorithm is the problem of goal non reachable with
obstacles nearby (GNRON). Its performance is that when there are obstacles near
the target, the repulsion and attraction will increase at the same timewhen the vehicle
approaches the target. When the direction of the resultant force changes, it is difficult
for the vehicle to reach the target. This drives us to add an attractive force related
to the distance between the vehicle and the target when defining the repulsive field
function, to ensure that the target is always the minimum point of the entire potential
field [10]. The improved repulsion function is as follows:

Fre(X) =
{
Fre1 + Fre2 ρ ≤ ρ0

0 ρ > ρ0
(12)

Fre1=η

(
1

ρ
− 1

ρ0

)
1

ρ2

(
X − Xgoal

)n
(13)

Fre2=n

2
η

(
1

ρ
− 1

ρ0

)2
∂ρ

∂X

(
X − Xgoal

)n−1
(14)

In these formulas, η is the repulsion gain coefficient; ρ0 is the obstacle influence
distance. When the distance between the obstacle and the vehicle is greater than ρ0,
the repulsion force is 0, so ρ0 can be modified to define the size of the obstacle. n is
a random number greater than zero. Vector Fre1 is a repulsive force, vector Fre2 is
an attractive force. As the logistics vehicle gets closer to the target, Fre1 gradually
approaches zero.

A route-planning model is built on MATLAB to verify the effectiveness of the
improved APF algorithm. The simulation result is shown as a figure below.

In Fig. 1, points are marked every 0.2 m, and the curve formed by all points is the
simulation path of the logistics vehicle. This path is a smooth and beautiful curve.
Among the four obstacle points, (9, 9) is very close to the target (10, 10), but the
logistics vehicle can bypass the obstacle instead of stagnating, indicating that the
improved APF algorithm can solve the GNRON problem.

5 Simulation and Analysis

This article builds a simulation system in MATLAB R2018b software, and uses a set
of fictitious factory data to perform simulation to verify the model proposed above,
and compare the GEVRP model with the fuel CVRP model.

15 customers and one obstacle point are located in the warehouse. The oil price is
0.75 CNY/km. The goods are delivered from the distribution center to the customer.
The maximum capacity of the battery is 60 Ah, the discharge rate is 1C, the charging
current is 80 A, the charging efficiency is 83%, the operating voltage is 24 V, and
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Fig. 1 Simulation results of obstacle avoidance model

the power is 2000 W. It can be calculated that the charging time is 52.65 min and the
operating current is 83.3A.

5.1 Comparison Between GEVRP Model and CVRP Model

When the logistics vehicle is a fuel vehicle, that is, the entire VRP problem has no
charging behavior, the CVRP model can be applied to find the route of fuel vehicles.

The total cost is 129.60 CNY, the corresponding time is 150.54 min, and the
average distance traveled by each vehicle is 1473.07 m. Time costs and penalty
costs account for a large proportion of the total cost, so vehicles should try to avoid
violating the time window to reduce the penalty cost. The following Fig. 2(a) is the
road map when two vehicles cooperate.

Since vehicle charging changes the time it takes logistics vehicles to reach the
customer, and the penalty cost and time cost also change, thus choosing an appropriate
charging station location plays an important role in minimizing route costs. An
optimal charging station location (150, 250) is selected among multiple candidate
sites after multiple simulation experiments. Figure 2b shows the simulation path
when the charging station is at (150, 250).

Enlarge the figure to see that the route avoids the preset obstacles, proving that
APF algorithm is effective. However, the route of the logistics vehicle is not as
smooth as imagined. This is because when the vehicle, obstacle and target are in the
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Fig. 2 Optimal solutions of CVRP and GEVRP model (two cars)
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Fig. 3 Obstacle avoidance
of GEVRP model (two cars)

same line, the vehicle may be subjected to zero resultant force at a certain point, thus
falling into a local minimum point and unable to move forward [11] (Fig. 3).

Assuming that the electricity price is 0.5 CNY/kWh, the total cost is 123.51 CNY,
the time corresponding to the minimum total cost is 204.06 min, and the average
distance traveled by each vehicle is 1496.53 m. Compared with the solution results
of the CVRP model, the cost of the GEVRP model is reduced by 4.7%, the average
mileage of each vehicle is increased by 1.59%, and the time is increased by 35.56%.
The main reason for the large increase in time is the existence of charging time and
the travel time to the charging station. So companies need to use multiple vehicles
to make up for the time loss caused by charging.

5.2 Calculation of Carbon Dioxide Emissions

From the perspective of economy, the cost of electricity is cheaper than gasoline, and
it is less affected by the rise in oil prices. From the perspective of low-carbon, there
is a lot of carbon dioxide and other greenhouse gases in the exhaust of fuel vehicles,
which are the main substances that form PM2.5. Electric vehicles mostly use clean
energy, which causes less pollution.

This paper calculates the carbon emission model based on the fuel consump-
tion and travel mileage method recommended in the IPCC National Greenhouse
Gas Inventory Guidelines report. The formula for calculating the carbon dioxide
emissions of gasoline vehicles and electric vehicles is as follows [2]:

E=
∑

Fk(μ + ω) (15)

E ′ = α
∑

Fke · λ (16)

In these formulas, Fk= f · di j , f is the fuel consumption per kilometer, di j is the
distance between i and j,μ is fuel conversion coefficient in the fuel processing stage;
ω is the exhaust emission coefficient. α is the ratio of the electric power consumption
of the vehicle to the thermal power generation, according to the National Bureau of
Statistics data, α is 73.32%; Fke=e · di j , e is the power consumption per kilometer;
λ is the power conversion coefficient of the thermal power plant.
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Select the Jiangling lightweight truck with fuel consumption of 0.08 L/km and
the Geely electric truck with an energy consumption of 0.29 kWh/km. The simula-
tion experiments above provide the average mileage of each vehicle in two models.
This paper refers to the fuel emission coefficients and electric energy conversion
coefficients compiled on literature [1]. μ is 2.73, ω is 1.38 and λ is 0.6808. It is
calculated that an electric vehicle emits 0.2313 kg of carbon dioxide, fuel logistics
vehicle can emits 0.4922 kg. The former can save 53% of emissions. Therefore,
whether it is from the perspective of energy saving or pollution reduction, electric
logistics vehicles are an attractive alternative.

6 Conclusion

This paper combines ant colony algorithmandAPFalgorithm to establish theGEVRP
model and formulates the overall utilization of the optimal logistics vehicle oper-
ation rules. Use C language to write GEVRP and CVRP programs to verify the
effectiveness of the model, and use the improved APF algorithm to avoid obstacles.

Through the research and analysis above, we can see that in terms of algorithms,
the frequency of search stagnation in the improved ant colony algorithm is reduced,
and it is capable of simulating CVRP and GEVRP models. In terms of obstacle
avoidance, the improved APF algorithm no longer has the problem of GNRON. In
terms of the solution results, although the result of GEVRP model takes more time,
the cost is reduced by 4.7%, it also can bring great emission reduction benefits.
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Estimating Contrast of State of Health
for Lithium-Ion Battery Based
on Accumulated Residual Energy

Bingxiang Sun, Yuzhe Chen, Shichang Ma, Zhengtao Cui,
and Zhanguo Wang

Abstract With the widespread use of electric vehicles, the deficiencies of battery
management systems have gradually emerged, among which the short driving range
as well as the short service life were prominent issues in electric vehicles. Taking
2.75 A 18,650 NCM material lithium-ion battery as the research object, cycle test
based on the full range of state of charge (SOC). It mainly proposes to use the
available energy parameters of the battery to characterize the health of the battery, as
the number of battery cycles increases, the available energy of the battery decreases.
A new definition method to characterize SOHE with the available energy of the
battery and SOHER with the accumulated residual energy is proposed. The SOHER

is estimated and analyzed by analyzing the relationship between the accumulated
residual energy of the battery and the number of use cycles. Under the premise of
knowing only part of the data, a new improved similar triangle method is designed
through comparative analysis which is used to effectively control the error within
0.13 to get the relationship between SOHER and energy.

Keywords Lithium-Ion battery · State of health · Available energy · Accumulated
residual energy · Comparative analysis

1 Introduction

The life of lithium-ion batteries has been divided into calendar life and cycle life so far
[1], the battery cycle life refers to the number of charge and discharge cycles that the
battery can perform at a standard current rate. The battery life test mentioned in this
article refers to the battery’s cycle life. The state of health (SOH) of the power battery,
also known as the state of life of the battery, is a characteristic parameter of the battery
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health state [2], which reflects the ability of the battery to store and output charge
in the current state. At present, the commonly used estimation methods for battery
SOH in domestic and foreign literatures include definition methods, electrochem-
ical impedance spectroscopy analysis methods, intelligent algorithms, and model-
based methods. Among them, the electrochemical impedance spectroscopy analysis
method analyzes the battery AC impedance spectroscopy at different frequencies.
Understand the state of the chemical substances in the battery, and then evaluate
the external characteristics of the battery [3], but the collection of battery internal
parameters requires special equipment, and the parameter analysis process is compli-
cated [4].Intelligent algorithms mainly include Kalman filtering method, particle
filtering method, support vector machine and artificial neural network method, etc.
[5], which requires high precision for the model, requires a large amount of data for
algorithm analysis, and is redundant and tedious. Among them, the electrochemical
model, based on the chemical reaction mechanism inside the battery, can accurately
describe the different chemical reaction stages of the battery and the characteris-
tics of the substance changes [6–8], with high accuracy, but the model research is
more complicated and contains a large number of parameter differential equations.
Therefore, the method of defining SOH with different characteristic parameters of
the battery in the study is worthy of in-depth study.

So far, the prediction of the decay trajectory of SOH is still the difficulty of current
research [9, 10]. There is currently no strict definition of the definition of SOH, and
there aremanyways to define the battery SOH in the literature. For example: capacity
angle, internal resistance angle, power angle, etc. According to the basic definition
of battery SOH, by collecting battery performance parameters, the current stage of
SOH is obtained [11]. Generally, when estimating the SOH of the battery, the SOH is
generally defined based on the capacity [12, 13]. However, when these characteristics
are defined for SOH, they cannot directly reflect the driving range of electric vehicles.
It is well known that the battery will inevitably aging and declining during use. The
obvious thing is that the available energy will decrease with the increase of the
number of cycles. Consequently, this paper proposes a new method to define SOH
based on energy.

2 SOH Definition

2.1 Define SOHE Based on Energy

This paper proposes a new definitionmethod for SOH from the perspective of energy,
and defines SOH from the available energy of battery cells, as shown in the following
formula (1)

SOHE = ENK

EN0
(1)
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Table 1 Basic parameters of battery

Project description Performance
parameter

Project description Performance
parameter

Rated capacity 2750 mAh@1C Typical capacity 2900mAh@0.2C

Rated voltage 3.6 V Energy density 206 W/kg(1C)

Charging cut-off
voltage

4.20 ± 0.05 V Discharging cut-off
voltage

2.50 ± 0.05 V

Maximum charging
current

1C (2750 mA)2°C Maximum discharging
current

3C (8250 mA) 25 °C

2.2 Define SOHER Based on Energy

The available energy of the battery decreases with the increase of the number of
cycles, the ratio of the accumulated remaining energy to the accumulated energy of
the entire life cycle defines the battery health state SOH, as shown in the following
formula (2):

SOHER =
∑

ER
∑

ETotal
(2)

According to the proposed definition method, this paper designs a corresponding
charge and discharge cycle test experiment for the battery.When the capacity declines
to 70% of the initial capacity in the experiment, it is considered that its life is over.

3 Experimental Design

3.1 Battery Platform Introduction

The experimental battery used in this paper is the 2.75 A, 18,650 ternary material
battery, the basic parameters are shown in Table 1.

The battery test platform is shown in Fig. 1.

3.2 Experimental Test

After the battery is activated, it must first be calibrated for its capacity. The specific
cycle test procedures are shown in Table 2. The capacity and energy released by the
cell in the initial state and the capacity and energy released after 1100 cycles are
shown in Table 3.
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Fig. 1 Lithium battery test
platform and data collection
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Table 2 Cycle life test protocol

Cycle life Test procedure

Cycle Step 1. At 25 °C, charge at a constant current of 1/2C to 4.2 V, and then charge at a
constant voltage until the current is less than or equal to 1/25C, and let it stand
for 30 min

2. Discharge with a constant current of 1C to the cut-off voltage of 2.5 V, let stand
for 15 min, and record the capacity and energy value of each release

3. Repeat steps 1 and 2 100 times
4. Perform battery performance test every 100 times
5. The battery capacity declined to 70%, and the experiment ended

Table 3 Main available
capacity and energy in the
initial and ending states

Initial Ending

Available capacity (Ah) 2.83 1.77

Available energy (Wh) 10.10 5.73

The relationship between the energy released by the cell each time is shown in
Fig. 2, and the relationship between the cumulative residual energy and the number
of cycles is shown in Fig. 3.

Fig. 2 Single available
energy curve with the
number of cycles
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Fig. 3 Cumulative available
energy curve with the
number of cycles
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Fig. 4 SOHER and SOHE
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The single available residual energy and the cumulative available residual energy
are calculated according to Eq. (1), and their corresponding SOH are respectively
expressed by SOHE and SOHER, as shown in Fig. 4.

4 SOHER Estimation Analysis

4.1 Selection of Reference Value

This paper characterizes the battery SOH by the ratio of the battery’s accumulated
available energy to the total energy. The change process of the available energy of
the available energy of the battery cell with the number of cycles is shown in Fig. 5,
the area X1 represents the cumulative available remaining energy, X represents the
total available energy, then the expression of SOHER is as follows (3). In the figure,
EN0 represents the initial available energy of the battery, ENK represents the available
energy after K cycles of the battery, and ENend represents the available energy of the
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Fig. 5 Available energy
curve
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Fig. 6 Real value
relationship curve
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battery when the cutoff condition is reached.

SOHER = X1

X
(3)

Accumulate the real data of the battery measured by the cycle experiment, calcu-
late its true value SOHER according to formula (3), and get its relationship curve with
the number of cycles, as shown in Fig. 6, and use it as the reference value.

4.2 Estimated SOH with Known Full Life Cycle Data

When the battery’s full life cycle data is known, it is fitted according to the actual
measured data curve, and the relationship curve of

∑
ER = f(SOHE) is obtained, as

shown in Fig. 7, and the relative error is shown in Fig. 8, where the maximum value
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Fig. 7 Accumulated
residual energy fitting curve
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Fig. 8 Relative error curve
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does not exceed 9%, and the accuracy is high, which can accurately reflect the true
situation.

However, it is difficult to realize the full life cycle data of the battery in the actual
process. Therefore, it is necessary to further study the estimated SOH for the known
part of the battery data. The following paper gives specific research methods.

4.3 Estimated SOH from Known Partial Period Data

4.3.1 Similar Triangles

It is known fromFig. 5 above that the relationship between the available energy of the
battery and the number of cycles changes. The paper uses the idea of mathematical
similar triangle, as shown in Fig. 9. The relationship of SOHER obtained from the
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Fig. 9 Real curve and
approximate curve

0 200 400 600 800 1000 1200 1400
5

6

7

8

9

10

A
va

ila
bl

e 
en

er
gy

(W
h)

Cycles

 Available energy curve
 Approximate curve

EN0

ENK

ENend

ENK
'

real available energy change curve is shown in the following formula (4).

SOHER =
∑Nend

i=NK
Ei

∑Nend
i=N0

Ei

=
∑

ER
∑

ETotal
(4)

Figure 10 is to convert the approximate image of the energy curve into a mathe-
matically similar triangle image, and the solution of the triangle method is used to
find the correspondence between SOHER and the energy. As an auxiliary triangle X1,
X1, X2, and X3 in the figure respectively represent their corresponding areas.

As can be seen from Eq. (4), the expressions corresponding to X2 and X3 in the
figure are as follows:

X2 =
∑Nend

i=NK

Ei = �ER

X3 =
∑NK

i=N0
Ei (5)

Fig. 10 Approximate
available energy curve
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X2+ X3 =
∑Nend

i=N0
Ei = �ETotal

Combining formula (4) and formula (5), the following relationship can be
obtained:

SOHER = X2

X2 + X3
(6)

From the principle of similar triangles:

X1

X1+ X2
=

(
ENend

ENK

)2

(7)

X1+ X2

X1+ X2+ X3
=

(
ENK

EN0

)2

(8)

X1

X1+ X2+ X3
=

(
ENend

EN0

)2

(9)

Sort out the expressions of SOHER and energy, as shown in the following formula
(10),

SOHER = E2
Nk − E2

Nend

E2
N0 − E2

Nend

(10)

According to the above formula, the relationship curve of SOHER is obtained, and
it is compared with the reference value as shown in Fig. 11, and the absolute error is
shown in Fig. 12, it could be seen that the maximum value is about 0.28.

Fig. 11 Fitting SOHER
relationship curve
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Fig. 12 Absolute error
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4.3.2 Improve Similar Triangles Similar Triangles

Figure 9 shows that the actual energy change curve is an approximately linear convex
function, and the above-mentioned similar triangle method is to obtain the relational
expression based on the direct substitution curve. There is a certain deviation from
the original curve, which makes the overall estimated value too large, so in order
to reduce the estimate Error, need to add compensation function on the basis of
approximate estimation curve. As shown in Fig. 13, the sum of the area S1 and S3
enclosed by the curve in the figure is as close to S2 as possible, that is, the error
of (E–E’) �E reaches a local minimum, and it is desired to obtain the functional
relationship of the true curve which is more difficult. In order to be able to determine
the position of the curve in the figure, under the premise of knowing part of the
entire hundred data, this article proposes an idea to determine the number of cycles
N corresponding to different available energies through interpolation, and determine
the original truth byNFor the available energyENK of the curve, shift the approximate
curve in Fig. 9 upward (ENK–ENK’)/2 to obtain a new curve, and then use the adjusted

Fig. 13 Available energy
curve and linear fitting curve
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Fig. 14 The true and
estimated value of SOHER
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Fig. 15 Absolute error
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curve to obtain the SOHER estimated value by formula (10). The specific results are
shown in Fig. 14. The absolute error is shown in Fig. 15. It can be seen that the error
accuracy is effectively improved after improvement, and the maximum error is 0.13.

4.3.3 Interval Map

When the remaining accumulated energy is not measurable, the specific formula
is shown in formula (11), and the SOH with the actual value range of X–100% is
mapped to the SOHER with the actual range of 0–100%, as shown in Fig. 16, where
X% refers to the cut-off condition of battery life, this paper selects 70%. The absolute
error is shown in Fig. 17, and the maximum error reaches 0.34. It could be seen that
the error of only themappingmethod is relatively large, and the estimation of SOHER

is meaningful.
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Fig. 16 The true and
estimated value of SOHER
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Fig. 17 Absolute error
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SOHER =
ENK
EN0

− X%

1− X%
(11)

4.4 Comparison of Estimation Methods

Comparing the above four methods, as shown in Fig. 18, The full-range data direct
fittingmethod has the highest precision, but it needs to be established under the condi-
tion that the full life cycle data can be measured; although the calculation method of
the interval map is simple, the error is large; the similar triangle method only needs
to know the initial and the ending time The available energy of Relatively greatly
simplifies data processing, but there are still certain deviations, so the improved
method proposed on this basis effectively improves the accuracy of error, making it
controlled within 0.13.
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Fig. 18 Relationship curve
of SOHER with cycle times
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5 Conclusion

This paper proposes a new definition method for battery SOH based on energy.
Experimental data is obtained by conducting cycle life test experiments on 18,650
and 2.75 A batteries. In the method of studying the estimated battery SOHER, it is
divided into two categories to explain separately. When the full life cycle data of the
battery is known, it is fitted according to the real data to obtain

∑
ER = f(SOHE)

relation curve, the maximum error value does not exceed 9%; When only part of the
cycle data of the battery is known, based on the analysis and comparison of the above
three methods, the improved similar triangle method is used to verify that the error
can be stabilized within 0.13, which effectively improves the accuracy of the error,
and the feasibility and effectiveness of the method are confirmed by experiments.
which provides a basis for the future management and control of battery systems and
battery secondary utilization strategies.
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Peak Power Estimation Considering
Initial Polarization

Bingxiang Sun, Guoli Yin, Xitian He, Zhenlin Zhu, and Jian Wu

Abstract It is very important to obtain the peak power reference value with high
precision for parameter test and evaluation. In the industry, the estimation of peak
power is usually called state of charge (SOP) estimation. At present, the research on
the peak power is mainly based on the steady state condition, but the vehicle has been
in the dynamic condition in the actual driving process, so the establishment of the
peak power reference value acquisition method suitable for the dynamic condition
is helpful to promote the development of the industry. In this paper, based on the
consideration of initial polarization, the second-order RC model, the multiple linear
regressionmodel and the support vector machine model are used to estimate the peak
power of the battery.

Keywords Peak power estimation · Initial polarization voltage · Second order RC
model

1 Introduction

The core component of new energy vehicle is lithium-ion power battery [1].The state
of the battery directly affects the performance of the car. Among many parameters
of lithium-ion battery, the peak power SOP is one of the most important parame-
ters [2].SOP directly determines the power capacity of battery and is an important
reference index for acceleration, deceleration and uphill of vehicle. The peak power
capacity of battery is affected by many factors, such as temperature, voltage, current,
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etc. [3].At present, the discussion of peak power does not consider the influence
of initial polarization voltage on the peak power capability of the battery. In this
paper, the influence of initial polarization voltage is taken into account, and the peak
power capacity of the battery is estimated. The polarization of Li-ion battery mainly
includes concentration polarization, electrochemical polarization and ohmic polar-
ization. Ohmic polarization, as the name implies, refers to the polarization caused
by the battery resistance, which occurs instantaneously; because the speed of elec-
tron motion is greater than the speed of electrochemical reaction on the electrode,
electrochemical polarization is generated; concentration polarization is generated
because the diffusion speed of lithium ion in the electrolyte is less than the speed of
electrochemical reaction [4].

2 Peak Power Estimation Model

2.1 Second Order RC Model

The equivalent circuit model of battery mainly includes Thevenin model, multi-level
RC model and Rint model. The structure of Thevenin model is simple, and the
parallel RC part can simulate the polarization process of the battery very well. Multi
order RC model is to add parallel module of RC on the basis of Thevenin model.
The higher the order is, the higher the accuracy of the model is, but the calculation
becomes more complicated [5].In this paper, the second-order RC model is chosen
as the estimation model (Fig. 1).

The transient formula of the second-order RC model is as follows.

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

UP1(t) = UP1(0)e−
t

τ1+RP1 I
(
1− e−

t
τ1

)

UP2(t) = UP2(0)e−
t

τ2+RP2 I (1− e−
t

τ2 )

τ1 = RP1CP1

τ2 = RP2CP2

U0(t) = UOCV − I R0 −UP1(t) −UP2(t)

(1)

Fig. 1 Second order RC
model R0

I

+

-

Rp1

Cp1

U0

Rp2

Cp2

UOCV
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In order to realize the online estimation of peak power, the first step is to realize
the online acquisition of model parameters. By fitting the experimental data, the
relationship between ohmic internal resistance, polarization internal resistance and
polarization capacitance of the second-order RC model and discharge multiplier,
polarization voltage and SOC can be obtained. After the parameters of the battery
are identified, the relationship between the parameters of the model and discharge
rate, initial polarization voltage, SOC is obtained:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

R(I, S,UP0) = −1.155× 10−4 × I − 3.49× 10−5 × S + 0.03067− 0.0124×UP0
RP1(S) = 0.007318× e−0.02438×S + 0.00316
RP2(I, S) = 0.115× e−1.07I + 0.04009× e−0.0908S + 0.00674
CP1(S) = 172.7× e0.01452S + 1.079× 10−7e0.2395S

CP2(I ) = 1927× e0.0206I − 1622

(2)

2.2 Multiple Linear Regression

Multiple linear regression estimation is to obtain the relationship between one depen-
dent variable and multiple independent variables through a large number of experi-
ments and data analysis, and then predict the variables. Multivariate linear regression
estimation method has the advantages of simple structure, few parameters and fast
operation speed. However, due to the serious collinearity among SOC, internal resis-
tance and temperature, if SOC, internal resistance and temperature are selected as
the input of prediction model, it is not suitable to use multivariate linear regression
method. Let the random variable be y, γ0, γ1, γ2, … γn is the regression coefficient,
The general variable is x1, x2, x3, … xn. Then the linear regression model can be
expressed as:

y = γ0 + γ1x1 + γ2x2 + · · · + γnxn (3)

In this paper, SOC, polarization voltage, discharge time, discharge rate and ohmic
internal resistance are selected as input variables. 26 pairs of training data and 10
pairs of verification data.

2.3 Support Vector Machine

Support vector machine (SVM) is based on VC dimension theory and structural
risk minimization [6]. It finds the maximum margin hyperplane by classifying the
samples, transforms the sample input to the high-dimensional feature space by kernel
function transformation, and solves the nonlinear problem of the sample space by
linear learning of the feature space. Therefore, the support vector machine algorithm
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Fig. 2 The nonlinear
regression principle of SVM x1 x2 x3 xn

K(x1,x) K(x2,x) K(xn,x)
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can be regarded as convex quadratic optimization [7]. Support vector machine model
has the advantages of excellent learning and generalization ability, short training
time, strong extrapolation ability, and no excessive dependence on large samples and
historical data [8]. Therefore, SVM is used to solve the nonlinear problem between
peak power and parameters. The nonlinear regression principle of SVM is as follows
(Fig. 2).

3 Estimation Results

In this paper, the peak power is characterized by the peak current value, and the peak
power of 26,650 battery is measured and estimated. The real value of peak power
is obtained by the method of constant power method, different initial polarization
states are made by using different current discharge for 5 s, and then the high rate
discharge is directly carried out on the battery without standing, so as to obtain the
peak power value under polarization state.

3.1 Second Order RC Model Estimation Results

Use Matlab to build the model, and estimate the peak power of the battery at 80%,
50%, 40%, 30%, 20%, 10% SOC in polarized state and non polarized state. The
estimation results and errors are shown in Figs. 3, 4 and 5.The estimation error of
the model is within ±8%, and the estimation result is generally less than the real
value, which may be due to the internal temperature rise in the process of high rate
discharge of the battery.
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Fig. 3 Comparison between
estimated results and real
values in unpolarized state

Fig. 4 Comparison between
estimated results and real
values under polarization

3.2 Multiple Linear Regression Estimation Results

According to the training data, the regression coefficient is obtained. The regression
equation is used to estimate the validation set data, and the peak current of lithium-ion
battery estimated by the validation set is obtained. The peak current data estimated by
the fitting regression equation is compared with the measured data. The estimation
results are shown in Figs. 6 and 7. It can be found that the estimated value of the
model is very close to the real value, and the relative error is mainly within ±2%. It
can be seen that the fitting degree of multiple linear regression model is very high,
the root mean square error is 0.541A, so it can be considered that multiple linear
regression model can estimate the peak current of lithium-ion battery.



102 B. Sun et al.

Fig. 5 Relative error
between estimated result and
real value

Fig. 6 Comparison between
the current value estimated
by the model and the real
value

3.3 Support Vector Machine Estimation Results

The predicted results are shown in Figs. 8 and 9. R2 = 0.9913, RMSE= 0.573a, the
relative error of the model is mainly within ±0.8%.It can be seen that SVM model
can better predict the peak power of the battery.
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Fig. 7 Relative error
between estimated value and
real value

Fig. 8 SVM prediction
results

4 Comparison of Different Estimation Methods

In this paper, the multiple linear regression method and support vector machine are
used to estimate the peak power of the battery under the same working condition,
which is used to compare the second-order RC model horizontally. In this paper,
the mean absolute deviation (MAPE) and root mean square error (RMSE) [9] are
introduced to make quantitative analysis of three estimation methods.

MAPE=1

n

∑n

k=1

∣
∣
∣
∣
fk − yk
yk

∣
∣
∣
∣ × 100% (4)
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Fig. 9 Error between SVM
prediction result and real
value

Table 1 Comparison Of
three estimation methods

Statistical
indicators

Second order
RC model

Multivariate
linear
estimation

Support
vector
machine

MAPE 5.67 1.1 0.4807

RMSE 2.26 0.541 0.573

Maximum
absolute error

3.8 1.22 1.27

RMSE =
√

∑n
1 ( fk − yk)

2

n
(5)

where yk represents the true value of peak current and fk is the estimated value of
the model. The comparison results are shown in Table 1.

5 Conclusion

The prediction accuracy based on SVM model is the highest, the average absolute
percentage error is 0.48%, followed by multiple linear regression model, the average
absolute percentage error is 1.1%. The accuracy of the second-order RC model is
the lowest, and the average absolute percentage error is 5.67%, which is within the
acceptable range. The predicted results of the second-order RC model are generally
lower than the real values, which may be due to the temperature rise in the battery
during the high rate discharge process, which improves the material activity and
reduces the internal resistance of the battery. The second-order RCmodel can further
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improve the test accuracy by combining with the thermal model, and there is a lot of
room for improvement.
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A Single Phase Boost Inverter
with Reduced Leakage Current
for Photovoltaic Energy System

Xuefeng Hu, Shunde Jiang, Hao Shen, Zikang Long, He Cheng,
and Lusheng Ge

Abstract In this paper, an integrated transformer-less single phase boost inverter
(SPBI)with high reliability for photovoltaic energy system is proposed. The proposed
SPBI requires only three active switches and has the inherent features of shoot-
through immunity and reduced leakage current,which improves reliability and cost of
power conversion. Moreover, the proposed inverter can output ac voltage higher than
the input dc voltage. The unified SPWM technique for the proposed inverter is also
presented. The steady-state analysis, operating principles, and parameter selection
guidelines are presented in detail for the proposed inverter. A laboratory prototype
is built and tested to verify the performance of the proposed inverter.

Keywords Single phase · Boost inverter · High reliability · PV

1 Introduction

Recently, renewable energy sources such as solar energy,wind energy, fuel cell power
generation technologies have been widely valued and employed [1–3]. Photovoltaic
(PV) energy is considered as an excellent candidate to replace the conventional fossil
fuel due to noCO2 emissions.Generally, a line frequency transformer is often adopted
in PV applications for providing galvanic isolation and voltage ratio transformations.
However, the line frequency transformers increase the size, weight and cost of the
PV system and reduce the efficiency and power density. Therefore, transformerless
inverters with decreased number of components, low cost, and high efficiency are
preferred choices for these applications. However, additional care must be taken to
avoid safety hazards such as ground fault currents and leakage currents, e.g., via
the parasitic capacitance between the PV panel and/or its frame and ground. The
traditional full bridge inverter (FBI) with four active switches (H4) is often used
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for PV power generation systems because it has good tradeoff between efficiency,
complexity and cost. However, the output peak ac voltage of FBI does not exceed the
input dc voltage, so many PVmodules are often connected in series as input sources.

In order to solve above problems, many single-stage inverters are proposed [4–7],
many switching devices are used in these inverter and they have other problems. A
novel single-phase current source H5(CH5) inverter has been presented in which a
switch is added between the input and the bridge arms [5]. Bases on the H5 topology,
a switch branch is added between the input and the midpoints of bridge arms [6].
A H6-type transformerless inverter for grid-tried PV system has been proposed for
suppressing the leakage current [7], and it has the ability to inject reactive power
into utility grid with low harmonic distortion. However, H6-type converter need
more switches. The main drawback is the shoot-through problem between the two
switches in a leg phase, which is a common reason reducing the reliability of the
conventional inverters. Thus, the dual-buck inverter topologieswithout shoot through
problem are discussed in [8, 9], which can realize higher AC output voltage than the
DC input voltage.Nevertheless, there is still the problemof leakage current to ground.
Following this trend, an integrated single phase boost inverter (SPBI) based on the
dual-buck structure is proposed.

2 Operating Principle and Analysis of the Proposed
Topology

2.1 The Topology of Proposed Inverter

The circuit topology of the proposed single phase boost inverter is shown in Fig. 1.
The inverter can be viewed as an organic combination of a conventional boost
converter and a dual-buck half-bridge inverter.

Fig. 1 The proposed
inverter topology
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Fig. 2 PWM control
strategy
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In this section, the sinusoidal pulse modulation (SPWM) for the proposed single
phase boost inverter is analyzed, which is called half-periodmodulation mode. There
are six main working modes of the inverter. The corresponding equivalent circuits
are presented in Fig. 2.

(1) Mode I [t0–t1 Fig. 3a]: At t = t0, the input inductor L1 are charged by the
DC-side power supply U in through the switch S1, so the inductor current iL1
increases linearly. Meanwhile, the bus capacitorC1 transfers energy to the load
passes by the switch S2 and inductor L2. So the inductor current iL2 increases
linearly. The mode ends when S1 and S2 are turned off at t1.

(2) Mode II [t1–t2 Fig. 3 (b)]: At t = t1, the input DC power supply Uin and
the voltage of inductor L1 are in series, charging the capacitors C1 and C2.
The inductor current iL2 can not change abruptly, so iL2 supplies power to
the output through diode D3, and iL2 decreases linearly. At t = t2, when the
inductor current iL1 decreases to zero, D1 is turned off naturally and the mode
terminates.

(3) Mode III [t2–t3 Fig. 3c]: At t = t2, the current of boost inductor L1 remains zero
during this stage. The inductor current iL2 supply power to the load through bus
capacitor C2 and diode D3, and iL2 decreases linearly. At t = t3, the switches
S1, S2 are turned on and the mode III is terminated. Then, the next switching
period begins in the positive half cycle.

(4) Mode IV [t4–t5 Fig. 3(d)]: At t = t4, the DC power supply U in charges the
inductor L1 through S1, the boost inductor current iL1 increases linearly. Capac-
itance C2 supplies power to the load through S3 and L3, and iL3 increases
linearly. The mode ends when S1 and S3 are turned off at t5.

(5) Mode V [t5–t6 Fig. 3e]: In this mode, the input DC power supply U in and the
voltage of inductor L1 are connected in series to charge capacitors C1 and C2.
The filter inductor current iL3 supplies power to the load through D2, and iL3
decreases linearly. At t = t6, the boost inductor current iL1 drops to zero, and
the diode D1 naturally turns off.

(6) Mode VI [t5-t6 Fig. 3(f)]: In this mode, the current of inductor L1 is equal to
zero. The current iL3 flows through the load throughC1 andD2, and it decreases
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Fig. 3 Equivalent circuit of each mode. Positive half cycle: a Mode I. b Mode II. c Mode III.
Negative half cycle: d Mode IV. e Mode V. f Mode VI

linearly. At t = t7, the mode ends when the switches S1 and S3 are turned on.
The next mode begins in the negative half cycle. Voltage Gain and Parameters
of Inverter

2.2 Analysis of Voltage Gain

The current waveform of the inductor L1 working in DCM is shown in Fig. 4.
According to the regular symmetry sampling rule, the conducting time of switch
S1 can be expressed as:

ton = mTS|sin(ωt)| (1)
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Fig. 4 The current
waveform of input
Inductance at DCM
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Since the inductor L1 of the inverter is operated in DCM, for the convenience of
analysis, it is considered that the voltage of capacitorsC1 andC2 is equal, that isUC1

= UC2 = UC. According to the flux (volt-second) balance condition on the inductor
L1, the following formula can be expressed as:

Uinton = (UC1 +UC2 −Uin)to f f = (2UC −Uin)to f f (2)

If all device losses of the inverter are neglected, the input power of the inverter is
equal to the output power, so that the following formula can be obtained:

Iin = Po
Uin

=
(
Uo/

√
2
)2

Uin Ro
(3)

Uo is amplitude of the output voltage of the inverter. It can be expressed as:

UO = mUC1 (4)

The average value of the inductor current is:

IL1 = (ton + to f f )�i

2T
(5)

�i is the variation of inductance current, and it is expressed as:

�i = Uin

L1
× ton (6)
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Fig. 5 The relationship between voltage gain GO and inductance and modulation ratio
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Fig. 6 Experimental waveforms. a The currents iL1 and the voltage uo. b The currents iL2 and iL3

According to formulas (1)–(6), and the gain GO between the input voltage and
the output voltage is mGC, then the gain of the inverter can be expressed as:

GO = Uo

Uin
= m

4

(
1 +

√
1 + 8RO

L1 fs

)
(7)

Figure 5 shows the three-dimensional relationships of voltage gain Go versus
inductance L1 and modulation ratio m when f S = 20 kHz, RO = 50 � are given. As
can be seen from Fig. 6, the Go increases when the m increases or the L1 decreases
within a certain range.

3 Experimental Results

In order to prove the correctness of theoretical analysis of the proposed inverter, an
experimental prototype is built and verified by experimental results, Vin = 45 V, L1

= 110µ H, L2 = L3 = 3 mH, C1 = C2 = 220 µF.
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Fig. 7 Experimental waveforms. a The currents iS1 and the voltage US1. b The currents iS2 and
the voltage US2. c The currents iS3 and the voltage US3. d The currents iCm and the voltage UC1,
UC2

Figure 6a is the experimental waveform of the inductor current iL1 and the output
voltage uo. It can be seen from the current waveform of the inductor L1 that the
inductance current iL1 is operated in discontinuous mode (DCM). Figure 6b shows
experimental waveforms of two filter inductor currents iL2 and iL3. It can be seen
that the filter inductor current iL2 flows only through the positive half cycle, and the
inductor current iL3 only passes through the negative half cycle.

Figure 7a–c shows the experimental current and voltage stress waveforms of the
switches S1, S2 and S3. The maximum voltage stress of each active switch is the sum
of the bus capacitor voltages UC1 and UC2, liking conventional half-bridge inverter.
The maximum current stress of the switch S1 is equal to the amplitude of the input
inductor current iL1, which is approximately 12A. The maximum current stress of
the switch S2, S3 is equal to the peak value of inductance current iL2, iL3, respectively.
Figure 7d shows the voltage UC2, UC3 and the common-mode current icm. There is
a good automatic balance between the voltages of UC2 andUC3. The leakage current
from the presented SPBI, which may easily be seen from Fig. 7d, is very low, and
it is about 5 mA. Thus the experimental results are basically consistent with the
theoretical analysis.

4 Conclusion

This paper proposes an integrated transformer-less single phase boost inverter (SPBI)
with high reliability, in which only three switches and three diodes are used, reducing
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the number of switches and cost of power generation system. Moreover, there is no
shoot-through between the switches in a leg phase and no required dead-time in
the SPWM signals, which not only greatly improves the reliability of power system
but also reduces the output ac voltage distortion. Fourthly, the SPBI can suppress
the leakage current effectively due to its inherent nature, enhancing the safety of the
power conversion. The simple unified SPWM strategy for the SPBI is also presented.
The effectiveness of the proposed inverter configurations is demonstrated by the
experimental results of a 250 W prototype in the laboratory.
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Study on Fractional Order Modeling
and Equivalent Stress of AC–DC
Superposition Condition for Lithium-Ion
Batteries

Bingxiang Sun, Jia Liu, Haijun Ruan, Weige Zhang, Hao Li, and Jiaju Wang

Abstract Lithium-ion battery is an electrochemical system with strong nonlinear
characteristics. It shows different response states under different working condi-
tions and doesn’t conform to the superposition theorem. In this paper, 2.5Ah ternary
lithium-ion battery for electric vehicles is taken as the research object. Fractional
order equivalent circuit model is established based on electrochemical impedance
spectrum. Its impedance fitting error reaches below 10E−5, which can well simulate
the impedance response characteristics inside the battery. Based on the Grunwald–
Letnikov fractional differential definition of the output expression of the model is
derived, through the sinusoidal excitation at different frequencies for simulation
verification, the model relative open circuit voltage error rate is less than 0.2%, with
higher accuracy. In addition, the equivalent impact stress under AC–DC superposi-
tion condition is analyzed for the battery. It is concluded that the equivalent impact
stress for the lithium-ion battery is closer to the superimposed peak condition under
the AC–DC superimposed condition of the low and medium frequency.

Keywords Lithium-ion battery · Electrochemical impedance spectroscopy ·
Fractional order model · AC–DC superposition condition · Equivalent stress
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1 Introduction

As the core component of the “three-electric” system of electric vehicles, the power
battery system has become the most important focus of current research [1]. The
development of power battery mainly experienced lead-acid battery, nickel-metal
hydride battery, lithium-ion battery and fuel cell [2, 3]. Lithium-ion battery has
become the main choice of vehicle energy storage system due to its advantages of
long life, high safety, high energy density and low self-discharge rate. However, the
dynamic characteristics of lithium-ion battery under complex working conditions are
subject to great uncertainty. The ability to accurately simulate the external character-
istics of the battery under different working conditions is an important link in param-
eter identification, thermal performance analysis and dynamic system simulation, so
an accurate battery model needs to be established. The equivalent circuit model is
widely used in battery management system, which describes the internal dynamic
response of the battery through simple combination of electrical components such
as resistance and capacitance. The main types include Rint model, Thevenin model,
Second-orderRCmodel, PNGVmodel andGNLmodel [4]. Thesemodels are usually
based on the response characteristics of the battery under time domain excitation.
Compared with the electrochemical models, they do not pay much attention to the
reaction process inside the battery but mainly focus on the output accuracy of the
model. However, in the monitoring and analysis of various battery states, it is hoped
that more characteristic parameters can reflect the changes of battery state while
keeping the model simple. Therefore, the fractional equivalent circuit model with
strong physical significance and able to explain the internal state to a certain extent is
established in this paper, starting from the electrochemical impedance spectroscopy
test which reflects more information inside the battery.

The key to determine the accuracy of the model is to understand the variation
rule of battery parameters in different states. Jiang et al. [5] analyzed the rela-
tionship between battery internal resistance and temperature based on electrochem-
ical impedance spectroscopy tests at different temperatures and verified it through
Arrhenis formula. Sun et al. [6] divided different SOC intervals and different ambient
temperatures, tested the stress of lithium-ion batteries in cycling conditions and
discussed the relationship between battery capacity and internal resistance as well as
the correlation between cycling results of different SOC intervals. Huang et al. [7]
applied DC superposition AC current frequency sweep excitation to the lithium-ion
battery to obtain the battery impedance spectrum data and analyzed the difference
in impedance characteristics under charging and discharging directions. But he did
not study the response characteristics of the battery after the AC–DC superposition.
The above literatures mostly analyzed the response characteristics between battery
parameters and temperature or SOC, but seldom studied the parameter character-
istics under different current stresses and the equivalent impact stress of AC–DC
superposition on the battery.

Therefore, a fractional order equivalent circuit model which can accurately reflect
the characteristics of the battery and has certain physical significance is established
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in this paper. Then, the real time state of the battery under the AC–DC superposition
condition is taken as the research target, and the impedance data under different
states are obtained by pre-test, and then the external characteristics under the AC–
DC superposition condition are simulated to determine the equivalent impact stress
of the battery under the superposition condition with which amplitude is closer. It
has certain significance for parameter estimation of lithium-ion batterymodel, power
system simulation and battery health state estimation.

2 Experiment

2.1 Experimental Platform and Battery Test

The experimental equipment mainly includes the tested battery, the VMP-300 elec-
trochemical workstation, the Su Rui RGD-500 temperature-controlled cabinet and
the computer. The specific equipment is connected as shown in the Fig. 1.

The main test object is 2.5 A ternary battery, which is a 18,650 cylindrical battery
with a diameter of 18mmandaheight of 65mm. It has goodmultiplier characteristics.
The specific parameter characteristics are shown in Table 1.

2.2 Experimental Procedure

The test process includes frequency domain impedance spectrum test, constant
frequency sinusoidal test and AC–DC superposition test. According to the character-
istics of lithium-ion battery, when the temperature is low, the response characteristics
of the battery under excitation of different amplitude conditions are more different.
So the fixed ambient temperature is 5 °C and the state of charge (SOC) for the battery
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Table 1 Parameters of
Battery

Performance Parameters Unit

Nominal capacity 2500@1C mAh

Nominal voltage 3.7 V

Charging cut-off voltage 4.20 ± 0.05 V

Discharge cut-off voltage 2.75 ± 0.05 V

maximum charging current 2C (5000) mA

maximum charging current 5C (12,500) mA

Working temperate 0–45 °C

is 50% for analysis. As for the AC–DC superposition condition, the design of the
superposition condition includes 1CDC superposition 0.5C/1 s periodic square wave
pulse (1C/DC + 0.5C/1 s/AC) and 1C DC superposition 0.5C/0.2 s periodic square
wave pulse (1C/DC + 0.5c/0.2 s/AC). The rate is the physical quantity representing
the charging and discharging speed, whose unit is “C”. If a battery with a capacity of
2.5 A is charged with 1.25A current, the charging rate is 1.25/2.5= 0.5C. This paper
refers to the battery test manual and FreedomCAR, USABC and other test standards.
The specific test procedures are in Table 2.

Table 2 Test procedure

Test procedure

Electrochemical impedance spectroscopy test
with different amplitudes

(I) Charge the battery in the standard way,
standing for 1 h

(II)1/3C constant current discharge to 50%SOC,
standing for 1 h
(III) The sweep frequency range is set to
50 kHz-1 Hz, and the sweep frequency
amplitude is adjusted to 0.5C for testing, and
standing for 20 min
(IV) Change the sine amplitude in step III to 1C
and 1.5C respectively for the impedance
spectrum sweep frequency test at different
current rate

Fixed frequency test (I) Maintain the SOC at 50%
(II) Apply 20 Hz sinusoidal excitation to the
battery through the electrochemical
workstation, and collect the excitation and
response data of the battery
(III) Change the frequency in II to 50 Hz and
100 Hz, and collect data

AC–DC superposition condition test (I) Maintain the SOC at 50%
(II) Apply 1C/DC + 0.5C/1 s/AC excitation
condition, collect data and stand for 1 h
(III) Repeat step II, change the pulse period of
AC square wave to 0.2 s, and standing for 1 h
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Electrochemical impedance spectroscopy needs to meet the principle of quasi-
steady state. When the sine frequency sweep amplitude is large, it needs to ensure
that the battery can quickly recover to the original state, so the frequency sweep time
needs to be short enough. The sweep frequency range is set above 1 Hz. According to
literature [8], the concentration polarization process inside the battery has not started
yet. At this time, the parameter values of the battery under the amplitude of different
working conditions within the frequency range are identified for stress analysis.
In fact, concentration polarization will occur when DC with certain amplitude is
superimposed. In order to simulate the actual state, the concentration polarization
parameters of the battery were identified in advance through small value test and set
as fixed during stress analysis. At the same time, in order to reduce the influence
of concentration polarization process, the model simulation test is controlled in a
short time range. The reaction process within the cell of this frequency range will be
analyzed in detail below.

3 Result Analysis

3.1 Data Processing and Model Building

First, according to the electrochemical impedance spectrum obtained by the test, the
appropriate electrical components are selected to describe the impedance character-
istics, and the impedance spectrum fitting software Zsimpwin is used to build the
model. Figure 2 shows the impedance spectrum fitting results, iter is the number of
iterations, Chsq is the fit value. The smaller the two, the better. Chsq reaches 7.58E–
5. It can be seen that the model built in this paper can well simulate the battery
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Fig. 2 The fitting result of impedance spectrum
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impedance characteristics. The model is shown in Fig. 3. The reaction process of the
battery in different frequency range corresponds to different impedance behavior.
It contains a constant phase element Q, which can simulate the capacitive disper-
sion effect. In the process of modeling and derivation of the battery, the impedance
expression of the constant phase element will have fractional differential operator, so
it is also called fractional order element. The corresponding model is the fractional
order model.

In the fractional ordermodel shown inFig. 3, theWarburg elementW, which repre-
sents the concentration diffusivity polarization process, keeps a fixed value during the
study. It is also a constant phase element, and the fractional order operator is usually
set as 0.5 [9]. Summarize the shorter time scales more than about 1 Hz electro-
chemical behavior in the impedance characteristics of different amplitude excitation
condition. Then the external characteristic of AC–DC superposition is simulated
to analyze its equivalent stress to the battery. Therefore, it is necessary to test the
impedance characteristics of the battery at different amplitudes. The possible equiv-
alent excitation amplitude stresses in the AC–DC superposition conditions studied
in this paper include 0.5C, 1C, 1.5C. The corresponding electrochemical impedance
spectrum is shown in Fig. 4.

3.2 Fractional Order Equivalent Circuit Modeling

According to the impedance spectrum characteristics of the research object, a frac-
tional order equivalent circuit model that can describe the reaction process of the
battery is established, as shown in Fig. 5. The output expression of the battery external
voltage is derived below. The Laplace transform of fractional order components is
as follows (1):

ZQ = 1
/
Q · sα (1)
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Fig. 4 Impedance spectrum characteristics of batteries at different current-rate
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Fig. 5 Fractional order equivalent circuit model

Q is the value of the constant phase element, α is the fractional differential oper-
ator, According to Kirchhoff’s voltage law and Laplace transform, the input and
output transfer function of the battery system is expressed as Eq. (2):

Vocv(s) − Vo(s)

I (s)
= Z(s) = s · L + R0 + R1

1 + s · R1C1
+ R2

1 + sα2 · R2Q2
+ 1

s0.5 · W (2)

Equation (2) is divided into Eq. (3):

Vocv(s) − Vo(s)

I (s)
= LR1R2CQW · sα+2.5 + LR1CW · s2.5 + R1R2CQ · sα+1

R1R2CQW · sα+1.5 + R1CW · s1.5 + R2QW · sα+0.5 + W · s0.5

+ (LR2QW + RoR1R2CQW ) · sα+1.5 + (LW + RoR1CW + R1R2CW ) · s1.5
R1R2CQW · sα+1.5 + R1CW · s1.5 + R2QW · sα+0.5 + W · s0.5

+ (RoR2QW + R1R2QW ) · sα+0.5 + R2Q · sα + (RoW + R1W + R2W ) · s0.5 + R1C · s + 1

R1R2CQW · sα+1.5 + R1CW · s1.5 + R2QW · sα+0.5 + W · s0.5
(3)
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The timedomain discrete expression of output voltage involves fractional differen-
tial calculation. There are threemainways of defining fractional calculus:GrÜnwald-
Letnikov (G-L) definition, Riemann–Liouville (R-L) definition and Caputo defini-
tion. G-L definition has a discrete form, which is simple and easy to understand and
convenient for direct mathematical implementation [10, 11]. Therefore, the method
defined by G-L is mainly used to deal with the fractional order problems involved in
this paper. The specific definition is introduced below.

The GrÜnwald-Letniko of the α order derivative of given function f (t) is defined
as:

GL
t0 Dα

t f (t) = lim
h→0

1

hα

[(t−t0)/h]∑

j=0

(−1) j
(

α

j

)

f (t − jh) (4)

[·] means take the nearest integer.
So the fractional order definition of G-L is actually a generalization of the multi-

order formula. Its expression is characterized by conciseness and understandability.
The deformation derivation of Eq. (3) is shown in Eq. (5):

(
R1R2CQW · Dα+1.5 + R1CW · D1.5 + R2QW · Dα+0.5 + W · D0.5

)

[Vocv(t) − Vo(t)] = (
LR1R2CQW · Dα+2.5 + LR1CW · D2.5

+R1R2CQ · Dα+1
) · I (t) + ((LR2QW + RoR1R2CQW )

+ · Dα+1.5 + (LW + RoR1CW + R1R2CW ) · D1.5
) · I (t)

+ (
(RoR2QW + R1R2QW ) · Dα+0.5 + R2Q · Dα

+(
RoW + R1W + R2W · D0.5 + R1C · D1 + 1

) · I (t)) (5)

According to the above equation, it can be seen that there is a non-integer order
differential (Dα

t ) of voltage and current. Therefore, G-L fractional order definition
is adopted to solve the problem. First define four dimensional variables: α, a, β,
b. α, a represent the degree vector and the coefficient vector of the denominator of
the transfer function. β, b represent the degree vectors and coefficient vectors of the
molecular polynomial of the transfer function. As shown in Eq. (6):

α = [α + 1.5, 1.5, α + 0.5, 0.5]

a = [R1R2CQW, R1CW, R2QW,W ]

β = [α + 2.5, 2.5, α + 1, α + 1.5, 1.5, α + 0.5, α, 0.5, 1, 0]

b =
⎡

⎢
⎣

LR1R2CQW, LR1CW, R1R2CQ, (LR2QW + RoR1R2CQW ),

(LW + RoR1CW + R1R2CW ), (RoR2QW + R1R2QW ), R2Q,

(RoW + R1W + R2W ), R1C, 1

⎤

⎥
⎦

(6)
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According to the battery characteristics, rewrite [Vocv(t) − Vo(t)] as polarization
voltage Vp(t). Then, according to Eq. (6) and the fractional order definition of G-L,
the fractional derivative of both sides of the equation can be obtained:

Left: aiD
αi Vp(t) = ai

hαi

N∑

j=0

(−1) j
(

αi

j

)
Vp(t − jh)

Right: biD
βi I (t) = bi

hβi

N∑

j=0

(−1) j
(

βi

j

)
I (t − jh)

(7)

h is sampling interval. Vp is polarization voltage (the open circuit voltage of the
battery minus the terminal voltage). I is charge and discharge current. i is the ith
fractional order operation. j is the jth data point. N is the data length indicating
that the current state is related to the historical data of the number of N . Adding
the weight operator can change the influence degree of historical data to the current
moment.

In formula (6), i in the numerator and denominator of multidimensional variables
can be taken as 4 and 10 respectively in this model. Therefore, the whole system
time-domain discrete formula of the model can be further obtained according to G-L
definition:

4∑

i=1

N∑

j=0

ai
hαi

(−1) j
(

αi

j

)
Vp(t − jh) =

10∑

i=1

N∑

j=0

bi
hβi

(−1) j
(

βi

j

)
I (t − jh) (8)

By separating the left side j = 0 in Eq. (8), the numerical solution form of Vp(t)
can be obtained:

V (t) = 1
4∑

i=1

ai
hαi

⎧
⎨

⎩

10∑

i=1

N∑

j=0

bi
hβi

(−1) j
(

βi
j

)
I (t − jh)

−
4∑

i=1

N∑

j=1

ai
hαi

(−1) j
(

αi
j

)
Vp(t − jh)

⎫
⎬

⎭

(9)

Therefore, the discretization form of fractional order model output is shown in
Eq. (10):
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V (k) = 1
4∑

i=1

ai
hαi

⎧
⎨

⎩

10∑

i=1

N∑

j=0

bi
hβi

(−1) j
(

βi
j

)
I (k − j)

−
4∑

i=1

N∑

j=1

ai
hαi

(−1) j
(

αi
j

)
Vp(k − j)

⎫
⎬

⎭

(10)

The output expression of the fractional order model is used for model simulation
output to judge the accuracy of parameters and model construction.

4 Model Validation and Stress Analysis

4.1 Fractional Order Model Simulation Verification

In order to verify the accuracy of the model, it is verified under sinusoidal excitation
at three frequencies of 100 Hz, 50 Hz and 20 Hz, respectively. As shown in Fig. 6,
the simulation results of battery external characteristics under the 4A amplitude are
presented. Meanwhile, the simulation root mean square error value (RMSE) and the
relative open circuit voltage error rate are summarized in Table 3.

Fig. 6 Simulation results of fractional order model for 20 Hz and 50 Hz

Table 3 Error analysis Frequency/Hz RMSE/mV Error rate/%

20 3.370 0.091

50 3.541 0.096

100 5.422 0.147
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It can be seen that the fractional-order model built under different frequency
excitation has a RMSE within 6 mV and a relative open circuit voltage error rate of
less than 0.2%, which is of high accuracy.

4.2 Analysis of the Equivalent Stress Under the AC–DC
Superposition Condition

The working condition is shown in Fig. 7, the 1C DC superimposed 0.5C/1 s square
pulse apply to the battery, then the equivalent stress may be the peak, the average or
valley value after superimposed.

The equivalent stress of the batterymay be 1.5C/1C/0.5C, so themodel parameters
under the three excitation amplitudes are identified by electrochemical impedance
spectroscopy. The results of parameter identification of 0.5C, 1C and 1.5C are respec-
tively brought into the model for the simulation calculation of the external voltage
for the battery and the comparative analysis of the actual collected data are as follows
(Fig. 8).

According to the simulation error comparison of different equivalent model
parameters for the above AC–DC superposition conditions, it can be found that
the equivalent stress of the 1C DCwith the 0.5C/1 s square wave is closer to the peak
value of the superposition condition.

Change the square wave period to 0.2 s, and continue to analyze 1C DC
superimposed 0.5C/0.2 s square wave pulse applying to the battery (Fig. 9).

It can be seen that the simulation error under the peak value is still the smallest
after the period is changed to 0.2 s, indicating that the equivalent impact stress on
the battery under this period is also closer to the peak value.

Fig. 7 Testing condition
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(a) Simulation result of peak parameter  (b) Error comparison

Fig. 8 Simulation results of different stress parameters

(a) Simulation result of peak parameter (b)Error comparison

Fig. 9 Simulation results of different stress parameters

5 Conclusion

In this paper, 2.5 A ternary lithium-ion battery is taken as the research object. Based
on the electrochemical impedance spectrum test method which reflects a lot of inter-
face information, the fractional order equivalent circuit model is established. The
impedance fitting error of the model is below 10e−5, which can well simulate the
internal impedance characteristics of the battery. According to the G-L definition
method of fractional order, the output voltage formula of the model is derived, and
the sinusoidal excitation at different frequencies is simulated. The error of the model
is within 6 mV, and the error rate is less than 0.2%, which is of high precision. On
this basis, the equivalent impact stress of the battery under AC–DC superposition



Study on Fractional Order Modeling and Equivalent Stress … 127

condition is analyzed, and the conclusion is drawn that when the low-frequency AC–
DC superposition condition is applied to the battery system, the stress for the battery
is closer to the equivalent impact effect of the peak value after superposition, which
is of certain significance for model parameter estimation and battery health state
estimation.
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Analysis Method of Power System
Communication Fault Based on Dynamic
Fuzzy Petir

Zilan Zhao, Ran Yu, Meng Yu, Jiaojiao Zhang, Ying Wan, and Hongfei Xu

Abstract The characteristics of electric power communication field faults show
many characteristics such as multi-level, multi Association, and uncertainty, which
brings difficulties to the accurate diagnosis of field faults. This paper, taking the fuzzy
Petri net theory as the core, introduces the coloring rules of repository, token and
change, puts forward a modeling and reasoning method to improve the fuzzy Petri
net, and applies it to the fault diagnosis in the field of electric power communication,
to describe the running condition of the faultmore intuitively and accurately. Through
the experiment simulation, the linear correlation analysis is carried out to improve
the reasoning result of the fuzzy Petri net and the normalized data of historical fault
statistics, and the correctness, validity, and feasibility of the algorithm are verified.
It has good feasibility and practicability and can provide auxiliary analysis support
for the fault diagnosis of the electric power communication field.

Keywords Electric power communication network · Fuzzy petri · Fault diagnosis

1 Introduction

In recent years, the scale of electric power communication networks has grown
rapidly, effectively improved the safety level of power grid dispatching and control,
enterprise production and operation management, and ensured the reliability of
various types of information transmission in power systems in harsh climate envi-
ronments. But at the same time, the degrees of coupling among communication
networks are getting closer and closer, and the complexity of the network topology
is also rapidly rising, which has an adverse effect on on-site operation and mainte-
nance and troubleshooting. With the rapid development of computer technology and
automation technology, professional network management systems, smart devices,
sensors and other equipment have been popularized and applied in communication
networks, providing the required multi-source data for on-site fault diagnosis. If
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the multi-source data that characterizes the operating status of the communication
network can be effectively used and identified, it can provide technical support for
fault diagnosis at the communication site. In order to reduce and avoid the cascading
reaction that may be induced by a single point of failure, it is necessary to be able to
quickly and timely detect potential hidden dangers in the communication network,
accurately diagnose and eliminate the risk of failure, and improve the safety and
reliability of the communication system [1, 2]. Therefore, it is imperative to research
and establish a set of efficient and reasonable communication field fault diagnosis
methods. In the electric power communication networks, the relationship between
the communication equipment and the optical cable is a mesh topology. The Petri
network model is a combined model of graphical representations, which can make
qualitative and quantitative analysis of various activities and failures of the communi-
cation network, similar to the occurrence and processing of communication network
failures [3–5]. With further research, experts and scholars have proposed Fuzzy Petri
Net (FPN), which is more in line with human normal thinking habits and cognitive
methods, and can solve network diagnosis problems by intuitive expressions and
matrix operation methods.

Based on the theory of fuzzy Petri net, this paper proposes a method for on-site
fault diagnosis of dynamic electric power communication network, which effectively
avoids the error caused by human subjective factors in the process of fault diagnosis
of fuzzy Petri net and improves the accuracy of the reasoning process. The simulation
results show that the method has good adaptability and versatility, and provides a
new idea for communication field fault diagnosis.

2 Background

FPN is proposed based on the combination of fuzzy mathematical ideas and tradi-
tional Petri nets. It can accurately and clearly describe and analyze the uncertain fuzzy
state information of the elements in the simulated system. The main improvement
of FPN is that each library is given a real number between [0, 1] as its confidence
value, and each transition is represented by a CF (confidence Factor) to indicate the
probability of its occurrence. The inference process is represented by the trigger of
changes in inference Petri nets [6–10].

A typical fuzzy Petri net is a seven-tuple:

SFPN = (P, T, I, O, α, β, τ ) (1)

where: P = (p1, p2, . . . , (pn)) is finite set of nodes of FPN Place; T =
(t1, t2, . . . , tm) is a finite set of nodes of FPN Transition; I : P → T is the input
matrix, which refers to the mapping from FPN Place to FPN transition, directed arc
set to the transition; O : T → P is the output matrix, indicating the mapping from
FPN transition to FPN place, which is the directed arc set to the place; α : P → [0, 1]
indicating the corresponding confidence level for the place P, β : T → [0, 1] which
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indicates the confidence level for the transition T; τ is the ignition threshold for the
transition T, which is a function with the value [0,1] in T.

3 An Improved Algorithm Based on Fuzzy Petri Net

The value of α, τ in a typical fuzzy Petri net directly affects the expression of the
dynamic characteristics of the fuzzy Petri net, because it is directly related to the
ignition capability of the fuzzy transition and the state change of the fuzzy place.
The faults in the power communication site are complex and diverse, and there
are many correlations among them. The fuzzy Petri net model built by it will be
complicated and huge, which directly leads to the failure of the fault information
and the expression of the propagation path to be unclear. In view of the multi-level,
multi-variable, non-linear and multi-association fault characteristics presented in the
power communication site, this paper introduces the coloring rules of the place,
token and transition on the basis of the fuzzy Petri net theory, and proposes a kind
of coloring rule suitable for the communication site Improved dynamic fuzzy Petri
net algorithm for fault diagnosis [11–15].

The Dynamic Fuzzy Petri Net (DFPN) algorithm is defined as a 12-tuple,

SDFPN = (U, V, I, O, K ,Y, M,w, P, α, 2) (2)

Among them,

(1) U = (u1, u2, . . . , un), n > 0 is a collectionoffinite non-emptywarehouses,
indicating a collection of communication field failures.

(2) U = (v1, v2, . . . , vm), m > 0 is a finite set of non-empty transitions,
which represents the status change or behavior of the communication site
fault, reflecting the replacement of the fault transmission phase. U ∪ V �= ∅
and U ∩ V �= ∅, it means that there is at least one place and transition, and
they are two different types of elements.

(3) I : U×V �= ∅ is the input matrix, indicating a directed arc from the place u i to
the transition v j, which is the input arc of the transition v j, and u i is the input
place of the transition v j. In the formula,i = 1, 2, . . . , n, j = 1, 2, . . . ,m.

(4) O : U×V is the input matrix, which represents a directed arc from transition
vjgc toui, it is the output arc of transition vj, and ui is the output place of
transition vj. In the formula, i = 1, 2, . . . , n, j = 1, 2, . . . ,m.

(5) K = (k1, k2, . . . , kn), representing a limited set of Token coloring.
(6) Y is a collection of colors, for ∀u ∈ U, Y(u) is a collection of all possible

colors of the place U, and different colors represent different types of places;
(m) is all the places on the place U Token color set, and different colors
represent different confidence levels; Y(v) is the change v all possible color
sets, and whether the change color changes color indicates whether ignition
occurs.
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(7) M = (m1,m2, . . . ,mn), T is the distribution vector of the sign of the place,
mi represents the number and color of the tokens corresponding to the place
ui, i = 1,2,……n. The number of tokens indicates the realization of the local
state represented by the library. When there is a token, it indicates that a fault
has occurred. The number of tokens indicates the number of fault paths and the
severity of the fault. Different colors indicate different levels of confidence.
M0 is the initial identification vector, indicating the initial state of the system.

(8) w = (w1,w2, . . . ,wn) T is the weight vector of the failure event of the
storehouse, which reflects the degree of influence of the input storehouse on
the transition rule v, where ∀u ∈ V, uknk = 1 = 1.

(9) P = (p1, p2, . . . , pn) is the failure probability set of the model tree of the
storehouse event, pi represents the probability of the occurrence of the fault
event represented by the storehouse ui.

(10) α = (α1, α2, . . . , αn) T is the fault event confidence vector, αi represents
the fault event ui confidence of the degree of truth, with a certain degree of
ambiguity,α i ∈ [0, 1], i, 2,…, n. The initial value is represented by α0, and
is based on historical data, expert knowledge, etc.

4 Simulation Implementation and Analysis
of the Algorithm

4.1 Modeling Rules of Dynamic Fuzzy Petri Nets

The modeling process of dynamic fuzzy Petri nets mainly includes analyzing the
topological structure of the power communication networks, and judging the logical
association of faults according to the fuzzy rules of the faults. At the same time, in
order to more clearly and accurately express the fault propagation characteristics and
fault fuzzy information, the dynamic fuzzy Petri net ismodeled through the definition
of the place coloring rules and the setting of the fault confidence level according to
the Token coloring rules. As shown in Fig. 1.

(1) Coloring rules of the place

If × → = 1, × → = 0, then set the place as the initial place, which is the root
cause of the failure, and use "" to indicate the state of the place. If it contains Token
coloring, it means that the root cause of the fault is found. If × → = 1, × → = 1
then the location is set as the intermediate location, which is the failure mode, which
is indicated by "". If × → = 0, × → = 1, then set the location as the final location,
which is the system failure, which is indicated by "". As shown in the example in
Fig. 2, u1, u2, u3 are the initial locations, u4 is the intermediate locations, and u5 is
the final locations.
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Fig. 1 Modeling flow chart of dynamic fuzzy Petri net

Fig. 2 Example of coloring rules in the library

(2) Token coloring rules

In the on-site fault diagnosis research of electric power communication, the range
of the fault confidence is set to (0–1). To visualize the fault information, this paper
introduces the Token coloring to represent the confidence level of the fault event
(Table 1).

4.2 Dynamic Fuzzy Petri Net Fault Diagnosis Method

The dynamic fuzzy Petri fault diagnosis method mainly has the following steps, see
Fig. 3.



134 Z. Zhao et al.

Table 1 Token coloring rules

Confidence level Ranges Color graphics Color Meaning

Level 1 [0.91–1.00] Red Serious failure

Level 2 [0.81–0.90] Pink Important fault

Level 3 [0.71–0.80] Yellow General failure

Level 4 [0.31–0.70] Blue potential hazards

Level 5 [0.00–0.30] Green No effect

(1) Determine the weight of each input location, the confidence and threshold of
the transition, the confidence of initial place and fault probability based on
history operating data, expert experience knowledge and actual monitoring
data, etc. Use the confidence matrix method to infer confidence level of the
failure events of each place, to provide necessary conditions for the positive
and negative intelligent reasoning of the failure.

(2) Based on the confidence and fuzzy transition rules of each place, the poten-
tial enablement transition is judged, and the potential enablement transition
sequence is obtained, which in turn provides a evidence for the positive and
negative intelligent inference ignition judgment.

(3) When no fault occurs in the system, the online monitoring equipment predicts
the possible fault symptoms in the network, and the forward intelligent
reasoning is used to evaluate the fault status to achieve the evaluation of the
system fault severity and the description of the propagation path.

(4) When the system fails, confirm the phenomenon that has occurred, perform
reverse intelligent reasoning, trace the most likely source of the failure, and
provide guidance for the emergency repair of the communication equipment.

4.3 Experimental Verification

In this paper, taking the transmission equipment failure at the power communication
site as an example, the expert experience knowledges are used to map the fuzzy rules
of the fuzzy rule set to the initial state of the corresponding dynamic fuzzy Petri net
failure model, as shown in Fig. 4.

Figure 4 Dynamic fuzzy Petri net fault model diagram extracts a total of 792 fault
records related to the transmission equipment from the historical operation data of
the power communication site. Among them, the fault diagnosis inference data and
actual fault records about “Poor positioning accuracy of P11 workbench”. There are
724 data in total, as shown in Table 2.
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Improved fuzzy Petri net model
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Yes 

Fig. 3 Fault diagnosis inference graph of dynamic fuzzy Petri net

It can be known from the above experimental verification that this paper uses
dynamic fuzzy Petri net model to conduct fault reasoning diagnosis on field faults
in power communication. The reasoning results have a strong linear correlation with
the actual historical faults on the spot, and have good practical value.
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Fig. 4 Dynamic fuzzy Petri
net failure model diagram

Table 2 Statistics results

Serial number Fault phenomenon Cause of issue Reasoning result Historical fault
statistics

1 p11 {p1} 5.0 322

2 p11 {p2} 5.3 305

3 p11 {p3, p4} 0.31 43

4 p11 {p4, p5} 0.4 19

5 p11 Others 0 35

5 Conclusion

Aiming to the problems that on-site fault diagnosis of electric power communication
are difficult to solve because of its multi-level, multi-variable, non-linear and multi-
correlation characteristics, this paper takes fuzzy theory and Petri net theory as the
core, comprehensively uses fault Petri net technology and fuzzy Petri net technology
to conduct in-depth research on fault status evaluation and diagnosis of electric power
communication site, and proposes a fault model of dynamic fuzzy fault Petri net and
modeling rules, to apply to fault reasoning in electric power communication sites.
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The algorithm simulation is used to verify the improved fuzzy Petri net model algo-
rithm. By comparing the reasoning results with the normalization of historical fault
statistics, the correctness, effectiveness and feasibility of the algorithm are verified,
which has good feasibility and practicability. It can provide auxiliary analysis support
for the fault diagnosis of the electric power communication site. But at the same time,
there is a certain deviation in the diagnosis of the causes of the faults at 2 and 5. The
cause of this difference will be studied in the future, and the model algorithm will
be further improved, so that the fault diagnosis of the electric power communication
site can achieve a more ideal effect.
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Partial Discharge Characteristics
and Development Process of GIS
Insulator with Diverse Defects

Yulun Chen , Ziru Zha , Quanhao Li , Guanjun Zhang,
and Dingge Yang

Abstract Gas insulated switchgear (GIS) is a widely used apparatus in both middle
voltage system and high voltage system. As for the defects diagnosis and condi-
tion monitoring of GIS, ultra-high frequency (UHF) detection is generally preferred.
However, the conventional research on the diagnosis of partial discharge (PD) evolu-
tion is not precise enough. Thus the aim of this paper is to study the development
process of the PD in various ways. An experimental platform is designed to complete
both UHF and pulse current detection simultaneously, and typical artificial defects
are prepared. Analysis of PD signals using the algorithm of Convolutional Neural
Networks (CNN)has been carried out.An intensifiedChargeCoupledDevice (ICCD)
camera is also utilized in the whole system to capture the process of the discharge.
The results show that it is effective in identifying the PDs of different types. Another
thing observably is that whatever type of defects, the main frequency of the UHF
signals is a constant which equals to 250 MHz, but the intrinsic mechanism of it
needs to be further studied.

Keywords GIS · Partial discharge · Pulse current method · Ultra-high frequency
method · Insulator

1 Introduction

Nowadays GIS is widely utilized in many fields from middle voltage system even
to ultra-high voltage system [1, 2]. And when monitoring or diagnosing the GIS,
features like in-situation, easy to operate, non-intrusive, accuracy, etc., get atten-
tions [3, 4]. So far researchers have already proposed various methods to diagnose
the equipment, including acoustic method [5], optical method [6], decomposition
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compound analysis [7], pulse current detection [8], residual charge detection [9],
UHF detection and so on.

Plenty of scholars domestic and abroad have been carrying out research on PD
in GIS. Si et al. [10] investigated the characteristic of acoustic signals generated
by different artificial defects. Song et al. [11] designed a new optical sensor array
positioning the site of PD. Ren et al. [12] investigated the basic characteristics of
light emission during PDs in SF6 gas. Ding et al. [13] diagnosed the PD of the GIS
by analyzing the decomposition compound of SF6. Iwabuchi et al. [14] measured
the residual charge on a GIS disc spacer with an electrostatic probe. With all these
things above, the most vital thing is that the accuracy of the discrimination of the
defect types using only one method is not high enough and cannot fulfill the growing
demand.

Confronted with this situation, the main aim of this paper is to further arise the
precision of the discrimination of different defects. The method of UHF as well
as pulse current detection are chosen to achieve the goal of accurate identification.
Besides an ICCD camera is set to capture the process of discharge.

2 Experimental Setups

2.1 Experimental Apparatus

In order to facilitate the study, an experimental platform as shown in the Fig. 1
is built. The measurement system consists of a UHF measurement system, pulse
current detection device, ICCD camera and air pressure monitoring system. The PD
instrument is the PDcheck, which converts the coupling current signal of the branch

Fig. 1 Schematic figure of PD measurement circuit
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Fig. 2 Sequence diagram of
ICCD camera

into a voltage signal and obtains the phase information of the signal through the
induction of the Rogowski coil. The UHF sensor is placed on the outer wall of the
chamber close to the insulator. The sensor port is connected to the oscilloscope via
a high-pass filter. During the experiment, the sealed chamber is filled with SF6 gas,
and the ICCD camera is set up at the position facing the test unit. The ICCD camera
trigger terminal is connected to the external trigger port of the oscilloscope, and the
camera is triggered by the rising edge of the UHF pulse measured by the oscilloscope
as shown in Fig. 2.

2.2 Preparation of Defects

The circular truncated GIS insulator model used in the experiment is shown in the
Fig. 3. The upper and lower bottom radius of the insulator are 5 and 10 mm, and the
height is 6 mm. The composition of insulating material is shown in Table 1.

Fig. 3 Circular truncated
GIS insulator model
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Table 1 The component of
the insulating material

Component Quality score (%)

Epoxy resin 22

Alumina 70

Hardener 8

Fig. 4 4 types of defects

The internal air void defect model of the insulator is shown in the Fig. 4a. The
radius of the internal air void is about 1.5 mm, placed about 1 mm deep below the
surface of the insulator as shown in Fig. 4b. The emetal particle defects on the surface
of the insulator are shown in Fig. 4c. The length of the dispersed metal particles are
about 1 mm. The model of the surface crack defect of the insulator is shown in
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Fig. 4d. So as to distinguish from the scratches on the surface of the insulator, this
experiment adopts the method of applying stress to the insulator to crack from the
inside and then bond to prepare the crack defect.

3 Results

TheUHF signals and the pulse current signals aremeasured simultaneously by corre-
sponding detectors and meanwhile the Lichtenberg figures are also taken by ICCD
camera.Duringmeasurement, at least 10 sets of signals are recorded per voltage level.
Tables 2, 3, 4 and 5 give the corresponding results: typical phase resolved partial
discharge (PRPD) patterns, equivalent time length- equivalent frequency (T-F) map,
i.e. Classification Fingerprints Pattern (CFP) as well as typical UHF waveforms.

As shown in Table 2. In the spectrum at PDIV which is 2 kV, the positive and
negative half cycles start to discharge and a peak appears in the positive half cycle.
In the spectrum at 4.5 kV, rabbit-ear-shape pattern appears in the positive half cycle
spectrum, indicating that discharge gaps are formed among metal particles. When
the applied voltage reaches 5.7 kV, the discharge gap characteristics are weakened,
and the discharge is concentrated at the bottom of the spectrum, indicating that the
discharge gap among metal particles has reached breakdown.

The PDIV of air void defects in insulators is 2.68 kV as shown in Table 3 and the
discharge in negative half period is stronger than that in positive half period.With the
applied voltage rising, a rabbit-ear-shape PRPD pattern appeared in the negative half

Table 2 PRPD pattern and CFP as well as UHF signals of dispersive metal particles defect

Defect
type

Pulse current method results UHF results

Voltage
(kV)

PRPD pattern T-F pattern (CFP) PD and flashover waveform

Metal
particles

2.00

4.50

5.70
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Table 3 PRPD pattern and CFP as well as UHF signals of internal air void defect

Defect type Pulse current method results UHF results

Voltage
(kV)

PRPD pattern T-F pattern (CFP) PD and flashover waveform

Internal air
void

2.68

3.34

5.07

Table 4 PRPD pattern and CFP as well as UHF signals of surface air void defect

Defect type Pulse current method results UHF results

Voltage
(kV)

PRPD pattern T-F pattern (CFP) PD and flashover waveform

Surface air
void

2.43

6.80

10.20

period, indicating that the air gap defect has begun to discharge continuously. From
the typical UHF waveforms, the amplitude of flashover signal is obviously higher
than that of PD signal.
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Table 5 PRPD pattern and CFP as well as UHF signals of crack defect

Defect
type

Pulse current method results UHF results

Voltage
(kV)

PRPD pattern T-F pattern (CFP) PD and Flashover waveform

Crack
defect

4.78

7.98

10.30

The PDIV of surface air void defects in insulator is 2.43 kV as shown in Table 4.
On the contrary to the internal air void, obvious discharge occurs in positive half
period and weak discharge occurs in negative half period. With the applied voltage
increasing, discharge intensity in both the positive and negative half period are obvi-
ously enhanced. Superposition of two peaks in the PRPD spectrum at 6.8 kV is
observed, indicating that the surface air gap has begun to discharge continuously.

The PDIV of crack defects is 4.78 kV as shown in Table 5. With the applied
voltage increasing, discharge intensity is enhanced. In facts, we found that crack has
almost no effect on the PD, which mainly happens in the narrow air gap between the
insulator and cathode electrode, thus no specific characteristics are observed.

Figure 5 illustrates ICCD photos of four different defects showing how the PD
develops. The first and second column show the fluorescence image of internal void
and surface air void respectively. No matter what kind of air void, PD evades from
the air void, thus it has lower luminance than other areas. From the image of metal
particles, the discharge creeping from cathode to anode can be observed distinctly
while the area of luminescence is exactly where the metal particles are distributed.
However, no PD associated with crack defect can be observed.
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Fig. 5 ICCD photos at different voltages of different defects

4 Discussion

4.1 Analysis of the PD Check Signals Using the Algorithm
of CNN

CNN (Convolutional Neural Network) is capable to avoid the complicated feature
extraction and data reconstruction process in traditional recognition algorithms [15,
16]. At the beginning, input the calibrated data to operations and compare the output
results with the calibration. Meanwhile the gradient descent algorithm is applied
to continuously modify the network parameters to make the output closer to the
calibration, thereby themapping relationship from input to output could be confirmed
(Fig. 6).

A total of 1000 PD signals of 4 types of defects are used as training data. After
2000 times of training, the neural network’s recognition success rate of training data
has increased from 21.81% to a stable above 98.74%. After this, the test set data with

Fig. 6 Recognition pattern of CNN
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Table 6 The separated
results of the test set

Type of defect Recognition ratio (%)

Metal particle 25.83

Internal air void 23.33

Surface air void 24.17

Crack defect 26.67

30 waveforms for each defect containing 120 sets of waveforms is imported into the
network. The test results obtained are shown in the Table 6.

4.2 Analysis of the UHF Signals

In order to analyze UHF signals, discrete Fourier transform (DFT) conversion is
carried out. The results of 4 defects are given in Fig. 7 respectively. The input signals
of UHFmethod have been attenuated several times, besides the amplitude is strongly
influenced by the voltage level of the gird. Comparing all these characteristics of
each defect, one feature in common is that all of them own two main peaks, of which
the higher one is at around 250 MHz while the lower one is at around 350 MHz.
Conflicted with our prediction, only the amplitude of signals of the metal particles

Fig. 7 Amplitude frequency characteristic of UHF signals of linear metal particle
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represents an obvious positive correlation tendency with the applied voltage. This is
quite unique and beyond all expectations.

5 Conclusion

In this study, the characteristics of the PD creeping development of 4 types of GIS
epoxy insulation defects were studied, and finally reached the following conclusions.
The discharge signals of 4 types of defects are able to be recognized by the convolu-
tional neural network, and a high recognition accuracy is achievedwith an appropriate
learning rate. In addition, we also found that no matter what types of defects, the
frequency of the UHF signals is at around 250 MHz. Except for the metal particles
defect, the UHF signals of the other defects do not change significantly. Only when
the applied voltage was about to reach the threshold voltage, the UHF signal had a
significant mutation, i.e., the so-called “0–1” phenomenon of discharge in SF6.
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A Survey of Emergency Self-Running
Power Supply Schemes for Rail Transit
Vehicles

Yutong Zhu, Tengfei Qiu, Jiamin Gao, Shuichang Li, and Lijun Diao

Abstract When the power supply fails, the rail transit vehicles stay in place andwait
for rescue, which not only has great hidden danger, but also affects the efficiency of
train operation. In order to solve this problem,we could equip the trainwith an energy
storage system that would enable the train to run to the nearest stop. According to the
installation position of the energy storage system, the emergency self-running power
supply scheme can be divided into vehicle type and ground type. According to the
output voltage level of the energy storage system, the emergency self-running power
supply scheme can be divided into low-voltage, medium-voltage and high-voltage.
In this paper, the research status and hot issues of emergency self-running power
supply scheme for rail transit vehicles are summarized, and the characteristics and
shortcomings of each technical scheme are analyzed. Finally, the future research
direction and hotspot of emergency self-running power supply scheme is pointed
out.

Keywords Rail transit vehicles · Emergency Self-Running · Energy storage ·
Power supply

1 Introduction

Rail transit vehicles are mainly powered through catenary or third rail, and have
strong dependence on them. During the operation of rail transit vehicles, the train
power may sometime be cut off due to bad weather, power system or subsystem
failure and so on, the train can only stay in place and wait for rescue. The power and
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capacity of the emergency power supply can only provide short-term ventilation and
emergency lighting power in emergency situations, it will also have an impact on the
operation and scheduling of trains. If the train can achieve the emergency traction
through the onboard or ground energy storage system, forcing the stop of the train to
run to the nearest stop, it can effectively solve the problem of emergency treatment
caused by the invalid electrification. When the power supply is normal, the energy
storage system can be charged through the traction network, and the regenerative
braking energy of the train can be absorbed and stored [1, 2].

2 Traction Power Supply System for Rail Transit Vehicles

A typical traction and auxiliary power supply system for rail transit vehicles is shown
inFig. 1. Traction power supply systemmainly consists ofDC link, traction converter,
traction motor, et al. [3]. It powers the traction system to ensure the operation of the
train. The auxiliary power supply system is composed of auxiliary converter, charger,
storage battery, et al. [4]. It supplies power to all electric equipment except traction
power system. DC110 V batteries are fitted to power the control system and other
DC loads. When the power failure occurs, the DC110 V storage battery releases
the stored energy to realize the functions of emergency ventilation and emergency
lighting.

Traction 
Transformer

Grid Side 
Converter

DC

AC

SIV Charger DC 110V
Battery

AC Load DC Load

AC

DC
DC Link M

Traction
 Converter

Fig. 1 Traction and auxiliary power supply system for rail transit vehicles
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3 Onboard Low-Voltage Energy Storage Power Supply
Scheme

3.1 Direct Power Supply

Since the speed of emergency self-running is relatively low, the traction motor does
not need to reach rated power and torque, so the onboard low-voltage 110 V battery
pack can be directly used to supply power for the DC link. Reference [5] established
an electro-thermal-mechanical coupling model for traction system based on this
scheme and proposed an optimization method of efficiency and energy.

This power supply scheme has the advantages of simple structure and high reli-
ability, but in order to reach the driving power of traction motor, it is necessary to
enlarge the capacity of battery pack [6], that is to say, to add more batteries, which
will take up a certain amount of train space. In addition, the power of traction motor
and the speed and distance of emergency self-running is limited.

3.2 Power Supply Via Boost Converter

Direct battery power though can achieve a certain degree of emergency running, the
battery output voltage is low, the speed and distance of emergency self-running are
limited to a certain extent. This problem can be solved by boosting the 110 V low
voltage storage battery and supplying it to the traction inverter.

Reference [7] suggest that multiple batteries can be connected in series by adding
contact switches, but thismethod increases the complexity of systemwiring, the range
of boosting voltage is also limited. Using converter boost is a better solution, Ref.
[8] proposed to increase the output voltage of the battery through the DC/DC boost
converter. Reference [9] proposed to design the auxiliary converter and charger into
a bidirectional work mode. Under emergency conditions, the DC 110 V battery pack
will supply power to the auxiliary converter through the charger, and the auxiliary
converter will work in reverse to transmit power to the DC link, the traction inverter
takes electricity from the DC bus to drive the tractionmotor. This scheme can achieve
the emergency traction with the same voltage as the original traction power supply
system of the train. However, the charger has to work in two directions, the power of
the charger when working in reverse is greater than the actual demand, this leads to
an increase in the size and weight of the charger, and also increases the unreliability
of the charger.

Comparedwith the direct power supply scheme, theDC 110V battery can provide
higher DC bus voltage after boosting, so that the traction motor can obtain higher
working voltage and output greater torque, but it is also limited by the capacity of
the battery. In addition, due to the emergency lighting and control power also comes
from DC 110 V battery, a reasonable energy management strategy is needed in order
to ensure its uninterrupted power supply [10].
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4 Onboard Medium-Voltage Energy Storage Power Supply
Scheme

In order to achieve higher output power and greater walking distance, additional
energy storage system is a desirable option. In Ref. [11], an extra onboard medium-
voltage energy storage system is proposed to provide power supply through power-
frequency auxiliary converter under emergency conditions, as shown in Fig. 2. InRef.
[12], it is also proposed that power supply can be realized through high frequency
isolated DC/DC converter, as shown in Fig. 3.

The above two power supply schemes provide power through the auxiliary
converter or part of the circuit in the auxiliary power supply system. Although they
canmaintain the high DC voltage supply of the traction system during the emergency
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Fig. 2 Schematic diagram of onboard medium-voltage power supply scheme by power frequency
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conditions, it is difficult to design and control the auxiliary converter, which reduces
the reliability of the auxiliary converter, and the power of the emergency traction is
limited by the power level of the auxiliary converter. Based on this, a power supply
scheme of adding a charger to charge the extramediumvoltage energy storage system
and discharging the energy storage system directly to the DC bus is adopted. The
typical case is Beijing-Zhangjiakou high-speed railway, with the self-running ability
of 30 km/h speed on 5 km 5‰ uphill road and 15 km straight road [13]. Similar
to the scheme, the emergency traction scheme for Beijing metro line 16 with high
voltage battery power supply in Ref. [14] is proposed.

5 Onboard High-Voltage Energy Storage Power Supply
Scheme

Although the extra medium-voltage energy storage system can provide higher
running power and the DC bus voltage can basically meet the demand of low-speed
running of the train under emergency conditions, its power is still limited by the
voltage of the energy storage system, and has limited capacity to absorb electrical
braking. Based on this, the use of extra onboard high-voltage energy storage system
becomes a higher performance scheme. The high-voltage energy storage system is
connected to the DC bus through a bi-directional DC/DC converter [15], so that
the DC bus voltage during emergency self-running is the same as when it works
normally, it also avoids the influence of emergency traction on the control of power
consumption, lighting and emergency ventilation power supply.

There are three main types of high-voltage energy storage systems: battery-
powered [16], supercapacitor-powered [17] and battery and supercapacitor hybrid
power supply. Supercapacitors have the advantages of high specific power, long cycle
life, wide operating temperature range [18], which can quickly carry out high-power
charge and discharge, but the energy density is lower than that of battery, and the
unit voltage is too low to be used as an onboard energy storage element. The specific
energy of the battery is high, the working voltage is stable, and the technology is
mature. However, large current charging and discharging has a negative impact on
the life and efficiency of the battery [19]. Therefore, the combination of super capac-
itor and battery is an effective solution to the power drive of rail transit vehicles.
In terms of battery selection, lithium-ion battery is often used as emergency trac-
tion power supply [20] because of its advantages of no memory effect, no pollution,
small self-discharge rate and long cycle life [21]. The topology of hybrid energy
storage system composed of supercapacitor and battery can be divided into series
and parallel. References [22] connect the battery and supercapacitor through DC/DC
converter in series. Reference [23] connects the super capacitor and the battery in
parallel. In addition to the common battery and supercapacitor power supply, a fuel
cell system power supply scheme is proposed in Ref. [24].
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Fig. 4 Schematic diagram
of ground energy storage and
power supply scheme
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6 Ground Energy Storage Power Supply Scheme

The above-mentioned emergency self-running power supply schemes are all based on
the installation of energy storage systems on vehicles. With the increasing passenger
flow density, the investment will continue to grow, however, the ground energy
storage power supply scheme [25, 26] can save investment by installing the energy
storage and absorption device on the ground, as shown in the Fig. 4. But the current
path of the ground energy storage system when train braking or pulling is far away,
the line voltage drop is large, and the electric energy loss is larger than the on-
board energy storage system. The charging and discharging control of energy storage
system is studied in Ref. [27]. A control method based on load state and time-varying
parameters is proposed.

7 Analysis and Discussion

Based on the above analysis of various power supply schemes for rail transit vehicles.
Table 1 lists the characteristics and shortcomings of each scheme.

The onboard low-voltage energy storage power supply scheme uses the original
110 V battery of the train to supply power directly to the traction motor or after
boosting voltage. The direct power supply scheme is simple in structure and does
not need to reform the train, but the output voltage of the battery is low, only suitable
for low-speed and short-distance emergency self-running occasions. In contrast, the
performance of the tractionmotor can be improved by boosting the voltage of the low-
voltage energy storage system. The on-board medium-voltage energy storage power
supply scheme adds an extra medium-voltage energy storage system to the vehicle,
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Table 1 Comparison of emergency self-running power supply schemes

Scheme name Costs Reliability Storage
energy

Implementation
difficulty

Emergency
self-running
performance

Onboard
low-voltage
energy storage

Direct power
supply

Lowest High Least No need to
modify the
existing
system, the
easiest to
implement

Suitable for
the lowest
speed and
short
distance

Series boost
power supply

Higher Higher Less Need to add
contactor, easy
to implement

High DC
voltage,
suitable for
short
distance
occasions

Low-voltage
converter
boost power
supply

A
slightly
higher

High Less Need to
increase boost
chopper, easier
to implement

DC bus can
reach rated
voltage,
suitable for
short
distance
occasions

Boost power
supply of
bi-directional
auxiliary
converter

High Low Less Need to
transform the
original
auxiliary
converter and
charger to make
it work
bidirectionally,
more difficult
to achieve

DC bus can
reach rated
voltage,
suitable for
short
distance
occasions

Onboard
medium-voltage
energy storage

Bi-directional
SIV power
supply

Higher Lower More Need to add
bidirectional
AC/DC
converter, more
difficult to
achieve

DC bus can
reach rated
voltage,
suitable for
high-speed,
longer
distance
occasions

Bidirectional
high
frequency
isolated
DC/DC
power supply

Higher Lower More Need to add
bidirectional
DC/DC
converter, more
difficult to
achieve

DC bus can
reach rated
voltage,
suitable for
high-speed,
longer
distance
occasions

(continued)
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Table 1 (continued)

Scheme name Costs Reliability Storage
energy

Implementation
difficulty

Emergency
self-running
performance

Direct power
supply

Higher High More Need to add an
additional
charger, more
difficult to
achieve

DC bus can
reach rated
voltage,
suitable for
high-speed,
longer
distance
occasions

Onboard high-voltage energy
storage

High High Many Need to add
bi-directional
DC/DC
converter and
high voltage
energy storage
device, easier
to implement

DC bus can
reach rated
voltage,
suitable for
high-speed,
long-distance
occasions

Ground storage Highest Low Most Need to install
bi-directional
DC/DC
converters,
energy storage
devices and
other
equipment on
the ground,
difficult to
achieve

DC bus can
reach rated
voltage,
suitable for
high-speed,
long-distance
occasions

with higher output voltage. The traction motor can work under rated voltage, and
the speed and distance of emergency self-running are increased to a certain extent.
The output voltage of the energy storage system is further improved by the on-board
high-voltage energy storage power supply scheme, which requires the addition of
bi-directional DC/DC converter, and has simple structure and high reliability. The
high-voltage energy storage system can be composed of battery, supercapacitor,
mixed battery and supercapacitor, fuel cell, etc. The combination of supercapacitor
and battery hybrid energy storage system can integrate the advantages of both and
drive the vehicle better, which is a hot issue in the future. In addition, due to the
voltage difference between DC bus and DC110V battery, there is a problem that the
low-voltage side current is too large in voltage conversion. The references [28, 29]
have made relevant research on this problem. The energy storage system is installed
on the ground in the scheme of ground power supply, and the structure is complex.
At present, relevant research is less, and further theoretical research is needed.



A Survey of Emergency Self-Running Power Supply … 159

8 Conclusion

In this paper, the emergency self-runningpower supply scheme for rail transit vehicles
is summarized, and the current research situation is summarized from four aspects:
low-voltage, medium-voltage, high-voltage and ground, the future research direc-
tion of emergency self-running power supply is discussed. At present, there are still
many basic theories and key technologies that need to be further studied about emer-
gency self-running power supply technology. For example, the energy management
strategy of energy storage system, the combination of supercapacitor and battery, the
realization of boost converter and the scheme of ground energy storage, these will
become the hot issues in the future.
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Overview of Intelligent Train Service
System Design for Passenger Service

Jiao Zhang, Miaomiao Huo, and Yali Wang

Abstract The intelligent train service system refers to the train as the core, the use
of general advanced technology to empower various train systems or equipment,
realize train self-perception, decision-making, and self-optimization, realize train
intelligent service, and comprehensively improve service quality. This article designs
an intelligent train service system for passenger services, and combines the current
industry development concepts and trends to explain the technical development route
of the intelligent train service system, and designs around the purpose of serving
passengers, service drivers, and service platform operators. The three-tier structure
of the system, the design of the vehicle system network architecture and the internal
data transmission mode of the vehicle system, provide a certain theoretical basis for
the subsequent development of this field.

Keywords Intelligent train service system · Three-layer structure · The network
architecture · The internal data transmission mode · The subsequent development

1 Introduction

The intelligent train service system refers to taking the train as the core and using
general advanced technology to empower each train system or equipment to realize
train self-awareness, self-decision and self-optimization, realize train intelligent
service, and comprehensively improve service quality [1–4].

The technical development route of smart trains can be summarized as:
(1) On the basis of the existing vehicle platform, build a train sensor network to

give the train the ability to sense its own environment. (2) Promote the integration and
resource integration of the internal subsystems of the train, build an integrated data
transmission and control platform, provide a basis for the transmission, processing
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and analysis of massive data, and increase the degree of train intensification. (3)
Based onmassive data ofmultiple specialties andmultiple subsystems, carry out data
governance, integration andmining, so that the train has the ability of self-awareness,
self-decision and self-optimization.

The development of intelligent train service system will promote the forma-
tion of new industrial clusters such as rail transit network communication, envi-
ronment awareness, artificial intelligence, etc. [5–8]. The rapid reform of the rail
transit industry will provide the impetus to bring new products, new services, and
new formats to satisfy the people’s travel Demand, improve the level of opera-
tions, improve urban management, promote industrial upgrading and accelerate the
transformation of social and economic development will play a key role.

The intelligent train service system is directly oriented to passengers. Through
advanced technologies such as multi-sensor fusion and integrated release of new
multimedia information, the level of intelligent control is improved, and more intel-
ligent services are provided for passengers from the aspects of travel terminals and
automatic adjustment of the state of the cars to enhance passenger travel experience.
At the same time, it promotes the track operation to actively seek reform and innova-
tion in track operation management and service quality, starting from the passenger
experience, and responding in a refined manner to the passenger’s full travel chain
process service needs.

2 System Structure

For the purpose of serving passengers, service drivers, and service platformoperators,
in the system design process, the intelligent service system is designed into three
levels, namely the vehicle layer, the platform layer, and the central cloud platform.
The entire intelligent service system is based on this the system architecture carries
out follow-up work for the work objective (Fig. 1).

(1) Vehicle Intelligent Service Platform (VISP): Based on integrated control, it
integrates various service terminals to realize train intelligent information
service, environment perception and personnel behavior detection to empower
passengers and drivers.

(2) Platform Intelligent Service Platform (SISP): It is responsible for obtaining the
information of the congestion, train temperature and time of the arriving trains
through data interaction with VISS, and providing intelligent waiting services
for platform passengers.

(3) Central Intelligent Service Platform (CIMP): It is responsible for obtaining
information on train car air quality, driver behavior detection results, abnormal
behavior of passengers in the car through data interaction with VISS, and
monitoring and recording the line operation.
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Fig. 1 System structure diagram

3 Vehicle System Network Architecture

The network architecture can be divided into train-level and vehicle-level networks
according to its hierarchy.

Train level: The vehicle is set up with an on-board integrated control platform
(VICP), which is responsible for summarizing the entire train information and
interacting with platform equipment through the vehicle-ground wireless module
(V2WU). The train-level wireless self-organizing network (WMN) is built through
the vehicle-mounted wireless unit (VWU) to realize the data interaction between the
ICCU and the intelligent vehicle control unit (IVCU) of other cars.

Vehicle-level: build an Ethernet marshalling network (ECN) in each car, each
vehicle is equipped with an intelligent train service system on-board control unit
(IVCU, abbreviated as on-board control unit), and connect to subsystem devices
on the train marshalling network through the Ethernet interface Including: driver
behavior detection module (DBTU), cabin environment detection unit (EDU), cabin
abnormal behavior detection unit (ABDU), cabin congestion detection unit (CDU),
passenger information service unit (PIU), etc. (Fig. 2).
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Fig. 2 Vehicle system network architecture

4 In-Vehicle System Data Transmission

(1) Vehicle-mounted intelligent train system and platform intelligent service
system

The vehicle-mounted intelligent service system (VISS) communicates with the
station intelligent service system (SISS) through a wireless interface. VISS sends
information about the congestion and temperature of different cars to the SISS to
realize the intelligent waiting guidance service for passengers on the platform.

(2) Vehicle-mounted intelligent train system and central integrated monitoring
system

The vehicle-mounted intelligent service system (VISS) and the central integrated
monitoring system (CIMS) communicate through a wireless interface, and VISS
sends the air quality and driver behavior test results of different cars to CIMS.

5 Conclusion

This article describes the technical development route of the intelligent train service
system in combinationwith the current industry development tem architecture carries
out follow-up concepts and trends, and carries out relevant design of the passenger
train-oriented intelligent train service system, which provides a certain basis for
subsequent research in this field. It can integrate new technologies such as Internet
of Things technology, intelligent perception technology, intelligent decision-making
technology, and big data to intelligently upgrade ordinary trains, research and develop
intelligent train service systems, and provide passengers with better service. The
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development of intelligent train service systems is The rail transportation industry
can play a leading and leading role.
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Relevant Research on Image Recognition
Content in the Intelligent Train Service
System of a Subway Train

Jiao Zhang, Yujie Li, and Miaomiao Huo

Abstract The detection of the degree of congestion in the carriage is based on
the evaluation of the number of passengers in the carriage. The target detection
algorithm based on the deep neural network can accurately identify the number of
passengers in the carriage and evaluate the degree of congestion in the carriage. This
paper conducts related researches on the functions and uses of image recognition in
an intelligent train service system in a subway train, including congestion detection
research based on image recognition, passenger abnormal behavior analysis research
based on image recognition, and driver fatigue based on image recognition The three
pieces of content were detected and related principle analysis was carried out. This
article expounds the principles of the above three pieces of content, and provides a
certain research foundation for subsequent research in this field.

Keywords Image recognition · Intelligent train service system · Passenger
abnormal behavior · Driver fatigue testing

1 Introduction

The detection of the degree of congestion in the car is based on the evaluation of
the number of passengers in the car. The passenger perception camera can capture
sufficient image information, and the calculation module performs target detection
on the collected image information by constructing amulti-layer neural network, and
evaluates the crowdedness of the car according to the number of detected passengers
and a prescribed threshold.

In conventional target detection, a large number of candidate frames need to be
produced to satisfy a high enough intersection ratiowith each truth value [1–3]. At the
same time, the candidate box does not match the true value, which is not conducive
to the classification task of the bounding box. In order to solve the shortcomings of
the candidate frame, a set of key points will be selected to detect the target method,
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and then the candidate frame is removed, but due to its lack of reference to the target
global information, it still has limitations. At the same time, each target consists
of a set of key points. The algorithm is sensitive to the bounding box, and it is
impossible to determine which set of key points belong to the same target. The
environment of subway cars is special, the space is relatively narrow, the range of
passenger distribution is wide, the personnel are concentrated and there will be more
occlusion, which brings many difficulties to the detection of passenger targets [4–6].
Therefore, the calculation module adopts a new type of target detection algorithm to
realize the target recognition for passengers in the area.

The new algorithm adds a function to observe the visual pattern of each candidate
area on the basis of the traditional target detection algorithm, and then can judge the
correctness of each bounding box. By adding a key point to explore the information
of the middle area (approximate geometric center), the innovation of this article is
that if the predicted bounding box has a higher intersection ratio with the true value,
the probability that the center key point predicts the same category is higher, vice
versa. Therefore, during inference, when a bounding box is generated through a set
of key points, we continue to observe whether a key point with the same category
falls into the center of the area, that is, using three points to represent the target.

At the same time, in order to better detect the key point of the center, namely the
corner point, two methods are proposed to enrich the information of the center point
and the corner point.

2 Two Methods

2.1 Center Pooling

The branch used to predict the key points of the center is helpful for the center to
obtain more central areas of the target, and thus the central area of the proposal can
be more easily perceived. This method is realized by taking the maximum value of
the sum of the horizontal and vertical response values at the center position. The
center of an object does not necessarily contain strong semantic information that can
be easily distinguished from other categories. For example, a person’s head contains
strong semantic information that is easy to distinguish from other categories, but
its center is often located in the middle of the person. center pooling extracts the
maximum values of the horizontal and vertical directions of the center point and
adds them to provide the center point with information outside the location. This
operation gives the central point an opportunity to obtain semantic information that
is easier to distinguish from other categories. Center pooling can be achieved by
a combination of corner pooling in different directions. The maximum value in a
horizontal direction can be achieved by connecting left pooling and right pooling
in series. Similarly, the maximum value in a vertical direction can be achieved by
connecting top pooling and bottom pooling in series.
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2.2 Cascade Corner Pooling

Add the function of original corner pooling to sense internal information. The
maximum value of the sum of the response values within the target object and the
boundary direction in the feature map is combined to predict the corner point. Gener-
ally, the corners are located outside the object, and the location does not contain the
semantic information of the associated object, which brings difficulties to the detec-
tion of the corners. The traditional approach is called corner pooling. It extracts the
maximum value of the object boundary and adds it. This method can only provide
the semantic information of the edge of the associated object, and it is difficult to
extract the semantic information of the richer object. The cascade corner pooling first
extracts the maximum value of the object boundary, and then continues to extract
the maximum value at the maximum value of the boundary (in the direction of the
dotted line in the figure), and adds it to the maximum value of the boundary, so as
to provide a richer feature for the corner points Related object semantic informa-
tion. Experiments have confirmed that this method is more stable in the presence of
feature-level noise, which helps to improve the accuracy and recall rate.

In order to remove the incorrect bounding box, use the position of the detected
center point and sort it according to the following process:

(1) Select the top k key points according to their scores.
(2) Remap the center keypoint to the input map according to the corresponding

offset.
(3) Define a central area for each bounding box and ensure that there are central

key points in the central area.

At the same time, ensure that the category of the point is consistent with the
category of the bounding box. If the central key point is detected in the central area,
the score of the bounding box is updated with the average of the scores of the upper
left corner, the lower right corner and the central point, and the bounding box is
saved. If no center point is detected, the bounding box is removed. Finally, the target
accurate bounding box is obtained.

In summary, the target detection algorithm based on deep neural network can
accurately identify the number of passengers in the car and evaluate the degree of
congestion in the car.

3 Analysis of Abnormal Passenger Behavior Based
on Image Recognition

Abnormal behavior is divided into two steps: detection of key points of multiple
human bodies in the carriage and recognition of abnormal behavior actions. Gener-
ally speaking, human behavior recognition has multiple modalities, such as appear-
ance, depth, optical flow, and body bones. Among these modalities, dynamic human
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bones can often complement other modalities and convey important information [7–
9]. Through human key point detection, human bones can be identified, and dynamic
bone modalities can be established. Reanalyzing its action patterns can achieve
human behavior recognition. The general process of human joint point recognition is
that the passenger compartment camera first captures the cabin image, and then the
key point detector in the abnormal behavior perception algorithm of the calculation
module will identify and mark the body features, helping the body tracking algo-
rithm to understand the different angles The performance of each pose is presented
in the form of a 3D color stickman. The recognition process is closely related
to the camera system and computing power. The computing module’s abnormal
behavior perception algorithm is configured with a multi-thread module to speed up
processing.

The algorithm mainly includes the following steps:

(1) Input an image, extract the features through the convolution network, get a set
of feature maps, and then divide it into two branches, use CNN to extract part
confidence maps and part affinity fields respectively;

(2) After obtaining the two pieces of information, use bipartite matching (even
matching) in graph theory to find the part association and connect the joint
points of the same person. Due to the vector nature of PAF, the generated even
matching is very correct. Merged into a person’s overall framework.

(3) Seeking multi-person parsing based on PAFs—Converting multi-person
parsing problems into graphs problems—Hungarian algorithm.

In general, the abnormal behavior perception algorithm is equivalent to the
upgraded version of the body tracking technology used in previous somatosen-
sory games, but compared with the 20 key points tracked by Microsoft Kinect, the
abnormal behavior perception algorithm is much more detailed. The same action,
Kinect Perceiving that a person is raising their hands, the abnormal behavior percep-
tion algorithm can observe that the person is actually pointing something with his
finger. In terms of facial tracking, the entire head in Kinect is just a point, and the
eyebrows, eyes, nose, and mouth of the calculation module’s abnormal behavior
perception algorithm can be depicted by dozens of key points, and the expression
can be recognized.

Here are a few examples of different scenarios:
Abnormal behavior perception algorithm is used to extract key points of human

body and generate skeleton featuremap, that is, behavior detection principle diagram.
After extracting the human bones, the 2D coordinates of each human bone in each
frame are used to represent the bone sequence. After that, a spatio-temporal map is
generated based on the features of the bone sequence, and a spatio-temporal map of
the bone sequence is constructed in two steps. In the first step, the edges between
frames represent the temporal relationship of the corresponding bone points of the
human body; in the second step, within each frame, a space graph is constructed
according to the natural skeleton connection relationship of the human body. Finally,
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the spatio-temporal map is input into the ST-GCN network for behavior prediction.
Predict the bone spatio-temporal map through the ST-GCN network and recognize
human movements.

4 Driver Fatigue Detection Based on Image Recognition

The fatigue detection is completed through the camera and fatigue detection control
unit installed on the driver’s driving platform.

(1) Using computer vision technology, first preprocess the image, use the color
space skin color model for coarse face positioning, and successively reduce
the eye area according to the characteristics of the face; finally, the edge infor-
mation is used to locate and close the eye measuring. Taking into account the
correlation between the frames of the video image sequence, the linear motion
prediction method is used to track the human eye, complete the doze detection,
find the abnormal sound alarm in time, and send the recognition result to the
integrated control unit.

(2) Use deep convolutional neural network to detect the driver’s face and nose in
sequence, use local two-bit features and random forest classifier training to
generate an online nose detector, in order to correct the optical flow tracker
during the nose tracking process Drift error and other parameters; finally,
analyze the change of the boundary gradient of the mouth area under the nose,
and combine the confidence of the nose tracker, the lateral movement of the
face and other information to judge the completion of breathing detection. The
result is sent to the integrated control unit.

5 Conclusion

In this paper, the three principles of image recognition-based congestion detection,
image recognition-based passenger abnormal behavior analysis and image-based
driver fatigue detection in the intelligent train service system of a subway train are
analyzed and explained. These three parts are analyzed and explained,which provides
a certain research basis for the subsequent research in this field.
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Fig.1 Examples of behavior detection application scenarios

Fig.2 Schematic diagram of behavior detection
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Vehicle-Ground Communication
and Positioning Technology Based
on Ultra-Wideband Technology
in an Intelligent Train Service System
of a Subway Train

Jiao Zhang, Yujie Li, and Miaomiao Huo

Abstract Ultra-wideband wireless communication is currently the fastest-growing
and most dynamic technology, which has the advantages of high anti-interference
performance, high transmission rate, large space capacity, and low power consump-
tion. This article describes the vehicle-ground communication and positioning tech-
nology of ultra-wideband wireless communication (UWB) in an intelligent train
service system in a subway train. UWB technology is used to complete the transmis-
sion of positioning information and related link information while participating in
positioning. Wired The communication synchronization network integrated with the
wireless can effectively reduce the cost and the redundancy of the network system,
and provide a certain research foundation for subsequent research in this field.

Keywords Vehicle-ground communication and positioning technology ·
Ultra-wideband wireless communication (UWB) · Intelligent train service system •
transmission of positioning information · Wired and wireless communication
synchronization network

1 Introduction

The core of a subway train’s intelligent train is an integrated platform. The platform
supports the integration, access and control of various application logics through
microservices and middleware technology, and provides basic services for various
applications, including location information services and vehicle locations. Commu-
nication service, UWB wireless communication, as one of the most rapidly devel-
oping and most dynamic technologies, has the advantages of high anti-interference
performance, high transmission rate, large space capacity, low power consumption,
etc. It can meet the positioning and communication of intelligent train development
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Demand: On the one hand, it provides accurate positioning services for trains, and
on the other hand, it can be used as a communication method to achieve two-way
train-ground communication [1–4].

Adopt a communication system that combines UWB communication network
with a new generation of dedicated communication equipment [5–7], and use UWB
communication base stations and positioning base stations deployed in the posi-
tioning network to complete the transmission of positioning information and related
link information while participating in positioning [8–10]. The wireless synchronous
communication synchronization network can effectively reduce the cost and reduce
the redundancyof the network system.Toensure the communication rate and commu-
nication distance in the communication process, a new generation of dedicated
communication equipment is used to improve the overall transmission efficiency
of the system.

2 Principle

UWB is a carrier-free communication technology. It uses non-sinusoidal narrow
pulses in the nanosecond to microsecond range to transmit data, and uses the time-
domain pulses of the starting and landing points to directlymodulate. Ultra-wideband
transmission puts the modulation information process in a single It is performed on
a very wide frequency band, and the duration of this process is used to determine the
frequency range occupied by the bandwidth. We refer to −10 dB relative bandwidth
exceeding 25%, or−10 dB absolute bandwidth exceeding 500 MHz, which is called
ultra-wideband (UWB).

Absolute bandwidth refers to the difference between the upper cutoff frequency
and the lower cutoff frequency corresponding to a roll-off point on both sides of the
maximum value of the signal power spectrum, and the relative bandwidth refers to
the ratio of the absolute bandwidth to the center frequency.

The spectrum range used by UWB in this article is 3774–4243.2 MHz, and the
highest power spectral density of the signal transmitted by the base station is −41.3
dBm/MHz. Because the UWB communication rate is closely related to the trans-
mission distance. In less than 10 m, the UWB signal transmission rate can reach up
to 1 Gbps, but as the distance increases, the communication rate declines rapidly.
When the communication distance is greater than 35 m, the maximum communica-
tion rate can reach 6.8 Mbps. Considering the need to meet the vehicle-to-ground
communication capability of the vehicle in the moving state with an average speed
of 80 km/h during operation, the communication capability meets the transmission
rate requirement of 250 Kbps, and the communication bandwidth is set to 2 M.

In the system described in this article, the total bandwidth of the ultra-wideband
system is 6 M. Since this system adopts the way of communication and positioning
shared channels, in order to ensure the positioning while taking into account the
communication capabilities, for this reason, the equipment bandwidth is allocated
according to 2:1 The communication bandwidth is designed to be 2 M.
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Fig. 1 UWB communication principle

Since the beam angle range of the base station antenna design is ±75°, consid-
ering the positioning accuracy and the probability of communication connectivity,
the protection cut-off angle is set to ≤10°. According to the construction site, the
base station is generally installed below 3m, and the radio frequency coverage radius
of a single base station is about 50 m. In order to ensure the positioning accuracy, it is
deployed at a distance of 30 and 50 m under different environments of the platform
and the interval (the actual distance will be slightly adjusted due to the field envi-
ronment during the construction process), and combined with the verification of the
previous positioning function, comprehensively considering the cost and positioning
accuracy, It is optimal to deploy at intervals of 30 and 50 m. The communication
principle of UWB system can be seen in Fig. 1.

UWB technology has the following features: high transmission rate, short commu-
nication distance; small size, low power consumption; good system coexistence,
high communication density; strong anti-interference; extremely high positioning
accuracy and strong anti-multipath capability.

The principle of UWB high-precision positioning technology based on bidirec-
tional time measurement can be seen in Fig. 2.

Compared with the outdoor, the indoor space is narrow and the occlusion is
serious. The multipath interference of the signal propagation is very large. The ultra-
wideband (UWB) signal bandwidth is wide (500 MHz left and right), the signal is a
pulse-type narrow signal (ns level), when the UWB signal is used indoors, the first
path signal can be well distinguished, and then rely on a certain layout of the indoor
positioning base station, Basically, the signal that reaches the user on the first path
is a direct link, and the signal strength is the strongest, and other path signals that
arrive subsequently are ignored directly. Therefore, an indoor positioning system
with a certain scale capacity can be established with positioning accuracy ≤20 cm,
free roaming.

Based on UWB’s two-way ranging indoor positioning algorithm for positioning,
the algorithm does not require high-precision time synchronization between the
transceiver and can effectivelymeasure the accurate distance between the transceiver.
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Fig. 2 Schematic diagram of UWB two-way ranging

Basic principle: The user sends a positioning request and records the signal trans-
mission time t1. After receiving the request, the anchor feeds back to the user a
signal. The time difference treplay is loaded into the signal and sent to the user. The
user records the time t2 when the feedback information is received. The distance
between the user and the anchor is (t2––t1–treplay) · C/2, where C is the speed of
electromagnetic wave propagation.

3 System Structure

At the train level, an on-board Tag wireless unit is added to access the train integrated
platform. Provide communication and positioning services for trains.

At the off-track level, an integrated positioning and communication base station
is deployed as an interface device for vehicle wireless unit access and positioning.

At the station level, deploy a location and a communication server, and connect
to the station’s integrated platform to achieve data connection between the train and
the station (Fig. 3).

Through the station-trackside-train link, the vehicle-ground communication infor-
mation is transparently forwarded, and the data flow is as follows (Figs. 4 and
5).
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Fig. 3 System architecture

Fig. 4 Vehicle-to-ground data flow

Fig. 5 Ground-to-vehicle data flow
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4 Functions

(1) Train positioning

Urban rail transit positioning is one-dimensional positioning. According to the oper-
ating scenario, a positioning map is established to establish the correspondence
between the base station and the actual location. Based on the ranging and posi-
tioning technology of wireless pulse arrival time difference, the train UWB terminal
realizes the active positioning of the train through communication with the ground
UWB base station.

(2) Car-ground wireless communication

By constructing a sensor network, the train detects information such as the degree
of congestion inside the car. Before arriving at the station, the train platform sends
information such as train location and congestion to the station platform through
UWB wireless communication to meet the display needs of the station’s guidance
screen, including the display of train position and the display of the congestion of
different train compartments.

5 Conclusion

This article analyzes and describes the vehicle-ground communication and posi-
tioning technology of ultra-wideband wireless communication (UWB) in the intel-
ligent train service system of a subway train, and explains its positioning principles
and communication links. While completing positioning, it transmits related link
information, and uses a wired and wireless communication synchronization network
to effectively reduce costs and reduce the redundancy of the network system, which
can provide a certain research basis for subsequent research in this field.
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Research on Intelligent Security Defense
System Based on Full Scenario
Protection of Smart Grid

Shijun Zhang, Jing Zeng, Ji Lai, and Shuo Li

Abstract This paper aims at the deficiencies of the network security protection
system of the smart power grid, and studies how to improve the network security
defense system of the power grid, to achieve comprehensive network security protec-
tion. Focus on terminal, host and boundary protection, this paper proposes a set of
full-scenario protection intelligent security defense system, aiming at ensuring the
safe and stable operation of the power grid, strengthening the foundation of network
security, improving the quality of security protection management, and enhancing
the level of network security protection.

Keywords Network security · Smart grid · Intelligent · Defense

1 Introduction

In recent years, the smart grid has developed rapidly, with the scale of the network
constantly expanding and the application level of the network constantly improving
[1]. It has become a huge force to promote social progress and economic develop-
ment. With the increasing development of the network, the threat of network security
is increasingly serious, accompanied by network attacks, and other hacker activities
are more frequent and constantly upgraded [2]. With the continuous development
of information construction, the original security situational awareness and moni-
toring and early warning have been unable to meet the requirements of smart grid
security protection fully. It is urgent to take measures to establish a unified, safety
monitoring mechanism, strengthen the linkage disposal capacity, and optimize the
process of monitoring and early warning, to build an intelligent, three-dimensional,
comprehensive security defense system [3].

They are combining with the present situation in the construction of the smart
grid security, aiming at the shortcomings of the network security protection [4], this
paper put forward the intelligent security defense system based on the full scenario
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protection research direction. By taking measures in the terminal, the host, border
protection, and other aspects build an intelligent security defense system, strengthen
centralized security monitoring, event linkage analysis, intelligent threat processing
ability, realize rapid response for network security threats.

2 Background

2.1 Current Situation of Network Security Protection

With the gradual development of smart grid construction, information security has
become an important foundation for the safe and stable operation of the smart grid,
and the construction of unified, reasonable, and safe information facilities is an
important guarantee for the smart grid [4]. As shown in Fig. 1, the smart grid is
under threat.

At present, network security protection mainly depends on the power grid
company has deployed network security systems and equipment. Existing security
equipment generally covers border security, terminal security, application security,
data security, and another level, and has basic capabilities such as intrusion preven-
tion, situation analysis, and host compliance detection [5]. However, there’s still a
part of the lack of protection.

Virus

Network 
attacks

Data 
tampering

Unauthorized 
access

Facility 
destructionSmart Grid

Information 
theft

Fig. 1 The smart grid is under threat
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2.2 The Design of Intelligent Security Defense Institution

Based on the understanding of the current security protection management situation
of the smart grid, the construction of the full-scenario intelligent security defense
system is proposed from terminal control, host security, boundary management, plat-
form construction, safe operation, and other aspects. Figure 2 is the design drawing
of the full-scenario intelligent security defense system.

The construction of full-scenario intelligent security defense system can realize
the unified control of terminals and devices, improve the intelligent handling capacity
of network security incidents, improve the quality of security management, improve
the overall level of network security protection of smart grid, and ensure the stable
operation of network security and information system.

3 Intelligent Security Defense Measures

The full-scenario intelligent security defense system takes measures in the three
directions of terminal, host, and border. It supplements and strengthens advanced
technical security facilities for network security, establishes security defense
methods, strengthens network security defense capabilities, and improves the level
of intelligent security defense in all scenarios.

All-scenario intelligent security defense institution

Terminal security

Safe access

Border security
Access 
control

Host security

Safety 
monitoring

Anti-virus

Security 
baseline

Intrusion 
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Boundary 
control
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Security 
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security 
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Virus 
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Artificial 
intelligence Big data cloud 

computing
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Fig. 2 The design of intelligent security defense institution for the full scenario
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3.1 Security Defense Measures for Terminals

According to the management and control principle of “ontology protection, equip-
ment compliance, unified access, security visibility,” by means of terminal access,
terminal security monitoring, antivirus, baseline monitoring, and other technology,
through collect antivirus data, traffic threat analysis data, terminal access data, and
baseline compliance data on the terminal equipment side realize comprehensive
monitoring analysis from the terminal ontology, network analysis layer to global
monitoring layer, and achieve comprehensive visual analysis and early warning
for terminal equipment. Through the refined management and control concept,
the terminal equipment can be fully protected, and the identification, ontology,
behavior standardization, risk quantification, analysis intelligence, and management
visualization of the general terminal equipment can be realized (Fig. 3).

Identification. Accurate device visibility is a cornerstone of safety practices [6].
All online devices are scanned and deeply identified by the terminal access system
to obtain the device name, device type, property rights unit, IP address, Mac address,
network, and other information of the terminal, and use intelligent identification and
unique algorithms to generate unique codes for each terminal device. According
to the acquired asset ledger information, it can be associated with security threat
warning, and locate and deal with the equipment according to the equipment code,
to facilitate the control of the security threat situation of the terminal equipment.

Proprioception. The higher the health of the equipment body, the stronger the
ability to resist external threats. Through research and application of baseline scan-
ning, vulnerability scanning, virus scanning, and other technologies, regular scans are
used to obtain ontology defects and virus infection information on terminal devices.
Then use various methods to eliminate, disinfect, and reinforce terminal devices
with defects and viruses. Improve the health of terminal equipment and ensure that
terminal equipment is always in a healthy state.
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Fig. 3 Security defense measures for terminals
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Standardization of behavior. Many terminal devices are close to external users,
such as smart electricity meters and payment machines, which are vulnerable to
abnormal behaviors or social attacks [7]. Through technologies such as terminal
access, terminal flow analysis, and behavior analysis audit, collect and monitor some
abnormal behaviors of terminal devices or abnormal data generated by the abnormal
behavior. Moreover, according to the abnormal data made some abnormal behavior
generates some special monitoring alarms to ensure the standardization of terminal
equipment usage behavior.

Risk quantification. Through fine-grained statistics and detailed log statements,
we can have a general view of the security situation of the whole network terminal,
including the situation of high-risk vulnerability repair, virus detection and killing
trend, the classification of external threat level, to achieve quantitative observa-
tion, efficient management and comprehensive monitoring of the risk of the whole
network terminal. Adopt big data analysis technology to continuously collect user
and equipment environmental data, user business access behavior data, and conduct
risk modeling and correlation analysis to measure potential security risks [8].

Intellectualization of analysis. Collect scattered terminal behavior data, antivirus
data, equipment asset data, and external attack data in a unified manner to form a
behavior portrait centered on terminal-business-behavior [9]. Use big data analysis
technology and multi-dimensional analysis technology to conduct correlation anal-
ysis from the perspective of threats, and obtain the details of threats such as victim
targets, attackers, attack methods, vulnerabilities, malicious samples, and propaga-
tion methods in time. According to the analyzed threat results, through the threat
verification, the authenticity and impact of the threat are judged.

Management visualization. The visualization of assetmanagement realizes asset
import, asset labeling, and asset portfolio, through the extraction of alarm information
from multiple systems such as the security access system and antivirus system.
Moreover, according to the risks covered by its warning, it realizes the correlation
between assets and risks and forms a complete asset library. Risk visualization takes
the dimension of threatening the entire life cycle and visualizes threats through a
variety of threat detection methods. Automatically notify and issue alarms according
to the set actions, which improves the efficiency of daily operations.

3.2 Security Defense Measures for the Host

For the host, vulnerabilities, virus prevention, resource control, security baseline,
and security audit have been adopted to ensure the security and credibility of the
host. However, there are still some deficiencies, mainly lack means for virus protec-
tion, security audit, and virtualized resource monitoring. By enhancing virus preven-
tion capabilities, security auditing capabilities, and virtualization security protection
capabilities, the host’s threat detection capabilities are enhanced, and the host security
protection link in the intelligent defense system is consolidated (Fig. 4).



188 S. Zhang et al.

host host host

Host Security 
Management Center

Unified security management

Virus prevention

Bug fix

Resource control

Security audit

Access control

Fig. 4 Security defense measures for the host

Improve virus prevention capabilities. Host viruses are latent, and they are
usually hidden in the host to spread and spread through certain channels [10]. The
longer the hiding time, the more extensive the range of influence, and the greater the
destructiveness it brings. Therefore, it is extremely important to improve host-virus
prevention capabilities. By deploying a protection mechanism against viruses and
malicious code, to prevent the intrusion of host viruses, realize the detection and
blocking of host viruses, improve the host’s antivirus capabilities, and enhance the
capabilities of malware detection and detection.

Strengthen security audits. According to the actual needs of power grid oper-
ation, through log audit and operation and maintenance audit measures, strengthen
the control of host security audit. Through the deployment of a log audit system, the
log of the host is collected, stored, and analyzed in a unified manner. Generate audit
reports and perform detection and analysis on the audit reports to ensure host security.
By deploying the operation and maintenance audit system, the operation and main-
tenance operations are re-certified, and the operation and maintenance operations
are recorded and audited to ensure the safety of the host operation and maintenance
operations.

Explore the direction of virtualization protection. Explore the direction of host
virtualization security protection, and study the feasibility of cloud virtualization
antivirus, virtualized firewall, virtual patching, and other technologies for commu-
nication security in the virtual cloud environment. By deploying a cloud platform,
effective monitoring of east–west traffic between virtualized resources can prevent
attackers frommoving laterally between servers and ensure the security of virtualized
cloud hosts.
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3.3 Design of the Controller Protection Measures Against
Network Boundaries

At present, there are seven types of network boundaries in smart grids, including
Internet boundaries, information internal and external network boundaries, informa-
tion internal network third-party boundaries, information internal network vertical
boundaries, information internal and external user domain boundaries, information
internal network horizontal domains, and others [11]. Security devices such as fire-
walls, intrusion detection, antivirus walls, and secure access gateways have been
deployed by relevant protection requirements, and have access control, intrusion
detection, and security isolation capabilities. However, there are still some shortcom-
ings in border protection. The network structure has unclear areas, and the network
border protection equipment is partially missing and outdated.

In response to the lack of border protection, continue to refine bordermanagement,
supplement border security protection measures, and focus on the improvement of
third-party network border security protection, and comprehensively enhance the
company’s security protection capabilities. Design from two aspects of precision
protection and secure operation and maintenance automation supplemented with
basic security equipment such as IDS, IPS, WAF, and firewall, and strengthened the
construction of technical capabilities such as unknown threat detection, situational
awareness, and automatic verification tools for security equipment configuration.
Third-party network boundary security protection capabilities have been improved,
boundary management and control have been refined, protection measures have been
added, and situation monitoring has been strengthened.

4 Discussion

4.1 Launch Typical Applications and Build a Defense
Platform

With the continuous development of advanced continuous attack technology, network
security attack is faster, more professional means, more covert process, more
complex technology, network security personnel, and organizations are increasingly
demanding. It is necessary to have the ability of rapid information sharing, alarm
correlation analysis, timely handling of events, etc., to meet the demand of early
warning analysis for scalability andflexibility. In the face of frequent network attacks,
massive attack data, and endless attack means, network security personnel rely on
traditional processing means, has been unable to achieve rapid response to network
attacks.
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In response to the needs of network security under the new situation, big data,
artificial intelligence, and other technologies are used to build a full-scenario intelli-
gent security defense platform.By summarizing the dailywork experience of network
security, combining security defense measures of terminals, hosts, and borders, carry
out typical scenario applications, and complete automatic distribution and intelligent
matching of network security incident classification. Realize automatic monitoring,
analysis, and disposal of known attacks and threats, manual disposal of unknown
attacks and threats, and improve the level of network security intelligent defense.

4.2 A Normal Operating Mechanism Based
on a Full-Scenario Intelligent Security Defense Platform

Based on the full-scenario intelligent security defense platform, combined with
border security equipment, establish a normalized security operation mechanism
to carry out daily network security monitoring, operation process and responsi-
bility management, system equipment planning and design management, daily oper-
ation and maintenance, network security monitoring, security analysis response,
reinsurance, and other safety operations.

In terms of security operations, it will make full use of the security events moni-
tored by the full-scenario intelligent security defense platform. It is focusing on the
various stage of the system life cycle, detailed operational content, and requirements.
Utilize situational awareness, big data, artificial intelligence, and other technologies
to fully enhance protective intelligence ability, carry out various safety operations in
a normal way.

5 Conclusion

Based on the current status of smart grid security construction, the deficiencies
of smart grid security defense, this paper integrates new information technology,
initially proposes a smart security defense system based on full-scenario protection.
Since the construction of this system involves a large number of new and improved
security technical defense measures, it is a huge project. This article is only based
on the understanding of the current management situation and proposes a system
construction idea, which will be gradually followed by intelligent security defense
according to the construction idea. The system was implemented and improved.
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Online PMSM Stator Interturn Fault
Detection Aided by Phase Angle
Diagnosis of Zero-sequence Components

Yecheng Zhang and Gai Liu

Abstract Accurate diagnosis of slight inter-turn short circuit fault (ISCF) of perma-
nent magnet synchronous motor (PMSM) has always been a difficult problem in the
field of electrical engineering. Aiming at the problem of ineffective ISCF diagnosis,
a method on Phase angle diagnosis of zero-sequence components is proposed. In this
method, a calculable expression of the fault indicator was derived in awye-connected
winding PMSM with ISCF, being for both slight and severe ISCF cases. Using the
derived expression, ISCF were detected, as well as the degree and the location of the
ISCF. Simulation results demonstrated that the proposed method not only has the
capacity of diagnosing the ISCF, but also assessing the faulty severity and identifying
the fault location under the different conditions of the rotor speed and load torque.

Keywords PMSM · Interturn short-circuit fault · Phase angle diagnosis · Faulty
severity and location

1 Introduction

Permanent magnet synchronous motor (PMSM) is increasingly applied in household
appliances, electric vehicles and wind turbines because of its high power density and
efficiency [1, 2]. However, the reliability and safety of these machines remain one
of the most vital aspects for PMSM applications. Consequently, to avoid PMSM
failures which may bring about huge economic losses and even human casualties [3,
4], the online monitoring and fault diagnosis methods of PMSM have been receiving
considerably increasing attention.

Electric Power Research Institute (EPRI) [5] had made several investigations
on the reliability of industrial motors and concluded that the stator winding faults
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of motors account for about 21–37% of the motor failures. Meanwhile, it is well
recognized that the interturn short-circuit fault (ISCF), that the insulation degradation
in several turns of a statorwindingwithin one phase, is one of themost common stator
winding faults [6, 7]. This fault generates a large circulating current in the faulted
turns [8] which can cause further insulation failures by forming a localized heat spot
and ultimately leading to a complete failure of the winding as a phase-to-phase or
phase-ground fault. Therefore, it is quite necessary for rapid detection of the ISCF,
which can prevent serious damages from happening and improve the reliability of
the PMSM.

There are three main methods that have been employed for ISCF diagnosis tech-
nology during recent years. One method is the knowledge-based approach [3], using
artificial tools such as a fuzzy control system [4], pattern recognition and artifi-
cial neural networks for the purpose of process monitoring. This approach provides
various training algorithms for a rapid and precise simulation of the motor, and anal-
ysis of all possible interactions between predicted values. However, it is very difficult
to collect sufficient amount of real-time data under different conditions.

The second method is the motor current signature analysis (MCSA) approach [6,
7]. This method is highly effective and simple for rapid diagnosis of ISCF since it is
well developed for PMSM and offers online monitoring without additional sensors
for diagnosis [6]. Although MCSA has more advantages in the application of ISCF
diagnosis, it still faces several obstacles to overcome. Firstly, previous studies focused
mainly on the frequency spectral analysis. The stator current harmonic components
due to interturn fault in a PMSM are superimposed with those that appear in a healthy
PMSM [8]. Another vital drawback of spectral analysis is that there is a strong
correlation between the fault signatures and the structures of motors, which may
display different results for the same fault conditions of PMSMwith differentwinding
configurations [9]. These will lead to people’s indetermination and misjudging.

The third method is the motor voltage signature analysis (MVSA) approach. This
method is capable of detecting aminor ISCFoccurring due to the voltage signalwhich
can change abruptly in inductive circuit. In view of recent voltage-basedmethods, the
Negative-Sequence Components Diagnosis (NSCD) and the Zero-Sequence Compo-
nents Diagnosis (ZSCD) become the mainstream. NSCD has the ability to detect the
ISCF occurrence and the fault severity [10], but fails to judge the fault phase, while
ZSCD has the ability to judge the fault phase [8], but has worse performance in
detecting the ISCF occurrence and the fault severity than NSCD [10].

In order to solve the above problems, the phase angle diagnosis (PAD) method
based on Zero-Sequence Components is introduced. PAD aims to achieve two goals.
The first goal is to determine a fault indicator that is not influenced by the change
of the rotor speed with all degree of ISCF. Through the fault voltage analysis, the
relationship is confirmed that in the case of slight ISCFs, the amplitude of the fault
current is proportional to the rotor speed, while the amplitude is constant under the
severe ISCF condition [10]. PAD can effectively judge whether the ISCF severity is
slight or severe before choosing the proper fault indicator. The second goal is to make
the right judgment of the fault phase with different values of the contact resistance in
the short path. A calculable expression according to the contact resistance for PAD
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is proposed. The proposed computation method shows that the fault phase can be
correctly determined regardless of the contact resistance change in the short path.

The remainder of this paper is organized as follows. Section II describes the ISCF
model equations of a PMSM with Wye-connected winding. Section III provides
details about PAD. Section IV presents simulation results to validate the proposed
method. Finally, Section V concludes this paper.

2 PMSM Dynamic Model with ISCF

2.1 ISCF Stator Model

The ISCF may originate large circulating currents in the shorted turns. The severity
of ISCF mainly depends on the two terms, the contact impedance of ISCF rf and
the short circuit ratio μ = n/NCN1, where n is the number of ISCF turns, NC is the
number of coils per phase and N1 is the turns number in one coil [2]. The one term rf
limits the current in the short circuit winding when ISCF occurs. The greater rf , the
closer to health state in which rf is considered infinite. If rf = 0, it means a full short
circuit forming a huge loop current in the fault winding. The other term μ increases
the voltage of short circuit winding and expands the impact scope of the ISCF. If
μ = 1, it means inter-coil short circuit. When the ISCF becomes more serious, the
rf is getting close to zero and μ increases rapidly. Figure 1 illustrates an equivalent
model of a wye-connected winding PMSM with an ISCF in phase A. If ISCF occurs
in phase B or C, the model can still be used with the change of the fault phase mark.

Fig. 1 An equivalent model
of a wye-connected winding
PMSM with an ISCF in
phase A

rf

A

CB

L1

L2

LNC
iA

iB iC

if

is
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2.2 ISCF Detailed Analysis

In a healthy 3-Phase PMSM, it is well known that there are balanced resistance, self-
inductance and mutual-inductance in three phases. Hence, the healthy resistance
inductance, self-inductance and mutual-inductance can be set as follows:

⎧
⎪⎨

⎪⎩

RA = RB = RC = RS

L A = LB = LC = LS

MAB = MBC = MAC = MS

(1)

Additionally, in the wye-connected PMSM, the following condition is always
satisfied:

i A + iB + iC = 0 (2)

When the ISCF occurs, it can be seen that the current iA in the short circulating
path is divided into two different components. One flowing in the short path is the
short circuit current is, while the other one flowing in the shorted turns is the fault
current if , which influences much wider than is as shown in Fig. 2. The current iA
has the following description:

i A = is + i f (3)

In the case of PMSM with ISCF, the equation of three-phase voltage generated
by the inverter is expressed as follows:

VARAhiA + Lah
diA
dt

+ eAh + MAh−A f
di f
dt

+ MA−B
diB
dt

+ MA−C
diC
dt

+ RAf i f

rf

eAf

o

iS

iA

iB

iC

R

2
U

Ah

dc

2
Udc

RB

RC

LAh LAfRAfeAh

LB

eB

eC

LC

 VA

 VB

 VC

if

Fig. 2 The detailed wye-connected PMSMwith an artificial neutral point using three high resistors
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+ La f
di f
dt

+ MAh−A f
diA
dt

+ eA f + V0 (4)

VB = RBiB + LB
diB
dt

+ MAh−B
diA
dt

+ MAf −B
di f
dt

+ MB−C
diC
dt

+ eB + V0 (5)

VC = RCiC + LC
diC
dt

+ MAh−C
diA
dt

+ MAf −C
di f
dt

+ MB−C
diB
dt

+ eC + V0 (6)

Meanwhile, the equation of the fault voltage in the shorted turns is expressed as
follows:

V f = r f is = RAf i f + L Af
di f
dt

+ MAh−A f
diA
dt

+ MAf −B
diB
dt

+ MAf −C
diC
dt

+ eA f (7)

where RAh and L Ah is the resistance and self-inductance of remaining healthy turns,
while RAf and L Af is the resistance and self-inductance of shorted turns, and eA f
and eAh is the back-EMF voltage of phase A in shorted turns and in healthy turns,
respectively. According to [8, 10], they are satisfied as follows:

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

RAh = (1 − μ)RS

L Ah = (1 − μ)2LS

RAf = μRS

L Af = μ2LS

eA f = μeA
eAh = (1 − μ)eA

(8)

According to Formulas (4), (5), (6), (7) there are also three kinds of mutual-
inductances in the fault phase A. The first is the mutual-inductance MAh-Af between
the shorted turns and the remaining normal winding of phase A. The second isMAf-B

andMAf-C , the mutual-inductance between the shorted turns and healthy winding of
phase B and C respectively. The last is the mutual-inductance between the remaining
normal winding of phase A and healthy winding of phase B and C. Referring to [8,
10], they can be expressed as follows:

⎧
⎨

⎩

MAh−A f = μ(1 − μ)LS

MAf −B = MAf −C = μMS

MAh−B = MAh−C = (1 − μ)MS

(9)
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Substituting (3), (8) and (9) into the Formula (7) yields:

r f is + μRsis + μ2Ls
dis
dt

= μRsiA + μLs · diA
dt

+ μMs
diB
dt

+ μMs
diC
dt

+ μeA (10)

Substituting (2) into (10) yields:

r f is + μRsis + μ2Ls
dis
dt

= μRsiA + μ(Ls − Ms)
diA
dt

+ μeA (11)

When ISCF fault occurs, μ is in the interval (0,1], we can substitute all variables
into vectors as follows:

(
r f

μ
+ Rs + jωeμLs

)−→
Is = [Rs + jωe(Ls − Ms)]−→IA + −→eA (12)

Setting
(
r f
μ

+ Rs + jωeμLs

)−→
Is = −→

VK , where ωe is the electrical angular

velocity, it yields that
−→
VK = [Rs + jωe(Ls − Ms)]−→IA + −→eA according to (12).

The relationship among
−→
VK ,

−→
Is and

−→
IA is shown in Fig. 3. It can be seen that the

angle between
−→
VK and

−→
Is is α, and the angle between

−→
Is and

−→
IA is θ .

According to (4) and (10), we obtain that

is = μ(VA − V0)

μ(1 − μ)Rs + r f
(13)

In (13), the last term V0 is always much smaller than VA, therefore, (13) can be
simplified as

Fig. 3 The angle
relationship between faulty
phase current and short
circuit current
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is ≈ μVA

μ(1 − μ)Rs + r f
(14)

It can be seen from (14) that the initial phase angle of the fault current is is
approximately equal to that of the phase voltage VA when μ is not equal to 0. As
the circuit of PMSM is inductive, the initial phase angle of VA is ahead of that of i A,
hence, the initial phase angle of is is ahead of that of i A. The angle between is and
i A can be defined as θ = θis − θi A , where θis and θi A are the initial phase angle of is
and i A, respectively.

According to (4), (5) and (6), we obtain that

V0 = VA + VB + VC

3
+ 1

3
μRsis

+ 1

3
(Ls + 2Ms)

dis
dt

− eA + eB + eC
3

(15)

A three-phase balanced resistor network is adopted, it results in

V0 = 1

3
μRsis + 1

3
(Ls + 2Ms)

dis
dt

− eA + eB + eC
3

= V1 sin
(
ωet + θV1

) − eA + eB + eC
3

(16)

where V1 and θV1 are the amplitude and initial phase angle of the fundamental
component in the V0, respectively.

Since is cannot be measured directly for motor in use, θis is expressed as follows
using (17):

θis = θV1 − ϕ (17)

where ϕ = tan−1(ωe(Ls + 2Ms)/Rs).
Therefore,θ can be calculated easily using (18) as follows:

θ = θV1 − ϕ − θi A (18)

Supposingγ is the angle between
−→
VK and

−→
IA , there is the following angle relations:

γ = α + θ (19)

γ can also be calculated by (20):

γ = tan−1 ωe(Ls − Ms)

Rs +
∣
∣
∣
−→eA−→
IA

∣
∣
∣

(20)
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According to (17), (18) and (19), α will be calculated as follows:

α = γ − θ = tan−1 ωe(Ls − Ms)

Rs +
∣
∣
∣
−→eA−→
IA

∣
∣
∣

− θV1

+ tan−1(ωe(Ls + 2Ms)/Rs) + θi A (21)

It can be seen from Fig. 3 that α = tan−1 ωe Ls
Rs
μ

+ r f
μ2

.

Setting

F
(
μ, r f

) = Rs

μ
+ r f

μ2
, then α = tan−1 ωeLs

F
(
μ, r f

) (22)

In the case of slight ISCF, r f is much larger than zero and μ is much smaller than
1, F

(
μ, r f

)
is mainly dependent on the r f

μ2 . Because r f is very large (even nearly

infinite in the healthy state) in this period, F
(
μ, r f

)
is also very large relative to

ωLs ,α ≈ 0 and θ = γ −α ≈ γ . However, when ISCF becomes severe, r f decreases
dramatically even close to 0 and μ increases rapidly, F

(
μ, r f

)
is mainly dependent

on the Rs
μ
, and α grows a big step. In the case of severe ISCF, α ≈ γ at last and

θ = γ − α ≈ 0.

3 Fault Location and Degree Indicator

3.1 Proposed Fault Indicator

Base on the above analysis, it can be judged the ISCF degree by θ , meanwhile, the
fault phase can also be determined by θ when ISCF occurs in the corresponding
phase. θA, θB and θC are defined as θ when ISCF occurs in Phase A, B and C,
respectively. Therefore, when the severe ISCF occurs, the fault phase can be judged
as follows:

(1) If ISCF occurs in the phase A, θA, θB and θC are close to 0, 2π/3, and −2π/3,
respectively;

(2) If ISCF occurs in the phase B, θA, θB and θC are close to −2π/3, 0, and 2π/3,
respectively;

(3) If ISCF occurs in the phase C, θA, θB and θC are close to 2π/3, −2π/3, and 0,
respectively.

When the slight ISCF occurs, the fault phase can be judged as follows:

(1) If ISCF occurs in the phase A, θA, θB and θC are close to γA, γA + 2π/3, and
γA − 2π/3, respectively;
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(2) If ISCF occurs in the phase B, θA, θB and θC are close to γB − 2π/3, γB , and
γB + 2π/3, respectively;

(3) If ISCF occurs in the phase C, θA, θB and θC are close to γC +2π/3, γC −2π/3,
and γC , respectively.

where γB = tan−1 ωe(Ls−Ms )

Rs+
∣
∣
∣
∣

−→eB−→
IB

∣
∣
∣
∣

and γC = tan−1 ωe(Ls−Ms )

Rs+
∣
∣
∣
∣

−→eC−→
IC

∣
∣
∣
∣

according to (20).

In PMSM,−→eA , −→eB and −→eC are proportional to ωe, meanwhile, as the value of
∣
∣
∣
−→eA−→
IA

∣
∣
∣,

∣
∣
∣
−→eB−→
IB

∣
∣
∣,

∣
∣
∣
−→eC−→
IC

∣
∣
∣ is much larger than Rs , Rs +

∣
∣
∣
−→eA−→
IA

∣
∣
∣, Rs +

∣
∣
∣
−→eB−→
IB

∣
∣
∣, Rs +

∣
∣
∣
−→eC−→
IC

∣
∣
∣ are approximately

proportional to ωe, therefore, γA, γB , γC are almost 3 constants. When ISCF occurs,
the healthy motor balance among

−→
IA ,

−→
IB and

−→
IC is destroyed, γA, γB , γC seems a

little difference between each other.

3.2 Calculation of the Proposed Fault Indicator

In order to achieve online diagnosis, the defined fault indicator should be extracted
in real time. If the high-order harmonic components of V0 are neglected, V0 can be
expressed as follows:

V0 = V1sin
(
ωet + θV1

) + V3sin
(
3ωet + θV3

)
(23)

where θV3 is initial phase angle of the third harmonic component in the V0.
Then (23) can be transformed into a stationary orthogonal reference frame, and

the voltage components are defined as:

{
Vd = (

V1 sin
(
ωet + θV1

) + V3 sin
(
3ωet + θV3

))
cos(ωet)

Vq = (
V1 sin

(
ωet + θV1

) + V3 sin
(
3ωet + θV3

))
sin(ωet)

(24)

By using trigonometric identities, (24) can be expressed as:

⎧
⎨

⎩

Vd = 1
2

(
V1 sin

(
2ωet + θV1

) + 1
2V1 sin

(
θV1

) + 1
2V3 sin

(
4ωet + θV3

) + 1
2V3 sin

(
2ωet + θV3

)

Vq = − 1
2

(
V1 cos

(
2ωet + θV1

) + 1
2V1 cos

(
θV1

) − 1
2V3 cos

(
4ωet + θV3

) + 1
2V3 cos

(
2ωet + θV3

)

(25)

Then, filtering the harmonic components from the voltage signals defined by (25),
yields

{
Vdl = 1

2V1 sin
(
θV1

)

Vql = 1
2V1 cos

(
θV1

) (26)
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where Vdl and Vql are the DC voltage components in Vd and Vq , respectively. It can
be seen from (26) that Vdl and Vql have a direct relationship with the amplitude and
initial phase angle of the fundamental component in the V0. Finally, the initial phase
angle can be calculated as:

θV1 = tan−1

(
Vdl

Vql

)

(27)

According to (18), the fault location and degree indicator θA(BC) can be obtained
as:

θA(BC) = θV1 − ϕ − θi A(BC)
= tan−1

(
Vdl

Vql

)

− tan−1(ωe(Ls + 2Ms)/Rs) − θi A(BC)
(28)

Base on the above analysis, θA, θB and θC not only can determine the fault phase,
but also can indicate the fault degree.

4 Simulation Validation

4.1 Configuration of Simulation

The proposed method is verified in a motor signal acquisition simulation platform.
The signals were collected at the sampling frequency of 10 kHz. The degree of ISCF
was changed by varying values of μ and rf in Tables 1, respectively. Therefore, a
total of 3 cases of the ISCFwere tested, including the values of Tables 1. The slightest
ISCF was when μ = 0.05 and r f = 4 �, and the most severe ISCF was when μ =
0.1 and r f = 0. 1 �.

Simulations were performed using healthy and faulty PMSM under various
operating conditions as follows:

(1) Steady-State Condition
Figure 4 shows the simulation using the fault indicator when the rotor speed
remained unvaried at 1500 r/min under the constant load torque of 4 Nm. The
first fault is introduced at t = 5 s with μ = 0.05, in which rf = 4 � is connected
in series with the wire induced by short-circuit inductance of the stator phase
A, where rf is used to mimic the fault contact resistant. It can be seen from

Table 1 ISCF Situations
with μ and r f

Slight Medium Severe

μ 0.05 0.1 0.1

rf (�) 4 1 0.1
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Fig. 4 ISCF indicator effects from slight to severe faults

Fig. 4 that the fault indicator θA,θB and θC are all changed and close to π/9, −
5π/9, and 7π/9, respectively. At t = 10 s, a more serious fault occurs in phases
A (μ = 0.1 and rf = 1 �), In this case, θA, θB and θC are close to π/18, −
11π/18, and 13π/18, respectively. At t = 15 s, μ remained unchanged and rf
was decreased to 0.1 �,θA, θB and θC were approximately equal to 1π/36, −
11π/36, and 13π/36, respectively.

(2) Dynamic Condition
In this case, ISCF faults were introduced under the stable fault condition of rf =
1 � and μ = 0.1. Figure 5 shows the simulation when the rotor speed varied at
300, 500, 1000, and 1500 r/min under the constant load torque of 4 Nm, while
Fig. 6 reveals the simulation when the rotor speed fixed at 1500 r/min under
two different constant load torque of 2 and 4 Nm. It can be seen from Fig. 5

Fig. 5 ISCF indicator effects at different rotor speed
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Fig. 6 ISCF indicator effects at different load torque

that θA, θB and θC fluctuated and varied a little with the increase of rotor speed,
changing 10 degree from 300 to 1500 r/min. In Fig. 6, the values of the fault
indicator do not change when the load torque varies because the rotor speed is
fixed.

4.2 Simulation Results

(1) Varying ISCF degree condition
The fault indicator is effectively detected through the difference of the fault
indicator between the non-fault and fault states when the ISCF occurs. The
indicator clearly shows the faulty phase under different ISCF degree conditions.
Meanwhile, with ISCF degree increasing, the indicator makes corresponding
changes which is in clear agreement with results discussed in Sect. 3.1.

(2) Varying rotor Speed condition
Although there is a little change with the increase of the rotor speed, it is within
the controllable range and the fault phase can still be easily detected.Meanwhile,
compensation algorithm can be introduced to make corresponding adjustments
for better appearance in ISCF degree detection.

(3) Varying load torque condition
It can be observed that the varying load torque has little influence in the ISCF
detection by the indicator, being in good agreement with the theoretical analysis.

(4) Comparison with other methods
Compared with the traditional method [8, 9], this ISCF detection method not
only has less measurement parameters and data to be collected, but also can
detect fault phase and fault severity at the same time. In [10], the NSC method
cannot separate the fault phase and its indicator is invalid when a serious ISCF
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occurs as well, whereas the proposed method in this paper clearly separates the
fault phase no matter the ISCF is slight or serious.

5 Conclusion

This paper proposed a fault location and degree diagnosis method of ISCF by using
the PAD in PMSMs operating in various rotor speeds and load torque. A calculable
expression of the fault indicatorwas derived in awye-connectedwinding PMSMwith
ISCF, being for both slight and severe ISCF cases.Using the derived expression, ISCF
were detected, as well as the degree and the location of the ISCF. Simulation results
demonstrated that the proposed method not only has the capacity of diagnosing the
ISCF, but also assessing the faulty severity and identifying the fault location under
the different conditions of the rotor speed and load torque.
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A Study on the Center Controller
of Distributed Power Supply Based
on PLC Micro-grid

Ping Chen, Qinfei Sun, Zhao Wang, Xianglong Li, and Qingzhu Wan

Abstract In recent years, wind power generation, photovoltaic power generation,
battery and other emerging energy sources have attracted great attention, research
results are quite abundant, so microgrid and distributed energy have been highly
concerned. Under the existing research, the new energy sources including wind
power generation, solar power generation and battery will have a certain impact
on the system due to the uncertainty of power generation. this topic to ensure the
stability of microgrid and improve the power quality, based on programmable logic
controller PLC, control strategy using hierarchical control mode, communication
using Modbus-TCP based industrial ethernet, can realize microgrid grid-connected
mode operation, islanding mode operation, fast switching between grid-connected
operation and islanding operation mode, energy management scheduling based on
energy storage SOC, real-time power balance, energy scheduling among multiple
distributed generation systems, etc.

Keywords PLC · Microgrid · Central controller · Control strategy

1 Introduction

With the rapid development of the world economy and science and technology,
the demand for energy is becoming higher and higher, and the new energy has
gradually entered the people’s vision, and the proposal of microgrid is to solve
the problem of the utilization of distributed power supply. Because the microgrid
with solar photovoltaic power generation, wind power generation, battery and other
new energy sources will have a great impact on the distribution network when the
system is connected to the grid, such as harmonics, voltage instability, large frequency
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deviation and so on [1]. Therefore, for the control system of microgrid, we need to
study it deeply and thoroughly in order to solve these problems. The system consists
of 2 sets of new energy photovoltaic power generation system, 1 two-way energy
storage converter, 1 set of microgrid energy storage power station and 1 set of visual
management and monitoring system. The system architecture diagram is shown in
Fig. 1. In this paper, two new energy generation systems are used to simulate many
users of new energy generation system, and a set of energy storage system is built in
the residential area. The programmable logic controller P LC (N80-MDBS model)
is used as the central controller of microgrid to establish a set of control system
to realize the fast switching of microgrid grid-connected operation, isolated island
operation, grid-connected operation and isolated island operation, microgrid energy
management scheduling based on energy storage SOC, real-time power balance,
energy scheduling among multiple distributed generation systems, etc.

Fig. 1 MGCC network topology
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2 Control Strategy

The system adopts distributed network communication topology based on Modbus-
TCP. In the end, the real-time is easy to expand, and the energy management
scheduling of microgrid accepts the real-time scheduling MGCC microgrid center
controller.The MGCC of the middle layer controls the whole microgrid according
to the instructions of the upper management to ensure the stability of the microgrid
voltage and frequency and the switching off-grid; the lower layer executive layer
is mainly the new energy system of each household, responsible for the start and
stop of the bottom inverter and electric heating load switching, execute the MGCC
instructions and upload the local operation status.

2.1 Microgrid Control Strategy

The control objectsMGCC themicrogrid central controller are: BMS (lithiumbattery
energy storage system), PCS (bidirectional energy storage converter), home new
energy system (2), power grid meter, grid-connected contactor. Among them, BMS
and MGCC communicate through serial port 2, Communications agreements are R
S485; Electricity meter and MGCC communication through serial 3, Communica-
tions protocols are also RS485; The PLC and PCS of the MGCC and the household
new energy generation system 1 are communicated via switches through Ethernet;
Grid-connected contactor for I/O control. The network topology is shown in Fig. 1.

2.1.1 Grid-Connected Operation Strategy

The grid-connected operation is mainly involved in the energy dispatching, which
can be transported to the internal electric heating load and energy storage unit of
the microgrid by using the power grid. Because of the large capacity of the large
power network and the difficulty of changing the frequency and voltage of the large
power network, the system can be supplied with rigid frequency and voltage. So all
distributed power sources of the system work in constant power control (P/Q) mode
when connected to the grid [2].

P/Q control is mainly used to make distributed power equal to its reference power
[3], That is, when the terminal voltage and frequency of the grid connected by the
grid-connected inverter of the distributed power supply fluctuate within the allowable
deviation, the power generated by the distributed power supply remains stable, and
the control principle is shown in Fig. 2.

within the allowable deviation (f) of the frequency by adjusting the droop charac-
teristic curve of the frequency (f min ≤ f ≤ f max) When fluctuating, the active power
emitted by the distributed power supply is equal to its given value. By adjusting the
voltage sag characteristic curve, within the allowable deviation (u) of the voltage
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Fig. 2 PQ Control schematic diagram

(umin ≤ u ≤ umax) When fluctuating, the reactive power emitted by the distributed
power supply is equal to its given value [4].

If the power exchange between the microgrid and the external large power grid
is determined according to the given value, the power flowing through the PCC
should be monitored [5]. By MGCC to adjust the switching power so that the actual
switching power is the same as the switching power. The formula for calculating
the deviation between the actual switching power and the planned value is shown in
formula (1).

�P(t) = Ppcc(t) − Pplan(t) (1)

Formula: Pplan(t) represents the active power plan value, P, of the t time exchanged
between the external large network and the microgridpcct represents the active power
at the common connection point (PCC) at the t time.

When �P (t) > 0, the power value of the actual flow through the PCC is less than
the set value, so it is necessary for the microgrid center controller to increase the
power generation of the distributed power supply, or to remove the non-important
electric heating load in the microgrid;

When �P (t) > 0, the power value of the actual flow through the PCC is greater
than the set value, so it is necessary for the microgrid center controller to reduce the
generation power of the distributed power supply and to put in part of the electric
heating load.

Its control strategy flow chart is shown in Fig. 3.
MGCC read power P of 2 new home energy systems via communication P 1and

P2, P1 and P2 For the signed number, the positive representation system needs to feed
to the power grid, and the negative representation system needs to take electricity
from the power grid.

When the system is powered on, it is connected to the grid. After PCS operation,
the power loss of the system and the power of the new energy source of the home
are calculated, and the power difference is calculated as the PDifference, PDifference =
P1 + P2 + PDamage, PDifference For signed numbers, PDamage For the system itself
consumption, for the positive number.
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Fig. 3 Flowchart MGCC grid-connected operation

PDifference When > 0(feed): the system generates more power than electricity, it
needs to charge the battery or power grid, at this time it needs to judge the state of
the battery, when the battery is not overcharged, the power PCS the communication
is set to PDifference When the battery is overcharged, the excess electricity is sent to
the power grid.

PDifference When < 0(need to take electricity): the system generation is less than
electricity, need to take electricity from the battery or power grid, at this time need
to judge the state of the battery, when the battery is not overplay, the power PCS
the communication setting is PDifference When the battery is overcharged, the power
of the communication PCS is 1000 W, the state is constant power charging and the
battery is maintained.
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Fig. 4 Constant voltage constant frequency control principle

2.1.2 Off-Grid Operation Strategy

The controlmode PCS bidirectional energy storage converter adopts constant voltage
and constant frequency (U/f) controlmode.U/f controlmode is used to ensure that the
voltage amplitude and system frequency of the grid side connected with the inverter
remain unchanged when the power emitted by the distributed power source changes
[4], Its control principle is shown in Fig. 4.

By increasing or reducing the active power emitted by the distributed power
supply, the frequency of the system is kept at a given value, and the voltage amplitude
of the system is kept at a given value by increasing or reducing the reactive power
emitted by the distributed power supply.

When the external large power network fails, the microgrid needs to cut off the
connection with the external power network and leave the network. At this time,
the microgrid itself can maintain the energy balance. It can change the power of
distributed power supply, charge and discharge power of battery, switching electric
heating load and so on, so as to ensure the operation stability in the isolated island
mode of microgrid [6].

Calculate the loss of the system and the new energy power of the home, and calcu-
late the P of the power difference when the system is off the grid PDifference, PDifference
= P1 + P2 + PDamage, PDifference. For signed numbers, PDamage. The consumption of
the system itself is positive.

PDifference When > 0(feed): the system generates more electricity than electricity,
it needs to charge the battery with excess power. At this time, it is necessary to judge
the state of the battery. When the battery is not overcharged, the system remains
intact; when the battery is overcharged, the P is closed Electricity generation >PLoad
The generation of new energy systems in households.

PDifference < 0(need to take electricity): the systemgeneration is less than electricity,
need to take electricity from the battery, at this time need to judge the state of the
battery, when the battery is not overplay, the system remains intact; when the battery
is overplay, Communication controls home new energy systems 1 and 2 and PCS
shutdown to protect batteries.

Its control policy flow chart is shown in Fig. 5.
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Fig. 5 Flowchart of the PLC program

2.2 Control Strategy of 2 Household New Energy Generation
System

The control objects PLC home new energy generation system are: inverter, power
meter (electric heating load, photovoltaic, grid), electric heating load, grid-connected
contactor, main controlMGCC.The PLC serial port 2 communicateswith the inverter
through the RS485 bus to collect the inverter data and control the inverter start and
stop. The serial port 3 of the PLC is collected by the data of the RS485 bus and the
power meter (electric heating load, photovoltaic, power grid), etc.PLC switch the
electric heating load size, heat dissipation fan and grid-connected contactor through
the digital output port. The PLC is connected to the main control MGCC through
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Fig. 6 Topology of new energy generation system network

Ethernet to receive and process commands in real time. The topology of the home
new energy generation system is shown in Fig. 6.

After the system is turned on, the grid-connected contactor automatically absorbs
and closes, receives the boot instruction when standby, judges whether the bus has
electricity, the bus does not have electricity to continue standby, when the bus has
electricity, the communication controls the inverter to start, the system runs. After
receiving the shutdown instruction or MGCC the remote shutdown instruction, the
communication control inverter stops and the system enters the standby state.

3 Design of Visual Monitoring Interface

The monitoring interface is mainly realized by Kingview software. In this system, I
mainly designed the login interface, home page, subsystem of the detailed interface
and history curve, alarm window and other interfaces.

The home page is the core of the whole system, as shown in Fig. 7, you can enter
any sub-item in the home page, and the energy dynamic information display of the
whole system and the state setting display of the system. Click on the corresponding
button on the right side of the corresponding parallel, off-grid, on and off operation,
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Fig. 7 Home page of upper computer monitoring system

while clicking on the corresponding area can enter the corresponding subsystem to
view more detailed data. For example, click on the home new energy area to enter
the subsystem interface shown in Fig. 8.

The new energy electronic system interface, as shown in Fig. 8, can view the
detailed data of the new energy generation system, such as the voltage, current and
other states of photovoltaic, inverter and so on. And it can be started and stopped
control.

Fig. 8 Page of energy generation system for upper PC monitoring system
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Table 1 Grid-connected power balance verification

S. No. Photovoltaic
one power
generation
(kw)

electric
heating load
one power
(kw)

Photovoltaic
two power
generation
(kw)

Electric
heating load
two power
(kw)

Energy
storage
power (kw)

Grid power
(kw)

1 1.829 0.63 0.369 1.711 −0.236 0.048

2 2.539 0.625 1.483 1.166 −2.038 0.018

3 0.366 1.704 1.114 1.164 −1.511 −0.017

Table 2 Off-grid power balance verification

Serial number Photovoltaic
one power
generation
(kw)

Electric
heating load
one power
(kw)

Photovoltaic
two power
generation
(kw)

Electric
heating load
two power
(kw)

Energy storage
power (kw)

1 1.445 1.066 0.37 1.084 −0.351

2 1.468 0.279 1.834 0.28 2.637

3 0.734 1.578 0.358 1.076 −1.517

4 Results and Analysis

4.1 Validation of Power Balance

Through the above data analysis (when the battery is rechargeable anddischargeable),
it can be concluded that (Table 1).

The sum of PV power and electric heating load power ≈ energy storage power,
so when connected to the grid, the power of the whole system is in dynamic balance
(Table 2).

According to the above data analysis, the photovoltaic power and electric heating
load power and ≈ energy storage power are obtained, so the power of the whole
system is in dynamic balance when off-grid.

4.2 Verification of Frequency and Voltage Stability of 4
Systems

When the system is running, the frequency and voltage amplitude of the inverter, load
and bus, and the frequency and voltage amplitude of the PCS output are observed
through the monitoring interface. It is found that the frequency can be kept in the
range of 50 ± 0.5 Hz and the voltage can be kept in the range of 5% and the voltage
amplitude is stable.



A Study on the Center Controller of Distributed … 217

5 Conclusions

Taking PLC as the central controller of microgrid, it communicates with home
new energy generation system, BMS energy storage system, PCS bidirectional
energy storage converter system, power meter of power grid, controls grid-connected
contactor, realizes grid-connected operation, off-grid operation, parallel off-grid
switching, energy management scheduling based on energy storage SOC, real-time
power balance, energy scheduling among multiple distributed generation systems,
and ensures the stability of voltage and frequency of the system in operation. With
Kingviewmonitoring system tomonitor the operation of the whole system to achieve
visual operation.
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An Edge Calculation and Analysis
System for State Perception
and Operation and Maintenance
of High-voltage Cable Outdoor Terminals

Youxiang Yan and Shuhong Wang

Abstract There are two types of traditional monitoring of outdoor transmission
cables terminals. One is state tests on outdoor transmission cables terminals that
are put into operation on a regular basis. But the outdoor cable terminal usually
cannot be tested on time; The other way is to regularly take and analyze the thermal
imaging of the outdoor cable terminal in daily operation and maintenance, however
there is a monitoring blank period. It is necessary to use real-time online monitoring
to monitor the operating status of the outdoor cable terminal. Therefore, a system
for state perception and operation and maintenance of high-voltage cable outdoor
terminals is developed based on the application of multiple big data methods such as
edge computing and cloud storage, the loss of labor and material for cable operation
andmaintenance could be reduced greatly. It has preliminarily solved the problems of
data blanking, historical data cannot be traced, operation and maintenance detection
fails to meet the standard, automatically monitored in real time cannot be done, and
operation andmaintenance personnel cannot understand the situation in the first time
when there is an alarm.

Keywords State perception · High-voltage · Cable terminals

1 Introduction

With the development of the urban economy in China, 110 kV and above trans-
mission cables have become an important part of the urban power grid [1]. By the
end of December 2019, the total length of 66–500 kV cabe lines in operation of
State Grid Corporation of China has exceeded 20,000 km. There are approximately
30,000 outdoor transmission cables terminals running on the line. Hence it is very
important to ensure the safe operation of so many outdoor transmission cables termi-
nals. The outdoor cable terminal [2] is a very important device in the cable line,
and it is an important node between the cable line and the overhead line or other
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equipment. The construction objectives of ubiquitous power Internet of things (IOT)
[3–5] including: the visualization construction of power transmission and transfor-
mation equipment [6], the visualization monitoring [7] of important equipment body
and environmental equipment, the application of intelligent operation and inspec-
tion control platform, the realization of intelligent image recognition [8] and early
warning, unified monitoring and display.

The traditional monitoring of the outdoor transmission cable terminal is mainly
to conduct off-line state test on the outdoor terminal transmission cable which is
put into operation on a regular basis, but the main equipment must be shut down
for the test. Sometimes, the main equipment, especially the high-voltage equip-
ment, cannot be shut down due to the limitation of operation mode, which causes the
outdoor terminal of the transmission cable to be unable to test on time. At present, the
methodof cable operation andmaintenance is to regularly photograph and analyze the
thermal imaging in daily operation and maintenance. The current problems include:
(1) During the long-term operation, Outdoor cables terminals bear power frequency
voltage and impulse voltage for a long time; (2) The long-term effect of harsh envi-
ronment will make the connecting clamp bolt aging, even overheating dam-age; (3)
Due to the environment impact, the surface of the outdoor cable terminal will be
polluted, and flashover occurs in severe cases. In addition, the construction quality
problems and the long-term power frequency voltage on the outdoor cables terminals
enlarged the internal defects of the equipment, which may lead to the explosion of
the cable terminals; (4) Daily operation and maintenance cannot achieve real-time
monitoring, which result in amonitoring blank period; (5) It is impossible to grasp the
status of the terminal in real time, and only increase the operation and maintenance
time and cost of personnel; (6) Unable to know the emergency in time, resulting in
missing the golden time for dealing with problems quickly; (7) There is no review
and summary of historical abnormal problems.

2 Solution

2.1 Introduction of Cable Terminal System

Cable terminal system is committed to solve the problem of real-time monitoring
and prevention of cables. The new operation andmaintenance service support system
is constructed by using web and WeChat. The system changes from the traditional
single point mode to the new mode of “field + centralized control center + mobile
team”, providing multiple, real-time and reliable security guarantee. At the same
time, the system can realize 7× 24 h continuous real-time monitoring, and eliminate
the information collection blind area of traditional periodic manual duty inspection
and paper record. As the result, the passive mechanical operation and maintenance
method is changed to the active elastic operation and maintenance method, and the
efficiency is improved.And for the emergency situation, the stableSMSearlywarning
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form is adopted to timely feedback the alarm to the operation and maintenance
personnel. This system also supports the persistent storage of data, and understand
the abnormal history of each cable terminal with one-button, which effectively solve
the analysis and problem induction of historical anomaly. It supports the monitoring
of key areas of cable terminals, and realizes temperature difference comparison of key
areas, single area and different area. It also supports one-button real-time monitoring
of real time operation temperature and surrounding environment for remote cable.

2.2 Principle of Cable Terminal System

The cable terminal system adopts high sensitivity and high precision infra-red
thermal imaging camera, and then the temperature of each pixel can be obtained.
After setting the regional coordinates, temperature threshold and other configuration
information, the maximum temperature and minimum temperature of each area is
obtained from the segmentation image and data analysis, and judge whether there
is alarm. Then classifying and processing the temperature data and report it to the
IOT platform. The IOT platform stores these messages temporarily and sends them
to the server. According to the type of message received by the server, there are
two processing methods including normal message processing steps and abnormal
message processing steps.

2.3 Software Development of Cable Terminal System

2.3.1 System Structure

See Fig. 1.

2.3.2 Temperature Measurement Technology of Thermal Imaging
Camera

The technology of converting the temperature distribution of the object surface into
visible image and displaying the temperature distribution of the object surface in
different colors is called infrared thermal imaging technology, and this electronic
device is called infrared thermal imager. However, compared with the visible image,
the infrared thermography lacks hierarchy and stereo sense due to its weak signal.
Therefore, in order to judge the infra-red thermal distribution field of the measured
target more effectively, some auxiliary measures are often used to increase the
practical functions of the instrument, such as image brightness, contrast control,
correcting, etc.
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All objects above absolute zero (−273 °C) emit infrared radiation. The infrared
imager uses the infrared detector and objective lens to receive the infrared radia-
tion energy of the measured target and reflect it to the photosensitive elements of
the infrared detector, so as to obtain the infrared thermal image. In other words,
the infrared thermal imager transforms the invisible infrared energy emitted by the
object into the visible thermal image. Then the whole temperature distribution of the
measured target can be observed by the thermal image. Finally, studying the heating
of the target, so as to carry out the next work.
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2.3.3 Realization of Infrared Thermal Imaging App

Infrared thermal imaging app is a further improvement of infrared thermal imaging
system. It mainly includes the following function points: (a) Monitoring key areas
based on infrared thermal imaging technology; (b) The over temperature threshold
is set for the monitoring area; (c) Temperature difference threshold setting for single
or different areas of monitoring area; (d) Rendering real-time thermal images and
collecting the maximum and mini-mum temperature values of important areas; (e)
Real time alarm according to overheating.

The infrared thermal imaging app (server side) selects the region and sets the
corresponding overheating threshold and temperature difference threshold in the
monitored area, so that the system will focus on the real-time monitoring of the
selected region. Then the app will transmit the above data to the acquisition and edge
computing analysis server and through TCP. Further operation is done by this server.

2.3.4 Implementation Principle and Data Forwarding
of the Acquisition and Edge Computing Analysis Server

The 64 bit Linux system is adopted in the acquisition and edge computing analysis
server. As an intermediate processor, it has the function of reporting data messages
and collecting data from the infrared thermal imaging camera. The specific functions
are as follows.

(1) Interacting with app server

The server side of the app transfers the setting area coordinates and relevant threshold
setting, and obtain the collected data according to the coordinates. After calculating
and analyzing the collected data obtained by edge calculation, the collected thermal
images and the analyzed data are returned to the server side of the app through TCP
for subsequent operation.

(2) Analysis, processing and data forwarding of edge computing data

The edge computing data is calculated by the second data correction algorithm
to obtain more accurate temperature value. Then compared with the overheating
threshold and temperature difference threshold, getting the normal data and ab-
normal data. Assembling the above data into the message in the specified format
and reporting the message to the IOT platform.

2.3.5 Data Flow of IOT Platform

(1) Heartbeat detection and offline equipment processing: The IOT platform will
send heartbeat packets to the acquisition and edge computing analysis server
to ensure that the processor is online. When the IOT platform detects that the
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acquisition and edge computing and analysis server is not online, it will realize
the re-connection at the frequency interval of 30, 60 and 90 s. At the same time
of re-connection, the IOT platform will send a message to the cloud server to
inform the offline message of the specific equipment, so that the cloud server
can make follow-up operation for this situation.

(2) Data flow: Through reading the subscription service and consumption group
configured by the server, the IOT platform sends the received message to the
designated consumption group for the server to read.

2.3.6 Real-Time Data Push by Broadcast Private Broadcasting

The server collects the data scripts issued by the IOT platform, and the array will be
parsed and put into the specified private broadcast. The process is as follows: (a) The
server needs to support WebSocket protocol and allow clients to establish WeSocket
connections; (b)ConnectingWebSocket.After the connection is successful, the client
gets the unique identifier; (c) The client connection is successful, indicating that the
client subscribes to the specified channel and will receive themessage of the channel;
(d) The client registers the listening events of the channel it subscribes to; (e) After
the server completes the specified function, the program informs the webSocket
server with the information of the specified channel name and event name; (f) The
WebSocket server pushes the specified event in the form of broadcast to all clients
registered to listen to this channel.

2.3.7 The Control Strategy of Real-Time Data Persistent Storage
Service

Data storage can be divided into two directions: (1) Redis cache; (2) Insert data-
base storage. Redis cache is used for frequently used mobile data rendering, which
effectively solves the rendering efficiency and speed; Database storage is used for
persistent storage for historical data review, historical temperature curve rendering,
dis-play of historical temperature data, and analysis and summary of historical ab-
normal data.

2.3.8 Intelligent Monthly Report Analysis of Large Amount of Data

The system takes the frequency of collecting data once every 10 min set by general
users as the reference. Then, the amount of acquisition records in amonth is 4320. The
system will make monthly report analysis for 4320 data according to the collected
data value combined with the abnormal alarm situation in this month.
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2.3.9 One-Button Temporary Collection Service

One-button temporary collection service is a function developed to solve the oper-
ation and maintenance personnel’s expectation of real-time understanding and
tracking the operation of remote cable terminals. The function supports real-time
return: real-time visible image, real-time infrared thermal imaging and corresponding
regional collection temperature of infrared thermal imaging (Fig. 2).

Fig. 2 Mobile phone app of
acquisition system
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Fig. 3 Site installation diagram

2.3.10 Intelligent Early Warning Service

The system will send messages to the mobile phones of one or more operation and
maintenance personnel in real time through the script of parsing abnormal data, and
the SMS template will describe the specific cable terminal line, site, threshold, alarm
temperature value and other information in detail.

3 Implementation and Analysis of Practical Problems

3.1 Installation Plane Figure

See Fig. 3.

3.2 Analysis of Practical Problems

From the above abnormal record, the following information can be obtained:
Abnormal equipment, Abnormal time, Abnormal type, Abnormal temperature,
Threshold, and summarized abnormal content. At the same time, the situation of
the scene can be clearly understood through the visible light pictures as well as the
fire can be known in time, and the location of abnormal temperature can be analyzed
through thermal imaging (Figs. 4 and 5).
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Fig. 4 Example of cable terminal heating problem

(a) visible light                   (b) Phase A                (c) Phase B and C

Fig. 5 Pictures taken by visible light camera and thermal imaging camera
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4 Conclusion

Based on the application of multiple big data methods such as edge computing
and cloud storage, a system is developed for state perception and operation and
maintenance of high-voltage cable outdoor terminals. The loss of labor and material
for cable operation and maintenance could be reduced greatly. It has preliminarily
solved the problems of data blanking, historical data cannot be traced, operation and
maintenance detection fails to meet the standard, automatically monitored in real
time cannot be done, and operation and maintenance personnel cannot under-stand
the situation in the first time when there is an alarm. It provides a feasible example
in the intelligent operation and maintenance of cables, laying the foundation for
the future. At the same time, the system preliminarily achieves intelligent real-time
monitoring, which effectively reduces the time of operation and maintenance and
the problem of the detection unable to meet the standard. It meets the intelligent
management needs of the cable department for cable operation.

References

1. Michael, S. 2015. China expects to spend $300 Billion by 2020 to improve electric grid,
distribution system. International Environment Reporter: Reference File 38 (18): 1159–1159.

2. Huang, J., J. Huang, E.Xiang, et al. 2020. Study on insulation performance of EPR cable terminal
containing metal particles. IOP Conference Series: Earth and Environmental Science 431 (1):
012003.

3. Addo, I.D., S.I. Ahamed, S.S. Yau, et al. 2014. A reference architecture for improving security
and privacy in internet of things applications. In 2014 IEEE third international conference on
mobile services: 2014 IEEE 3rd international conference onmobile services, pp. 108–115. USA.

4. Wibowo, F.W. 2020. Wireless communication design of internet of things based on FPGA and
WiFi module. Journal of Physics: Conference Series 1577 (1): 012035.

5. Zakaria, M., Kajan Ejub, Muhammad Asim, et al. 2019. Open challenges in vetting the internet
of things. Internet Technology Letters 2(5).

6. Chao, Z., Z. Chao, Q. Jiafeng, et al. 2020. A method for preprocessing state data of power
transmission and transformation equipment. Journal of Physics: Conference Series 1584 (1):
012059.

7. Jiang, K., L. Du, Y. Wang, et al. 2019. A smart overvoltage monitoring and hierarchical pattern
recognizing system for power grid with HTS cables. Electronics 8 (10): 1194.

8. Selivanova, Z.M., D.S. Kurenkov, et al. 2020. Algorithmic support for solution of classifica-
tion problems and image recognition of the studied objects by the intelligent information and
measuring system. Journal of Physics: Conference Series 1441 (1): 012079.



Design and Testing of Flexible Security
and Stability Control in Industrial Power
Grid

Zaixin Yang, Jun Tao, and Chen Gao

Abstract Analyzing the security and stability control of the industrial power grid
under large disturbance is of significant importance for industrial production. In this
study, a system for flexible security and stability control (FSSC) is designed with
active power emergency control and frequency-voltage coordination function. Fast
transfer performance, in terms of industrial comprehensive load model, is analyzed
by comparison. A system-level dynamic test platform based on real-time digital
simulator (RTDS) is used. The results show that not only the function and operation
of the flexible stability controller and fast transfer are verified, but also the industrial
system response and transient characteristics are demonstrated stability. The FSSC
system ensures the stability of the second defense line for the industrial power grid
and provides technical support for engineering applications.

Keywords Flexible security and stability control (FSSC) · Real-time digital
simulator (RTDS) · Fast transfer · System-level dynamic test

1 Introduction

With the continuous development of new energy clusters, long-distance, large-
capacity transmission of UHV AC and DC technology, the problem of stability
damage to the industrial system under disturbances has drawn increasing attention.
The security and stability control measures mainly based on rigid cutting gener-
ator, cutting new energy line, and load cutting methods need to be improved. With
the changes in the forms of power generation and sales in China’s high energy-
consuming industries, The motor accounts for a large proportion of the total load,
and the rotating reserve capacity of the generator is insufficient. At the same time, a
weak connection interface between the industrial power grid and the external large
power grid results in insufficient shock resistance. After isolated grids, the risk of
large-scale chain faults in the industrial power grid increases.
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The load model has certain influence on the transient stability calculation, low-
frequency oscillation calculation and voltage stability calculation of the power
system. Optimal load control in industrial sector combined with renewable generator
and energy storage is a hot topic in recent years [1]. A fast converging short-term
load forecasting method [2] and frequency control strategy considering load charac-
teristics [3, 4] are studied. Therefore, the accuracy of load modeling directly affects
industrial power generation and frequency stability. Industrial loads have a high
proportion of motors, so the fast transfer characteristics of different voltage levels
require in-depth research.

With the verticalmulti-hierarchy andhorizontalmulti-level penetrationof regional
security and stability control systems, it has become a trend to deploy stability control
systems for large industrial power grids [5]. The conventional regional security and
stability control strategy rarely considers the uninterrupted power supply of the
internal load of the power plant when shedding generator or cutting the grid connec-
tion of the power plant. Therefore, frequency stability technologies are applied from
the aspect of isolated grid control [6]. Consequently, many studies have been applied
from the aspect of isolated grid control. A frequency and voltage regulation with no
steady-state error is evaluated and validated in [7]. Moreover, hardware-in-the-loop
testing is also a typical feature of system-level test, which is used in power system
simulation and performance evaluation of protection equipment [8, 9].

In this paper, a security and stability controller with flexible regulation of voltage
and frequency is studied from the perspective of industrial power grid. The paper is
organized as follows: In Sect. 2, the FSSC which function consist of flexible stability
control and fast transfer coordination control is presented. In Sect. 3, the details of the
system-level dynamic testing for industrial power grid are given and tested. Finally,
the conclusions are presented in Sect. 4.

2 Strategy Design of Flexible Security and Stability
Control System

Stability control function of the industrial grid is different from the large power
grid, which mainly maintains the stability of the connection interface and various
industrial production areas. Therefore, the strategy is designed for master station
control, flexible stability control, and fast transfer coordination control, as shown in
Fig. 1.

The function of the master station control is mainly to collect the electrical quan-
tities and breakers position of the connection lines, and then the operation mode of
the industrial grid is judged. At the moment of turning to an isolated grid, according
to the interface power before the fault, the generators reduced power or the loads to
be cut off are calculated. Furthermore, the control target is communicated with the
flexible stability controller and fast transfer coordination controller.
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2.1 Flexible Stability Control

The flexible stability controller is designed to perform connection interface voltage-
frequency control and active power emergency control. The voltage loop monitors
the bias voltage of the interface bus, and forms an excitation signal du, which is sent
to the automatic voltage regulator (AVR). The frequency loop monitors the deviation
frequency of the bus after the isolated grid, and forms a power signal dp, which is sent
to governor. The power loop dynamically adjusts the output of multiple generators
according to the control target of the master station.

The stability controller can flexibly and quickly adjust the voltage and power
according to the controller PID and other parameters. The fast secondary frequency
control of the generator is realized. The control effect is shown in Fig. 2.

A test showed that an N − 2 fault is occurred in the connection line, forming an
isolated grid. The down-grid power before the accident was 410MW.Without taking
stability-control measures, the 220 kV bus frequency drops below 48.5 Hz, and the
minimumvalue of the bus voltage is 0.93 p.u. According to the technical specification
of grid-related protection [10], industrial grids cannot operate securely and stably
at the time of isolated. Using flexible stability controller, the connection-interface
frequency is controlled at 50.02–49.82 Hz, and the maximum overvoltage is 1.015
p.u. Considering the influence of boilers and turbines, it is difficult to continuously
and steadily increase the active power by 40 MWwithin 1 s during actual operation.
Therefore, through FSSC methods, timely and accurate load cutting measures are
used, which can reliably guarantee the stable operation of the industrial power grid.
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2.2 Fast Transfer Coordination Control

According to the closing conditions of the backup breaker, the suitable transfer
methods for industrial power grids are fast switch and synchronization capture. The
frequencies and phases of the buses at different voltage levels are shown in Figs. 3
and 5. Figure 4 shows that the bus frequency changes are consistent. Figure 4 shows
that 110 kV bus, 35 kV bus with 70% motors, 35 kV bus less than 30% combined
loads and 35 kV bus with 90% motors.

Fig. 3 Frequency difference
between blackout bus and
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Fig. 4 Phase difference
between blackout bus and
backup bus
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The fast switch condition is that the frequency difference is within 1.5 Hz, the
phase difference is less than 30°, and the closing is rapid within 50 ms. Therefore,
the fast switch success rate of 110 kV bus is higher than that of 35 kV bus. The
synchronization capture condition is that at the first two synchronization points, the
frequency difference is within 5 Hz, the phase difference is less than 20°, and the
closing time is less than 200 ms. Therefore, the synchronization capture success rate
of 35 kV light-loads bus is higher than that of 35 kV heavy-loads bus.

In order to eliminate the risk for fast transfer failure of industrial load after power
failure, multi-level fast transfer coordination control is adopted. 110, 35 and 10 kV
production buses are equipped with stability control devices. After a fault occurs
and bus blackout, the stability controller sends a start-up command to this level of
fast transfer and the next voltage level of fast transfer at the same time. Applied to
engineering practice, the time difference between the two-stage fast transfer start
signals is 8 ms, which effectively improves the transfer success rate and ensures the
reliability of industrial power supply.
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3 System-Level Dynamic Testing for Industrial Power Grid

A RTDS model based on the actual industrial power grid is built. The rated active
power of the generator is 135MW. The communication interface with external power
grid is two 220 kV lines. 110 kV and below buses are divided into running modes.
The industrial loads during routine production are 220–300 MW, which included 6
constant- impedance loads and 10 motors.

According to the dynamic test standard [11], the control strategy of the device is
checked in closed loop. During the test, not only the function and operation of the
devices are verified, but also the industrial system response and transient character-
istics are demonstrated stability. Take the test items of isolated grid mode a generator
trip as an example, as shown in Fig. 5.

Before the fault, No. 2 generator P = 118 MW, No. 3 generator P = 122 MW.
The 16 loads are put into operation, that is, loads breaker status is FFFF. The No.
2 tripped at 0.53 s, and the bus frequency decreased accordingly. FSSC is activated
and implemented control measures. The active power deviation dp is generated at
0.63 s for fast secondary frequency control. At the same time, a rapid reduction of
the excitation is triggered in order to suppress the increase of the bus overvoltage.
The loads breaker is opened at 0.70 s according to the load cutting command issued
by the stability control device.

According to the under-cut strategy, the chemical loads are the first priority, and
the constant impedance loads are cut first and then the motors are cut. In the chem-
ical production area, each motor is 20 MW and the constant impedance is 2 MW.
Therefore, according to the breaker state F920, a total of 108 MW loads are cut off.
Under the governor system and FSSC control, No. 3 generator increases 10 MW
active power and runs stably after 3 s. Therefore, tests show that FSSC control can
restore the voltage, power, and frequency stability of industrial power grids.

4 Conclusions

In this paper, a flexible security and stability control system for industrial power grid
is designed and tested. The FSSC architecture is demonstrated and the strategy of
flexible stability controller and fast transfer device are tested and proved effective.
The system-level test platform for industrial power grid is designed and dynamic tests
are fully functionally verified. It avoids the serious consequences caused by system
instability and can better support security and stability of the industrial power grid.
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Research of Electrical Test System
and Simulation of Universal Converter
Products Applied in DC Distribution
Network

Zhilong Hu, Zimeng Xu, Xiaoling Yu, Congwei Tong, Teng Zhang,
Ben Wang, Xidong Huang, and Weigong Qin

Abstract In recent years, the issues of energy depletion and power supply quality
have received increasing attention. This has led to the emergence and continuous
development of DC distribution network technology and renewable energy tech-
nology with unique advantages. At this stage, the state of the power grid is still
based on a mature AC power grid as the main form. This makes a large number of
applications of various converter products a foreseeable trend. In order to ensure the
safe and reliable operation of such products, the research on its test technology is
particularly important. This paper analyzes and studies the electrical test require-
ments and test methods of converter products, and proposes a technical scheme for
the electrical test system of converter products. It is based on three full/half-bridge
hybrid MMC converters. Through the parameter adjustment of the test system and
the switching of multiple operating modes, the performance verification of different
types of large-capacity converter products can be achieved with a small amount of
active power consumption. PSCAD software simulation results also show that it can
meet the electrical performance test requirements of universal converter products
with single and dual power flow directions.

Keywords Converter · Full/half-bridge hybrid MMC · Electrical test · Active
power loss

1 Introduction

As the continuous development of modern society, the demand for energy continues
to rise exponentially.With continuous resource development, the accompanying envi-
ronmental pollution and climate change issueswill continue to plague us. At the same
time, the gradual depletion of traditional energy is also a problem that mankind has
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to face. Vigorously develop renewable energy, based on the current energy devel-
opment trend, will be an effective response. On the other hand, with the continuous
precision of electricity demand, the importance of power supply quality has become
the top priority of the development of power supply technology [1–6].

The DC distribution network technology, with its unique advantages, has also
been valued and studied. Compared with AC distribution network, its advantages
are mainly embodied in saving line corridors, low cost; high transmission efficiency,
low line loss; high quality of power supply. At the same time, since most of the
renewable energy and energy storage devices are DC ports, large-scale access can be
realized flexibly and conveniently based on DC distribution network technology. The
status quo of our national grid, on the one hand, is the demand for a large number of
renewable energy access and the continuous development of DC distribution network
technology, on the other hand, the mature AC transmission mode of the existing
grid, which makes various converter products in the distribution A large number of
applications in the Internet have become a foreseeable trend. As an important way to
ensure product quality and operational reliability, the research on its test technology
is particularly important [7, 8].

2 Topology of Converter Electrical Tests Circuit Based
on Full/half Bridge Hybrid MMC Technology

2.1 Basic Principle of Electrical Tests of Converter

As a connection point device, the converter is used to connect different power grids or
electrical equipment. Its operational performance, safety and reliability should be the
focus of research and attention. In terms of operating performance, the performance
of the converter under rated conditions is as important as the performance under
abnormal conditions such as load fluctuations. Therefore, it is necessary to use a
suitable test system to verify its performance.

The port external characteristics of the converter product can be expressed as the
power side and the load side. The basic principle of the electrical test is to connect
the test power supply to its power source side and the test load to its load side. Adjust
the characteristics of the test power supply and test load to make the tested converter
operate in specific working state to verify its performance under different working
conditions. A basic structure of the electrical test circuit of the converter product is
shown in Fig. 1.

In addition to realizing the basic function test of the converter, the electrical test
circuit should also meet the general requirements, that is, it can test different types of
converter products, such as AC/DC converters, DC/DC converters and test converters
with a larger parameter range.
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Fig. 1 Schematic diagram of electrical test of converter product

2.2 The Overall Scheme of the Test System

Based on the full/half-bridge hybrid MMC technology, this paper proposes a
converter electrical test loop topology, as shown in Fig. 2. It is mainly composed
of converter MMC1, converter MMC2, converter MMC3, test transformer T1, test
transformer T2. MMC1, MMC2 and MMC3 are full/half-bridge hybrid structure
MMC type converters. MMC3 can be controlled to operate in single-phase mode or
three-phase mode.

T1 is connected to the MMC1 AC terminal. T2 is connected to the MMC2 AC
terminal. T1 and T2 are connected to the AC grid from the same point. The DC
terminal ofMMC2 is directly connected to aDC terminal of the test object.According
to the test requirements, the DC side of MMC1 can be directly connected to the other

Fig. 2 Test circuit topology diagram
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DC terminal of the test object or connected to the DC terminal of MMC3, and the
AC terminal of MMC3 is connected to the AC terminal of the test object.

The MMC1, MMC2, MMC3 can realize the function of test power source and
test load through the flexible control of rectifier state and inverter state.

2.3 Test System Solutions for Different Sample Types

According to the different application scenarios of the converters, the test object of
the test system mainly includes DC/DC converter, DC/AC and AC/DC converter.
Among them, the electrical test of the DC/AC converter and the AC/DC converter
differs only in the focus of the input/output side, and the implementation methods
are generally the same. In either mode, the test power supply and test load can be
replaced with each other to meet the test requirements of dual-power flow direction
converter products.

Mode1: DC/DC converter Test.
In this mode, the test object is DC/DC converter product. Use MMC1 as the test

power source which connects to the input side of the test object, while MMC2 as the
test load which connects to the output side of the test object.

In this condition, constant voltage control is adopted byMMC1 to provide a stable
and controllable DC test voltage for the test object. The MMC2 uses constant power
control or constant voltage control according to the requirements of the test object.
It is used to match the characteristics and control methods of different test objects,
and control the test power, test current and test voltage in real time during the test.
The test implementation is shown in Fig. 3.

Mode 2: DC/AC converter and AC/DC converter mode.
The test products in this mode can be divided into two types according to the

AC side interface mode: three-phase converter and single-phase converter. The test
implementation is shown in Fig. 4.

When the test object is a three-phase converter. The MMC1 DC terminal is
connected to the DC terminal of the auxiliary converter MMC3, the MMC3 AC

Fig. 3 DC/DC converter test
implementation
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Fig. 4 DC/AC converter
(three-phase) test
implementation

terminal is used as the test power supply to connect to the AC terminal of the test
object, and the MMC2 DC terminal is used as the test load to connect to the DC
terminal of the test object.

When the test product is a single-phase converter, its implementation is similar
to the three-phase converter. Use MMC1 DC terminal to connect to the DC terminal
of the auxiliary converter MMC3. Use MMC3 AC side single-phase mode as the
test power supply to connect to the AC terminal of the test object, and MMC2 DC
terminal as the test load to connect to the DC terminal of the test object.

In this condition, the test power source adopts constant voltage control to provide
a stable and controllable test voltage for the test object. The test load uses constant
power control or constant voltage control. It is used to match the characteristics and
control methods of different test objects, and control the test power, test current and
test voltage in real time during the test.

2.4 Characteristics of the Test System

2.4.1 Diversification of Test Functions

The test system described in this article can meet the test requirements of various
types and larger parameter ranges through different modes. Through the combination
of different working conditions of threeMMCconverters, it canmeet the test require-
ments includingDC/DCconverters, three-phaseDC/ACconverters, and single-phase
DC/AC converters. At the same time, the flexible control of the power reversal based
on the MMC converter can meet the test requirements of the unidirectional power
flow direction and the bidirectional power flow direction [9]. Through theDC voltage
adjustment characteristics of the full/half-bridge hybrid MMC converter and the
active power control function, the DC voltage and test active power can be flexibly
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controlled in a wide range to meet the test requirements of various products with
different parameter ranges.

2.4.2 Flexible Control of Test Power Supply and Test Load

This article uses the full/half bridge hybrid MMC converter MMC1, MMC2 and
MMC3 to work together as the test power source and test load for the test system.

The advantages of this scheme mainly include:

(1) The full/half bridge hybrid MMC converter is used as the DC power output, and
the real-time adjustment of the output voltage in a wide range can be realized
through the converter control strategy. Real-time adjustment and reversal of
test power source can also be achieved. It has the advantages of high control
precision and fast response time [10, 11].

(2) The adjustment of the output DC voltage is completely realized by the converter,
and the output voltage of the converter transformer does not change. That is,
when the transformer is involved in voltage adjustment, a huge loss in actual
output power due to the decrease in output voltage is avoided [12, 13].

(3) The test system adopts the test power source and test load connected to the grid
system from the same grid connection point, and a special test control strategy is
designed. The test power source and the test load aremutually compensated, and
the power circulation of the test power source-the test object-the test load-the
test power source is realized.

3 Research on Digital Simulation Based on PSCAD

3.1 Simulation Model Establishment

3.1.1 The Overall Structure of the Simulation System

A simulation system based on PSCAD is built according to the above-mentioned
converter electrical test system scheme. The overall structure is mainly composed of
converter modules MMC1, MMC2, MMC3, MMC4 and DC/DC modules, among
which the converter modules all adopt full/half-bridge hybrid MMC converters. The
DC/DC module is an equivalent DC/DC converter model, and MMC4 is a DC/AC
converter model. MMC3 and MMC4 can be controlled to operate in three-phase
mode and single-phase mode to verify the test functions of three-phase converter and
single-phase converter respectively. The test object converter model adopts different
control strategies to simulate the control function and output characteristics of the
test converter. The simulation model structure is shown in Fig. 5.
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Fig. 5 Overall structure of the simulation model

In this model, the MMC2 AC terminal is connected to the AC grid, and the DC
terminal is connected to the DC side of the test object. It can be used as a rectifier
to provide the required adjustable DC voltage (3–20 kV) for the test object, or it can
operate as an inverter. The DC sides of MMC1 and MMC3 adopt a back-to-back
structure. The AC side of MMC1 is connected to the AC grid, and the AC side of
MMC3 is connected to the AC side of the test object. MMC3 can be used as an
inverter to provide AC voltage (1.5–10 kV) to the test object. The AC power grid
uses an ideal voltage source of 10 kV. MMC1, MMC2, and MMC3 are all auxiliary
converters, and different control strategies are used to simulate the actual operating
conditions of the test object.

3.1.2 Model of Key Equipment MMCs Converter

In this model, there are 4 MMC converter models, namely MMC1, MMC2, MMC3
and MMC4. All are three-phase converter structure. MMC3 and MMC4 can operate
in single-phase mode and three-phase mode according to requirements.

In the model of the main structure of the three-phase and single-phase MMC
converter, each phase is composed of amodule, and the input of eachmodule contains
themodulation voltage of the upper and lower bridge arms and the systemunlock/lock
command, and the output is the upper and lower bridge arms The sum of the bridge
arm current and the bridge arm module voltage. The output is the sum of the bridge
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Fig. 6 Three-phase and single-phase MMC converter simulation model

arm currents of the upper and lower bridge arms and the sum of the bridge arm
module voltages of the upper and lower bridge arms.

Each module is composed of upper and lower bridge arms. Each bridge arm
contains 2 half-bridge sub-modules, 12 full-bridge sub-modules, bridge arm reactor
L and bridge arm equivalent resistance. The full and half bridge sub-modules receive
the IGBT trigger command generated by the control, and feedback the sub-module
capacitor voltage to the control for capacitor voltage balance control. As shown in
Fig. 6.

3.1.3 Test System Control Function Design

The control function of the test system is mainly realized by the control and protec-
tion function of each converter. The control and protection of the converter mainly
includes circulating current suppression, level approximation control, and capacitor
voltage balance control. Among them, the circulating current suppression control
calculates the circulating current component in the bridge arm through the current
of the bridge arm, and adopts the current closed-loop control based on dq transfor-
mation according to the circulating current component, and the modulation wave
compensation amount generated by the control is superimposed on the modulation
wave issued by the control protection.

According to the characteristics of different test modes, each MMC converter in
the simulation system can be set to the corresponding control mode:

The MMC1 converter control mode is fixedly set to constant DC voltage control,
which provides a stable and controllable DC voltage toMMC 3 or DC/DC test object
through back-to-back.

MMC2 converter has two control modes, namely constant DC voltage control and
constant power control, and it can work in rectification or inverter mode by back-to-
back with MMC4.The MMC2 and MMC4 control modes are mutually coordinated.
If MMC2 selects the constant DC voltage control mode, then MMC4 can select the
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constant AC voltage and frequency control or the constant power control. If MMC2
chooses constant power control,MMC4canonly choose constantDCvoltage control.

MMC3 converter has two control modes, namely constant AC voltage and
frequency control and constant power control. The MMC3 AC side is connected
to the MMC4 AC side. If the MMC3 selects the constant AC voltage and frequency
control mode, the MMC4 can choose the constant power control or the constant DC
voltage control mode. If MMC3 selects constant power control, MMC4 can only
select constant AC voltage frequency control mode.

MMC4 is the sample converter. There are three control modes: constant power
control, constant AC voltage and frequency control, and constant DC voltage control.
MMC4 control mode needs to cooperate with MMC2 and MMC3.

3.2 Simulation Verification of Typical Operating Conditions

(1) DC/DC test object mode
Adjust the parameters of the test object to control its DC side voltage to 20 kV
and power to 12 MW. Wait for it to run stably, and then control it to produce an
overload condition of 1.2 times the rated load with a duration of 0.5 s. After the
overload is over, it runs stably at 12 MW again, and the simulation waveform
is shown in Figs. 7 and8. In the whole test process, the maximum value of the
overall active power loss of the test circuit measured does not exceed 2.5 MW,
as shown in Fig. 8.

(2) DC/AC (three-phase) test object mode
Adjust the parameters of the test object to control its DC side voltage to 20 kV,
AC side voltage to 10 kV and power to 12 MW. Wait for it to run stably, and
then control it to produce an overload condition of 1.2 times the rated load with
a duration of 0.5 s. After the overload is over, it runs stably at 12MW again, and
the simulation waveform is shown in Figs. 9 and10. In the whole test process,
the maximum value of the overall active power loss of the test circuit measured
does not exceed 1.2 MW, as shown in Fig. 10.

Keep the main wiring status of the simulation system unchanged. Adjust the
parameters of the test object to control its DC side voltage to 20 kV, AC side
voltage to 10 kV and power to−12MW.Wait for it to run stably, and then control
it to produce an overload condition of 1.2 times the rated load with a duration
of 0.5 s. After the overload is over, it runs stably at −12 MW again, and the
simulation waveform is shown in Figs. 11 and 12. In the whole test process, the
maximum value of the overall active power loss of the test circuit measured does
not exceed 0.8 MW, as shown in Fig. 12.

(3) DC/AC (single -phase) test object mode
Adjust the parameters of the test object to control its DC side voltage to 20 kV,
AC side voltage to 10 kV and power to 4 MW. Wait for it to run stably, and
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(a)Voltage and current on the input side of the test object 

(b) Voltage and current on the input side of the test object

Fig. 7 Voltage and current of the test object

then control it to produce an overload condition of 1.2 times the rated load with
a duration of 1 s. After the overload is over, it runs stably at 4 MW again, and
the simulation waveform is shown in Figs. 13 and14. In the whole test process,
the maximum value of the overall active power loss of the test circuit measured
does not exceed 0.5 MW, as shown in Fig. 14.
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(a) Active power of the test object

(b) Active power loss of test circuit

Fig. 8 Active power of the test

Keep the main wiring status of the simulation system unchanged. Adjust the
parameters of the test object to control its DC side voltage to 20 kV, AC side voltage
to 10 kV and power to−4MW.Wait for it to run stably, and then control it to produce
an overload condition of 1.2 times the rated load with a duration of 1 s. After the
overload is over, it runs stably at −4 MW again, and the simulation waveform is
shown in Figs. 15 and16. In the whole test process, the maximum value of the
overall active power loss of the test circuit measured does not exceed 0.8 MW, as
shown in Fig. 16.

4 Conclusion

The simulation results show that the test system proposed in this paper is based on a
full/half-bridge hybridMMCconverter. Through the coordination of different control
strategies and operation modes of threeMMC converters, various types of test power
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(a)Voltage and current on the AC side of the test object 

(b) Voltage and current on the DC side of the test object

Fig. 9 Voltage and current of the test object

supply functions and test load functions are realized. It can meet the electrical test
requirements of DC/DC converters, DC/AC converters and AC/DC converters with
multiple types and large-capacity converter products while the overall test circuit
consumes less active power. At the same time, based on the real-time control of
the MMC converter power, the test system scheme can flexibly realize the real-time
exchange of test power and test load to meet the test requirements of dual-power
flow direction products. And it can verify the performance of the test product under
rated conditions and load fluctuation conditions.
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(a) Active power of the test object

(b) Active power loss of test circuit

Fig. 10 Active power of the test
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(a)Voltage and current on the AC side of the test object 

(b) Voltage and current on the DC of the test object

Fig. 11 Voltage and current of the test object
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(a) Active power of the test object

(b) Active power loss of test circuit

Fig. 12 Active power of the test
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(a) Voltage and current on the AC side of the test object 

(b) Voltage and current on the DC side of the test object

Fig. 13 Voltage and current of the test object
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(a) Active power of the test object

(b) Active power loss of test circuit

Fig. 14 Active power of the test
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(a)Voltage and current on the AC side of the test object 

(b) Voltage and current on the DC side of the test object

Fig. 15 Voltage and current of the test object
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(a) Active power of the test object

(b) Active power loss of test circuit

Fig. 16 Active power of the test
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Study on Aging Characteristics
and Products of Liquid Insulating
Medium Under Partial Discharge

Zhihao Chen, Zhichun Qiu, Yongqiang Fu, and Ruobing Zhang

Abstract The accident happened on cable termination often starts from partial
discharge which will cause electrical aging of insulating silicone oil. Therefore, the
research on the electrical aging characteristics and products of the insulating silicone
oil under partial discharge is significant. In this paper, a dielectric barrier discharge
with pin plate electrodes is used to simulate partial discharges under real conditions.
The electrical characteristics of the silicone oil and the products formed before and
after the discharge are analyzed. It is found that prolonged partial discharges will
significantly alter the dielectric properties of insulating silicone oils. The dielec-
tric loss factor and the relative permittivity will increase and the volume resistivity
will be greatly reduced. At the same time, gel-like substances polymerized by Si–O
bonds and gases such as hydrogen and carbon monoxide were produced. Finally,
changes at the molecular level were analyzed on the basis of the products and their
formation and electrical aging properties were explained. In addition, the gas product
characteristics were analyzed using the three-ratio method.

Keywords Insulating silicon oil · Partial discharge · Dielectric properties ·
Products

1 Instruction

With increasing urbanization, underground high-voltage power cable equipment has
become amajor transmissionmethod for saving urban space. In the past ten years, the
average growth rate of power cable laying length has exceeded 15% [1]. However,
some problems still exist in the use of high-voltage power cables, including equip-
ment manufacturing problems, human problems of improper installation andmainte-
nance, over-voltage and overload operation of cables, and insulation problems caused
by external forces [2–5]. In addition to human factors (e.g. construction problems),
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the proportion of failures and accidents caused by cable terminals and their acces-
sories has exceeded 20% [6]. According to the simulation of related literature, the
electric field distribution at the cable terminals is very nonuniform due to the complex
internal structure of the terminals [7, 8]. And the semi-conductive areas at the cable
terminals and joints are subject to strong electrical stresses. To solve these problems,
the oil-filled cable terminals are equipped with a stress cone between the edge of the
metal sheath inside the terminal and the outer surface of the added winding insula-
tion, and low-viscosity insulating silicone oil is used as the coolant and insulating
medium to fill it. Currently, the use of oil-immersed terminals is relatively high due
to more mature technology and long experience with them. Therefore, it is of great
significance to study the aging characteristics of low-viscosity insulating silicone
fluid. In recent years, several accidents and failures have occurred due to the aging
of the insulating silicone oil in oil-filled terminals.

The causes of terminal failures of Gas Insulated Switchgear (GIS) have been
analyzed by relevant studies combined with actual engineering cases [9–15]. Among
them, the main reasons for the insulation problem are the mismatching of cable
accessories and cable pretreatment dimensions, poor fit between the stress cone
and the cable surface, uneven surface of the stress cone, and insufficient insulation
between the stress cone and the epoxy casing. Problems such as not being full of
insulatingmediumbetween insulation defects can occur, easily lead to the occurrence
of discharges, causing silicone oil aging and insulation performance degradation
(Fig. 1). And the silicone oil in the GIS equipment will leak because of the deviation
of the conductor and the terminal installation, the insufficient pre-tightening force
of the end bolts, and the external load. Silicone oil will be exposed to the air and
age quickly. Preliminary research has been done on the initial discharge voltage, gas
and solid products of silicone oil when partial discharge occurs in insulating oil [16,
17]. However, the electrical performance before and after aging has not been further
studied. Partial discharge is relatively unobvious, and its direct impact is relatively
weak, so there is no more specific and systematic research in this area. However,

Fig. 1 Appearance diagram
of gel polymer in aging
terminal
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the effect of partial discharge on the electrical parameters of silicone oil is likely to
become cause of serious accidents for a certain length of time. Therefore, the study
on the influence of the electrical properties silicone oil under partial discharge has
strong practical significance and lays the foundation for the analysis of the causes of
related accidents.

In this paper, we simulate the weak electrical aging process of silicone oil using
the form of dielectric barrier discharge, measure the electrical parameters and physic-
ochemical parameters of silicone oil after aging, collect and analyze the dissolved
gas components and other aging products generated in silicone oil, and study the
rules of silicone oil aging products and the microscopic changes of silicone oil aging
process under partial discharge.

2 Introduction to Test Samples and Test Methods

In this paper, low viscosity TR50 silicone insulating fluids from Wacker Germany
were chosen as the sample, which are the most common type used in cable GIS
terminals in power systems [18]. TR50 is a completely synthetic, high-purity, low-
viscosity silicone oil that is not corrosive and volatile. It is a colorless, odorless,
and transparent non-polar liquid. The chemical composition of TR50 is mainly
polydimethylsiloxane. Its molecular formula is shown in Fig. 2.

In the test, 150mL of crude silicone oil and anaerobic treated oil were respectively
poured into the single needle-plate electrode oil cup for treatment. In order to simulate
the partial discharge condition, a piece of quartz glass was added between the needle
electrode and plate electrode to block the discharge, so that the discharge between
the needle and plate electrode could not form a complete discharge channel. The
thickness of the quartz glass sheet is 3 mm, the distance between the needle electrode
and the plate electrode is 6 mm, and a voltage of 24 kV is applied to the needle
electrode. For crude oil, the top of the oil cup is connected to the outside air through
a vent hole. For anaerobic treated oil, the air in the upper layer of the oil cup will
be removed by nitrogen substitution. And a pressure gauge to detect the internal
pressure is connected to the top vent. The experimental circuit consists of a voltage
regulator, a test transformer, a protective resistor, a needle-plate electrode oil cup, a
high frequency voltage test device and a partial discharge measurement circuit. The
partial dischargemeasurement loop is composed of high-voltage coupling capacitors,

Fig. 2
Polydimethylsiloxane
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Fig. 3 Experiment circuit schematic. From left to right, S is power frequency AC voltage source, T
is transformer, R1 is protection resistor, N-P is the needle-plate electrode oil cup, C is high-voltage
coupling capacitors, R2 is non-inductive resistors and P is high voltage probe, TM is terminal
(oscilloscope or acquisition card)

non-inductive resistors and high-frequency CT, as shown in Fig. 3. The design of the
measuring circuit refers to the standard GB/T 7354-2003.

Dielectric loss factor, volume resistivity and relative permittivity are detected by
insulating oil dielectric loss tester. The kinematic viscosity of silicone oil is measured
by Pinger’s viscometer with references to the standard HG/T 2363-1992. The acid
value is measured using a basic burette, with alkali blue 6B as an indicator and KOH
solution as a titrant for strong alkali titration of weak acids. The gas products were
extracted by the headspace gas extraction method in the standard GB/T 17623-1998,
and then analyzed by gas chromatograph. The chromatographic column is a special
column for transformer oil analysis and a GS-GASPRO capillary column [19]. The
impurities generated after aging are analyzed by a Fourier infrared spectrometer.

3 Experiment Result

3.1 Discharge Phenomenon and Discharge Volume

The dielectric barrier discharge has a very fine white filament discharge channels,
as shown in Fig. 4, which can be observed directly by the naked eyes only under
black background and in dim light conditions. The adjacent discharge time intervals
between two discharges is relatively long. After the discharge lasts for several days,
no obvious changes can be observed with the naked eye in the silicone oil sample.
A knocking sound could be heard on the quartz glass sheet during discharge. We
speculate that it’s the sound of the stream that develops on the needle electrode hitting
the glass. It is worth mentioning that during the test, no bubbles were observed to
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Fig. 4 Discharge
phenomenon

be generated and escaped from the liquid surface. This is because the discharge
energy of the dielectric barrier discharge is very weak, and the rate of gas products
generated during discharge is not enough to make the gas generated to form bubbles.
So, it can be assumed that the gas products generated by dielectric barrier discharge
are completely dissolved in silicone oil.

The partial discharges are relatively very weak and the amount of each discharge
is small. Figure 5 shows the voltage waveform on the inductive resistor in the RC
circuit during partial discharge. Due to the small partial discharge, there is no obvious
change in the voltage waveform of the needle electrode during discharge, so only the
partial discharge pulse can be seen on the filtered inductive resistor. The amplitude of
the discharge pulse is usually only a few tens of volts in the inductive resistor. In this
order of magnitude, in addition to the discharge pulse, a power frequency sinusoidal
signal that has been reduced by a thousand times can also be seen.

Due to the small amount of partial discharge, the temperature in the processing
chamber was always around 27 °C room temperature during the experiment.

Fig. 5 Voltage waveform on non-inductive resistor
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Table 1 Silicone oil
parameter change after DBD

Parameters Test groups

Crude oil P0 P1

Test duration/h 0 118 155

Cumulative discharge/1010pC 0 2.34 2.09

Dielectric dissipation factor% 0.003 0.008 0.008

Relative permittivity 2.532 2.535 2.541

Volume resistivity/1011� m 90.2 18.73 20.00

Kinematic viscosity/mm2 s−1 118.82 118.69 119.36

Acid number/mgKOH g−1 0.0039 0.0071 0.0341

3.2 Changes in Electrical Parameters of Silicone Oil

The parameter changes of silicone oil before and after dielectric barrier discharge
under anaerobic and aerobic conditions are shown in Table 1, where P0 is the
result under anaerobic conditions, and P1 under aerobic conditions. We can see
that the parameters of silicone oil have changed significantly after a longer period
of discharge treatment. For the insulation related parameters, the changes under
anaerobic and aerobic conditions are basically the same: the dielectric loss tangent
value has increased substantially, while the volume resistivity has decreased to a
large extent. In the anaerobic test P0, the kinematic viscosity of silicone oil almost
did not change. And in the aerobic test P1, there was a slight increase in kinematic
viscosity. We speculate that this is because the oxygen in the air participates in the
aging process, causing cross-linking between silicone oil molecules and enhancing
the force between molecules. At the same time, the acid value of silicone oil does
not change significantly under anaerobic conditions but varies greatly under aerobic
conditions.

3.3 Gas Products

As shown, Fig. 6a is the gas generation product of the dielectric barrier discharge
of silicone oil in the absence of oxygen. The two gases with the largest produc-
tion volume are hydrogen and carbon monoxide, respectively, methane and carbon
dioxide production volumes are small, while ethane, ethylene and acetylene produc-
tion volumes are extremely small, almost undetectable. The reason is that the energy
density of DBD is low, affecting the generation of ethylene and acetylene. On the
other hand, however, the generation of C2 hydrocarbons is an indication of relatively
high energy density, which is consistent with the characteristics of DBD, that is,
during DBD, there is high energy density near the needle-plate electrode and low
electric field strength and low energy density in most other regions.
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Fig. 6 Gas products

Figure 6b shows the gas products of crude oil during experiment under aerobic
condition. The largest production is still carbon monoxide and hydrogen, but under
the influence of oxygen, the carbon monoxide production is higher than that of
hydrogen under anaerobic conditions. The amount of hydrogen produced in the
presence of oxygen does not differ much from that in the absence of oxygen. For
the two gas products with relatively low generation, methane generation was slightly
lower than in the anaerobic test,while carbondioxide generation increased somewhat.
Ethane, ethylene, acetylene and anaerobic conditions were similar, with very low
production.

Combined with the results of the gas products, it can be concluded that the molec-
ular level changes in the dielectric barrier discharge include the breakage of C-H
bond in the Si-CH3 structure, resulting in free hydrogen atoms; at the same time,
the Si-CH3 bond will also be broken, resulting in free CH3* groups; in addition,
the Si–O bond will also be broken in the dielectric barrier discharge, resulting in
free O oxidized CH3* groups. The oxidation of CH3* groups also occurs more
frequently under aerobic conditions. The freeCH2* andCH*groups produced during
the dielectric barrier discharge are rare.

3.4 Gel Polymer Analysis Results

After the end of discharge aging under oxygen enriched condition, the silicone oil
remained virtually unchanged in appearance, but there was a gel polymer attachment
at the needle electrode as shown in Fig. 7, similar to the gel at the actual accident
site. And we were not able to collect any gel polymer in the experiment under lean
oxygen condition.

The results of the gel analysis using Fourier infrared spectrometer are shown in
Fig. 8. It can be seen that there are elastic vibration absorption peaks of CH3 in the
range of 3000–2800 cm−1, deformation vibration absorption peaks of CH3 in the
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Fig. 7 Gel polymer

Fig. 8 Gel polymer Fourier infrared spectrum

range of 1300–1200 cm−1, swing vibration absorption peaks of CH3 near 800 cm−1,
absorption peak of Si-HR group near 2300 cm−1 and absorption peak of Si–C in the
range of 700–600 cm−1. Especially for the absorption peaks corresponding to Si–O
bonds in the wavelength range of 1130–1000 cm−1, the width of the peaks and the
splitting of the peaks can be distinguished, although the intensity of the absorption
peaks of the gel polymer is larger due to the insufficient doping of potassiumbromide.

The above results indicate an increase in the degree of polymerization and chain
length. The increase in Si–O bonds at the end of the silicone oil is probably due to
the polymerization of Si–O bonds at the end of the long chains or the formation of
cyclodimethylsiloxane units. The gradual increase of the viscosity of the silicone oil
from a liquid to a gel polymer is caused by the polymerization of the Si–O bonds
into long chains or even a network structure.

4 Discussion

4.1 Reaction Principle Discussion

It is generally believed that the main chemical reaction under weak discharge is
caused by electron excitation and electron impact with energy less than 10 eV [20].
These reactions can lead to the breaking of C–H, Si–C and Si–O bonds, with C–H
bond energies of 338 kJ/mol, Si–C bond energies of 347 kJ/mol and Si–O bond ener-
gies of 460 kJ/mol. According to the results of the gel polymer infrared spectroscopy
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Fig. 9 Structural change of
silicone oil under partial
discharge

and gas products, it can be concluded that in DBD, the most important change in
the molecular level is the breakage of the Si–C bond and the C-H bond, which will
produce a large number of CH3* groups and free hydrogen ions. In addition, the
Si–O bond will also be broken and free O will be generated, so that CH3* will
be oxidized under lean oxygen condition to generate CO and CO2. Under oxygen
enriched conditions, more CH3* groups are oxidized to generate COOH groups,
which leads to an increase in the acid value of silicone oil. During the DBD process,
due to the high local energy density, smaller amounts of free CH2* and CH* groups
are also produced, resulting in the formation of ethylene and ethane.

The characteristics of infrared spectra show that the sample polymerization degree
and chain length increase with the participation of oxygen. The polymerization of
Si–O bonds at the end of the long chain or the formation of cyclodimethylsiloxane
units may cause the increase of Si–O bonds. And the gradual increase in viscosity
of silicone oil from liquid to gel is caused by the polymerization of Si–O bonds in
silicone oil into long chains or even network structures. It can be concluded that the
production of gel polymer in the experiment and at the accident site are similar, that is,
after a long period ofweak partial discharge, someof the Si–Cbonds in the silicone oil
will be broken, and the remaining substances will undergo oxidative polymerization
with oxygen in the air to form a network of high polymer. The structural changes are
shown in Fig. 9. Therefore, when the high energy density of partial discharge leads
to a large number of Si–O bond breaks, the gel polymer will be difficult to form in
large quantities.

4.2 Comparative Analysis of On-Site Aging Silicone Oil

In this section, the gas product results of aged silicone oil in the test and at the
engineering site will be compared and analyzed. Table 2 shows the analysis results
of gas products in some problematic GIS terminals at the accident site. In addition,
the silicone oil inside the four terminals of 1B, 1C, 2A, and 2B all have yellowing
phenomenon, and there are different amounts of gels and adhesions inside. Among
them, there are only a small amount of adhesions in phase 1B, more gels are formed
in phases 1C and 2A, and a large amount of gel polymers and adhesions are found in
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Table 2 Gas products of on-site aging silicone oil

Samples CH4 C2H4 C2H6 C2H2 H2 CO

Crude oil 3.25 0.81 0.29 0.00 2.46 2.65

X-1B 801.7 1.08 150.6 0.00 3993 194.0

X-1C 726.8 1.38 2059 0.00 9741 34.61

X-2A 914.7 0.89 2264 0.00 10,388 27.01

X-2B 695.3 42.56 2573 21 8560 18.11

2B. It has been diagnosed that partial discharges of different levels occurred in these
four terminals for a long time.

The gas generation characteristics in the DBD test are consistent with the project
site. The CH4/H2 ratio is close to the results of the partial discharge test, and the
generation of acetylene is extremely low, with only a small amount of generation in
phase 2B. The hydrocarbon substance most generated in the silicone oil inside the
phase 1B terminal is methane, and this result is consistent with the test, but with the
difference that there is a large amount of ethane generation in phases 1C, 2A and 2B.
At the same time, CO generation was relatively low. Comparing the phenomena at
the accident site with those in the test, it can be found that the common phenomena
of these groups at the accident site are that the silicone oil turns yellow and there is
less gel polymer in phase 1B, while more gels or adhesions are generated in phases
1C, 2A and 2B. But the silicone oil hardly changes color in the partial discharge test
and the amount of gels generated is also small. It can be concluded that the local
discharge energy in 1C, 2A and 2B phases was smaller, so the Si–O bond could not
be broken, but the Si–C bond was still broken, thus more gels were generated by
Si–O polymerization in the near oxygen-free environment. At the same time many
free CH3* groups were not oxidized due to lack of O, thus generating a large amount
of ethane and a relatively small amount of CO. Whereas the energy of the 1B phase
and the DBD used to imitate the partial discharge during the test is relatively large,
so that there is less polymer and more CO.

From the above analysis, the aging phenomenon of silicone oil under partial
discharge at the engineering site is consistent with the conclusions obtained from the
test. The overall level of aging of silicone oil can be characterized by the amount of
CH4 and H2 generated. The aging energy density can be reflected by the amount of
ethane, CO and gel polymer generated. And the local aging energy can be reflected
by ethylene, acetylene and other products.

4.3 Analysis of the Judgment Results of Gas Products
by Three Ratio Method

The three-ratiomethod is commonly used to determine the type of fault in transformer
oil. It is based on the thermodynamics and is summarized by a large amount of
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Table 3 The code obtained
by the diagnosis of gas
products by the three ratio
method

C2H2/C2H4 CH4/H2 C2H4/C2H6

Anaerobic 1 1 0

Aerobic 1 0 0

engineering practice experience, which can more accurately judge the type of fault
that occurs in the transformer. The three-ratio analysis of the gas products obtained
in the experiments in this paper can get the codes shown in Table 3.

The fault types obtained according to this code are all arc discharges, which are
different from the results in this article. Therefore, it can be considered that the
three-ratio method is not suitable for the diagnosis of silicon oil partial discharges.

5 Conclusion

(1) The main components of the gas production products of silicon oil under partial
discharge are hydrogen and carbon monoxide, and the minor components are
methane and carbon dioxide. The production of ethane, ethylene and acetylene
is very small.

(2) Partial discharge will cause the break of the C–H, Si–C and Si–O bonds in
the silicone oil, resulting in CH3* groups and free hydrogen and oxygen. In
an oxygen-free environment, the CH3* group will be oxidized by the free O
formed by the cleavage of Si–O to produce CO and a small amount of CO2; in
an oxygen environment, CH3* will be oxidized to form a COOH group, leading
to an increase in the acid value of silicone oil.

(3) Under the local high temperature caused by the weak partial discharge due to
the insulation defect, some of the Si–C bonds in the silicone oil will be broken,
and the remaining substances will undergo oxidative polymerization with the
oxygen in the air to form gel polymer. The gel polymer will be difficult to form
when the partial discharge energy density is high enough to cause a large number
of ruptures of the Si–O bond.

(4) The overall extent of silicone oil aging can be characterized by the amount of
CH4 and H2 generated. The aging energy density can be reflected by the amount
of ethane, CO and gel polymer generated. And the local aging energy can be
reflected by ethylene, acetylene and other products.

(5) The three-ratio method to judge the fault type of transformer oil is not suitable
for the diagnosis of silicon oil partial discharges.
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Wireless Synchronous Transmission
of Power and Signal Based
on Electric-Field Coupling

Xianmin Mu, Yan Liu, Jiwei Guo, and Xiyou Chen

Abstract Synchronous transmission of signal is as important as wireless power
transmission. In order to solve the problem of mutual interference between power
and signal in the wireless synchronous transmission system of power and signal with
shared channel, this paper proposes a new electric field-coupled power and signal
transfer system using commonmode and differential mode separation circuits. Based
on the principle of transmitting power in common mode and transmitting signal in
differential mode, this paper establishes the circuit models of power transmission
channel and signal transmission channel, and analyzes the working performance of
the system in detail according to the circuit theory. At the same time, the design
principles of the system parameters are given in this paper. Finally, simulation and
experiment verify the feasibility of the proposed system, and the effect of plate
capacitance change on system performance is studied.

Keywords Electric-field coupling · Wireless power transmission · Synchronous
transmission of power and signal · Mutual interference · Plate capacitance change

1 Introduction

At present,wireless power transfer (WPT) technology has attractedwidespread atten-
tion from scholars all over the world [1–3]. Electric-filed coupled power transfer
(ECPT) technology has been applied in somefields [4] based on the ability to transmit
power through metals [5, 6]. In many applications, it is necessary to realize wireless
synchronous transmission of power and signal [7–9], for example, the robot rotary
joint and underwater wireless power transmission system [10], sensor networks,
RFID, mobile devices [11] and so on.
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There are two main ways to realize the synchronous transmission of power and
signal. One is to transmit power and signal by adding signal transmission channels
[12, 13]. The other is to use the shared channel to achieve synchronous transmis-
sion of both [14, 15]. In this paper, a new type of electric-field coupled power and
signal transfer (ECPST) system using shared channel to transmit both is designed
by adopting common mode and differential mode separation circuits.

2 Model Establishment and Principle Analysis

The ECPST system circuit proposed in this paper is shown in Fig. 1.
This system transfers power in common mode and transfers signal in differential

mode. In which C1, C2 and C3 are used to transmit power simultaneously; C1 and
C2 build the signal channel to transmit signals; coupling inductors Lp1, Ls1 and Lp2,
Ls2 separate the receiving and transmitting circuit in signal transfer channel from
the power transfer channel, which suppressing the interference of power channel to
signal channel.

According to the superposition principle of linear circuits, analyze the working
conditions of the circuit when the power source and the signal source work
independently.

2.1 Circuit Model of Power Transfer Channel

When the power source works alone, the circuit of the power transfer channel is
shown in Fig. 2.

The equivalent topology of the power transfer channel is shown in Fig. 3 based on
the T decoupling equivalent principle of the coupling inductor and the principle of
equivalent transformation of the � connection and the Y connection of impedance.

The input impedance Zpin of the system circuit can be expressed as:

Fig. 1 Circuit diagram of
ECPST system
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Fig. 2 Circuit diagram of
the power transfer channel
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Fig. 3 Equivalent topology
of the power transfer channel
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1 + ZC3 + Rpac (1)

Based on (1), the voltage gain expression of power transfer channel is expressed
as (2). Where, URpac is the voltage across the load Rpac.

GRpac =
∣∣∣∣∣
U̇Rpac

U̇pin

∣∣∣∣∣
=

∣∣∣∣
Rpac

Z pin

∣∣∣∣ (2)

The further equivalent topology is obtained based on the principle of equivalent
transformation of the � connection and the Y connection of impedance.

Considering the complexity of the circuit topology, the circuit is divided into four
parts as shown in Fig. 4, and the impedance expression of each part as shown as (3):

⎧
⎪⎨

⎪⎩

Z ps1 = Zd + Ze

Z ps2 = Z ps1×(Zb+Zc)

Z ps1+Zb+Zc

Z ps3 = Za + Z ps2

(3)

According to Kirchhoffs voltage law and Kirchhoff’s current laws, the transfer
func-tion of each part is derived. Where, UZc, UZe, UZb+Zc, UZd+Ze and URsac are the
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Fig. 4 Equivalent topology
of the power transfer channel
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respectively.
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(4)

Based on (3) and (4), the interference voltage gain expression of the power transfer
channel to the signal transfer channel is expressed as:

GPRsac =
∣∣∣∣
U̇Rsac

U̇pin

∣∣∣∣ =
∣
∣∣∣∣∣

∏

i=1,2,3,6

Gpsi −
∏

j=1,2,4,5,6

Gpsj

∣
∣∣∣∣∣

(5)

2.2 Circuit Model of Signal Transfer Channel

When the signal source works alone, the circuit of the power transfer channel is
shown in Fig. 5.

Fig. 5 Circuit diagram of
the signal transfer channel
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Fig. 6 Equivalent topology
of the signal transfer channel
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The equivalent topology of the power transfer channel is shown in Fig. 6 based on
the T decoupling equivalent principle of the coupling inductor and the principle of
equivalent transformation of the � connection and the Y connection of impedance.

Considering the complexity of the circuit topology, the circuit is divided into six
parts as shown in Fig. 6, and the impedance expression of each part as shown as (6):

⎧
⎪⎨

⎪⎩

Zs1 = Zs + Rsac Zs4 = Zs3×Z ′
b

Zs3+Z ′
b

Zs2 = Zs1×Z ′
e

Zs1+Z ′
e

Zs5 = Z ′
a + Zs4

Zs3 = Z ′
c + Z ′

d + Zs2

(6)

According to Kirchhoffs voltage law and Kirchhoff’s current laws, the transfer
func-tion of each part is derived. Where,UZb′ ,UZe′ , andURsac are the voltage across
the im-pedances Zb′ , Ze′ and load resistance Rsac, respectively; IZc′ and IRsac are the
current flowing through the impedances Zc′ and load resistance Rsac, respectively.

⎧
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İsin
= Zs4 Gs5 = İRsac
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(7)

Based on (6) and (7), the voltage gain expression of signal transfer channel is
expressed as:

GRsac =
∣∣∣∣
U̇Rsac

U̇pin

∣∣∣∣ =
∣∣∣∣∣
∣

∏

i=1,2,3,4,5,6
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∣∣∣∣∣
∣

(8)
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3 Parameters Design

Considering the symmetry and simplification of the structure,make the plate coupling
capacitance equal, that is,C1 = C2, and let the coupling inductance in signal transfer
channel with the samemutual inductance coefficientM satisfy the equationLp1/Ls1 =
Lp2/Ls2. In order to improve the transmitted power and efficiency of the power transfer
channel, the compensation inductors Lp1, Lp2 and the plate coupling capacitors C1,
C2 and C3 satisfy the resonance relationship shown as (9), where ωp is the angular
frequency of upin.

⎧
⎪⎨

⎪⎩

ω2
p

(
2L p1

)
C1 = 1

ω2
p

(
2L p2

)
C2 = 1

ω2
pL p3C3 = 1

(9)

In order to ensure the accuracy and anti-interference of signal transfer channel,
the inductance Ls1, Ls2 and the compensation capacitor Cg satisfy the resonance
relationship shown as (10).

ω2
s (Ls2 + Ls1 − 2M)Cg = 1 (10)

4 Simulation and Experiment

The simulation and experimental circuit are constructed according to Figs. 2 and 5.
Table 1 lists the circuit parameters for the prototype and simulation.

Table 1 Parameters of
ECPST system

Parameters Value

Upin/V 50

f p/Hz 106

C1, C2/pF 300

C3/pF 600

Lpi/uH 42

Rpac/� 50

Usin/V 5

f s/Hz 107

Lsi/uH 42

M/uH 41.58

Cg/pF 300

Rsac/� 1000
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The simulation waveforms is shown in Fig. 7. It can be seen that the voltage gain
GRpac is 1 and GPRsac is 2 * 10–14 which value is very small and negligible.

In order to verify the correctness of the scheme, a prototype was constructed. The
experimental waveforms is shown in Fig. 8. It can be seen that the voltage gainGRpac

is 0.94 and GPRsac is 0.03.
Figures 9, 10 and 11 show the change curves of the voltage gain GRpac, GPRsac

and GRsac with coupling capacitors C1 and C2 changing. As shown in Fig. 9, it

Fig. 7 URpac and UPRsac of the power transfer channel

Fig. 8 URpac and UPRsac of the power transfer channel

Fig. 9 Voltage gain varies with C1
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Fig. 10 The relationship between GRsac, GPRsac and C1, C2

Fig. 11 The relationship between GRsac and C1, C2

has an influence on the power transfer channel and signal transfer channel with the
coupling capacitor C1 changing in the range of 33.3–160%, and the impact on the
power transfer channel is more obvious.

As shown in Fig. 10, it has an influence on the power transfer channel and signal
transfer channel with the coupling capacitors C1 and C2 both changing in the range
of 26.7–200%. It can be seen that the power channel has no interference to the
signal channel when the changes of C1 and C2 are the same, and the energy transfer
channel may still achieve good transmission effects when the changes of C1 and
C2 are different. Figure 11 shows that it has no effect on signal transfer channel no
matter whether C1 and C2 change the same.

5 Conclusion

This paper designs a new type ECPST system by adopting the principle of common
mode transmission power and differential mode transmission signal which solves
the problem of mutual interference between power and signal through reasonable
design of circuit parameters.
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The simulation and experimental results show that the synchronous transmission
of power and signal can be realized with pF coupling capacitor, and verify the feasi-
bility of the proposed system. In addition, the output voltage gains also change with
the change of the plate capacitance C1 and C2, so the influence of plate capacitance
changes on the system performance will be deeply discussed later.

References

1. Xie, L., Y. Shi, et al. 2013. Wireless power transfer and applications to sensor networks. IEEE
Wireless Communications 20 (4): 140–145.

2. Xingming, Fan, Gao Linlin, et al. 2019. Overview of research status and application of wireless
power transmission technology. Transactions of China Electrotechnical Society 034 (007):
1353–1380.

3. Moon, S., B. Kim, S. Cho, et al. 2014. Analysis and design of a wireless power transfer system
with an intermediate coil for high efficiency. IEEE Transactions on Industrial Electronics 61
(11): 5861–5870.

4. Su, Yugang, Shiyun Xie, Aiguo Hu, et al. 2015. Transmission property analysis of electric-field
coupled wireless power transfer system with LCL resonant network. Transactions of China
Electrotechnical Society 30(19): 55–60 (in Chinese).

5. Lu, F., H. Zhang, H. Hofmann, et al. 2015. A double-sided LCLC-compensated capacitive
power transfer system for electric vehicle charging. IEEE Transactions on Power Electronics
30 (11): 6011–6014.

6. Cao, Lingling, Qianhong Chen, Xiaoyong Ren, et al. 2012. Review of the efficient wireless
power transmission technique for electric vehicles. Transactions of China Electrotechnical
Society 27(8): 1–13 (in Chinese).

7. Yujin, Jang, Jung Kyu Han, Shin Young Cho, et al. 2016. Wireless power and data transfer
system for smart bridge sensors. InApplied Power Electronics Conference&Exposition. IEEE.

8. Tu, Zhangjie, Xiongzhu Bu, Miaomiao Xu. 2016. Research on synchronous transmission
technology of wireless power and signal based on magnetic coupling resonance. Electronic
Measurement Technology 263(03): 38–41 (in Chinese).

9. Yong, Zhu, Yuenan Wu. 2017. A survey on SWIPT system based on coupled inductor. Hans
Journal of Wireless Communications 007(001): P.7–16 (in Chinese).

10. Hu, A.P., C. Liu, H.L. Li. 2008. A novel contactless battery charging system for soccer playing
robot. In International Conference on Mechatronics and Machine Vision in Practice, pp. 646–
650.

11. Xueliang, Huang, Tan Linlin, Chen Zhong, et al. 2013. Review and research progress on
wireless power transfer technology. Transactions of China Electrotechnical Society 28 (10):
1–11 (in Chinese).

12. Dionigi, M., and M. Mongiardo. 2012. A novel resonator for simultaneous wireless power
transfer and near field magnetic communications. In Microwave Symposium Digest. IEEE.

13. Wang, G., P. Wang, Y. Tang, et al. 2012. Analysis of dual band power and data telemetry for
biomedical implants. IEEE Trans Biomed Circuits System 6 (3): 208–215.

14. Su, Y.G., W. Zhou, A.P. Hu, et al. 2017. Full-duplex communication on the shared channel of
a capacitively coupled power transfer system. IEEE Transactions on Power Electronics PE 32
(4): 3229–3239.

15. Qingxin, Yang, Li. Yang, Yin Jianbin, et al. 2017. Wireless synchronous transmission of power
and information based on ASK in WPT via coupled magnetic resonances. Transactions of
China Electrotechnical Society 32 (016): 153–161 (in Chinese).



Weak Fault Diagnosis Method
for Subway Bearing Based on Multi-scale
Class Distance

Yin Tian

Abstract According to the separability criterion of overall scale Class Distance
there will be a fault cluster indiscernibility problem when this diagnosis is used in
the process of subway bearing weak fault diagnosis. Aiming at this problem, this
paper presents a diagnosis method based on Multi-Scale Class Distance (MSCD). In
the basis of traditional criterion which focused on the classes distance within single
overall scale class, we use the distance measure of multi-scale class as the separa-
bility criterion, extract the class of fault from the sample and calculate the euclidean
distance between classes. Then classify the sample into several sub-samples, and use
these sub-samples as a whole sample to carry on the separability criterion calculation
of the next scale. Repeat this process until the multi-scale classification is finished
and obtain the sub-samples with best separability. We can get the vibration signals
of bearing weak fault in different working conditions from the subway gearbox test
bench, and use the method proposed by this paper to carry on weak fault diagnosis.
The result shows that this method can achieve the classification of bearing weak
fault. Comparing with the traditional PCA classification result based on single scale,
this method can obtain a fault classification result with high separability.

Keywords Multi-scale class distance · Subway bearing · Weak fault diagnosis ·
Principal component analysis

1 Introduction

The working condition of subway gearbox bearing is quite severe. The rapid changes
of load generated by the frequent start-ups of the train can make the weak faults of
the gearbox bearing develop into a significant failure in a short time, which cause
great damage to the operating safety of subway train. In that way, carrying weak
fault diagnosis of subway bearing is very necessary [1]. The subway gearbox has a
quiet complicated structure. It contains lots of rotating parts which makes the signals
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we get contain a large amount of noises. Under the interference of noise, the fault
feature signal can be strongly coupled, attenuated or modulated, which significantly
increase the difficulty to diagnose a weak fault.

Cluster analysis is a multivariate statistical analysis method which can classify
several samples quantitatively [2]. In the field of subway gearbox fault diagnosis,
it’s a common way to analyze the weak fault signal in a cluster way and classify
the fault signal into several subsets. Carry out a series of time domain, frequency
domain and statistic transformation to obtain high-dimensional characteristic param-
eters which can present some intrinsic characteristics of the signal [3–5]. Evaluate
the effect of the parameters based on distance measure, information measure and
dependence measure. Using methods like principle component analysis [6], inde-
pendent component analysis [7] and manifold learning [8] to reduce the dimension
of high-dimensional characteristic parameters, and extract those who have strong
correlation with cluster and weak correlation with characteristic. In that way, the
classification of feature fault is succeed. The key in this process is the feature eval-
uation criteria, in which as the measure parameter for measure separation, measure
difference and the identification ability of the measure, the distance measure is used
widely in fault subset classification [9]. But in fact the traditional criterion which
based on the measure of the distance between classed is the average distance of each
types of eigenvectors [10]. The calculation of such criterion is simple but flawed.
When the distance between classes is small and the distance within a class is big, the
value of this criterion is large. A large criterion value represent the fault subset with
high separability, but in fact at this moment the separability of the subset is not that
high. In that way a cluster indiscernibility problem will occur.

Aiming at this problem, experts proposed some solutions. Zai et al. introduce a
separability criterion called Kernel Distance Measure [11]. This method calculate
the distance of clusters in kernel space, obtain effective classification result and
reduce the running time of algorithm. Li Dong et al. compare and analyze evaluation
standards like distance measure and information measure, clarify the advantages and
disadvantages of each standards [12].

This paper introduce the concept of multi-scale in the basis of traditional class
distance. The method introduced in this paper starts from the overall cluster scale,
calculate the Euclidean distance set by set, classify the class of fault according to
the separability criterion of distance measure. This method take into account of class
distance and distance in single class at the same time, promote the separability of
fault class successfully.

2 Multiscale Class Distance

2.1 Separability Criterion of Multiscale Class Distance

The separability criterion of class distance in single class can be defined as follow:
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Jd(x) = 1

nin j
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where, c is the number of class; ni , n j represent the number of samples in class ωi

and class ω j respectively. x
(i)
k and x ( j)

l represent the D-dimension eigenvectors in
class ωi and class ω j ; δ(x
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k and x ( j)

l .
From formula (1) we can see that the inner thoughts of Jd(χ) is to calculate the

space distance between each eigenvectors and the average distance of vectors under
one overall scale, then evaluate the separability through the space distance gotten
in single scale. Since this criterion is a overall scale criterion, it’s criterion standard
can be written as: the larger the Jd(χ) value, the bigger the overall distance of each
classify-able class under overall scale, the better the separability of each class [13].
View δ(x (i)

k , x ( j)
l ) as Euclidean distance, then it can be written as:

δ(x (i)
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Which is
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In the above formula, Sb is the divergence matrix between classes; mi is mean
vector of sample class i ;m is the overall mean vector of all sets of samples; Sw is the
divergence matrix within class, represent in class distance measure. In the traditional
criterion standard, whenwe use Jd(χ) in single overall scale as separability criterion,
the track of Sb is big and the track of Sw is small, in that case when the value of Jd(χ)

is big, the results are more ideal. Since this criterion is a kind of overall average
algorithm, when the track of Sw is big, the track of Sb is small, the value of Jd(χ)

will be quiet big too. Theoretically, a bigger Jd(χ) value means the sample to be
processed has better separability, but actually, a small distance between classesmeans
that it’s difficult to distinguish the classification result. In other words, the sample do
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not have a good separability. At this time if we still use the Jd(χ) in single overall
scale as the separability criterion, there will be a wrong classification result.

In view of the fact that only the average class distance under a single overall scale
is considered, This paper proposes a multi-scale class distance criterion JMSD(χ)

based on multi-scale ideas. JMSD(χ) solve the problem from the multi-scale point
of view. It first calculate the separability criterion under initial scale α. α scale can
be written as:

Jα
MSD(x) = 1

2α

na∑

i=1

nb∑

j=1

d(xi , x j ) xi ∈ ωa, x j ∈ ωb (4)

where α is the scale of initial sample. It’s value represent the sample number in the set
for unsorted sample. xi , x j represent the initial D-dimension eigenvector in ωi class
and ω j class. xi , x j can be gotten through extract some initial feature of sample;
d(xi , x j ) is the vector distance between xi , x j , can be represented by Euclidean
distance, S - order Minkowski measure, Chebychev distance or squared distance. In
this paper we choose Euclidean distance as distance measure, so the d(xi , x j ) can
be written as:

d(xi , x j ) = ∥∥xi − x j

∥∥ = (xi − x j )
T (xi − x j ) (5)

that is

Jα
MSD(x) = 1
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(6)

where, mα
i is the mean vector of sample set class i in α scale;mα is the mean vector

of all different sample sets in α scale.
Through the calculation of separability criterion in initial scaleα, the classification

result under this scale can be gotten. Since Jα
MSD(x) focus on the class distance in

specific scale, in average process it can avoid the the case where the distance in the
class is too small and the distance between classes is too large. Thus, this method
can get classification result with good separability in first scale.

β scale:
When the classification result in scale α is gotten, then we can move to the next

β scale to continue classification process. β represent the number of samples to be
sorted. The classification for scale β is based on the one for scale α, which means
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that further classification is done in the initial scale classification results, the corre-
sponding selection standard of separability criterion will be changed accordingly.
Let ωα be the classification result in scale α, then the separability criterion under
scale β can be written as:

J β

MSD(x) = 1

2β

na∑

i=1

nb∑

j=1

(xi − x j )
T (xi − x j ) xi , x j ∈ ωα (7)

Equation (7) can be used to classify ωα in next scale, so as to obtain a high
separability classification set ωβ .

After the classification under scale β, the original sample set has been able to get a
classification result with high separability. If the classification result is not very well,
the further classification based on scale γ can be carried on according to Eq. (7). The
separability criterion under this scale can be written as:

J γ

MSD(x) = 1

2γ

na∑

i=1

nb∑

j=1

(xi − x j )
T (xi − x j ) xi , x j ∈ ωβ (8)

2.2 Classification of Fault Subset

After determining the multi-scale class distance separability criterion, the dimension
reduction operation based on this criterion can be taken for this group of classification
data. For reduction operation, this paper choose PCA as dimension reduction algo-
rithm. The PCA is often used for dimension reduction of high dimensional data. It can
transform raw data into a group of representations who is linearly independent in all
dimensions, and this algorithm can extract the main feature component of the data. In
the process of dimension reduction, PCA can make the total variance of the sample
matrix unchanged, make sure the transformed features are arranged in descending
order of statistical variance. Meanwhile, PCA can ensure that each sample is kept
independent with each other, and can order the eigenvalues in descending order
according to their variance contribution rate. Here we introduce the separability
criterion JMSD(x) which we have mentioned above. The data separability will better
with the increase of JMSD(x) value, vice versa.

In order to effectively classify the fault subsets, the original features need to be
extracted from the original fault sample. Features that are often used in rolling bearing
fault diagnosis include time domain characteristics, frequency domain characteris-
tics, and time–frequency domain joint characteristics [14]. Common initial features
include time domain characteristics, frequency domain characteristics and spectral
vectors, inwhich time domain characteristics includemean, rootmean square, square
root, absolute mean, skew, kurtosis, variance, minimum, maximum, peak and peak,
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Table 1 Dimensions of the
different initial feature vectors

Type of feature vectors Dimensions of feature vectors

Time domain
characteristics

16

Frequency domain
characteristics

13

Spectral vector 5120 (FFT points)

waveform index, peak index, pulse index, margin index, skew Indicators, kurtosis
indicator, and frequency domain characteristics include mean frequency, frequency
standard deviation, spectral dispersion, frequency center, rms frequency and main
band position. The spectral vector is the spectral distribution characteristic of the
signal. The dimensions of the different initial feature vectors of each group are
shown in Table 1.

After collecting the fault vibration signal, extract initial features from the signal
and obtain different eigenvectors. Use the multi-scale distance criterion as the stan-
dard, and reduce the dimension of high-dimensional eigenvectors through PCA algo-
rithm. At last get a classification result with high separability. Figure 1 is the fault
classification algorithm flow chart.

Fig. 1 Algorithm flow chart
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3 Experimental Verification

3.1 Weak Fault Vibration Signal Acquisition

In order to verify the correctness of the above theory, we collected the fault data
of the subway bearing to verify. In this paper we use the subway gearbox failure
simulation test bench produced by Spectra Quest Company to collect data. This
gearbox is designed according to the real subway gearbox with a zoom ratio of 1:3.
Different fault sample can be obtained through changing the assembly methods of
the components. It can fully simulate the vibration characteristics of subway gearbox
bearing in real working conditions. The shape of the test bench is showed in Fig. 2.

In this paper,we choose SQI608A11-10F type ICP accelerometer to acquire vibra-
tion signal. This sensor can collect the vibration acceleration signal range from 0.5
to 10,000 Hz, with a working range of ±490 m/s2. This sensor can acquire vibration
signal accurately, and make sure the signal is reliable and true. When bearing failure
occurs, the high frequency vibration signal created by the fault will spread out in the
form of hemispherical waves. The center of the wave will be the vibration impact
point. Since the frequency and energy loss are proportional in the process of prop-
agation, the energy efficiency of contact interface in single-node is about 22.17%.
Thus, in order to reduce the energy attenuation during signal acquisition, we choose
the top of the bearing as the best measuring point [15]. Put accelerometer in the top of
bearing, collect the vibration signal in this direction as the bearing vibration signal.
The actual arrangement of the sensor is shown in Fig. 3.

Fig. 2 Gearbox failure test bench
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Fig. 3 The arrangement of ICP acceleration sensor

The text subject is NU202ECP type cylindrical roller bearing. In order to simulate
weak failure and real failure points, we process grooves in outer-ring, rolling-part
and inner-ring respectively to generate periodic impact signal. The real condition of
bearings is showed in Fig. 4.

In this experiment, in order tomake theweak fault signalmoreweaker, to highlight
the significance of weak signal research, we remove the Bearing load.

Describe the sampling theorem in a mathematical way [16]:

s(t) =
∞∑

−∞
s(kT )

sin π(t/T − k)

π(t/T − k)
(9)

Normal bearing Outer-ring failure Rolling-part failure Inner-ring failure

Fig. 4 The bearings used in this paper
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where, s(t) is the sampling signal, k is an integer, and t is sampling time.
Through the analysis of Eq. (9) we can see that in order to ensure the integrity of

the sampling information, the sampling frequency needs to be very high. Normally
the sampling frequency is 5–10 times higher than the frequency to be analyzed. In this
paper, the input shaft is rotated at 30 Hz, so the characteristic frequency of outer-ring
failure, rolling part fault and the inner-ring fault are 128.4, 70.9 and 201.6 Hz. Since
the main components of rolling bearing vibration signal are base frequency and 2
times frequency, in this paper the sampling frequency is 5 kHz, which ensures the
completeness of the effective frequency acquisition in the vibration data acquisition
process. In this paper, 30 sets of sample data are collected for each bearing condition.
The length of each sample is 1 s. Under a sampling frequency of 5 K, matrix of each
set sample is 30 * 5120 dimension, the full sample matrix is 120 * 5120 dimension.

3.2 Initial Feature Sample Set Construction

After getting the full samplematrix, in order to obtain the time domain and frequency
domain distribution of each group, the initial FFT processing is performed. From
Fig. 5 we can see that we can’t distinguish fault types directly from the time domain
and spectrum distribution. The characteristic frequency of each fault is calculated
according to the bearing structure and input speed, which is

FBPFO = 128.4Hz (10)

FBSF = 70.95Hz (11)

FBPF I = 201.59Hz (12)

The sub-band energy statistics are performed for each fault characteristic
frequency. In real time, the movement between raceway and rolling part is not pure
rolling. This movement is with a certain random sliding [17, 18], which will result
in a 1–2% random error between the actual fault impact interval and the theoretical
fault impact interval [19]. For energy statistics accuracy, in this paper, we take the
plus or minus two percent of fault characteristic frequency and its double frequency
as the frequency range of fault sub-band, which is

f ∈ [
0.98 × f f c f , 1.02 × f f c f

] ∪ [
0.98 × 2 f f c f , 1.02 × 2 f f c f

]
(13)

Use Eq. (13) to calculate the energy ratio of the fault sub-band. The result is
showed in Fig. 6.

From the Fig. 6we can see that the energy ratio of each fault sub-band is extremely
small throughout the energy distribution. The energy ratio in the inner-ring is the
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Fig. 5 Sample time–frequency waveform

Outer fault subband Roller fault subband Inner fault subband
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

En
er

gy
 ra

tio
/%

Fig. 6 Energy ratio of the fault sub-band
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Table 2 Parts of the eigenvector value

Normal bearing outer ring failure Rolling part failure Inner ring failure

Mean/g −0.01500 −0.014907 −0.013997 −0.014203

Root mean
square/g

0.028448 0.018940 0.086067 0.037611

Absolute
average/g

0.022798 0.014846 0.037791 0.026137

Skew/g3 7.7024e−07 −4.0969e−07 1.8042e−05 1.4762e−05

Kurtosis /g4 2.0046e−06 4.2822e−07 0.0033529 2.7704e−05

Variance /g2 0.00080930 0.00035873 0.0074076 0.0014146

Maximum/g 0.10198 0.077468 1.1385 0.40330

Minimum/g −0.12232 −0.082748 −1.3806 −0.33980

Mean
frequency/Hz

1.2262 1.0737 5.3819 2.1577

Standard
deviation/g

4.946 2.9594 10.951 4.6512

Frequency
center/Hz

1176.9 1150.2 1370.8 1290.2

Root mean square
frequency/Hz

1418.9 1383.6 1556.3 1507.1

highest one but that number is lower then 0.8%. That means the vibration signal we
got is weak fault signal.

Carry out the initial feature extraction of each vibration signal. These feature
include domain characteristics, frequency domain characteristics and spectral
characteristics. The characteristics of each condition are showed in Table 2.

After getting the initial eigenvector of each sample, the multi-scaleclass distance
criterion can be used to reduce the dimension of each high dimensional eigenvector.
First we choose those initial vectors who represent time domain and frequency
domain characteristics to carry out dimension reduction operation. The result is
showed in Fig. 7.

From the Fig. 7 we can see that when use time domain and frequency domain
characteristics as the initial sample set, the PCA dimension reduction result is not
very well. Each fault class can not be distinguished with each other. Thus, then we
choose spectral vector as the initial sample set to carry out PCA dimension reduction.

From Fig. 8 we can see that after traditional PCA dimension reduction the clas-
sification result of different characteristic parameters is not very well. Although the
classification result of those who use spectral vector as initial characteristics is much
better but this result still have the problem of the distance in class is too large and the
distance between classes is too small. In that case, we choose spectral vector to carry
out PCA dimension reduction operation and then use multi-scale class distance for
further operation.
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a) PCA dimension reduction result for time domain 

characteristic

b) PCA dimension reduction result for frequency 

domain characteristic
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Fig. 7 PCA characteristic dimension reduction result for time domain and frequency domain
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Fig. 8 Characteristics choose based on multi-scale class distance

When use spectral vector as initial characteristics, the samplematrix is 120 * 5120
dimensions. After PCA-MSCD operation, a 2-dimension classification result can be
gotten. The result is showed in Fig. 9.

Apparently there are 4 fault subset classes of different conditions in Fig. 9. This
is consistent with the default sample data type, proving the correctness of the PCA-
MSCD. Comparing Figs. 8 and 9, we can see that after MSCD operation, the separa-
bility between the four fault classes has been greatly improved, especially the result
between normal bearing and outer-ring fault shows high separability. Achieving the
target of the distance between classes is large and the distance within the class is
small. This result prove the efficiency of the method proposed in this paper.
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Fig. 9 PCA-MSCD result

4 Conclusion

In this paper we propose MSCD-PCA sample classification method. And apply
this method to the classification of weak fault of subway gearbox, acquire fault
classification results with high separability successfully. Aiming at the defect of
single overall scale class distance criterion (the distance in class is too large and the
distance between classes is too small), this paper introduce the multi-scale analysis
thought. Combine with PCA dimension reduction effect and base on the overall
scale, this method can extract sample matrix feature, reduce the dimension of high
dimensional data, and get a preliminary result. Base on the result, the classification
operation in the next scale can be done. Repeat the classification processes until
a high separability result can be gotten. Use this method in the classification of
subway gearbox weak fault. Comparing the result with the one based on traditional
class distance classification, we can see this method can improve the classification
result significantly.
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Algorithms in the Context of Power
Internet of Things

Qionglan Na , Dan Su , Yixi Yang , Jing Lou , Jia Wu ,
and Jing Zeng

Abstract According to the unified arrangement of the State Grid Corporation
of China, combined with full service 2022 Zhangjiakou “Zero Carbon Winter
Olympics” and the State Grid Corporation of China “ Three types two networks”
of the actual work (Ran et al. in Application of self-service analysis tool for data
management application, pp 243–249 (2020) [1]), the construction of the power of
things put forward higher intelligent requirements, artificial intelligence is the future
of scientific and technological progress. Facial recognition technology is the key, and
face recognition technology is the leader in artificial intelligence. This paper intro-
duces the fundamental techniques of face recognition, starting from the strategic goal
of “Three Types, Two Networks, World Class” of State Grid Corporation of China,
and It gives different application directions according to the actual power system
and finally puts forward suggestions and prospects for the development of power
intelligence.

Keywords Artificial intelligence · Face recognition · Zero carbon winter
Olympics · Power IoT

1 Introduction

With the rapid development of Internet technology, the industrial revolution is accel-
erating, information is spreading rapidly, and personal information protection has
received unprecedented attention. Face recognition technology has natural advan-
tages in non-contact, high recognition rate, non-mandatory, etc., making it easier to
integrate with professional technology, so it has attracted the attention of experts
and scholars from all walks of life. At the same time, under the background of the
development strategy of “three types and two networks” of State Grid Corporation
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of China [2], “big data, cloud computing, Internet of Things, mobile computing, and
mobile computing” have been widely used in the engineering field in recent years [3,
4]. Application, artificial intelligence,” has been rapidly developed as the underlying
technology and is widely used in various professional fields of companies. The main
research idea of this paper is to organically integrate face recognition technology
with the power dispatch communication system and its business, and extend it to
existing. The power dispatch information and communication service system.

2 Background

2.1 State Grid Corporation of China’s “Three Types, Two
Networks, World Class” Strategic Target

In 2019, State Grid Co., Ltd. put forward the strategic goal of “three-type two-grid,
world-class.” The goal is to establish a “hub, platform, and shared” enterprise and
achieve “a strong, smart grid and ubiquitous power Internet of Things [5].” Achieve
the integration of the three streams of “energy flow, business flow, and data flow”
to form a world-class energy Internet enterprise that is safe, reliable, efficient, and
high-quality [6].

2.2 Creating a Zero-Carbon Winter Olympics Provides
a Significant Historical Opportunity

Around the creation of fresh, green winter Olympic particular area power grid, the
ubiquitous power IoT comprehensive coverage, real-time connection energy power
“cloud net end” all chain business, will cause the transformation of the IoT appli-
cation architecture and model, through physical information convergence and the
new generation of power system interpenetration and Intelligent interaction, real-
izing real-time online connection and integrated development of people, machines
and things in all aspects of energy and power production and consumption [7]. Infor-
mation and Communication Branch of State Grid Jibei Electric Power Company
Limited researches face recognition technology and gradually builds support for the
power grid’s whole business. The company is committed to promoting the develop-
ment of new energy internet businesses and the realization of zero carbon emissions
from energy consumption in the core area of the Olympic Games [8].
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2.3 Natural Advantages of Facial Recognition Technology
in Power Systems

The operation andmanagement of the power grid involves a large amount of data and
requires the collection and analysis of various data types, which provides a perfect
scenario for the Application of artificial intelligence technologies such as big data
analytics, speech recognition, image recognition, and so on.

Artificial intelligence technology is the direction of development for the whole
society, and State Grid Corporation Limited has also issued guidelines on artificial
intelligence. Face recognition technology is at the forefront of artificial intelligence,
which is the key to planning the future of State Grid Corporation Limited.

3 Introduction to Face Recognition Technology

In the past five years, technologies such as artificial intelligence, big data, and cloud
computing have developed rapidly, and biometrics technology that uses face recog-
nition as an application has also been significantly developed. More and more face
recognition technologies are used in industrial production, and It has been widely
used in daily life. At the same time, with the demand for biometrics in the field
of power information and communication, more and more power companies are
devoting their energy to relevant localized research and development. With the
construction of the power Internet of Things, The application scenarios of face
recognition are also continually digging [9].

3.1 Facial Recognition Technology Development History

Facial recognition technology shifted from neurological and cognitive science to
engineering in the 1950s, and facial recognition technology in the 1960s The Appli-
cation of facial recognition technology gradually entered the field of engineering. At
that time, face recognition technology was mainly concerned with the study of face
projection using geometric structures, and the study of facial features—attributes
and the direct physical relationship between these features to realize the grounding
of face recognition technology. Up to now, face recognition technology has also been
commonly used in various industries for decades and has had good results (Fig. 1).
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Fig. 1 The development of face recognition

3.2 Face Recognition Technology Principle

Facial recognition technology refers to the summarization and conclusion of facial
features to achieve recognizable results, and then judge the identified person’s
Biometric technology for identity. Acquires a stream of images or video from a
camera or camcorder and detects images or video containing facial features in the
detected images or video, which is tracked and detected, is a technology called face
recognition.

3.3 Facial Recognition Technology Process

The development of facial recognition is advancing by leaps and bounds in the
field of biometrics, mainly because of the advantages in various aspects such as
convenience and accuracy. Specifically, it includes features such as non-contact,
non-intrusive, perfect hardware foundation and fast and convenient acquisition, and
good scalability. Generally speaking, the face recognition system includes four parts,
which are: face image acquisition and detection, face image pre-processing, and
face detection system. Four aspects of image feature extraction and matching and
recognition are covered (Fig. 2).
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Fig. 2 Face recognition
technology flow

3.4 Face Recognition Technology Industry Chain

The face recognition industry chain consists of upstream, midstream, and down-
stream layers, with upstream being the underlying layer, including AI chips, algo-
rithms, and the Data collection; midstream includes technologies such as face recog-
nition of graphic images, face recognition of captured video, and face feature database
matching. In the field, the companies in this field aremainly embeddedmanufacturers
and provide a package of solutions for the downstream. The downstreammainly aims
to solve various application scenarios, such as the intelligent security field.

3.5 Face Recognition Technology Implementation Basis

With the popularization of big data and Internet of Things technologies, the number
of PCs, clients, mobile terminals, etc. that can access the Internet all over the world
is increasing. The structured and unstructured data generated are also increasing
geometrically. Themore data you have, The higher the efficiency ofmachine learning
and deep learning, as the number of data increases, the more problems the machine
can solve.

Due to the full Application of GPUs in deep learning computing, the efficiency of
deep learning algorithms processed by GPUs is much higher than that of CPUs, and
more andmore calculations enter the cloud.Cloud computing reduces the difficulty of
implementing in-depth learning calculations and reduces users. Cost of learning. The
GPU adopts the traditional computing model based on the data center architecture.
It has a faster machine learning training framework. By using GPU chips to build
clusters, it is possible to iterate the network faster and make deep learning processing
faster and more accurate.

With the increase of big data and industrial applications, the demand for in-
depth learning algorithm research has also increased, such as the use of open-source
frameworks such as Berkeley’s Caffe, Google’s TensorFlow and Torch, which has
led to the rapid development of deep learning technology, enterprises, and research.
Organizations can deploy deep learning applications faster while also providingmore
tools for open source (Table 1).
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Table 1 Face recognition industry-related policies

Time Policy Related content

March 2017 Government Report 2017 It was pointed out that we should
accelerate the cultivation and growth
of emerging industries, including
artificial intelligence

July
2017

State Council Circular on the
Issuance of a New Generation of
Artificial Intelligence Development
Plan

By 2020, AI technologies and
applications will be in step with the
world’s advanced level, and the scale
of AI core industries will exceed
1,500. Billion, driving the scale of
related industries to over 1 trillion
yuan

December 2017 Three-year Action Plan to Promote
the Development of a New
Generation of Artificial Intelligence
Industry (2018–2020)

From promoting industrial
development, combined with “Made
in China 2025”, the relevant tasks of
the “Development Plan for a New
Generation of Artificial Intelligence”
have been refined and implemented,
with the deep integration of
information technology and
manufacturing technology as the
mainline, with the industrialization
and integrated Application of a new
generation of artificial intelligence
technology as the focus, to promote
the deep integration of artificial
intelligence and the real economy

November 2018 2018 Government Report We will make more significant and
more robust emerging industrial
clusters, implement big data
development actions, strengthen the
research and development and
Application of new-generation
artificial intelligence, and promote
“Internet Plus” in various fields such
as medical care, elderly care,
education, culture, and sports

November 2018 Work plan for unveiling the list of
critical tasks for innovation in the
next-generation artificial intelligence
industry

Deploy smart products, core
foundations, smart manufacturing,
support systems, and other critical
mission directions, solicit and select a
group of enterprises, research
institutes, etc. that master key core
technologies of artificial intelligence,
strong innovation capabilities, and
excellent development potential, to
carry out “discovery” Strive to achieve
breakthroughs in iconic technologies,
products, and services

(continued)
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Table 1 (continued)

Time Policy Related content

March 2019 2019 Government Report Upgrade artificial intelligence to
“Smart + ,” build an industrial internet
platform, expand “Smart + ,” and
empower the transformation and
upgrading of the manufacturing
industry

4 Research Method

4.1 Template Matching Algorithm

The method determines whether the target face is in the face library by using the
vector distance of the face-protected image location in the captured image, Whether
the detected faces are similar. For example, facial feature datasets include factors
such as nose, eyes, face shape, etc., and comparing features to determine if they are
similar is face recognition, The basic approach of technology. This method requires
less data volume, higher recognition efficiency and faster recognition speed, and
lower configuration requirements for the recognition system.

4.2 Feature Face Algorithm

The algorithm is based on the PCA method, i.e., PCA principal element analysis, a
template matching-based optimization algorithm with high accuracy and efficiency
and is one of the underlying algorithms for face recognition.

4.3 Adaboost Face Detection Algorithm

Face detection is the starting step of the algorithm in the system to find and label
faces in the input image. The face detection algorithm is implemented based on
the cascade classifier trained by Adaboost algorithm, The Adaboost algorithm is
an adaptive classification method, where a sample that has been misclassified in
the previous classifier will proceed to the next one. Classifier for adaptive training.
The algorithm is characterized by the rapid calculation of Haar-like features using
an “integral image,” which is then calculated from the Haar. The poorly composed
classifiers are combined into better classifiers. Finally, multiple robust classifiers are
cascaded to form stronger classifiers for Face detection.
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In order to solve this problem, the following improvement methods are proposed
here: setting a limit condition for the update of the weight value, and setting a
threshold value in each round of the algorithm update Wm [10].

Wm =
(

N∑
i=1

Wm,i , i

)
/N (1)

em = P(Gm(xi ) �= yi )

=
N∑
i=1

Wmi I (Gm(xi ) �= yi ) (2)

where: Wm,i is the weight of the algorithm in the mth iteration; Wm is the threshold
of the mth round, and its size is the value of the round The mean of the weights of
all samples trained (N is the number of samples). From Eq. (2), Gm(x) the error em
on the training set Gm(x) is the sum of the misclassified samples.

β =1

2
log

1 − em
em

(3)

Wm+1,i =

⎧⎪⎨
⎪⎩
Wm,iβ, I f Gm(xi ) = yi

Wm,iβ
−1, I f Gm(xi ) �= yi , AndWm,i < Wm

Wm,i , I f Gm(xi ) �= yi , AndWm,i > Wm

(4)

where β is the weight of the primary classifier in the final classifier, fromEq. (3), β > 0
for em < 1/2, which β increases as em decreases and the smaller the classification error,
the smaller the primary classifierwill be in the final classification. Themore useful the
classification is. From Eq. (4). The weight of the next iteration only increases when
the weighting factor obtained from the iterative operation is less than the threshold
set in this round. Otherwise, it remains unchanged. In this way, the performance
degradation of the algorithm due to the increasing sample weight can be avoided to
a certain extent.

5 Discussion

5.1 Face Recognition Access Control

Userswho use the computer roomneed to submit thework order and face information
through the work order system. Once the person in charge of the work order system
passes the approval of the person in charge, it will be automatically sent to the face
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Fig. 3 Flow chart of face recognition access control in dispatching room

recognition access control system that needs to use the machine room to complete
face authentication. You can enter the machine room by swiping face recognition.
After you leave the machine room, the authority is automatically revoked. Every
time you enter, you need to submit a ticket application online.

In addition to the technical personnel completing the work order tasks, other
personnel must apply for the signature to the person in charge of the relevant manage-
ment department before entering the computer room. Other personnel collect face
information at the entrance of the computer room, enter the computer room after
double verification of face recognition and card swipe. After passing the face recog-
nition verification, the work permit must be swiped before the controller can start
the access control door. The face information must be consistent with the work per-
mit information, and the access authority is automatically cancelled after the staff
leaves the computer room. You need to reapply and collect facial information before
entering the next time.

After the visitor completes identification through the facial recognition system,
the system issues a command to open the electric lock and records the time of open-
ing. When the visitor leaves the server room, the facial recognition system needs to
identify the visitor at the inner door and open the electric lock only after confirming
his identity. Let go and revoke the visitor’s face privileges, as well as record the time
out (Fig. 3).

5.2 Face Recognition Monitoring

Establish a monitoring center in the dispatching computer room, use high-definition
face recognition cameras to confirm the identity of the people in and out of each
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computer room and monitor their behavior, so that you can clearly understand the
operation of personnel in various scenarios in the computer room, and deal with
the situation in time. Thus, the operation standardization of the control room is
strengthened, the safety and efficiency of the room management are improved, and
the system operation is stable and safe.

5.3 Face Recognition Tracking

The cameras in the entrances and exits of the server rooms and personnel passages
are connected to the monitoring system platform to realize real-time video face
capture and comparison, and to put people with dangerous behavior on the blacklist
by combining the historical data and comparing the acquired face information with
the blacklist, to discover suspicious people in a useful and timely manner and take
relevant measures quickly, and display the map trajectory of suspicious people on
the monitoring screen so that that suspicious people can be thoroughly investigated
afterward. The area where they go can be shown visually, providing strong support
for post-event forensics and loophole analysis.

5.4 Staffing Statistics

Leaves the server room. Depending on the content of the work performed by the per-
son entering the server room, the person can customize the application time in the
server room, but can not exceed themaximum time limit specified. If the personnel in
the server room exceed the requested operating hours, they are considered strand-ed,
and the monitoring system will issue an alert to the security personnel in the control
room. Those who are stranded should re-submit their request for the server room’s
use within the specified time, or they should leave the server room immediately. If
the specified time is exceeded, their face information will be automatically entered
into the blacklist system.

5.5 Detention of Staff in the Engine Room

The access control system automatically records when a server room user enters
and leaves the server room. Depending on the content of the work performed by the
person entering the server room, the person can customize the application time in the
server room, but can not exceed themaximum time limit specified. If the personnel in
the server room exceed the requested operating hours, they are considered stranded,
and the monitoring system will issue an alert to the security personnel in the control
room. Those who are stranded should re-submit their request for the server room’s
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use within the specified time, or they should leave the server room immediately. If
the specified time is exceeded, their face information will be automatically entered
into the blacklist system.

6 Conclusion

In this paper, we analyze the “Three Types, Two Networks, World Class” strategy of
State Grid Corporation of China, and discuss the significant history of the Zero Car-
bon Winter Olympics. The introduction elaborates on the principles of face recogni-
tion technology and industrial structure, focusing on template matching algorithms,
feature face algorithms, and the Adaboost face detection algorithm. Finally, the Ap-
plication of the face recognition algorithm in the field of power IoT is introduced.
With the rapid development of innovative technologies such as deep learning, big
data, and artificial neural networks, a new and dynamic era of artificial intelligence
has arrived. Promoting the Application of face recognition technology in the con-
struction of power IoT to build intelligent dispatching capabilities is the future trend,
and AI. The challenges of technology to the power IoT.
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A Quadra-Layer Direct Speed SMPC
Strategy for PMSM Rotor Position

Yao Wei, Mengyuan Li, Yanjun Wei, and Hanhong Qi

Abstract Sequential model predictive control (SMPC) is an effective method to
eliminate theweighting factorswhen two objectives or variables need to be controlled
at the same time. However, a problem is that the cost function with multiple objec-
tives or variables cannot operate on the sequential structure. A quadra-layer direct
speed SMPC (Q-DS-SMPC) method for permanent magnet synchronous machines
(PMSMs) rotor position is proposed in this paper. The rotor position control system
with multiple control objectives and a switching vector table with 14 vectors have
been applied to select the effective vectors in each model predictive control (MPC)
process. Moreover, according to the tracking performances of rotor position and the
importance of objectives, a sort of divided MPCs and a group of extracted values
of cost function for limitation have been decided. Besides, a multiple layers SMPC
principle and a selecting method for the cost functions in each divided MPC have
been discussed in this paper. Simulation and experimental results corroborate the
benefits of control performances and demonstrate the correctness of the theories and
analyses.
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processes
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1 Introduction

The MPC has been widely researched in the realm of power electronic and power
transmission such as inverter, rectifier, matrix converter and motor according to
different applications and environments [1, 2]. A high-performance control system
with high tracking precise and fast dynamic response need to operate for motor
system. One effective improved method is the adjustment of the cost function. The
MPC strategy for the PMSM system can be divided into predictive current control
(PCC), predictive speed control (PSC) and predictive torque control (PTC) according
to controlling objectives of the cost function [3, 4].

The structure of MPC with PMSM has been improved as different advanced
structures such as the sequential MPC (SMPC). The SMPC structure divides the cost
function with multiple objectives into a group of cost functions and each of cost
function has a single objective. The MPC compensation block is inserted into the
sequential structure and the predicted variables are at time k + 2 [5]. SMPC with two
vectors has been applied in the PMSM system without any weighting factors which
are the essential factors of the cost function in MPC [6]. This method removes the
online or offline tuning processes of weighting factors and an improvement realizes
high-quality performance based on PTC [7]. Moreover, a SMPC with three vectors
has been applied in the first layer of sequential structure and the performances have
been further improved [8, 9]. An expanded switching table including three zero-
vectors and 18 nonzero-vectors has been used to select the switching vector in a
grid-connected three-level circuit, and a cascaded optimal switching sequence MPC
(OSS-MPC) method which changes the outer MPC into a sequence structure has
been used to control the circuit. This method reduces the burden of hardware and
optimally controls both the grid currents and the capacitor voltages [10].

A quadra-layer direct-speed SMPC (Q-DS-SMPC) for PMSM rotor position has
been proposed and the principle of multiple layers sequential structure of SMPC has
been analyzed in this paper. Four objectives including three tracking objectives and
one limitation of rotor position control with Q-DS-SMPC are divided into four single
calculation processes of MPC, and each of the process includes one objective. A
comparison between three typical sorts of objectives is displayed the performances of
theQ-DS-SMPCmethodwith different sorts and different extracted values of the cost
functionwhichparticipate the processes of limitationobjective.Theproposedmethod
can provide advantages and theoretical contributions including sequential method
of multiple-layer SMPC, determined location of extracted cost function values of
limitation objective and the sort of objectives in SMPC, and comparison between
typical three different sorts.According to the servo stiffness, the parameter of position
controller and the integral of time-weighted absolute value of the errors (ITAEs) in
tracking processes of the references with different amplitudes, frequencies and initial
phases, the principles of Q-DS-SMPC and the performances of proposed method are
verified by simulation and experimental results.
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2 Multi-layer Structure of SMPC

2.1 Multi-layer Sequential Model Prediction Control

The predictive horizon of conventional MPC is selected as one sampling time Ts and
the objectives including tracking objectives and variable limitations. The objectives
and limitations are summarized as a cost function which can be expressed as:

minJ (k + 1) =
P∑

i=1

qi
∥∥x∗(k + 1) − x(k + 1)

∥∥2 +
M∑

j=1

r j�u (1)

where x*(k + 1) and x(k + 1) are the vectors of state variables at time k + 1 and �u
is the vector of variable limitations. qi and rj are weighting factors, and P andM are
the number of tracking objectives and limitations respectively.

The sequential structure divides the cost function in (1) intomultiple cost functions
with single objective. Each layer of the multiple layers SMPC is regrouped into some
MPCs including the primary MPC with main objective and some other MPCs with
secondary objectives. The primary objective always selects a tracking objective as
the main objective and can be expressed as:

minJpr (k + 1) = ∥∥x∗
1 (k + 1) − x1(k + 1)

∥∥2
(2)

where x1 is the main variable in vector x. The limitations of variable always select as
other MPCs because a linear or a nonlinear function has calculated based on a group
of known cost function values. The other MPCs can be expressed as:

minJse(k + 1) = ∥∥x∗
2 (k + 1) − x2(k + 1)

∥∥2
or minJse(k + 1) = �u (3)

where x2 is another variable in vector x and �u is a limitation in vector �u.
A compensation block has been used in SMPC and the state variables sending

into the primary MPC are at time k + 1. Therefore, the cost functions in (2) and (3)
are at time k + 2 and can be expressed as follow:

{
minJpr (k + 2) = ∥∥x∗

1 (k + 2) − x1(k + 2)
∥∥2

minJse(k + 2) = ∥∥x∗
2 (k + 2) − x2(k + 2)

∥∥2
or minJse(k + 2) = �u

(4)
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2.2 Switching Vector Selection

The number of switching vectors is limited in actual because of limited switches
number. In the sequential structure, the angle of effective vectors in the primary
MPC need to less than 180° and the system operates toward the respected operating
state for the main objective. Therefore, conventional switching vectors SMPC with
8 vectors of inverter only can be selected the maximum 3 effective vectors in the
primaryMPC, and the whole SMPC only can include themaximum 3 dividedMPCs.

Multiple objectives in the multi-layer SMPC need a group of extra switching
vectors to expand the switching table which is listed in Table 1 printed in Fig. 1b,
where the symbol X means that no switch closed in corresponding bridge arm. The
switching table of inverter can be extended into 14 vectors including 2 zero vectors
and 12 non-zero vectors. As shown in the figures, the maximum numbers of the
objectives of the SMPC and the effective vectors in the primary MPC are increased
to 6.

Table 1 Switching table of
three-phase inverter with
extra-switching states

Symbol Voltage vector

1X0 V9 = Vdc/2 + j sqrt(3)Vdc/6

X10 V10 = − j sqrt(3)Vdc/3

01X V11 = − Vdc/2 + j sqrt(3)Vdc/6

0X1 V12 = −Vdc/2 − j sqrt(3)Vdc/6

X01 V13 = − j sqrt(3)Vdc/6

10X V14 = Vdc/2 − j sqrt(3)Vdc/6

120°
100

110010

011

101001

000
111

150°
100

110010

011

101001

000
111

(a)                    (b)

Fig. 1 The sketch of effective vectors in the first layer of SMPC and multi-layer SMPC.
a Conventional SMPC, b Multi-layer SMPC
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3 Multi-layer Structure of SMPC

3.1 Quadra-Layer DS-SMPC Strategy

The discrete-time PMSM model is generated by the two-step Euler interpolation
method. Based on the discrete-time model, the objectives of PMSM rotor posi-
tion system with predictive speed control are listed as speed reference tracking,
smooth behavior of the electrical torque, torque by ampere optimization and current
magnitude limitation. These four objectives can be summarized as follows:

J = λω

(
ω∗
r (k + 1) − ωr (k + 1)

)2 + λi (isd(k + 1))2

+ λi f
(
isq f (k + 1)

)2 + f̂
(
isd(k + 1), isq(k + 1)

)
(5)

where λω, λi and λif are weighting factors and the isqf(k + 1) is the filtered value of
the isq current. The last term of function in (5) is a nonlinear function for limiting
the amplitude of the stator currents and is defined as:

f̂
(
isd(k + 1), isq(k + 1)

) =
{∞ if |isd(k + 1)| > imax or

∣∣isq(k + 1)
∣∣ > imax

0 if |isd(k + 1)| ≤ imax and
∣∣isq(k + 1)

∣∣ ≤ imax
(6)

where imax is the value of the maximum allowed stator current magnitude.
Considering the importance of the objectives, the cost functions of DS-SMPC

with four objectives can be divided into 4 functions and each of them can realize
single objective. Based on the delay compensation block, the predictive variables at
time k + 2 are expressed as:

Jpr = (
ω∗
r (k + 2) − ωr (k + 2)

)2
(7)

Jse1 = (isd(k + 2))2 (8)

Jse2 = (
isq f (k + 2)

)2
(9)

Jse3 = f̂
(
isd(k + 2), isq(k + 2)

)
(10)

and the numbers of effective vectors in each MPCs are 6, 4, 2 and 1 respectively.
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Fig. 2 Three typical possible sorting options of DS-SMPC. a Sort1, b Sort2, c Sort3

3.2 Extra Sort Selecting Method

The sort of cost functions of the DS-SMPC in (7)–(10) is according to the importance
of the objectives. Besides, these secondary objectives can be sorted arbitrarily, and
there are six sorting options of the last three MPCs.

The cost function (10) needs to be calculated based on a group of known values of
cost function. Therefore, the groups of cost function value before the MPC with (10)
can be used in the calculating processes of the MPC. Some typical possible sorting
options are summarized in Fig. 2 and the cost function values in the MPC with (10)
are replaced by a dotted line in blue. The numbers of effective vectors after limitation
are unknown.

4 Simulation and Experimental Results

4.1 Simulation Results and Performances Analysis

A simulation environment has been built in MATLAB/simulink software and the
parameters of PMSM are summarized in Tabble 2. The structure of DS-SMPC with
the sort based on importance for PMSM rotor position system is shown in Fig. 3.

Table 2 Main PMSM
parameters

Parameters Values Parameters Values

Number of pole
pairs p

4 Magnet flux
linkage ψm

0.175 Wb

Stator induction
Ls

0.835 mH Rotor inertia
J

0.0008 kg.m2

Stator resistance
Rs

2.360� Friction
coefficient B

0.0008 N.m.s
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Fig. 3 The structure of Q-DS-SMPC for PMSM rotor position

4.1.1 Tracking Performances of Q-DS-SMPC

One sinusoidal position reference signal with amplitude 10 rad, frequency 5Hz and 0
initial phases hadbeenused toverify the dynamics of system.The trackingwaveforms
of rotor position are shown in Fig. 4a, b. ITAE is an important index reflecting the

Fig. 4 Waveforms of rotor position. aGlobal waves for the first reference, b Enlarged waves for the
first reference, c global waves for the second reference, d enlarged waves for the second reference
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comprehensive performance of system, and the ITAEs of rotor position and speed in
0.8 s were 0.06129 and 1.613 respectively.

Another sinusoidal position reference signal with amplitude 15 rad, frequency
10 Hz and 13 rad initial phase had been used, and the simulation results are shown in
Fig. 4c, d. The ITAE of rotor position and speed were 0.1865 and 2.264 respectively.
Moreover, an overshoot with 6.2267% happened at the first cycle of tracking process
due to the larger slope of the first cycle.

Moreover, a required cost function values changed structure and a location of
limitation block changed structure of Q-DS-SMPC are shown in Fig. 5, and the
simulation results are shown in Fig. 6. The ITAEs of rotor position and speed were
0.1443 and 52.4 in 0.8 s respectively for the sort 1 with the first reference. The ITAEs
were increased because the ripples of rotor position and speedwere increased sharply.
The tracking performances of the sort2 are shown in Fig. 6c, d, and the ITAEs of
rotor position and speedwere 0.1361 and 39.16 in 0.8 s respectively. The ripple of the

Fig. 5 Changed structures of Q-DS-SMPC. a Sort1, b Sort2

Fig. 6 Waveforms of rotor position. a Global waves for sort 1, b enlarged waves for sort 1, c global
waves for sort 2, d enlarged waves for sort 2
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Table 3 ITAE of rotor position and speed in simulations

Structure References ITAE of rotor position ITAE of speed

Initial sort Amplitude 10 rad, frequency 5 Hz and 0
initial phases

0.06129 1.1613

Sort1 0.1443 52.40

Sort2 0.1361 39.16

Initial sort Amplitude 15 rad, frequency 10 Hz and
13 rad initial phase

0.1865 2.264

Sort1 0.2101 19.25

Sort2 0.1959 6.695

system had been decreased. However, the ITAEs were increased because the rotor
position in first cycle was not following closely.

Thus, different extracted cost function values for the limitation block could affect
the ripple and tracking performance mainly because of the cost function values
under different operating states, and different locations of the limitation block affect
the tracking performance mainly. The ITAEs for different sorts have been listed in
Table 3. Besides, the burden of hardware and software with the changed structures
are increased because the number of cost function values and the number of effec-
tive vectors in limitation MPC need to be detected and involved in the calculating
processes. Therefore, comparing with the results of three sorts, the limitation block
is suitable to extract the cost function values from the MPC with primary objective
and suitable to locate at the end of the DS-SMPC.

4.1.2 Proportional Parameter of Position Controller

A proportional parameter needs to be tuned in the rotor position controller according
to the performances of system including ITAEs of rotor position, ITAEs of speed,
overshoots, settling times, static errors and ripples in the tracking processes of the
responses. The performances are shown in Fig. 7. As shown in the figures, the param-
eter in proportion controller had a suitable range of value from 200 to 500 which all
performances were appropriate.

Fig. 7 Performances of proportional parameter of position controller. a ITAEs, b overshoot and
settling time, c static error and ripple
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Fig. 8 Servo stiffness of
Q-DS-SMPC

4.1.3 Servo Stiffness Test

The servo stiffness is an important index for the PMSM rotor position control. The
simulation waveform of the servo stiffness is shown in Fig. 8. As shown in the figure,
the average value of servo stiffness of Q-DS-SMPC with load torque range during
0.1–3 N.m is 28,021.32, and the standard deviation of servo stiffness is 26,691.91.
The servo stiffness has upward trend with the load torque TL increasing.

4.2 Experimental Results

An experimental setup has been built including a main circuit and a control circuit
mainly. An inverter with IGBTs (FGL35N120FTD) and a 1 kWPMSM(INOVANCE
ISMH2-10C30CD) with an incremental encoder (INOVANCE EI34H) are selected
as main circuit, and a DSP (TMS320F2812) and a CPLD (EPM240T100I5N) are
combined as control circuit. The DS-SMPC algorithm was written into DSP and the
systemwas controlled. The reference signal in experiments is changed as a sinusoidal
wavewith frequency 0.5Hz and amplitude 4 rad (equals 229.183°). The experimental
waveforms of rotor positions with the initial sort are shown in Fig. 9a, b. The delay
time of rotor position is about 72 ms.

Moreover, the experimental results and there enlarged waveforms of the rotor
position with the sort 1 and sort 2 are shown in Fig. 9c–f. As shown in figures, these
waveforms have similar performances. The delay times of the sort 1 and sort 2 are
not improved obviously. However, the obvious ripples of the sort 1 in simulation
were almost flooded by noise at other positions.

A sinusoidal reference signal with lower frequency and larger amplitude of 0.2 Hz
and 8 rad (equals 458.366°) had been used into the experimental processes. The
experimental waveforms of rotor position and reference with different sorts and
different extracted cost function values are shown in Fig. 10a–c respectively. The
system could track the reference successfully, and the performances of the different
sorts conformed to the analyses above-mentioned.
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Fig. 9 Experimental waveforms of Q-DS-SMPC for PMSM rotor position system. a rotor position
for initial sort, b enlarged rotor position for initial sort, c rotor position for sort1, d enlarged rotor
position for sort1, e rotor position for sort2, f enlarged rotor position for sort2

Fig. 10 Experimentalwaveforms ofQ-DS-SMPC for PMSMrotor position system lower frequency
and larger amplitude reference. a Initial sort, b Sort1, c Sort2

5 Conclusions

This paper has presented a quadra-layer sequential model predictive control for
PMSM rotor position. The principle of multiple layers sequential structure is
discussed. The cost functions of proposed method realize objectives without any
weighting factors and tuning processes. The performances of different proportional
parameters in position controller and servo stiffness are analyzed by results with
same sampling times.
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Three typical sorting opinions with different sorts and extracted values of cost
function are analyzed from all possible sorting opinions. Comparing with three
typical sorting opinions, the ITAEs of rotor position are decreased about 57.5 and
55.0% with lower reference frequency and decreased about 11.2 and 4.80% with
higher reference frequency. The results show that the objective importance is the key
of the sort and the cost function values for limitation are extracted from the primary
MPC including the primary objective. Furthermore, the multiple-layer SMPC is
limited by the number of switching vector. The main circuit can be improved as
a three-level or a multi-level circuit including dozens possible switching vectors.
Therefore, more difficulty objectives can be summarized and realized into cost
function.
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A Parameters Tuning Method of LADRC
Based on Reference Value Filtered
Two-Degree-of-Freedom for PMSM
Current Control

Yao Wei, Yening Sun, Yanjun Wei, and Hanhong Qi

Abstract Active-disturbance-rejection-control (ADRC) is a kind of control method
which can obtain good dynamic and static performances. In order to effectively
solve the problem of parameter tuning in ADRC in permanent magnet synchronous
motor (PMSM) speed control system and maintain performance, an analysis of
motor speed control principle have been made. Based on linear-active-disturbance-
rejection-control (LADRC), a parameter tuning method of reference value filtered
two-degree-of-freedom (2-DoF) control is proposed for LADRC current controller
in speed control PMSM bypass changing and optimizing the structure of controller.
The simulation and experimental results show that the stability and rapidity of the
system are maintained and the parameters could be optimized by decoupling of
system performance, and the correctness of the method for PMSM speed control is
verified.

Keywords PMSM · LADRC · Reference value filter structure · 2-DoF control

1 Introduction

ADRC becomes a hotspot to apply to replace PI controller in the servo control
system recently, due to its simple realization, strong resisting disturbance, higher
dynamics and accuracy. The basic principle of ADRC is that all of the internal and
external disturbances are extracted and eliminated actively [1]. The ADRC can be
designed by the order of the controlled plant and applied into the control system.

Y. Wei · Y. Sun · Y. Wei · H. Qi (B)
College of Electrical Engineering, Yanshan University, Qinhuangdao 066004, China
e-mail: hhqi@ysu.edu.cn

Y. Wei
e-mail: weiyao@stumail.ysu.edu.cn

Y. Sun
e-mail: sunyening@stumail.ysu.edu.cn

Y. Wei
e-mail: yjwei@ysu.edu.cn

© Beijing Oriental Sun Cult. Comm. CO Ltd 2021
W. Chen et al. (eds.), The Proceedings of the 9th Frontier Academic Forum of Electrical
Engineering, Lecture Notes in Electrical Engineering 743,
https://doi.org/10.1007/978-981-33-6609-1_29

319

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6609-1_29&domain=pdf
mailto:hhqi@ysu.edu.cn
mailto:weiyao@stumail.ysu.edu.cn
mailto:sunyening@stumail.ysu.edu.cn
mailto:yjwei@ysu.edu.cn
https://doi.org/10.1007/978-981-33-6609-1_29


320 Y. Wei et al.

The PMSM model is simplified as a 2-order system and the stability is analyzed
by the describing function method [2]. Based on the 2-order PMSM model, a load
observer and a compensator are combined with the model to resist external distur-
bance and enlarged model error due to two-order derivations [3]. The PMSM order
can be further simplified as a 1-order system and designed the tracking-derivator by
the rotor displacement to improve performances [4]. According to the large coverage
of ADRC parameters, these parameters are always tuned by results of many simu-
lation and experimental results in industry because of nonlinear structure. Based on
the frequency-domain tuning method of PI controller, the bandwidth of controller
is combined with the amplitude frequency characteristic and a group of parameters
of ADRC with suitable stability are obtained [5]. Moreover, a repetitive control is
inserted to the ADRC structure to decrease the parameter sensitivities and to further
enhance robustness [6]. The least square support vector machine (LSSVM) can also
be inserted to the ADRC structure to train the optimal regression model and to obtain
improving parameters with increasing calculation burdens [7, 8]. A reduced order
ADRC and a high-order extended state observer (ESO) with feedforward and feed-
back loops are applied to the PMSMcontrol system respectively to simplify requiring
parameters and sensitivities of parameters [9]. Based on the complex frequency-
domain, the parameters of LADRC structure change into some bandwidth functions
and the complex frequency-domain, and an approximation method and a relation-
ship analysis method between the dynamics and parameters are applied to tuning
parameters of 2-order LADRC respectively to further simplify the tuning processes
[10].

The IMC structure can be converted to the reference value filtered 2-DoFwith two
controllers based on the internal model of the plant and applied into PMSM control
system to maintain robustness and to decouple reference tracking performance and
resisting disturbance performance based on the 2-DoF Smith estimated controller.
A stator current LADRC tuning method for the PMSM speed control system is
proposed in this paper. The structure of LADRC is converted to the reference value
filtered 2-DoF structure and tuned by the IMC complex frequency-domain method.
The systemwith parameters by the proposed method has advantages including better
dynamics and steady performances. The correctness and effectiveness are verifies by
the simulation and experimental results, and the performances could be improved by
the decoupled 2-DoF structure.

2 Basic Principle

2.1 LADRC Basic Principle

LADRC has two main parts including proportional-derivation (PD) control combi-
nation and linear ESO (LESO) where the PD control combination is combined by
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the PD controller and the linear SEF (LSEF). For n-order control system, the LESO
can be expressed as:

{
ż = Az + Bu + L

(
y − ŷ

)
ŷ = Cz

(1)

where

A =

⎡
⎢⎢⎢⎢⎢⎣

0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1
0 0 0 · · · 0

⎤
⎥⎥⎥⎥⎥⎦

B =

⎡
⎢⎢⎢⎢⎢⎣

0
0
...

b0
0

⎤
⎥⎥⎥⎥⎥⎦

C =

⎡
⎢⎢⎢⎢⎢⎣

1
0
...

0
0

⎤
⎥⎥⎥⎥⎥⎦

T

(2)

z is the observing vectors of the state vectors x, and L is the error feedback control
gain matrix.

The control system poles can be adjusted as the multiple poles to realize param-
eterization design, i.e. characteristic equation satisfying λ(s) = (s + ωo)n, where ωo

is the observer bandwidth. The error feedback gain matrix L is only related with ωo

which can be rewritten as β i in the discretization system. The LESO and LSEF in
the discretization system can be expressed as:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

z′
1 = z2 − β1(z1 − y)
z′
2 = z3 − β2(z1 − y)

...

z′
n−1 = zn − βn−1(z1 − y)
z′
n = zn+1 − βn(z1 − y) + bu
z′
n+1 = −βn+1(z1 − y)

(3)

u = 1

bE

(
−zn+1 +

n∑
i=1

pi
(
r (i−1) − zi

))
(4)

where variables pi and β i are positive adjustable values, and r is the reference value.
The structure of PMSM with stator current LADRCs is shown in Fig. 1.

3 LADRC Design

3.1 Stator Current LADRC Design Method

The decoupled PMSM stator current can be expressed as:
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Fig. 1 Structure of LADRC
current controller for PMSM
speed control
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(5)

and the stator voltage satisfying:

{
usd = u′

sq − ωrLsisq
usq = u′

sq + ωr(ψm + Lsisd)
(6)

where usd and usq are the d-axis and q-axis components of stator voltage, isd and isq
are the components of stator current. Ls and Rs are stator induction and resistance,ωr

is the angular velocity, andψm is the magnet flux linkage, usd’ and usq’ are the d-axis
and q-axis voltage components of the armature winding impedances. The controlled
plant can be expressed as following expression which can be seen as a 1-order inertia
system.

Gp(s) = 1

Lss + Rs
(7)

The structure of 1-order LADRC is shown in Fig. 2a, and the LESO and LSEF
can be expressed as:

Fig. 2 Structure of current controller
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{
z′
1 = z2 − β1(z1 − y) + bu
z′
2 = −β2(z1 − y)

(8)

u = 1

bE

(−z2 + kp(r − z1)
)

(9)

Assuming variable β1 � 0, β2 � 0 and β2
2 � β1, the structure in Fig. 2a can be

adjusted into the reference value filtered 2-DoF structure which is shown in Fig. 2b,
and two controllers are expressed as:

Gc1(s) =
β1

β2
s + 1

β2+β1kp
β2kp

s + 1
(10)

Gc2(s) = 2β1

β2
A

⎛
⎝1 +

(
β1 + 2 β2

β1

2β2

)
s + 1(

2β1

β2

)
s

⎞
⎠ · 1(

β1β2+2β2kp+β2
1 kp+β1kp

β2kp(β1+kp)

)
s + 1

(11)

where

A = kpβ2

bE
(
β1 + kp

) (12)

Based on (10) and the IMCstructure tuningmethod, defines intermediate variables
k1, k2, k3 and TF as:

k1 = 2β1

β2
A = T + Ts

2

K (λ1 + Ts)
(13)

k2 = 2β1

β2
= T + Ts

2
(14)

k3 = β1 + 2 β2

β1

2β2
=

Ts
2 T

T + Ts
2

(15)

TF = β1β2 + 2β2kp + β2
1kp + β1kp

β2kp
(
β1 + kp

) = Tsλ1

2(Ts + λ1)
(16)

where K is the plant proportional coefficient, T is the plant integral coefficient, Ts is
the sampling period and λ1 is an adjustable coefficient. Combining (13)–(16), there
four functions and four requiring variables, and some groups of certain values for
the requiring variables can be obtained.

Substituting (7) into (13)–(16), the intermediate variables can be expressed as:
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k1 = 2β1

β2
A =

Ls
Rs

+ Ts
2

1
Rs

(λ1 + Ts)
(17)

k2 = 2β1

β2
= Ls

Rs
+ Ts

2
(18)

k3 = β1 + 2 β2

β1

2β2
=

1
2
Ls
Rs
Ts

Ts
2 + Ls

Rs

(19)

TF = β1β2 + 2β2kp + β2
1kp + β1kp

β2kp
(
β1 + kp

) = Tsλ1

2(λ1 + Ts)
(20)

and the bandwidth β1 and β2 of the discrete-time observer are:

β1 =

∣∣∣∣∣∣∣
2
(
Ts
2 + Ls

Rs

)

Ts
Ls
Rs

− 1
2

(
Ts
2 + Ls

Rs

)2
∣∣∣∣∣∣∣

(21)

β2 =

∣∣∣∣∣∣∣
4

Ts
Ls
Rs

− 1
2

(
Ts
2 + Ls

Rs

)2
∣∣∣∣∣∣∣

(22)

kp =

∣∣∣∣∣∣∣∣∣∣

−
(
2β2 + β2

1 + β1 − Tsλ1
2
(
λ1+Ts

) β1β2
)

±
√(

2β2 + β2
1 + β1 − Tsλ1

2
(
λ1+Ts

) β1β2
)2

− 2Tsλ1
λ1+Ts

β1β
2
2

Tsλ1
λ1+Ts

β2

∣∣∣∣∣∣∣∣∣∣
(23)

bE =
∣∣∣∣∣

kpβ2(λ1 + Ts)(
β1 + kp

)(
Ls + 1

2 RsTs
)
∣∣∣∣∣ (24)

Substituting (21) and (22) into (23) and (24), two groups of effective values of
the variable bE and kp can be obtained if the variables are satisfied a condition:

(
2β2 + β2

1 + β1 − Tsλ1

2(λ1 + Ts)
β1β2

)2

≥ 2Tsλ1

λ1 + Ts
β1β

2
2 (25)

and the tracking performance and disturbance resisting performance are decoupled
by the variable bE to further improve control performances.

3.2 Robustness and Stability Analysis

The actual controlled plant is defined as:
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Gp(s) = Gp0(s) + �Pa(s) (26)

where �Pa(s) is the uncertain disturbance between the actual controlled plant Gp(s)
and the plant model Gp0(s). When s closes to zero, the output u(0) of LADRC can
be expressed as:

u(0) = G−1
p0 (0) (27)

According to the transfer function in (5), the system satisfies |r(0)u(0)| < 1
during random frequency ranges, and a stable robustness can be obtained when the
LADRC applies the obtained parameters.

The close-loop transfer function of the system can be expressed as:

D(s) = a4s
4 + a3s

3 + a2s
2 + a1s + a0 (28)

where

a4 = TF
Ls

Rs

β2 + β1kp
β2kp

(29)

a3 = TF
Ls

Rs
+
(
TF + Ls + k1k3

Rs

)
β2 + β1kp

β2kp
(30)

a2 = TF + Ls + k1k3
Rs

+
(
1 + k1

Rs

)
β2 + β1kp

β2kp
(31)

a1 = k1
Rs

+ 1 + k1
Rsk2

β2 + β1kp
β2kp

(32)

a0 = k1
Rsk2

(33)

Based on the Rous-Hurwitz law and obtained parameters above-mentioned, a0,
a1, a2, a3 and a4 are positive values which are satisfying a1a2 > a0a3 and a3(a1a2−
a0a3) > a21a4. All of the poles are located in the left-half of complex plane, and the
stator current LADRC system is stable.

4 Simulation and Experimental Results

APMSMspeed control systemwith stator current LADRCs and obtained parameters
is built in the MATLAB/simulink software. The selected basic PMSM parameters
are listed in Table 1, the LADRC parameters of the current controller are determined
by the PMSM.
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Table 1 Table captions
should be placed above the
tables

Parameters Values Parameters Values

Number of pole
pairs p

4 Magnet flux
linkage ψm

0.175 Wb

Stator induction
Ls

0.835 mH Rotor inertia
J

0.0008 kg.m2

Stator resistance
Rs

2.360 � Friction
coefficient B

0.0008 N.m.s

Two groups of LADRC parameters are obtained and noted as β1, kp1, bE1 and
β2, kp2, bE2 respectively. The step responses of LSEO and LADRC with two groups
of parameters are shown in Figs. 3 and 4 respectively, and the z2 signal is narrowed
8000 times to observe easily. The system can track the step reference and operate
into steady state in about 2 ms, and the LESO also can observe the total disturbance
quickly and stably. For the decoupled 2-DoF structure, a rated torque is inserted
to the shaft at 5 ms, and the 0.1, 1, 5 and 10 times bE are tested and combined
with the first group of LADRC parameters. As shown the testing results and the
related right y-axis in Fig. 3, all of the waveforms have similar resisting disturbance
performances and different reference tracking performances by different bE values,
and the performances are decoupled.

Bode figures of the LADRC with tuning method above-mentioned and the PI
controllers with frequency domain tuning method are shown in Fig. 5. The right

Fig. 3 Waveforms of step response for current LADRC

Fig. 4 Waveforms of step response for current LADRC
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Fig. 5 Bode diagrams for current LADRC

Fig. 6 Waveforms of step
response for current LADRC

side is the output from disturbance, and left side is the output from input. The bodes
with two groups of obtaining parameters have similar performances. Comparingwith
the PI controllers, the LADRC stability and resisting disturbance performance are
enhanced because of the higher magnitudes at low-frequency part, higher slopes at
high-frequency part and -20 dB/dec slope at 0 dB. The systems with two types of
controllers have similar rapidity due to similar shear frequencies.

The initial speed reference is settled as 1000 rpm at start and changed as 800 rpm
to ensure tracking reference performance, and a 3 N.m load torque is inserted on
the shaft at 0.5 s to test resisting disturbance performance. The parameter group
2 with better comprehensive performances is selected, and the parameters of PI
controller are tuned by the frequency-domain method which obtains Ps = 0.0578, Is
= 2.78. The speed simulation results are shown in Fig. 6. As shown in the figures,
the overshoot σ 1 and the settling time ts1 are 6.25% and 0.08 s at start operating
state, the overshoot σ 2 and the settling time ts2 are 1.82% and 0.04 s at 0.3 s, and the
overshoot σ 3 and the settling time ts3 are 5.96% and 0.05 s at 0.5 s respectively. ITAE
reflects the comprehensive performance during whole operating process. ITAEs of
the system with stator current LADRC and PI controller in 0.8 s are 0.9761 and
1.927 respectively mainly because the overshoot σ 3 is increased to 6.94% for PI
controllers.

A 1 kW PMSM with an incensement encoder is selected as the controlled plant
and the basic parameters are same with Table 1, and the controller is selected as
a DSP with TMS320F2812PGFA to obtain experimental platform. Based on the
obtaining parameters above-mentioned, the experimental waveforms at steady state
are shown in Fig. 7 and the experimental waveforms at transient state are shown
in Fig. 8. The actual speed can track the reference and resist the disturbance about
120ms and 750ms respectively, and the obtaining parameters of LADRC can realize
stably control.
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Fig. 7 Experimental waveforms of LADRC current controller for PMSM speed control in steady
state

Fig. 8 Experimental waveforms of LADRC current controller for PMSM speed control in transient
state

5 Conclusions

Areference value filtered 2-DoF structure tuningmethod for the PMSMspeed control
system with stator current LADRCs are proposed in this paper. Comparing with the
PI controller by the frequency-domain method, the proposed method has advantages
including better stability and resisting disturbance performance which are verified
by the simulations. The overshoot and settling time of LADRC are decreased obvi-
ously, and the ITAE is decreased about 49.347% under same disturbance condition.
Excepting effective reference tracking performance and resisting disturbance perfor-
mance of the system, these performances can be decoupled by the parameter bE , and
further improved by the adjustable value to improve system performances.
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Data Augmentation and Class Based
Model Evaluation for Load
Disaggregation Based on Deep Learning

Bo Li, Yandi Li, Changyuan Liang, Weifeng Su, and Zhe XuanYuan

Abstract Load disaggregation aims to disaggregate the power usage of individual
appliance based only on aggregated power monitoring data. Applications such as
appliance monitoring, appliance-based power metering can be realized based on
this technique. In recent years, research has been done to apply deep learning to
load disaggregation and initial results can be found in literature. However, for all
machine learning based models, the class imbalance problem or the skewed distri-
bution of values in training datasets, has long been recognized as a severe problem
dragging down the overall accuracy of the model trained. This is also a common
problem in current public datasets for load disaggregation research due to natural
imbalance of appliance on/off time. In this work, we address the data imbalance
problem by proposing a novel data augmentationmethod that combines both original
data sequences and selected data sequences. Moreover, we propose a more fair and
natural evaluation method to compare the models’ performance under imbalance
datasets. Extensive empirical study shows that the proposed method can achieve
53.48–83.81% performance enhancement over the current state-of-the-art model.
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1 Introduction

Electrical energy monitoring can be classified into Intrusive Load Monitoring (ILM)
and Non-Intrusive Load Monitoring (NILM) [1, 2]. Comparing with ILM, which
depends on metering of each single appliance, NILM is characterised by low cost as
well as easy equipment installation andmaintenancedue to only a single,whole-home
smart meter required [3]. However, NILM needs the research on how to disaggre-
gate the gross electrical power consumption of multiple appliances into individual
ones, which is known as load disaggregation. In mid 1980s, Hart’s research on non-
intrusive load decomposition opens the prelude to research in this field [4, 5]. The
research of NILM is usually based on the high and low frequency sampling data of
the active power of electrical appliances, and the hidden Markov model (HMM) is
used to predict the power of a single electrical appliance. For example,Makonin et al.
proposed a load identification algorithm based on sparse hidden Markov chain [6].
Furthermore, a non-intrusive decomposition method based on affinity propagation
and genetic algorithm optimization was proposed in [7].

With the development of deep learning techniques, it has been widely used in
image processing, speech recognition and other fields. At the same time, the devel-
opment of smart power grids has produced exponentially increasing data volume,
which has laid a good foundation for the application of deep learning in power
systems. Paper [8] proposed an improved recurrent neural network (RNN) to detect
the sensor fault of the chiller and achieved better detection efficiency than traditional
methods. Paper [9] uses convolutional neural network (CNN) to solve the problem of
DCXLPE cable partial discharge pattern recognition, and realizes the self-extraction
of key features of strong random signals, which greatly improves the accuracy of
recognition compared with previous methods. In the meantime, deep learning tech-
niques applied to NILM are also developing rapidly. Research [10] proposed a deep
belief network (DBN) for non-invasive power load identification based on a deep
neural network architecture. The denoising autoencoding algorithm based on CNN
was originally used byKelly for non-invasive load decomposition [11], using theUK-
DALE data set to realize neural network self-extracting useful features for learning
[12]. Zhang et al. proposed a “sequence-to-point” model, which uses amore complex
deep CNN, also based on the UK-DALE data set, and the prediction results are better
than Kelly [13].

For all power load decomposition algorithms based on machine learning, the
data set used for training and verification largely determines the performance of the
algorithm. At present, there are several data sets collected based on real home or
commercial building usage scenarios in the world, such as UK-DALE in the United
Kingdom, REDD in the United States, AMPDs in Canada, and iAWE in India, etc.
[14]. These data sets generally include the electrical characteristic data of the total
electric meter and the sub-sockets in several homes or office spaces collected in time
series in several consecutive time periods. Although the amount of data and types of
appliances in these data sets is considerable, there is a common problem, which is
the distribution imbalance of appliance’s on and off states.
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Aiming at the problem of unbalanced data in training data set used in previous
deep learning models, we propose a method to augment the training data set, mixing
real time series data and manually extracted fragment data of appliance’s on states
according to a certain ratio. Then use this new generated data set to train the deep
learning model. Experiments results show that this training method helps to improve
the accuracy of load disaggregation. Also, we propose an improved load disaggrega-
tion algorithm evaluation indicator, which makes the comparison between different
algorithms more scientific and meet the realistic application requirement.

The rest of this paper is structured as follows: Sect. 2 mainly introduces the
basic principles of CNN and its latest developments in NILM. Section 3 summarizes
the constitution of existing training data sets and proposes innovative training set
augmentation methods. Section 4 proposes a load disaggregation algorithm eval-
uation method that is more in line with actual application requirements. Section 5
provides the results andmakes a comparisonwith baselinemodels. Section 6 presents
the conclusions for the paper.

2 Load Disaggregation Algorithms Based on CNN

2.1 CNN and Its Application in Load Disaggregation

With its unique advantages, CNN has developed into one of the most widely used
models in the field of deep learning, showing significantly better performance than
traditional machine learning algorithms especially in image recognition and signal
processing tasks [16–18].

The convolutional layer uses a sliding window to traverse all the neuron regions
of the upper level by pre-defined local perceptual matrices of a certain size, and each
local perceptual domain corresponds to a fundamental structure of features. The
biggest advantage of CNN is it makes the model invariant to displacement, scaling
and other forms of distortion.

The input data in the NILM task is the sequential total power value of the time,
which can be input into one-dimensionalCNNmodel for training.Regarding a certain
length of sequential power data as a one-dimensional static picture, we can move a
sliding window with a fixed width along the time axis at a certain pace, known as
“step”, and the intercepted power data segment in the window after eachmovement is
used as the model input [11]. CNN can discover useful features automatically during
the training process, thereby avoiding the lack of core features due to insufficient
prior knowledge, especially advantageous to complex application scenarios. Figure 1
is a typical NILM process flow. The raw power data is used for model training after
pre-processing, and then the new power data is disaggregated by the model with
the trained parameters, and finally the model is evaluated by a suitable evaluation
system.
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Raw power data Pre-processing Training

ModelLoad 
disaggrega�onEvalua�on

Fig. 1 NILM basic process flow

Fig. 2 DAE model
architecture (conv. refers to
the convolutional layer,
dense refers to the fully
connected layer, length and
units refers to the number of
nodes, and Filters refers to
the filters in the
convolutional layer)
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2.2 Denoising Autoencoder Model

Kelly et al. [11] regard load disaggregation as a “noise reduction” task, where the
target power of the appliance is analogous to the “clean”main signal, while the power
generated by other appliances at the same time represents the background “noise”.
The goal is to separate the target power from the background “noise” power.

Denoising Autoencoder (DAE) concept can be exploited to build a deep neural
network [19]. Convolutional layers are set as the first and last layer of the network,
and extract useful intermediate features by its invariance to displacement, scaling
and distortion. For example, a feature of 1000 watts step change is likely to be a
useful feature no matter where it occurs in the sequential power data segment. The
specific architecture of DAE model is shown in Fig. 2.

2.3 Seq2Point Model

The input and output of the DAEmodel are all sequence data of the same length. This
type of model is usually called a “sequence-to-sequence (seq2seq)” model. Zhang
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Fig. 3 Seq2point model
architecture
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et al. [13] proposed a corresponding “sequence-to-point (seq2point)” model. Its core
idea is to input the aggregated power sequence data of all appliances, but output the
predicted single point power value at the midpoint position of the input sequence of
the target appliance in order to achieve better prediction accuracy. The architecture
of this model is shown in Fig. 3.

Both DAE and Seq2Point are machine learning models based on CNN. Their
structure is representative and produces good performance in terms of NILM in
recent years. However, due to the aforementioned imbalance in the training data of
the model, there is room for improvement in the prediction performance. The work
in this paper confirms this conclusion through innovative experimental methods and
detailed experimental data.

3 Data Set Processing

3.1 Data Set

Unbalanced data sets widely exist in the real world, and the unbalanced data will
affect the bias of the model trained with it, making the model more inclined to
predict outputs in line with the most categories or states in the data set. Previously,
the imbalance of data set has received more attention in the classification tasks of
machine learning [15, 20], but in the regression problem such as load disaggregation,
there are relatively few discussions. One of the reasons is that in the regression
problem, data is continuous value, making it more challenging in the definition and
optimization of “imbalance”. However, the common imbalance problem in the load
disaggregation data set has greatly affected the performance of machine learning
algorithms in such applications, and should be paid attention to.

We use the public data set UK-DALE (UK domestic appliance-level electricity) as
the model training and testing data set [12]. This data set collects power consumption
records of dozens of appliances over five local households in the UK, of which the
duration of house 2–4 ranges from 2013 to 2014 for several months, and house 1 has
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the longest span from November 2012 to April 2017. The collected data includes the
sequential power data of the whole-house meter and of each single appliance.

We mainly consider four common appliances in UK-DALE: kettle, washing
machine, microwave oven and dishwasher. These four electrical appliances consume
a large proportion of electrical energy in general households. and also show high
exposure in the research using UK-DALE, which makes it convenient for compar-
ison. In actual scenarios, different households often use different brands or models of
the same kind of appliance, of which the power characteristics are different. Based
on this fact, this research pays more attention to the generalisation ability of the
model in different households. Since only house 1 and house 2 cover all four kinds
of appliances [12], to test the generalisation ability of the disaggregation model, we
select house 1, 3, 4, 5 as the source of training data with house 2 for testing.

Since most appliances do not work continuously, their working hours are much
shorter than non-working hours. Figure 4 shows the power curves of a kettle and
a washing machine in a random period of time. The figure clearly shows that the
working time of appliances accounts for relatively low ratios, and this phenomenon
is more serious in a longer time span. Table 1 lists the proportion of the number of
random sampling points in the working state to the corresponding total sampling
points, of the four appliances respectively. The working time ratio is less than 5%,
which has severe imbalance.

Fig. 4 Kettle and washing machine power samples within a period of time

Table 1 Activation period ratio of 4 appliances within 3 months

Appliance Kettle (%) Washing machine (%) Microwave (%) Dish washer (%)

Proportion of sampling
points in working state
(3 months)

0.67 4.85 4.83 2.60
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3.2 Training Set Augmentation

For unbalanced data sets, an effective method is to over-sample the minority cate-
gories while under-sampling the majority categories [21]. However, the method of
under-sampling the majority of categories may cause the missing of some poten-
tially important information related to the majority of categories which exists in the
discarded samples [20]. In order to avoid losing important information of most cate-
gories, the idea of over-sampling minority categories is introduced in this research
where the impact of training data sets with different working time ratios on model
performance is thoroughly explored.

The training set is constituted of same-length power value sequences. We refer to
the power value sequence, including entire or partialworking state of target appliance,
as “on-state sequence”, and otherwise “off-state sequence”. And we also refer to the
ratio of the number of on-state sequence in the training set as “on-state sequence
ratio”. With this definition, the extent of balance in training set can be characterised
by on-state sequence ratio. Then, we will conduct experimental investigations on
the influence of on-state sequence ratio on the model performance. The specific
implementation method is to first pre-define three types of data sets (see Table 2),
then the new training sets will be generated based on these definitions. In Table 2,
“Time Series Set” contains a long continuous natural time period of power value
sequences with information on the usages of appliance, which can theoretically help
the model acquire a certain degree of users’ appliance usage habits. “Extraction Set”
contain sequences artificially extracted from the raw power data set, only 50% of
which are on-state sequences of the target appliance. On this basis, “Mixture Set”
concept is proposed to generate the new training sets in our experiments, the specific
groups and parameters (take washing machine as example) of which are exhibited
in Table 3.

Table 2 Datasets names and definition

Name Definition

Time series set A data set formed by dividing the raw time series power data into same-length
sequences and arranging them in temporal sequential order

Extraction set A data set consisting of sequences artificially extracted from the raw power data
set, 50% of which are on-state sequences of the target appliance while the
remaining 50% are off-state ones with no working state part

Mixture set A data set formed by sampling sequences from time series set and extraction set
following certain probabilities
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Table 3 Imbalanced dataset parameters

Group Data set constitution On-state sequence ratio (washing machine
as example) (%)

1 100% Time series set 9.75

2 75% Time series set + 25% extraction set 20.08

3 50% Time series set + 50% extraction set 29.77

4 25% Time series set + 75% extraction set 39.89

5 100% Extraction set 49.72

Table 4 Pre- and post-processing parameters

Unit: watt Kettle Washing machine Microwave Dish washer

Input standard deviation 991.90 1008.37 1012.63 928.60

Target standard deviation 332.02 493.69 159.15 618.67

On-state power threshold 1000.00 5.00 5.00 5.00

Off-state power assignment 0.00 0.00 0.00 0.00

3.3 Pre-processing

The power sequence data input by the model is normalised by Z-score method. and
themean and variance used are derived from the statistics of data set, see Table 4. The
normalisation equations are shown below, where xin is the input power value; xtotal
is the whole-house power value at the same time; x̄ is mean value of whole-house
power; σtotal is the input standard deviation in Table 4; xtarget is the target power value
after pre-processing; xGroundTruth is the real power value of target appliance; σtarget is
the target standard deviation in Table 4.

xin = xtotal − x̄

σtotal
(1)

xtarget = xGroundTruth
σtarget

(2)

3.4 Post-processing of Zero-Assignment

The model has a certain probability of regressing the “off-state” predicted value to
a non-zero value, which is usually expressed as a low-amplitude value near zero,
as shown in Fig. 5. In reality “off state” occupies most proportion for most kinds
of appliances, such mispredictions will lead to an increase in the overall prediction
error and have a great impact on the results. Aiming at this problem, we propose a
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On-state power thresh-old

Fig. 5 Kettle’s ground truth power and model predicted power profiles over a period of time

post-processing method, named Zero-Assignment, specially dealing with “off-state”
predicted power values. Since the predicted “off state” of discontinuous working-
mode appliances by our model generally corresponds to apparently consecutive
close-to-zero power values, which is significantly different from the power level
of predicted “on state” (mostly ranging from tens to several kilowatts), the threshold
method is used to classify the prediction results to either “off state” or “on state.
We use “on-state power threshold” in Table 4 as classification threshold value, then
the part below the threshold denoted as “off-state area” and is set to zero value to
eliminate themis-predicted power consumption in off-state area, reducing the overall
error level.

4 Class-Based Evaluation System

4.1 Evaluation Indicator

The main way to measure the performance of the model is to quantify the degree
of fitting the predicted power waveform by the model to the real waveform. Using
the mean absolute error (MAE) between the ground truth power value and the corre-
sponding predicted value, the calculation formula is as follows, where xt is the target
power value at time t; x̂ is the predicted power at time t; T is the total number of time
steps.

MAE = 1

T

T∑

t=0

∣∣x̂t − xt
∣∣ (3)
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Table 5 Comparison among washing machine models trained by temporal sequential data

Training set Model Test set span (house 2) MAE

Time series set Kelly’s seq2seq Unknown time span 163.468

Zhang’s seq2point Unknown time span 12.663

Zhang’s seq2seq Unknown time span 10.153

Seq2point + dataset augmentation
(this paper)

2013.03.01–2013.03.10 10.6188

Naïve zero predictor 2013.03.01–2013.03.10 11.995

Seq2point + dataset augmentation
(this paper)

2013.03–2013.05 5.2584

Naïve zero predictor 2013.03–2013.05 6.63

The power data is time series data. The larger the MAE between the ground truth
power value of the sampling point and the corresponding predicted power value is,
the larger the gap between the model prediction result and the real result. Therefore,
MAE can effectively measure model performance.

4.2 Drawback of Evaluation Method in Seq2point Research

However, the evaluation method in most NILM research directly using MAE might
not be reasonable enough. Table 5 contains the performance of seven load disaggre-
gation models with different architectures (the target appliance is a washing machine
for example) on Time Series Set of house 2 in UK-DALE data set during different
time spans. The model test data of Kelly and Zhang is quoted from the article [13].
The output of naïve zero predictor is always 0. The other two models are both trained
by us, using the test data sets of the corresponding time spans in Table 5.

Comparing the test results of those active models with the naïve zero predictor,
the model with the method of augmenting data set proposed by us can get the best
performance, but at the same time it is found that the test results of the naïve zero
predictor are even significantly better than the Kelly’s model, so the overall MAE
with the test set of Time Series Set does not indicate the model’s ability to predict
on-state power values of appliances. This phenomenon stems from the unbalanced
working-state distribution of the target appliance in the test data set, and the off state
dominates the distribution.

4.3 Class-Based Evaluation Method

To solve the problem of unbalance in test data set aforementioned in Sec. 4.2,
we proposed a class-based evaluation method, measuring performance for different
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working states respectively. Specifically, we use pre-defined “On-state power thresh-
old” value in Table 4 to classify every sampling point into “on-state” class and
“off-state” class first, then evaluate two classes separately by the evaluation indi-
cator (like MAE). This method implements individual evaluation for each class,
including the working-state power prediction that people pay more attention to,
which contributes tomore objective and reasonable evaluation ofmodel performance
in terms of extensively existing unbalanced distribution in electricity data sets.

For example, Fig. 5 shows a randomly intercepted power sequence containing
the on-state and off-state of a kettle. The working state threshold is 1000 watts. The
sampling points, whose power values are lower than the threshold, are classified as
off-state points, while the ones above the threshold are regarded as on-state points,
thus the sequence is divided into two parts and compared with the model-predicted
values respectively.

5 Experiments and Results Analysis

5.1 Experiment Steps

We implemented the following steps for experiments:

1. Model construction: use deep learning framework Keras to build seq2point
model [13]. The input of model each time is power value sequence with length
of 599 sampling points, and the output is the power value of target appliance
at the time step same as the centre point of input sequence. The specific model
structure is depicted as Fig. 3.

2. Training set generation: take washing machines, kettles, microwaves and dish
washers from house 1, 3, 4, 5 in UK-DALE as the target appliances with 1/6 Hz
sampling rate, and generate experimental training data set groups in Table 3.

3. Data pre-processing: normalise input data by subtractingmean value and getting
divided by standard deviation, and normalise target data by only getting divided
by standard deviation. Related parameters can be referred to in Table 4.

4. ModelTraining: use every groupof training set to train the same sep2pointmodel
separately, with around 1.28×107 input sequences for each group. Adopt mini-
batch method with 64 sequences per batch. Choose MAE as the loss function.
Set the early stop after successive 5× 104 batches of no better MAE.

5. Test set selection: choose house 2 low-frequency time series data in UK-DALE
as test set with 1/6 Hz sampling rate and the time span of six months from Mar
to Jun 2020.

6. Post-processing: employ two methods to process the predicted power values.
First, directly use the predicted values for evaluation. Second, apply Zero-
Assignment introduced in Sect. 3.4 to the predicted values to obtain the
processed results for evaluation.
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7. Model test: use two methods to evaluate the results on the test set with
MAE indicator. First, test the performance on the over-all test set data which
consists of much more off-state power value points and less on-state points.
Second, use class-based evaluation method described in Sect. 4.3 to measure
the performance.

8. Experimental facilities: utilise Sever with CPU of Intel Xeon E5-2620 v4 and
GPU of GeForce GTX TITAN X for model training and testing.

5.2 Results and Analysis

Impact of on-state sequence ratio. The performance of the corresponding models
of four appliances on the test set is shown in Table 6. For the other three types of
appliances except washing machine, the model trained on the 100% Time Series
Set performs significantly worse than the other four models using more balanced
training sets in both the overall evaluations and the class-based evaluations. The four
more balanced training sets (with on-state sequence ratio higher than or equal to
25% in Table 6) make the MAE improved by more than 50%, proving the proper

Table 6 Evaluation results of models trained by datasets with diverse on-state sequence ratio

Training set 100% T 75% T
25% E

50% T
50% E

25% T
75% E

100% E

Kettle On Ratio 16.66% 24.77% 32.98% 41.47% 49.58%

MAE (all) 58.51 7.87 6.35 8.94 8.76

MAE (on) 2919.07 481.58 472.72 607.88 626.39

MAE (off) 33.44 3.72 2.26 3.69 3.35

Washing machine On Ratio 9.75% 20.08% 29.77% 39.89% 49.72%

MAE (all) 5.26 26.30 12.63 14.94 15.28

MAE (on) 574.83 396.82 267.40 282.93 308.37

MAE (off) 1.69 23.97 11.03 13.26 13.44

Microwave On Ratio 20.57% 25.90% 35.02% 41.78% 49.59%

MAE (all) 17.38 7.34 6.99 5.45 5.50

MAE (on) 746.46 359.77 317.57 290.08 338.30

MAE (off) 11.69 4.59 4.58 3.53 1.43

Dish washer On Ratio 5.14% 16.29% 27.47% 38.60% 49.80%

MAE (all) 97.45 24.52 26.77 20.71 16.02

MAE (on) 1300.12 466.06 511.04 273.19 319.57

MAE (off) 65.86 12.92 14.06 14.08 8.05

T—Time series set, E—Extraction set, On Ratio—on-state sequence ratio, MAE (all) stands for
MAE on whole test set, MAE (on) stands for MAE of on-state points (on-state MAE), MAE (off)
stands for MAE of off-state points (off-state MAE)
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balance of data distribution in electrical power training set can significantly improves
the load-disaggregation model performance. For washing machine, the evaluation
performance of the models with four more balanced training sets in the on-state
parts is apparently higher than the that of the model with 100% Time Series Set,
where the MAE is improved by more than 30%.

Performance in the on-state parts is normally ofmore importance than the off-state
parts, thus we pay more attention to and mainly discuss the on-state performance
in this section. For the same appliance, 100% Time Series Set corresponds to the
worst performance of the model, because this group of data sets have the severest
imbalance with the largest proportion of off-state sequences, which makes it difficult
for the model to learn the characteristics of the on-state power behaviour during the
training process. As the proportion of on-state sequences of the training set increases,
the performance of the model improves, but to a certain extent, it shows a downward
trend. Because large proportion of the on-state sequence affects the learning of the
power behaviour of those distracting appliances in the off-state duration of the target
appliance. Also, excessive duplication of theminority-state data in training set would
overfit the model, and then undermine the generalisation ability on the unseen data
set [20].

The best training set composition for different appliances are not always the same.
For example, for kettle and washing machine, the group of 50% Time Series Set
plus 50% Extraction Set contributes the lowest(best) MAE, while the group of 25%
Time Series Set plus 75% Extraction Set works best for microwave and dishwasher.
Figure 6 shows the changing trend of the on-state MAE with the on-state sequence
ratio. For these four kinds of appliances in UK-DALE, the optimal on-state sequence
ratios in training set are locatedbetween30and45%, and exceeding this range leads to
performance degradation to varying degrees. In Fig. 6, theMAE corresponding to the
optimal on-state sequence ratios are all considerably better than that corresponding
to 100% Time Series Set, of which the increase ratios are 83.8% for kettle, 53.48%
for washing machine, 61.14% for microwave and 78.99% for dish washer.
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Fig. 6 On-state MAE versus on-state sequence ratio of training sets
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Results of Zero-Assignment Post-processing. Zero-Assignment post-processing
is essentially setting the low-amplitude power values generated by misprediction
in the off-state duration to zeroes, thus mainly focusing on off-state performance.
Table 7 shows the evaluation results after Zero-Assignment processing, where the
on-state MAE keep comparable to those before processing, but the off-state MAE
decrease significantly than before, which also results in the decrease of MAE on
whole test set. We choose the best group of each kind of appliance, then post-process
their prediction results by Zero-Assignment method and compare the performance
in Fig. 7. The increase ratio in MAE ranges from 11 to 67%, having proved the
effectiveness of Zero-Assignment post-processing method.

In practical applications, due to the high proportion of appliances’ off-state time,
the accumulative amount of false power mis-predicted by the model is considerable,
severely affecting the prediction of target appliances’ long-term electricity consump-
tion which is obtained by accumulating predicted power within the period. With
Zero-Assignment, this problem can be greatly improved.

Table 7 Evaluation results of models trained by datasets with diverse on-state sequence ratio after
“zero-assignment” post-processing

Training set (zero-assignment) 100% T 75% T
25% E

50% T
50% E

25% T
75% E

100% E

Kettle On Ratio 16.66% 24.77% 32.98% 41.47% 49.58%

MAE (all) 26.04 5.12 4.97 6.02 6.30

MAE (on) 2915.65 486.97 479.52 608.36 633.68

MAE (off) 0.35 0.84 0.75 0.67 0.72

Washing machine On Ratio 9.75% 20.08% 29.77% 39.89% 49.72%

MAE (all) 3.64 25.04 11.42 8.21 4.68

MAE (on) 573.21 395.49 265.38 278.11 303.89

MAE (off) 0.07 22.71 9.83 6.52 2.80

Microwave On Ratio 20.57% 25.90% 35.02% 41.78% 49.59%

MAE (all) 5.86 5.07 4.40 4.59 4.57

MAE (on) 758.15 355.09 318.66 289.10 337.37

MAE (off) 0.00 2.35 1.95 2.37 1.97

Dish washer On Ratio 5.14% 16.29% 27.47% 38.60% 49.80%

MAE (all) 97.45 19.13 22.36 17.93 11.78

MAE (on) 1300.12 464.65 509.16 271.47 317.05

MAE (off) 65.86 7.87 9.57 11.27 3.77
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6 Conclusion

In this paper, we described the commonly existing unbalance problem of data sets in
the field of loading disaggregation based on machine learning. Then we proposed a
training set augmentationmethod to improve it. Due to the demand formore scientific
measurement of model performance in load disaggregation, we also proposed a
class-based evaluation system.The experimental results indicated increases of 53.48–
83.81% on the performance of the current popular NILMmodel structure. Moreover,
we proposed a post-processing method named Zero-Assignment to improve the off-
state misprediction.
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Method for Restoring Distribution Rule
of DC Ground Potential Under HVDC
System

Shangmao Hu, Kunquan Li, Gang Liu, Hansheng Cai, Lei Jia,
and Ruifang Li

Abstract The ground potential distribution of the High Voltage Direct Current
(HVDC) transmission system during ground loop operation is a prerequisite for accu-
rately assessing the DC bias levels of AC and DC grid transformers, track circuits,
buried metals, and oil and gas pipelines, and being affected by the ground electrode
current. The size of the ESP near the ground electrode of the DC transmission system
is affected by theDCsystem; one is affected by the size, shape and embeddingmethod
of the ground electrode; the second depends on the spatial distribution of the earth
resistivity. The complex geo-logical environmentmakes the electrical structure of the
earth complex and changeable. Therefore, it is particularly important to establish a
model of the earth resistance that simulates the actual electrical structure of the earth,
model the earth electric field near the DC ground electrode, and find out the factors
that can affect the ESP distribution. In this paper, a mathematical algorithm is used
to derive the mathematical formula of the ground potential of the composite earth
model, and then this analytical formula is applied to the practical engineering prob-
lems of ESP distribution in South China. Through the calculation results of different
models, the simulation model that reflects the ideal of South China is identified.

Keywords HVDC · Transmission system · CDEGS · Geoelectric structure ·
Grounding model · Reduction algorithm · DC bias

1 Introduction

HVDC transmission has the characteristics of long transmission distance, large trans-
mission capacity, and low loss, which can make up for the national situation of the
reverse distribution of China’s energy resources and demand. All the ground loop
operation modes of the HVDC system have current flowing to the ground through
the ground connection. Among them, the single-stage earth return line operation
mode and the same polarity operation mode have the largest ground current, which
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can reach 3 KA [1–3]. The direct current is injected into the ground through the
ground electrode, forming a ground constant current field in the soil, and forming
a potential distribution (ESP, Earth Surface Potential) on the ground surface. The
greater the current, the greater the ESP. Theoretically, the ground with zero potential
is no longer zero under the strong current of the ground electrode. Shaped space area.
The non-zero potential of the ground surface will cause many negative effects, such
as corrosion of metal pipes, DC bias of transformers, human and animal safety, and
radio interference. In order to analyze the severity of the above-mentioned negative
effects, it is necessary to consider various parameters of the earth and accurately
establish a model of the earth electric field in the DC-to-earth proximity area. It is
expected that the ESP distribution is as accurate as possible. This article focuses on
the distribution of the surface potential of the compound earth model, uses the mirror
image method and electromagnetic wave theory to derive the calculation algorithm
and calculation formula of the compound earth model, and applies this formula to
the earth model in southern China. Modeling of the Battery Based ESS.

2 HVDC System and Establishment of Earth Model

2.1 Structure of the System

When the DC transmission line is operated in a single maximum loop, the current
takes the ground as a channel, and a potential will be generated on the surface of the
earth. The operation structure of the DC transmission single maximum loop [4] is
shown in Fig. 1.

Fig. 1 Ground return circuit operation mode of HVDC transmission system
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Fig. 2 Model of the complex multi-layer soil

When DC current flows into the ground and flows from one ground electrode to
another, it will gradually flow from the upper soil to the deep soil. Due to the conti-
nuity of the current, the current actually flows through the soil with different resis-
tivities near the ground electrode [5–7]. Figure 2 is a complex multi-layer soil earth
model, with a current of I at the DC grounding electrode entering the ground. When
considering the large-scale ground potential distribution, the current is regarded as a
point current source, and the current source is not included. Equation, then the field
equation in the area surrounding the point current is a Poisson equation (Fig. 3).

2.2 Earth Resistance Model

The earth is an important part of theHVDC transmission system, because the unipolar
current and bipolar unbalanced or asymmetric current in the system all flow into the
earth [7–13]. Because the resistivity of the earth is affected by many factors, such
as geographic environment and climate environment, many variables need to be
considered when quantifying the resistivity. As shown in Table 1, the earth resistivity
measured by the electromagnetic detection method indicates the depth of each layer
of the earth and the corresponding soil resistivity �·m.

The resistivity shown in Table 1 is divided horizontally against the ground to
obtain the approximate range of the soil resistivity of each layer. It must be combined
with the soil resistivity of the specific study area [13–15]. For example, the vertical
layered resistance of the ocean must be considered in southern China. The Sichuan
and Sichuan regions must consider the resistivity of these multiple vertical layers in
the mountain. The calculation accuracy of the surface potential increases with the
fineness of the spatial resistivity we divide. In addition to the horizontal and vertical
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Fig. 3 HVDC transmission system model

Table 1 Address structure
table

Address layer name Parameters Value

1-Shallow deposit 100 300

2-deep layer 200 10,000

3-bedrock layer 15,000 10,000

4-Mantle to earth 150 ∞
5-Ocean 0.5 ∞

plane divisions mentioned above, there are common slope and cylinder divisions. Of
course, the use of planes to divide the earth resistivity is suitable for a large range of
space. For a small space, the current causes physical or chemical changes in the soil
near the ground electrode, thereby changing the resistivity. This change lawMust be
characterized by functional relationships or other methods.

3 Theoretical Calculation of Uniform Medium ESP

3.1 Ground Current Changes with Depth

The current density J_x in the x direction parallel to the ground surface at any point
M (0, y, z) on the perpendicular bisector of the connection line between the two
ground electrodes. Calculate the current flowing through the ground electrode into
the ground and out of the soil with a depth of h or more:
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Ih
I

= 2

π
arctan

2h

D
(1)

where I is the current injected into the grounding point;D is the straight-line distance
between the two grounding electrodes of the receiving end; θ is the angle between
the connection between pointM and the current entry point and the positive direction
of the x-axis.

According to the calculation formula (1), the curve of the percentage of the current
flowing through the earth in the ground above the depth of h on the center line of the
two grounding electrodes in Fig. 4 as a function of h/D changes. It can be seen that
in the uniform ground, 70% of the ground current flows in the ground with the same
depth as the ground electrode spacing, and 30% of the ground current flows in the
deep ground larger than the ground distance. This indicates that a large amount of
ground current will circulate in the deep earth. In the UHV DC transmission project,
the electrical properties of the earth and its structure are complicated at a distance of
several thousand kilometers. The earth resistivity model near the ground electrode is
established to calculate the ESP distribution accurately, and the deep earth resistivity
should be taken into account whenmodeling. And the survey of deep earth resistivity
should be carried out.

Fig. 4 Percentage of ground current with depth
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3.2 Infinite Uniform Earth Model

The point power in an infinite uniform medium is shown in the Fig. 5.
According to the current continuity theorem, the calculation formula of potential

distribution in the medium φ(x, y, z) is obtained:

�(x, y, z) = ρi

4π
√

(x − xo)2 + (y − yo)2 + (z − zo)2
(2)

where (x0, y0, z0) is the coordinate of the point power supply; (x, y, z) is the
coordinate of any point; ρ is the resistivity of the medium; i is the point power
supply Current. We use python’s three-dimensional drawing module to visualize this
formula. The ESP distribution diagram of Fig. 6 is obtained. (Note: The distance
scale is meters).

Then we will set up a single power supply based on the above high-voltage
transmission model to simulate the ESP distribution of the ground electrode. The
ESP distribution shown in Fig. 7 is obtained.

Comparing the above two figures, we can see that the theoretical calculation and
simulation model results are almost the same, which shows the feasibility of the
theoretical algorithm.

Fig. 5 Wireless uniform medium power supply
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Fig. 6 ESP calculated value of homogeneous medium

Fig. 7 ESP simulation values of homogeneous media
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3.3 Theoretical Calculation of ESP of Compound Soil Model

�H (x, y, z) =
∞∑

j=0

�
j
4 [�(x, y, z + 2 j B + b) + �(x, y, z − 2 j B − b)]

+
∞∑

j=0

�
j
4 [�(x, y, z − 2 j B + b) + �(x, y, z + 2 j B − b)] (3)

According to the above-mentioned geoelectric field equations, boundary condi-
tions, and current continuity, we can derive the analytical formula of the ESP distri-
bution of the composite geological model by using the mirror image method and the
law of wave refraction and reflection. Visualize the formula. The ESP distribution
diagram of Figs. 8, 9 and 10 is obtained. (Note: The distance scale is kilo-meters).

Fig. 8 Two-layer horizontal
layered earth model
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Fig. 9 Three-layer vertical layered earth model ESP distribution

Fig. 10 ESP distribution of the two-layer horizontal layered earth model

3.4 In Conclusion

According to the above simple model to compound model, we can get the following
conclusions:
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(1) The maximum value of the ground potential appears on the surface of the
ground electrode. The ground current of 3000 A can reach 100 to 200 V, and
the size of the potential has no obvious relationship with the selected model,
indicating that the potential of the ground electrode surface is not affected by
the model selection;

(2) The ground potential calculated by all models is sharply reduced from 0 to
20 km, indicating that the location of the ground electrode is preferably 20 km
away from the city or a transformer above 110 kV.

4 Simulation Analysis of DC Ground Potential Under
HVDC System

In the module HIFREQ of the simulation software CDEGS, the HVDC transmission
model shown in Fig. 3 is created, and a geological model of the coastal area in
southern China is constructed based on Table 1. This system is a 220 kV over-
head power transmission system. The three-phase three-circuit lines with vertical
and parallel conductors are arranged at a phase interval of 10 m and a distance of
10 m. The natural sag of the conductor is considered. To construct a high-voltage
transmission tower model, detailed parameter definitions need to be made according
to the transmission lines of the high-voltage transmission system.Through simulation
modeling and analysis, we obtain the surface potential distribution near the ground
electrode. At this time, the simulation shows that the ground potential attenuation on
the observation line is shown in Fig. 11. It can be seen that in the high-voltage DC
transmission system of 220 kV voltage level, ESP attenuates sharply within 500 m
of the ground electrode, and ESP almost drops to zero outside 500 m.

Fig. 11 ESP distribution under high-voltage transmission system
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Fig. 12 ESP distribution of observation lines in 8 directions

In order to compare the attenuation rules of ESP in various directions in detail,
we have drawn 8 observation lines, which are distributed in a Mi-shape, as shown in
Fig. 12.

And get the ESP distribution on each observation line. It can be seen that the ESP
amplitude along the direction of the high-voltage transmission corridor is extremely
low, with a maximum value of 20 V and a sharp decay to zero. The ESP in the
direction of the vertical corridor is the largest, and it can reach nearly 400 V at the
outer boundary of the tower. After that, it attenuates sharply, and it attenuates to less
than 20 V outside the range of 200 m, and to less than 10 V at 300 m. In the direction
of 45° to the transmission corridor, the attenuation law is consistent with the vertical
direction, but the maximum amplitude is less than 300 V.

In summary, we can get the following conclusions: When the 220 kV HVDC is
running normally and normally, the distribution and attenuation of ESP in different
directions are different; the left and right are symmetrically distributed, and the closer
to the transmission line, the weaker the ESP.

5 Conclusion and Outlook

In this paper, the calculation method of the surface potential in the composite earth
model is derived using the composite mirror image method and the reflection and
refraction laws of electromagnetic waves. Comparing the potential curves, the ideal
calculation model to obtain the potential distribution in the coastal area of South
China is a three-layer ocean composite earth model, which not only ensures the
accuracy of the calculation, but also saves the memory of the computer. Combining
the simulation results of the compound earth model with ocean in South China, the
following suggestions and prospects are proposed.
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(1) Transformers or metal pipes located at neutral points in coastal areas should
pay attention to the operation of the ground loop of the HVDC system. Due to
the low impedance of the sea, the city near the ocean has a low potential. The
large potential differencemakes the DC in the area larger, causingmore serious
metal corrosion or DC bias of the transformer and other adverse effects;

(2) Replacing complex summation formulaswith polynomials can greatly simplify
the calculation of the ideal model surface potential. After finding the ideal
model, you can find the potential difference between any two points by fitting
the function. This potential difference can be used to determine whether the
step voltage and contact voltage are within the safety value range, and assist
the location of the HVDC ground electrode.

Acknowledgements This work was supported by project (ZBKJXM20180644) of Electric Power
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Research on Speed Control Method
of Twelve-phase Permanent Magnet
Synchronous Motor

Mingqing Yao, Hongwei Ma, and Jingpan Ren

Abstract The mathematical model of multi-phase permanent magnet synchronous
motor (PMSM) can be summed up as a single winding and multi winding models in
MT coordinate system. This paper studies the speed regulation method of 12-phase
PMSM, and two speed control strategies ofmulti-phase vector andmulti-phasemulti-
vector are realized. According to the vector control mode of “id= 0”, the air gap flux
observer speed regulating system is constructed, and the multi-phase vector control
strategy of air gap flux-oriented control 12 phase PMSM is realized. In addition,
the multi-phase multi-vector control strategy of two modulation methods of “space
vector pulse width modulation (SVPWM)” and “capacitor voltage balanced diode
clamped type (NPC) three-level inverter” are adopted to motor speed regulation. On
this basis, the operation of themotor under phase failure is analyzed and verified. The
simulation results show that the system has good control and operation performance
based on the above two control strategies. At the same time, the proposed control
strategies can be extended to the model of “n” phase PMSM with the same mode.

Keywords Twelve-phase PMSM · Multiphase vector control · Multi-phase
Multi-vector control · SVPWM · NPC three-level inverter hybrid

1 Introduction

Multi-polemulti-phasemotors have the characteristics of large capacity, large torque,
high power, wide range speed regulation, small size, light weight, safe and reliable
structure. It is mostly used in ship electric propulsion due to its high torque density,
small pulsation and strong fault-tolerant, it has attracted many scholars research
interest of multi-phase motors [1]. This paper takes 12-phase PMSM as an example,
explores the mathematical model and equivalent analysis of multi-phase PMSM [2].
Literature [3] and Literature [4] obtained the mathematical model of the 12-phase
synchronous motor in a, b, c coordinate system, d, q coordinate system and MT
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coordinate system of the air-gap flux orientation through in-depth analysis of the
twelve-phase synchronous motor. On this basis, through the simulation modeling
of 12-phase PMSM, the multi-phase vector and multi-phase multi-vector control
method is designed and implemented.

2 Theoretical Analysis

The 12-phase PMSM studied in this paper is composed of four sets of three-phase
windings whose neutral points are independent of each other with an electrical angle
of 15°. The mutual positions of the four sets of windings are shown in Fig. 1 below.
And make the following assumptions: the four sets of windings of Y1, Y2, Y3, and
Y4 are symmetrically distributed in space, which are sequentially 15° apart from
each other, and the air gap magnetic field is sinusoidal in space. The saturation,
hysteresis, eddy current and skin effect of conductor are not considered. The influence
of temperature on motor parameters is ignored. The inner surface of the stator is
smooth, ignoring the effect of cogging, that is, the influence of the tooth slot and the
ventilation slot is not considered.

2.1 Mathematical Model of Symmetrical 12-Phase (4Y Shift
15°) PMSM

According to the principle of power invariance [5, 6], the transformation matrix from
the 12-phase stationary coordinate system to the d, q rotating coordinate system is
obtained as follows:

C12
dq =

√
2

12

[
cos θ cos

(
θ − 2π

12

) · · · cos[θ − 11 ∗ 2π
12

]
− sin θ − sin

(
θ − 2π

12

) · · · − sin
[
θ − 11 ∗ 2π

12

]
]

(1)

Fig. 1 Relative position of
each phase winding of
12-phase PMSM
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Fig. 2 PMSM motor
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The corresponding inverse transformation matrix is as follows:

Cdq
12 =

√
2

12

⎡
⎢⎢⎢⎣

cos θ

cos
(
θ − 2π

12

)
...

cos
[
θ − 11 ∗ 2π

12

]

− sin θ

− sin
(
θ − 2π

12

)
...

− sin
[
θ − 11 ∗ 2π

12

]

⎤
⎥⎥⎥⎦ (2)

Figure 2 is the corresponding phasor diagram in the MT coordinate system. The
rotation transformation matrix from the d, q rotating coordinate system to the MT
coordinate system is shown as follows:

2.2 The Mathematical Model in D, Q and M, T Coordinates

After the above analysis, the 12-phase winding can be regarded as four Y-connected
three-phase symmetric windings with the same stator and rotor. The transformation
matrix is as follows:

Cabc
dq = 2

3

⎡
⎣ cos[θ − (i − 1) · 15◦]

cos[θ − 120◦ − (i − 1) · 15◦]
cos[θ + 120◦ − (i − 1) · 15◦]

− sin[θ − (i − 1) · 15◦]
− sin[θ − 120◦ − (i − 1) · 15◦]
− sin[θ + 120◦ − (i − 1) · 15◦]

⎤
⎦

T

i = 1, 2, 3, 4 (3)

From the analysis of the model, the torque equation of the motor can be obtained
as follows:

Td = 1

4
ψδ

4∑
i=1

iT i (4)
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Fig. 3 12-phase PMSM multi-phase vector control block diagram

∑4
i=1 iT i is the sum of the torque components of the four Y-connected windings.

3 Control Strategy of 12-phase PMSM

3.1 Multi-phase Vector Control Method

If the air-gap flux linkage remains constant, the torque is proportional to the torque
component of the stator current. The speed of the 12-phase permanent magnet
synchronous motor can be controlled by the torque component of the stator current.
In this case, the flux-oriented control principle of the 12-phase PMSM, that is, the
multi-phase stator current variable is decomposed into a magnetization component
and a torque component through vector transformation, and these two variables can
be controlled independently. The control strategy of the 12-phase permanent magnet
synchronous motor explained above is the control block diagram shown in Fig. 3.

3.2 Multi-phase Multi-vector Control Method

If the torque component and magnetization component of the four three-phase wind-
ings have the same magnitude, the composition of the motor torque will reach the
maximum, and the control efficiency will also reach the optimal state. The corre-
sponding vector control block diagram is shown in the Fig. 4. Figure 5 is the control
method of NPC three-level inverter [7, 8] with capacitor voltage balance.
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Fig. 4 12-phase permanentmagnet synchronousmotormulti-phasemulti-vector (SVPWM)control
block diagram

Fig. 5 Multi-phase multi-vector control block diagram of NPC three-level inverter with capacitor
voltage balance
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4 Simulation Example Verification

In order to verify the correctness and feasibility of the above theoretical analysis, this
article takes a built-in twelve-phase PMSM as an example. The detailed parameters
are as follows: Ld = 8.065e-5H, Lq = 11.35e-5H, R = 5.11 m�, Ψδ = 69.32 mWb,
p = 2, Ud = 311 V and Simulation time t = 0.2 s.

4.1 Analysis of Operating Conditions Under Different
Control Strategies

Figure 6 is the use of a multi-phase vector control strategy to adjust the speed of 12-
phase PMSM. When the speed command is 0.1 s, it changes from 200 to 500 rpm. It
can be seen from the speed diagram of the motor that the motor can reach the given
speed in a short time with small overshoot.

a Motor speed                 b Electromagnetic torque of motor

c Motor stator current            d Stator current of each winding

Fig. 6 Multiphase vector control 12-phase PMSM
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a Motor speed (SVPWM)    b Motor speed
(NPC three-level inverter)

Fig. 7 Multi-phase multi-vector control 12-phase PMSM

Figure 7 are two different modulationmethods under themulti-phasemulti-vector
control strategy. Compared with the multi-phase vector control strategy, the adjust-
ment of this method is simpler and faster. This also reflects the feasibility of two
speed regulation from the side.

4.2 Analysis of Motor Phase Loss Operation Under Different
Control Strategies

For “Y1, Y2, Y3, Y4” four sets of symmetrical Y-connected three-phase windings,
there are four operating modes when they are put into the cut-out operation. The
change of stator winding structure is shown in Fig. 8.

As is shown in Figs. 9 and 10, using the current limit criterionmethod [9, 10],when
the motor is open in a certain phase winding, the speed of the motor can always reach
the given speed stablywithout largefluctuation. This is because the loadparameters of
the multi-phase power supply and the polyphase circuit are balanced and symmetric.
When one or more port units are damaged, it can still maintain most of the rated
values under balanced excitation.

5 Conclusion

In this paper, by analyzing the structure characteristics of 12-phase PMSM, the
control strategy of multi-phase vector and multi-phase vector is designed and real-
ized. The simulation results show that the system has good control and operation
performance under these two control strategies. In addition, on the basis of these two
control strategies, the phase loss of 12-phase PMSM is analyzed. Through simula-
tion, it is found that under these two control strategies, the system can still be reliable



368 M. Yao et al.

1a
2a

3a
4a

d

w

1b
2b

3b

4b

q
w

1c
2c 3c 4c

2a
3a

4a
2b

3b

4b

2c 3c 4c

3a
4a3b

4b

3c 4c

4a

4b

4c

Fig. 8 12-phase PMSM symmetrical phase loss operation stator winding structure changes

a Motor speed                         b Electromagnetic torque of motor

Fig. 9 Open circuit of one phase of the motor under Multi-phase vector control strategy

a Motor speed (SVPWM)           b Motor speed (NPC three-level inverter)

Fig. 10 Open circuit of one phase of the motor under Multi-phase Multi-vector control
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operation when one phase of the motor is out of phase, which provides a theoretical
basis and simulation platform for further analysis of the operation characteristics of
the system.
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HTS Conductor for Superconducting
Fault Current Limiting Transformer

Kang Qiangqiang, Wang Yinshun, Ma Siming, Wang Yueyin, Wei Defu,
and Tie Guo

Abstract With the increasing power grid capacity and voltage level, the fault current
of the system is getting higher, which will have a great impact on the economy
of the region and the safety of the power system. In order to solve this problem,
the researchers have developed a variety of superconducting fault current limiting
devices based on the characteristics of the second-generation (2G) high-temperature
superconducting (HTS) tapes with high resistivity after quenching. Among them, the
superconducting fault current limiting transformer (SFCLT) has the dual functions
of a transformer and a fault current limiter. In this paper, an HTS conductor for
superconducting current limiting transformer is proposed. Based on the short circuit
fault current of the secondary winding of 120 kVA HTS transformer, the specific
structural parameters of the conductor are given. On the basis of the parameters,
combined with the numerical analysis of conductor’s circuit and thermal equations,
the critical current and current limiting characteristics of the conductor are obtained
bymodeling and simulation. The simulation results show that the conductor can limit
the fault current well, and it is a scheme for the superconducting current limiting
transformer winding.

K. Qiangqiang (B) · W. Yinshun · M. Siming · W. Yueyin
State Key Laboratory of Alternate Electrical Power System with Renewable Energy Sources,
North China Electric Power University, Beijing 102206, China
e-mail: 15176260171@163.com

W. Yinshun
e-mail: yswang@ncepu.edu.cn

M. Siming
e-mail: 15931132503@qq.com

W. Yueyin
e-mail: wangyueyin1@163.com

W. Defu · T. Guo
Electric Power Research Institute of State Grid Liaoning Electric Co Ltd, Shenyang 110006,
Liaoning, China
e-mail: Wdf_dky@163.com

T. Guo
e-mail: guotie9999@163.com

© Beijing Oriental Sun Cult. Comm. CO Ltd 2021
W. Chen et al. (eds.), The Proceedings of the 9th Frontier Academic Forum of Electrical
Engineering, Lecture Notes in Electrical Engineering 743,
https://doi.org/10.1007/978-981-33-6609-1_33

371

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6609-1_33&domain=pdf
mailto:15176260171@163.com
mailto:yswang@ncepu.edu.cn
mailto:15931132503@qq.com
mailto:wangyueyin1@163.com
mailto:Wdf_dky@163.com
mailto:guotie9999@163.com
https://doi.org/10.1007/978-981-33-6609-1_33


372 K. Qiangqiang et al.

Keywords Characteristic of the fault current limiting · HTS conductor ·
Superconducting fault current limiting transformer (SFCLT)

1 Introduction

With the rapid growth of population and economy, the ever-increasing grid capacity
and voltage level will generate large fault currents that exceed the capacity of the
circuit breaker,which in turnwill have a great impact on the economyand the safety of
the power system in the region. Therefore, the development of power equipment with
fault current limiting function is very necessary to improve the safety and reliability
of the power system.

Because the second-generation (2G) high-temperature superconducting (HTS)
tapes have high resistivity after quenching, the researchers proposed and produced
some superconducting power devices with the function of limiting fault current.
American Super Power Company produced and tested the resistive superconducting
fault current limiter based on YBCO 2G HTS tapes in 2009 [1]. The U.S. Depart-
ment of Homeland Security, American Superconducting Corporation and Consol-
idated Edison jointly funded the demonstration projects of HTS cables with fault
current limiting function [2]. In 2014, the New Energy and Industrial Technology
Development Organization (NEDO) of Japan and the Institute of Superconducting
Science and Systems, Kyushu University, Fukuoka, Japan, designed and assembled
a three-phase 66 kV/6.9 kV, 20MVA capacity fault current limiting HTS transformer
[3]. In the above equipment, the HTS fault current limiting transformer not only has
the function of a transformer, but also has the function of a fault current limiter. In
normal operation, the superconducting fault current limiting transformer (SFCLT)
works in a superconducting state, with large capacity, low loss and high efficiency.
When the fault current exceeds the critical current of the HTS conductor, the overall
resistance of the transformer rapidly becomes larger to limit the fault current [4].

At present, researches on SFCLT is only limited to the principle prototype [5, 6].
Based on 2GHTS tapes, a variety of superconducting conductor structures have been
proposed internationally, such as CORC (Conductor On Round Core) conductors,
TSTC (Twisted Stacked-Tapes Cable) conductors and quasi-isotropic conductors.
CORC conductor has the advantages of good flexibility, high mechanical strength,
high current density, large capacity and lowAC losses. In 2017, Advanced Conductor
Technologies LLC designed commercial CORC conductors with diameters of 7 mm
and 3 mm [7]. In 2019, with the support of the U.S. Navy, the company designed,
fabricated and tested a fault current limitingCORCconductorwith a critical current of
1.1 kA. [8]. CORC is suitable for superconducting fault current limiting transformer
windings due to its compact structure and flexibility.

This paper proposes a new type of CORC-like conductor for SFCLT winding.
Since stainless steel has a higher resistivity than copper at 77 K,we choose the
stainless steel former and stainless steel reinforced REBCO superconducting tapes.
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In this paper, the winding for SFCLT is designed, and its fault current limiting
characteristics are numerically analysed by the circuit and thermal equation.

2 Design Method of Conductor Structure

The basic structure of the conductor is shown in Fig. 1. The superconducting tape is
helicallywoundon a circular section formerwith a certain pitch. The superconducting
layer can be one or more layers according to the winding requirements. In order to
balance the electric field between adjacent superconducting layers, a semiconducting
carbon paper layer is placed between adjacent superconducting layers.

Because the resistivity of stainless steel is two orders of magnitude higher than
copper at 77 K, the current limiting effect of stainless steel is better. We use twisted
strands of stainless steel wire as the former. For superconducting tapes, we used
stainless steel reinforced 2G HTS tapes.

2.1 Former

The former is located in the innermost layer of the conductor and plays the role
of supporting the entire conductor. For conventional CORC conductors, the former
uses round cross-section copper stranded wire. When the fault current exceeds the
conductor’s critical current, the former can play a role in shunting [9], using its own
current capacity to shunt the fault current and protect the CORC conductor. Because
the resistivity of stainless steel at 77 K is two orders of magnitude higher than that
of copper, using stainless steel round cross-section stranded wire as the former can
achieve better current limiting and protection effects. Since the superconducting wire
substrate is stainless steel (Hastelloy), it has approximately the same resistivity as the

Fig. 1 Schematic geometrical configuration of the HTS conductor
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stainless-steel former. The fault current will evenly flow through the stainless steel
former and the superconducting tapes. The heating and the temperature is uniform,
so that local overheating and damage to the conductor will not generated. In order
to avoid the excessive temperature caused by the heating of the former, the selection
of the cross-section of the former must be reasonably designed.

Generally, a short circuit fault occurs in the system, and the circuit breaker or
switch will start in a short time (usually on the order of seconds). In such a short
time, the short-circuit current flows through the conductor, and the heat is too late to
spread. As a conservative design, adiabatic approximation can be used [10],

�tF∫

0

ρ(T )

A2
I 2F dt =

TP∫

Top

γC(T )dT (1)

where A is the stainless steel former section, γ is the density of stainless steel, C is
the specific heat capacity of the stainless steel frame, T is the former’s temperature, ρ
is the resistance of the stainless steel, ΔtF is the breaking time of the circuit breaker,
IF is the fault current, T op is the temperature during normal operation, and T p is the
highest temperature that the conductor can withstand. Since the cross-section of the
superconducting wire is much smaller than that of the former, it is ignored during
the fault and all the fault current flows through the former. Solving formula (1), the
cross-sectional area of the stainless-steel former can be determined.

2.2 Superconducting Layers

The number of tapes in the conductor layer is determined by the rated current of the
transformer winding. The number of conductor layers n should be an even number
as much as possible.

Suppose the critical current of a single superconducting tape is Ic, and IN is the
rated current of the winding, then the total number of tapes N0 is

N0 =
√
2IN
Ic

(1 + β) (2)

where β is the safety margin, which can be determined according to different needs.
According to formula (1), the cross-sectional area A of the former and its radius

rf is obtained. Assuming the thickness of the superconducting tape is d and the
thickness of the semiconductor carbon paper layer is h,

ri = rf + h · i + d · i
2

(3)
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Fig. 2 Schematic view of
i-th layer in conductor

(a) Schematic cross section

(b) Side view expanded view

where i is 1, 2, 3 …, n, ri is the center radius of the i-th conductor layer, as shown in
Fig. 2.

The superconducting tape is spirally wound on the stainless-steel former with a
certain length pitch, and the relationship between the pitch and the winding angle is
shown in Fig. 2 [11],

Pi = 2πri
tan θi

(4)

where Pi is the length pitch of the i-th conductor layer strip, and θ i is the winding
angle of the i-th conductor layer tapes.

According to the literature [11] and Fig. 2, the relationship between the number
of superconducting tapesN i in each layer, the gap gi between adjacent tapes, the tape
width ω and the center radius rii of the conductor layer is as follows,

rii · tan( π

Ni
) = 1

2 cos(θi)

(
gi

cos( π
Ni

)
+ ω

)
(5)
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Fig. 3 Equivalent circuit
model of HTS conductor

Taking into account the mechanical properties of the superconducting tape at low
temperatures, gi also needs to meet the following conditions [12],

gi ≥ εt

Ni
2πri

(
1 + P2

i

(2πri)2

)
(6)

where εt is the free thermal shrinkage rate of the superconducting tape.
The simplified circuit model of the conductor is shown in Fig. 3 [13], where

Ri represents the contact resistance of each layer of the superconducting layer, Li

represents the self-inductance of each layer of the superconducting layer and M ij (j
= 1, 2, …, n) represents the mutual inductance between the i-th and j-th layers of
the superconducting layer. According to this circuit model,

jw

⎡
⎢⎢⎢⎣

L1 M12 · · · M1n

M21 L2 · · · M2n
...

...
. . .

...

Mn1 Mn2 · · · Ln

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

I1
I2
...

In

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

V1

V2
...

Vn

⎤
⎥⎥⎥⎦ (7)

where ω is the angular frequency, I i is the current of the i-th layer of the conductor
layer and V i is the voltage of the i-th layer of the conductor layer. Since the joint
resistance of each layer is much smaller than the number of inductive reactance of
each layer, it is ignored in formula (7) [14, 15]. According to formula (7), it can
be seen that the current distribution of the conductor is mainly determined by the
inductance and mutual inductance of each layer. The calculation formulas for the
inductance and mutual inductance of each layer of the conductor are as follows [16],

L i = μ0πr2i
P2
i

+ μ0 ln(D/ri)

2π
(8)

Mij = αiαj
μ0πr2i
PiPj

+ μ0 ln(D/rj)

2π
(9)
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where D is the radius of the loop where the magnetic field outside the conductor
section is approximately equal to zero, and αi and αj are constants with values +1 or
−1, depending on the winding direction of the superconducting tapes of each layer.

Since the conductor is a multilayer structure, the current distribution of each
layer will be nonuniform. The outer layer’s current is obviously greater than the
inner layer’s, which will weaken the current carrying capacity of the conductor and
increase the AC losses [17]. In order to make the current distribution of each layer
uniform and reduce the AC losses, it is made uniform by adjusting the winding pitch
of each layer and the winding direction of each layer. This is the principle of current
sharing [18–20]. According to current sharing conditions,

I1 = I2 = · · · = In (10)

V1 = V2 = · · · = Vn (11)

In order to maintain the overall tightness of the conductor and prevent the current-
carrying capacity from degrading due to the stress caused by the cold shrinkage of
the conductor from room temperature to low temperature, the winding angle θ of the
superconducting tape should also meet the following condition (r < R) [21],

sin−1

(√
εt − εs − εp

εr − εp

)
≤ θ ≤ sin−1

(√
ri
Rc

)
(12)

where εs, εp, and εr are the critical tensile strain force, the pitch change rate and the
radial heat shrinkage rate of the former, respectively, and Rc is the critical radius of
the superconducting tape.

Solving Eqs. (7)–(12), the length pitch of each layer of the superconducting layer
can be obtained.

2.3 Analysis of the Magnetic Field

After determining the various parameters of the conductor superconducting layer,
the magnetic field of the conductor can be analysed. As shown in Fig. 4, the magnetic
field generated by the superconducting layer can be divided into the circumferential
magnetic field Biθ, distributed along the outer surface of each layer, and the axial
magnetic field BiZ, distributed along the axial direction of each layer. The calculation
formula is [22]

BiZ = μ0

(
n∑

k=i+1

αk
Ik
Pk

+αi Ii
2Pi

)
(13)
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Fig. 4 Schematic view of
magnetic field in i-th layer of
conductor

Biθ = μ0

(
1

2πri

i−1∑
k=1

αk Ik+1

2

Ii
2πrio

αi

)
(14)

Bi =
√
B2
iθ + B2

iZ (15)

where rio represents the outer radius of the i-th layer of the superconducting layer.

3 Results of Conductor Design

3.1 Conductor Parameters

In order to explain the conductor design method in more detail, the corresponding
SFCLT parameters are given here. The rated capacity of the transformer is 125 kVA,
the rated voltage is 6 kV/400V, and the rated current is 20.8A/312.5A.The conductor
can be used as the secondarywinding of the transformer. The stainless steel reinforced
REBCO superconducting tape, produced by Shanghai Creative Superconducting
Company, is selected. The main parameters of the superconducting tape are shown
in Table 1. The outermost layer of the conductor is an insulating layer, and polyimide
or PPLP can be selected.

Table 1 Main parameters of
stainless steel reinforced
REBCO tapes

Parameters Value

Width/mm 3

Thickness/mm 0.2

Critical current under self-field Ic0/A (@77 K) 28.5

Critical tensile stress/Mpa 400

Critical bending radius/mm 20

Critical tensile strain/% 0.3

Room temperature resistivity/(�·mm2/m) 0.847
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Table 2 Parameters of HTS
conductor

Parameters Value

Former radius rf/mm 3

Number of superconducting layers
n

4

Center radius of each
superconducting layer/mm

3.2, 3.5, 3.8, 4.1

Winding direction of each
superconducting layer α

1, 1, −1, −1

Pitch of each superconducting
layer P/mm

55, 208, 65, 30

Winding angle of each
superconducting layer θ /(°)

20.4, 6.1, 20.3, 41.5

Number of tapes per layer of
superconducting layer/piece

4, 4, 4, 4

Room temperature resistance per
kilometer/�

21.3

when calculating the cross-sectional area of the former, considering that the
breaking time of the existing distribution network circuit breaker ranges from 20
to 200 ms, ΔtF is 100 ms. IF is the fault current of 3125 A, which is 10 times the
rated current. T op is 77 K. T p is the melting point temperature of solder, 433 K
(160 °C). According to the formula (1), the cross-sectional diameter of the former is
23.6 mm2. Due to the small radius of the conductor, the winding angle of the super-
conducting layer will slightly exceed the required range of formula (12) when the
current sharing condition is met. Therefore, starting from the purpose of achieving
a better current sharing effect and reducing AC losses, the values of rf and θ can be
selected appropriately. The conductor parameters are shown in Table 2.

3.2 Critical Current

In this part, a three-dimensional finite element model of the conductor is established,
as shown in Fig. 5.

In order to simplify the calculation, only the stainless steel reinforced REBCO
superconducting tapes are considered in the model [23]. The critical current of the
2G HTS tape is generally described by the following formula:

Ic(B) = Ic0

(
1 + 1

B0

√
λ−2B2

‖ + B2
⊥

)−τ

(16)

where B‖ and B⊥ are the parallel and perpendicular components of the magnetic
field on the surface of the superconducting tape, respectively. B0 is 20 mT, and λ
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Fig. 5 FE model of the HTS
conductor

and τ are adjustable parameters. By applying a transport current to the conductor,
the magnetic field distribution of can be calculated. According to the magnetic field
distribution of the conductor, the critical current at this time can be calculated. When
the applied transport current is equal to the calculated critical current, the critical
current at this time is defined as the critical current under the conductor’s self-field.
Figure 6 shows the distribution of the magnetic field and the normalized current
density of the conductor when the transport current is 700 A.

(a) Distribution of magnetic field

(b) Normalized current density distribution

Fig. 6 Magnetic field distribution and critical current density’s distribution of the conductor
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4 Simulation and Result Analysis

4.1 Simulation

The conductor designed in this article is oriented to SFCLT, so its current limiting
characteristic is a very important indicator. We assume that J and Jc are the current
density and the critical current density of the superconducting tape, respectively. In
order to simplify the calculation, suppose the resistivity of the superconducting tape in
the superconducting state is 0. When 3Jc ≤ |J|, the resistivity of the superconducting
tape at this time is the resistivity of the stainless-steel reinforcement layer. Combined
with the E-J characteristics of superconducting tapes [24, 25],

ρsc =

⎧⎪⎨
⎪⎩
0 |J | < Jc
E0
|Jc|

(
|J |
Jc

− 1
)n

Jc ≤ |J | < 3Jc

ρss 3Jc ≤ |J |
(17)

where ρsc is the resistivity of the superconducting tapes, ρss is the resistivity of the
stainless steel, E0 is the calculated reference voltage, and n is the value of n in the
quench change of the superconducting tape.

In order to obtain the current limiting characteristics of the conductor,we introduce
it into a simple power system. Its simplified circuit diagram is shown in Fig. 7.

We assume that the superconducting conductor has longitudinal uniformity, from
which we can obtain the circuit equation and heat equation of the system [26],

V = (Lsc · l)dI
dt

+ (RL1 + RL2 + Rsc · l)I (18)

C0(T )
dT

dt
= (Rsc · l)I 2 − QLN (19)

where V is the system voltage, l is the length of the conductor, RL1 and RL2 are the
resistance of the loads, C0 is the heat capacity of the conductor, and QLN is the heat
exchanged by the outermost part of the conductor with liquid nitrogen. As shown in

Fig. 7 Simulation circuit
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Fig. 7, we control the load RL2 to connect and disconnect from the circuit by opening
and closing the fault switch, and simulate the short-circuit fault of the power system.
Then we obtain the current limiting characteristics of the conductor.

4.2 Result Analysis

According to the requirements of the corresponding transformer, the system voltage
is set to 400 V. The prospective fault current Ipro is set to 10 times the winding rated
current IN, which is 3125 A. The breaking time of the circuit breaker is selected as
100 ms. The short-circuit current fault is cleared within 5 power frequency cycles
after occurrence. The length l of the conductor can be determined according to
different current-limiting requirements and the specifications of the transformer,
here is 20 m. According to the aforementioned circuit and thermal equation model,
the current through the conductor, the temperature and resistance of the conductor
can be obtained when a short-circuit fault occurs. Figure 8 shows the changes in
the current waveform, the temperature and the resistance of the conductor during a
short-circuit fault.

It can be seen from Fig. 8a that the effective value I lim of the current flowing
through the conductor is limited to about 1000 A during the first cycle of the short-
circuit fault, which is about 30% of the expected fault current Ipro. This shows that
the conductor effectively reduces the short-circuit current. Secondly, we can also get
that the overall current changes little during the fault. From Fig. 8b, it can be seen
that the temperature of the conductor has not change much, about 10 K. The value
of the resistance is very small and the change trend is similar to the temperature
change trend. Its change during the fault is not obvious, which corresponds to the
inconspicuous current change shown in Fig. 8a.

5 Conclusion

A new type of CORC-like conductor for HTS fault current limiting transformers
is proposed. The conductor is made of stainless steel former and stainless steel
reinforcedREBCOsuperconducting tapes. The conductor structurewith fault current
limiting function is conceptually designed. Based on the short-circuit fault current of
the secondary winding of a 120 kVAHTS transformer, the specific parameters of the
conductor are given, and the relevant modeling and simulation of the conductor are
carried out. By simulating the short-circuit fault, the current-limiting characteristics
of the conductor are obtained. The simulation results show that the conductor has
a good effect of limiting the short-circuit current, and it is a design scheme for the
SFCLT winding.
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(a) Current waveform

(b) Temperature and resistance

Fig. 8 Current limitation characteristics
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Assisted Diagnosis of Real-Virtual Twin
Space for Data Insufficiency

Jiajun Duan, Yigang He, and Xiaoxin Wu

Abstract This paper proposes a virtual-real twin spatial fusion theory to deal with
the problem of insufficient data for intelligent diagnosis of power equipment. First,
build a transformer winding fault experiment platform, and use Frequency Response
Analysis (FRA) to obtain the measured sample set that contains different fault loca-
tions, fault types and severity of the transformer to form an accurate physical space.
Then, use COMSOL and matlab to build a transformer digital space model, corre-
spondingly set the fault, obtain the simulation sample set, and form a fuzzy mirror
space. Then, the sample data in the two spaces is pre-processed by feature extrac-
tion and fused with each other to obtain the virtual and real twin spaces. The fused
samples are used as auxiliary training samples of intelligent fault diagnosis network.
Finally, based on the proposed method, a variety of intelligent diagnostic networks
are applied to diagnose the measured dataset, verifying that the proposed method
can effectively improve the diagnosis and positioning effects of small sample data.

Keywords Real-Virtual twin space · Transformer · Fault diagnosis · Frequency
response analysis (FRA) · Long-Short-Term memory network (LSTM) ·
Convolutional neural networks (CNN)

1 Introduction

Researchers have studied a variety of adaptive, high-accuracy intelligent fault diag-
nosis methods [1, 2]. The current intelligent fault diagnosis capabilities for power
equipment are still weak. Most researches are looking for more effective feature
extraction and fault diagnosis methods [3, 4] to improve diagnostic capabilities.
Literature [5] pointed out that the most critical problem affecting the effectiveness
of intelligent diagnosis methods is the insufficient size of training data, especially
for power equipment. The lack of fault samples of power equipment severely limits
the in-depth study of its intelligent diagnosis methods [6]. However, it is difficult to
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achieve large-scale implementation of destructive tests for modern power equipment
such as transformers to obtain fault samples required for diagnosis, whether from
the perspective of economy or safety [5].

Aiming at the problem of fault diagnosis in the case of insufficient samples, the
general approach is to expand the amount of training data through data enhance-
ment [7]; some researchers try to reduce the number of training samples required
for equipment fault diagnosis through transfer learning (TL) [8]; Other researchers
have constructed simulation models of the equipment based on the parameters of the
equipment to be diagnosed. For example, the winding structure of a power trans-
former is converted into circuit elements to obtain the frequency sweep response
(FRA) trace of the device [9]. Then research on fault diagnosis based on the simu-
lation model [10]. The diagnosis effect can be improved by continuously increasing
the accuracy of the model; or the use of simulation and programs to establish a digital
twin model of the equipment, so as to predict the fault state according to the input
monitoring data [11]. Therefore, how to build a bridge between the digital space
model and the actual equipment to effectively couple the two, so as to facilitate the
use of the fault samples of the digital space model to assist the diagnosis of the actual
equipment, is a direction worth exploring.

Transformers are one of the most critical power equipment. And the fault of the
transformer is mainly manifested as a winding fault [12], and its safe and reliable
operation is essential. In general, the current fault diagnosis research of transformer
windings has the following problems:

(1) The use of measured data for fault diagnosis research is limited by the shortage
of data, there are fewer diagnosis categories, and the diversity of fault severity
is not fully considered. There are fewer studies on winding fault location, and
the diagnosis methods are not intelligent enough, usually parameter analysis
[13];

(2) The use of simulation models to study fault diagnosis methods basically does
not consider measured data, so the effect of the final diagnosis model is not
yet It can be seen that there is a lack of strong generalization ability in actual
diagnosis [14];

(3) The lack of fault samples in the field of power equipment diagnosis is a
common phenomenon, but there are few in-depth studies on how to deal with
the diagnosis of small samples. No research has considered effective coupling
of measured data and simulation data of power equipment to assist actual
diagnosis.

Therefore, this article considers that power equipment generally has relatively
mature simulation methods, and proposed a real-virtual twin space, which couples
simulation data and measured data to complement each other, so as to give full play
to each other’s advantages, reasonably expand the data set, and further improve The
intelligence and generalization capabilities of the diagnostic model provide a new
idea for future researches on small-sample equipment diagnostics.
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2 Analytical Model

This paper proposes a virtual-real twin space for solving the lack of data in fault
diagnosis scenarios, effectively coupling simulation data and measured data, and
applying it to transformer FRA intelligent fault diagnosis. The schematic diagram is
shown in Fig. 1. Obtain the experimental data set and the simulation data set. The data
sets of all their labels respectively constitute the precise entity space and the fuzzy
mirror space. For brevity, they are denoted as R-Space and V-Space. Then space
fusion is performed to form a virtual-real twin space (abbreviated as RV-Space) to
aid diagnosis.

2.1 R/V Space Integration

Assuming that the transformer status label corresponding to the data is Hγ (γ = 1, 2,
3,…), where γ represents the label number. The samples with label γ in R-Space are
recorded as SRγ = {SRγ 1; SRγ 2; SRγ 3; …}, which is called a subset of R-Space, it
contains a total ofNRγ samples. Similarly, the subset labeled γ in V-Space is denoted
as SVγ = {SV γ 1; SV γ 2; SV γ 3; …}, which contains a total of NV γ samples.

Next, feature fusion of V-space and R-space is required. For samples corre-
sponding to the same label γ in the two spaces, generally, part or all of the SRγ

subspace and the SV γ subspace are extracted and fused. Use �(λ)(A) to represent the
matrix composed of λ samples drawn from space A (A = SRγ or SVγ ), and each
sample is regarded as a column, then:

Fig. 1 Schematic diagram of the diagnosis process through the real-virtual digital twin space
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�
(λ)(A) =

⎡
⎢⎢⎢⎣

x11 x21 · · · xλ1

x12 x22 · · · xλ2
...

...
...

...

x1Nw
x2Nw

· · · xλNw

⎤
⎥⎥⎥⎦ (1)

Among them, ‘x1Nw
’ represents the Nw-th point of sample No. 1, and has λ ≤

NV γ or λ ≤ NRγ .
The symbol ‘⊗’ is used to indicate the feature fusion algorithm. The calculation

process can be expressed by the fusion function ϕ(R, V ), which has: ϕ(R, V ) = R
⊗ V. R-Space and V-Space are merged to obtain the RV-Space, and its sample set is
denoted as S. In the sample set S after hybridization, the corresponding samples can
be expressed by (2):

Sγ = ϕ
(
�(

λRγ )
(SRγ

)
, �(

λVγ )
(SVγ

)) = �(
λRγ )

(SRγ

) ⊗ �(
λVγ )

(SVγ

)
(2)

The subset Sγ formed by the samples belonging to the label γ is:

Sγ =
{
Sγ

∣∣∣∣
λRγ = 1, 2, . . . , N Rγ

λV γ = 1, 2, . . . , NVγ

,P(ρ)

}
(3)

where ρ = {ρ1, ρ2, …} represents the parameter set of the fusion algorithm, P(ρ)

is the parameter constraint equation.

2.2 Weighted Fusion

For the weighted fusion case, there is ρ = {α, β}:

Sγ = a
(
λRγ

) · �(
λRγ )(SRγ ) + β

(
λVγ

) · �(
λV γ )(SVγ ) (4)

Among them, α (λRγ ) and β (λVγ ) respectively represent the weight distribution
matrix of the label γ of R-Space and V-Space. The sample size of S can be changed
according to actual needs. For the same samples from R-Space and V-Space, the
fusion algorithm ‘⊗’ may be different, and the value of the parameter set ρ may also
be different. Assuming that the calculation method of R-V space hybridization has
been determined, that is, ⊗ and ρ are fixed and unique, RV-Space is obtained after
spatial hybridization. The maximum total number of samples of label γ is NRV γ ,
which can be calculated by formula (5):

N RVγ =
NVγ∑

λVγ =1

C
λVγ

NVγ
·

N Rγ∑
λRγ =1

C
λRγ

N Rγ
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NVγ
+ C2

NVγ
+ . . . + C

NVγ

NVγ

)(
C1

N Rγ
+ C2

N Rγ
+ . . . + C

N Rγ

N Rγ

)

= (
2NVγ − 1

)(
2N Rγ − 1

)
(5)

3 Diagnostic Testing and Analysis

The diagnostic test process includes the construction of R-Space and V-Space,
and space fusion to generate new data as an aid to the diagnosis of the original
measured data. Finally, the intelligent fault diagnosis method is used for training and
verification.

3.1 Data Acquisition and Method Execution

This article chooses our laboratory’s customized single-phase transformer (TDG-
3kVA, 220 V/36 V, 50/60 Hz) as the experimental test object. There are a total of
28 cascaded disc windings, with one tap for every two disc windings. A simulation
model was constructed based on the transformer parameters, and three types of
faults were set for the experimental equipment and the simulation model. Divide the
equipment to be diagnosed into 7 areas, where the fault area is denoted as i, and
then the combination of them is written as ‘ji’ to denote the corresponding label Hγ ,
namely: Hγ = {‘00’, ‘11’, …, ‘ji’, …, ‘36’, ‘37’}, the serial number of the label is
γ = 1, 2, …, 22. The label of the normal state is ‘00’.

Sample acquisition of R-Space The specific fault settingmethod is shown in Fig. 2:
Assuming that a certain part of the winding is faulty, connect the circuit devices (L
or C) to the two taps closest to the fault location, or connect the two taps directly
to simulate a short-circuit fault. Then perform sweep frequency analysis, set the
frequency range to 1 kHz to 1 MHz, and the sampling interval to 1 kHz to obtain the
FRA trace Hf .

Among them, U1 (f ) and Utest (f ) represent the voltage of the excitation terminal
and the detection terminal respectively. Obtain failure samples of different tags.

Sample acquisition of V-Space (fault setting 10–30%) First, establish a finite
element model based on the geometry and material parameters of the transformer to
be diagnosed. In order to calculate the basic parameters such as capacitance between
windings, capacitance to ground, self-inductance and mutual inductance. Next, the
obtained parameters are substituted into the transformer equivalent circuit, and the
equivalent circuit is constructed by referring to [12]. Compile a program through the
node voltagematrix, simulate the frequency sweep response of the circuit, and obtain
the fault type and fault area corresponding to the diagnostic labels. Corresponding
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Fig. 2 Transformer winding fault simulation method

to the experimental fault simulation method, the fault is simulated by setting the
abnormal components in the equivalent circuit to a parameter abnormality of ±(10–
20%). Obtain simulation data sets of different fault degree/fault location/fault type.
Every label contains 10 samples.

3.2 The Specific Implementation Process of Space
Hybridization

Feature extraction of samples in space The simulation data set constitutes V-
Space, and the experimental data set constitutesR-Space. ForV-space, all the samples
in it will be used for spatial hybridization calculations, which are collectively denoted
asV. As for the R space, 30% of the samples are randomly selected for spatial fusion
and network training, and 70% are used to verify the effect, denoted asRtrain andRtest,
respectively. It can be seen that the number of experimental data sets is extremely
rare. In this section, only 3 samples per label are used for training to verify the
effectiveness of the proposed method for small sample and multi-label diagnosis.
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Feature hybridization and imaging Take the method described in the first section
to fuse V and Rtrain to obtain RV-Space. The fusion method adopts the weighted
average method, as shown in formula (4). In this paper, λRγ

=λVγ
=1 the parameter

set ρ = {α, β}. Randomly select α ∈ [0.4, 0.6], then. According to formula (5), in

the newly generated RV-Space after fusion, each fault label contains
∑1

λVγ =1 C
λVγ

NVγ
·

∑1
λRγ =1 C

λRγ

N Rγ
=NVγ · N Rγ samples, which changes with the value of Rtrain/R.

The data imaging method can intuitively condense a large amount of data into a
two-dimensional image, which effectively saves storage space while highlighting
fault features, which is conducive to fault feature identification. Before further
building a deep vision diagnosis network, this article directly corresponds the value
to the color map to visualize the waveform data. So as to achieve the purpose of
highlighting the features of data.

3.3 Fault Diagnosis Effects

Next, the training sample set S of the virtual and real subspace is used as a supplement
to the training set Rtrain, and the fault type and location are used as diagnostic labels,
which are input into the deep convolutional neural network for training. Use Rtest

to identify and locate faults to verify the diagnosis effect. Take the virtual-real twin
space assisted fault diagnosis in this paper (Training dataset = S + Rtrain). Based
on the MobileNet-V2 pre-training network, the method of Fine-tune is adopted to
freeze the parameters of the first 50% of the pre-training network, set Rtrain/R =
30%, and input the training set for training. The final verification effect is shown
in Table 1. In addition, Table 1 also plots the diagnosis verification process based
on MobileNet-V2 (Training dataset = Rtrain) that does not use the virtual-real twin
space, directly uses theV-space data as the auxiliary training set of the deepmigration
learning model, and performs the diagnosis verification results (Training dataset =
V + Rtrain), and PSO optimizes the diagnosis result of SVM. The R-Space data is
the same for all diagnosis situations. The operating system is Intel i5 and a single
GPU: GTX1660ti. The hyper-parameters and diagnostic accuracy of each method
are shown in the second column of Table 1.

4 Conclusion

This paper proposes a virtual-real twin space theory that comprehensively considers
equipment digital simulation models and physical equipment, and provides a new
solution for the fault diagnosis scenarios of equipment with insufficient fault samples
in practical applications, such as transformers. It can be seen from Table 1 that the
diagnosis effect of the deep transfer learningmethod based onMobileNet-V2 is better
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Table 1 Diagnostic settings and results

Diagnosing method Hyper parameters Training dataset Diagnostic results (%)

CNN (MobileNet-V2) Learning rate: 3 × 10−5

Mini batch size: 20
Epochs: 100
Drop period: 100
Drop factor: 0.2
Optimizer: Adam

Rtrain 87.0

Rtrain + V 89.6

Rtrain + RV 92.2

Bi-LSTM Number of hidden units per
layer: 80
Mini batch size: 20
Layers: input → Bi-LSTM ×
3 → FL → Softmax →
Output
Learning rate: 0.01
Drop factor: 0.5

Rtrain 45.5

Rtrain + V 61.0

Rtrain + RV 70.1

PSO-SVM Kernel function: Gaussian,
linear, quadratic, cubic
Particle speed limit: [−1, 1]
PSO parameters C1 and C2:
1.5
Population size: 25

Rtrain 83.1

Rtrain + V 85.7

Rtrain + RV 88.3

than the PSO optimized SVM (PSO-SVM), and better than LSTM. Based on the 22-
label transformer fault diagnosis scenario, the average accuracy of the proposed
method can reach 92.9%. After adopting the virtual-real twin space, compared with
the traditional diagnosis result and the method of using simulation as auxiliary
training data for diagnosis, its result is improved. It has a certain auxiliary effect
on the problem of lack of samples in fault diagnosis of power equipment.
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Analysis of the Temperature Field
of a High-Speed Permanent Magnet
Motor

Wang Hao, Liang Deliang, Jia Shaofeng, Chu Shuaijun, and Liang Yongtao

Abstract When the high-speed motor is running, due to its ultra-high speed and
the current frequency of thousands of hertz, the loss value of each part will increase
greatly. High losswill inevitably lead to high temperature rise. Excessive temperature
rise may cause problems such as motor insulation failure, permanent magnet demag-
netization, and insufficient mechanical strength. This paper establishes a lumped
parameter thermal network model of a 20 kW, 10 Wrpm surface-mount 2 pole 6
slot high speed permanent magnet motor, and conducts a finite element analysis,
and analyzes the effect of a cooling method in the stator conductor. The final finite
element analysis results show that the copper conductor temperature rise of this
high-speed motor is 254.49 °C, and the maximum temperature rise of the motor is
258.71 °C. When the copper conductor has an internal cooling structure and cooling
water is passed, the copper conductor temperature rise almost drops to 0 °C, and the
maximum temperature rise of the motor has also dropped to 80.27 °C.

Keywords High-speed motor · Conductor water cooling · Lumped parameter
thermal network · Finite element analysis

1 Introduction

The high-speed motor has the advantages of high efficiency and high energy density,
and it has small size and high speed. Using a high-speed motor to form a direct
drive system can eliminate the traditional speed-increasing gear structure. This can
make the system more compact, reduce costs, improve system efficiency, and reduce
maintenance time [1]. High-speed motors can be widely used in refrigerators or air-
conditioning centrifugal compressors [2] and other fields. In addition, high-speed
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motors also have very broad application prospects in the fields of electric vehicles,
oilfield exploration, ships, and all-electric aircraft [3–6].

Literature [7] designed a 2.7 kW, 16 Wrpm ultra-speed high-speed permanent
magnet synchronousmotor for automotive internal combustion engine superchargers.
Finite element analysis and prototype experiments have proved the possibility of
electrification of automotive superchargers. Literature [8] designed and constructed
a 5 kW, 24 Wrpm ultra-high speed test system, and finally reached a speed of 18
Wrpm in the experiment.

However, high-speed motors have ultra-high linear speed and current frequency,
these factors have brought great hidden dangers to the safe operation of high-speed
motors. The ultra-high current frequency makes the loss of the high-speed motor far
greater than that of the ordinary motor. The small size makes it difficult to dissipate
heat. The temperature of the motor will rise to an unbearable level, and the insulation
of the motor will face greater challenges. Therefore, how to effectively cool high-
speed motors has become a more important issue.

In this paper, a lumped parameter thermal network model of a 20 kW, 10 Wrpm
surface mount 2-pole 6-slot high-speed permanent magnet motor is established, and
the loss and heating of the motor are analyzed by finite element method. On this
basis, this article proposes a cooling method in the stator conductor and analyzes its
cooling effect.

2 Principle Analysis and Cooling Structure Inside
the Conductor

2.1 Winding Loss Analysis

Thewinding loss of high-speedmotor includes copper loss and eddy current loss, and
the expression of copper loss is shown in Eq. (1). Since the electrical frequency and
speed of high-speed motors are greatly increased compared with ordinary motors,
the skin effect, proximity effect and the air gap magnetic field transformation caused
by the high-speed rotation of the motor [9] lead to the eddy current loss in the
windings. Equation (2) [10] is the eddy current loss formula of a single cylindrical
copper conductor. This article uses a rectangular parallelepiped conductor, andEq. (3)
can be derived from Eqs. (2), and (3) is the eddy current loss formula of a single
rectangular parallelepiped copper conductor.

Pcu = mI 2R (1)

In formula (1), Pcu is the winding copper loss, and m is the number of winding
phases.
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Pe =
πld4B2

pkω
2

32ρ
(2)

In formula (2), Pe is the eddy current loss of the cylindrical copper conductor, l is
the conductor length, d is the conductor diameter, Bpk is the peak magnetic density,
ω is the magnetic field angular velocity, and ρ is the resistivity of copper.

Per =
bld3B2

pkω
2

8ρ
(3)

In formula (3), Per is the eddy current loss of the rectangular parallelepiped
copper conductor, b is the conductor width, d is the conductor thickness, and the
other parameters are the same as in formula (2).

2.2 Cooling Analysis

Air, hydrogen and water are commonly used motor cooling media, and due to the
large heat capacity, low viscosity, and good fluidity of the water cooling media, the
stator coil adopts water cooling to dissipate heat. The temperature difference between
copper and water is generally about 1 °C, and the temperature difference between
hydrogen-cooled conductor and hydrogen is as high as 30 °C, so the current density
of water-cooled stator coils can be several times higher than that of air-cooled coils
[11]. Equation (4) is the convection heat transfer formula.

� = αA
∣
∣tcopper − twater

∣
∣ (4)

In the formula (4), � is the heat flow, α is the convective heat transfer coefficient,
A is the heat exchange surface area, tcopper is the temperature of the copper conductor,
and twater is the temperature of the cooling water. It can be seen from Eq. (4) that
for a certain contact area, when the temperature difference is constant, the larger the
convective heat transfer coefficient, the faster the heat transfer. The natural convective
heat transfer coefficient of air is only 5 ~ 25 W/m2 °C, The forced convection heat
transfer coefficient of water can reach 15,000 W/m2 °C.

2.3 Thermal Network Analysis

The thermal network model includes elements such as heat source and thermal resis-
tance. The heat source is the loss of each component of the motor. The thermal
resistance during the heat transfer process will be discussed below. There are three
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basic forms of heat transfer, including heat conduction, heat convection and heat radi-
ation [12]. Among them, the heat transfer inside the solid is mainly heat conduction,
and the heat transfer process between the solid and liquid is mainly heat convection,
and the heat radiation can be neglected when the extremely high temperature is not
reached [13, 14].

The heat conduction process satisfies Fourier’s law. When one-dimensional
steady-state conduction is conducted, the mathematical expression of Fourier’s law
is shown in Eq. (5). According to Fourier’s law, We can get the heat transfer per unit
time of a solid with a thickness of δ and a cross-sectional area of A, as shown in
Eq. (6).

� = −λA
dt

dx
(5)

� = λA(t1 − t2) = 	t

δ/λA
(6)

In formulas (5) and (6), � is the amount of heat conduction through the cross-
section per unit time, λ is the thermal conductivity, A is the cross-sectional area of
the cross-section, and dt

dx is the rate of change of temperature at a certain point in the
flow direction of the heat, t1 and t2 are the temperatures of the two ends, and 	t is
the temperature difference between the two ends. The δ/λA in formula (6) is defined
as the thermal resistance R during heat conduction.

R = δ

λA
(7)

The process of convective heat transfer between solid and liquid satisfies the
Newtonian cooling formula, such as Eq. (8).

� = αA|ts − tw| = 	t

1/αA
(8)

In formula (8), � is the heat transferred by heat convection per unit time, α is the
convective heat transfer coefficient, A is the contact surface area, and ts is the solid
surface temperature. The 1/αA in formula (8) is defined as the thermal resistance R
during heat conduction.

R = 1

αA
(9)

In the process of heat conduction and thermal convection, the schematic diagram
of the thermal resistance is shown inFig. 1,whereR1 andR3 are the thermal resistance
during the thermal convection process, and R2 is the thermal resistance during the
thermal conduction process.
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Fig. 1 Thermal resistance

Fluid Fluid
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On the premise of ensuring the calculation accuracy, the entire motor system
is reasonably simplified. After selecting the appropriate nodes, the thermal network
model of the high-speed permanent magnet motor can be established [15]. Therefore,
the radial equivalent thermal network of the high-speed motor with cooling channels
can be obtained, as shown in Fig. 2.

When the motor temperature rise is constant and reaches the steady-state thermal
balance, the equivalent nodes in each part of themotor satisfy the steady-state thermal
balance equation, and the matrix form is shown in Eq. (11).

G = 1

R
(10)

P = GT (11)

In formula (11), P is the n × 1 heat source matrix, which represents the loss of
each point, G is the n × n thermal conductivity matrix, and the inside is the thermal
conductivity between the nodes, and the thermal conductivity is the reciprocal of the
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Fig. 2 Lumped parameter thermal network model
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thermal resistance, and T is the temperature matrix of n × 1, and n is the number of
nodes. For the lumped parameter thermal network established in this paper, n is 10.

2.4 Water Cooling Structure in Conductor

The water cooling structure in the stator conductor used in this paper is shown in
Fig. 3, in which coolingwater will flow. The cooling structuremainly includes amain
channel and a plurality of convex auxiliary channels arranged along both sides of the
main channel. This structure can make the cooling water and the copper conductor
more fully contact, thereby more efficiently remove the heat generated by the copper
conductor, thereby achieving the purpose of reducing temperature rise. In addition,
since the current flowing in the conductor has a skin effect, opening a hole in the
center of the conductor will not have much impact on the current density.

Fig. 3 Water cooling
structure in stator conductor

Cooling auxiliary channel

Cooling main 
channel

Protective 
sleeve

Rotor coreStator core

Permanent 
magnet

WindingSlot filling

conductor internal 
cooling structure

(a) Without conductor internal cooling structure (b) With conductor internal cooling structure

Fig. 4 Motor model
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Table 1 The parameters of motor

Parameter Value Parameter Value

Rated power/kW 20 Air gap thickness/mm 1

Rated voltage/V 380 Stator tooth width/mm 10

Rated speed/Wrpm 10 Groove depth/mm 7.5

Number of stator slots 6 Conductor length/mm 10

Number of rotor poles 2 Conductor width/mm 5.5

Permanent magnet thickness/mm 3 Rubber thickness/mm 0.5

Stator outer diameter/mm 72 main channel/mm*mm 7.777*1.795

Stator inner diameter/mm 40 auxiliary channel/mm*mm 1.196*1.111

Table 2 The material of motor

Parts Material Parts Material

Stator and rotor DW310_35 Winding Copper

Permanent magnets SmCo24 Slot filling Rubber

Permanent magnet protective sleeve Titanium

3 Motor Model

Themotor is a surfacemount high-speed permanentmagnetmotor, and the permanent
magnet protective sleeve is made of titanium. Figure 4a, b show the models of high-
speed permanent magnet motors without water cooling in the conductor and water
cooling in the conductor. These two schemes have the same parameters except for
the conductor structure. The main parameters are shown in Tables 1 and 2.

4 Simulation Results

4.1 Motor Loss Distribution

The loss of each part of the motor directly determines the temperature rise and
temperature distribution of themotor. Figure 5a, b show the loss distribution diagrams
of high-speed permanent magnet motors without water cooling in the conductor and
water cooling in the conductor, respectively. It can be seen from the figure that the
positions of the two models with the greatest heat generation appear on the stator
teeth.

Since the cooling channel in the copper conductor of the stator leads to the reduc-
tion of the cross-sectional area of the conductor and the increase of the current density,
the heat generation of the largest heating point on the copper conductor increases to
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(a) Without conductor internal cooling structure (b) With conductor internal cooling structure

Fig. 5 The distribution of motor loss

Table 3 The copper conductor loss

Cooling method Copper loss/W The maximum heating point of the conductor
heat/MW/m3

No water cooling 102.463 1.524

With water cooling 114.262 4.114

2.699 times of the original value, but because the current in the copper conductor
has a skin Effect, the hollowness of the conductor does not have much influence on
its overall loss. The overall copper consumption of the latter is only increased by
10.522% over the former. The specific values of the winding copper loss and the
maximum heating point of the copper conductor are shown in Table 3.

4.2 Motor Temperature Distribution

After introducing the motor losses, the motor temperature field can be analyzed.
Figure 6a, b show the temperature distribution diagrams of high-speed permanent
magnet motors without water cooling in the conductor and water cooling in the

(a) Withoutconductor internal cooling structure (b) With conductor internal cooling structure

Fig. 6 The distribution of motor temperature
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Table 4 The convection heat
transfer coefficient

Parts Convection heat transfer coefficient/W/m2 °C

Motor housing 25

Air gap 66

Cooling channel 6000

Table 5 The maximum
temperature rise data

Parts Maximum temperature rise/°C

Without cooling With cooling

conductor 254.49 0.20

stator 257.77 80.27

Slot filler 258.71 72.38

Rotor 140.34 40.91

Permanent magnets 140.50 41.03

protective case 140.53 41.04

consaductor, respectively. The initial temperature of the motor is set to 20 °C, the
temperature of the cooling water is set to 20 °C, and the convective heat transfer
coefficients of each interface are shown in Table 4.

Table 5 shows the comparison of the temperature rise data of each part of the
motor before and after adding cooling structure to the conductor. It can be seen that
the maximum temperature rise of the entire motor appears in the slot filling, reaching
258.71 °C, and themaximum temperature rise of the winding also reaches 254.49 °C.
After adding internal water cooling to the copper conductor, the cooling effect of the
cooling structure on thewinding is very significant. Figure 7b, c show the temperature
distribution diagram of a single copper conductor without internal water cooling and
with internal water cooling respectively. Figure 7a shows the temperature change
curve of the two conductor models with time. The temperature rise of the copper
conductor is almost 0 °C. It can be seen that the cooling structure can efficiently take
away the heat of the conductor, thereby reducing its temperature rise.

After the copper conductor is added to the internal water cooling, the temperature
rise of other parts of the motor has also been greatly reduced. The temperature rise

 (a) The temperature change curve (b) Without cooling (c) With cooling

Fig. 7 The distribution of copper conductor
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of the stator has dropped by 177.50 °C compared with the previous one, and the
temperature rise of the rotor, permanent magnet and permanent magnet protective
sleeve has all dropped by 100 °C around. Although the temperature rise has been
greatly reduced, its value is still high, especially for the stator, which needs to be
optimized in the next step.

5 Conclusion

This paper analyzes the loss in the copper conductor, and establishes a lumped
parameter thermal network model of a 20 kW, 10 Wrpm surface mount 2-pole 6-
slot high-speed permanent magnet synchronous motor, and conducts a finite element
analysis of its temperature field distribution. A coolingmethod in the stator conductor
is proposed and its cooling effect is analyzed. The final finite element analysis results
show that the temperature rise of the copper conductor of the high-speed motor is
254.49 °C. When cooling water is passed into the copper conductor, the temperature
rise of the copper conductor almost drops to 0 °C. The cooling effect of this cooling
method on other parts of the motor is also obvious, and the maximum temperature
rise of the whole motor falls to 80.27 °C. In the subsequent work, the cooling of the
stator core will be further optimized.

Acknowledgements Supported by the National Natural Science Foundation of China (51737010,
51677144), the State Key Laboratory of Electrical Insulation and Power Equipment (EIPE19109),
and the “Delta Power Electronics Science and Education Development Program”.

References

1. Duan, C., H. Guo, W. Xing, W. Tian and J. Xu. 2018. Design and analysis of a 120 kW high-
speed permanent magnet motor with a novel evaporative cooling configuration for centrifugal
compressor. In 2018 21st International Conference on Electrical Machines and Systems
(ICEMS), Jeju, 393–397. https://doi.org/10.23919/icems.2018.8549402.

2. Gonzalez, D. 2016. Performance validation of a high-speed permanent-magnet motor for
centrifugal compressors. In 2016 XXII International Conference on Electrical Machines
(ICEM), Lausanne, 545–549. https://doi.org/10.1109/icelmach.2016.7732579.

3. Jiang, C., M. Qiao, P. Zhu and Q. Zheng. 2018. Design and verification of high speed perma-
nent magnet synchronous motor for electric car. In 2018 2nd IEEE Advanced Information
Management, Communicates, Electronic andAutomationControl Conference (IMCEC), Xi’an,
2371-2375. https://doi.org/10.1109/IMCEC.2018.8469398.

4. Tianyu, Wang, Wen Fuqiang, and Zhang Fengge. 2018. Analysis of multi-field coupling
strength for mw high-speed permanent magnet machine. Transactions of China Electrotech-
nical Society 33 (19): 4508–4516. https://doi.org/10.19595/j.cnki.1000-6753.tces.171238. (in
Chinese).

5. Weeber, K., C. Stephens, J. Vandam, et al. 2007. High-speed permanent-magnet motors for
the oil & gas industry. In ASME (American Society of Mechanical Engineers) Turbo Expo,
Montreal (CA). vol. 4, 1511–1520. pt. B; 20070514-17.

https://doi.org/10.23919/icems.2018.8549402
https://doi.org/10.1109/icelmach.2016.7732579
https://doi.org/10.1109/IMCEC.2018.8469398
https://doi.org/10.19595/j.cnki.1000-6753.tces.171238


Analysis of the Temperature Field of a High-Speed … 407

6. Shoujun, Song, Liu Weiguo, and Uwe Schaefer. 2010. Optimal control of a high speed
switched reluctance starter/generator for the more/all electric aircraft. Transactions of China
Electrotechnical Society 4: 44–52. (in Chinese).

7. Noguchi, T.,Y.Takata,Y.Yamashita andS. Ibaraki. 2005. 160,000-r/min, 2.7-kWElectricDrive
of Supercharger for Automobiles. In 2005 International Conference on Power Electronics and
Drives Systems, Kuala Lumpur, 1380–1385. https://doi.org/10.1109/peds.2005.1619904.

8. Oyama, J., T. Higuchi, T. Abe, K. Shigematsu, X. Yang and E.Matsuo. 2003. A trial production
of small size ultra-high speed drive system. In IEEE International Electric Machines and
Drives Conference, IEMDC’03, Madison, WI, USA, vol. 1, 31–36. https://doi.org/10.1109/
iemdc.2003.1211239.

9. Popescu, Mircea, David G. Dorrell. 2013. Skin effect and proximity losses in high speed brush-
less permanent magnet motors. In 2013 IEEE Energy Conversion Congress and Exposition
(ECCE 2013), vol. 5, 3520–3527. Denver, Colorado (US). 15–19 September 2013

10. Bang-cheng, H.A.N., P.E.N.G. Song, and H.E. Zan. 2020. Eddy current loss calculation and
thermal analysis of high-speed motor winding in magnetically suspended control moment
gyroscope. Optics and Precision Engineering 28 (1): 130–140. (in Chinese).

11. Shunian, Ding. 1992. Heating and cooling of large motors. (in Chinese).
12. Wenquan, Tao. 2019. Heat Transfer. Beijing: Higher Education Press (in Chinese).
13. Xiaofei, Wang, Dai Ying, and Luo Jian. 2019. Waterway design and temperature field analysis

of vehicle permanent magnet synchronous motor based on fluid-solid coupling. Transactions
of China Electrotechnical Society 34 (z1): 22–29. https://doi.org/10.19595/j.cnki.1000-6753.
tces.L80816. (in Chinese).

14. Li, Yu. Research on performance analysis and design of high speed permanentmagnet brushless
DC Motor. Nanjing: School of Electrical Engineering, Southeast University (in Chinese).

15. Xintong, Zhang, Zhang Chengming, and Li Liyi. 2019. Split ratio optimization for permanent
magnet synchronous machines considering winding temperature limitation. Transactions of
China Electrotechnical Society 34 (9): 1886–1899. https://doi.org/10.19595/j.cnki.1000-6753.
tces.180027. (in Chinese).

https://doi.org/10.1109/peds.2005.1619904
https://doi.org/10.1109/iemdc.2003.1211239
https://doi.org/10.19595/j.cnki.1000-6753.tces.L80816
https://doi.org/10.19595/j.cnki.1000-6753.tces.180027


Review of the Application of Intelligent
Optimization Algorithm for Design
of Novel Electric Machines

Shang Yanzhe, Liang Deliang, Jia Shaofeng, Luo Yating, and Wang Hao

Abstract Compared with traditional optimization algorithm, intelligent optimiza-
tion algorithm has many advantages, such as fast convergence speed, high precision
and strong search effect in electric machine design, so it is favored by more and
more researchers, and has attracted more academic research and engineering appli-
cations in recent years. In this paper, the introduction of the novel machines, the
principle, the main application status and application prospect of intelligent opti-
mization algorithm are discussed in detail, after comprehensively investigating the
existing domestic and overseas literature. The application of the swarm intelligent
algorithm, evolutionary optimization algorithm, surrogate-based optimization algo-
rithm and other optimization algorithms in the single objective optimization and
multi-objective optimization of the novel machine is comprehensively described and
the future development direction of intelligent optimization algorithm is discussed.

Keywords Novel machine · Intelligent optimization algorithm · Machine design ·
Review

1 Introduction

With the continuous increase in demand for rail transit, new energy vehicles, wind
power generation and other industrial equipment in recent years, the development
concept of energy saving and emission reduction has been continuously strengthened,
and the demand for high-efficiency, high-reliability, and high-cost-effective motors
has become stronger. Therefore, how to further optimize the design of the motor
and greatly improve the performance of the motor has been the focus of current
research. At present, both the traditional structure motor and the new motor will
have disadvantages such as large torque ripple and large loss.

On the other hand, the production of high-efficiency motors and their optimized
design are very important to ensure energy conservation and reduce costs, and are also
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of great benefit to extending the life of the motors. For the problem of motor design
optimization, traditional optimization methods such as step acceleration method and
Newton method are very complicated, and the optimization results are not satis-
factory. There are more trials and longer duration. Therefore, they are facing more
complex motor optimization. When designing problems, traditional optimization
methods are not very effective.

In recent years, intelligent optimization algorithms have gradually been widely
used inmotor design optimization problems. Comparedwith traditional optimization
methods, intelligent optimization algorithms have fast convergence speed, strong
optimization effect, goodoptimization performance, and few test times anddurations.
Therefore, in motor design optimization, scholars at home and abroad gradually
abandon traditional optimization methods. Instead, use or improve the intelligent
optimization algorithm to optimize the target motor.

This article first briefly introduces the new motor, showing that the acquisition of
its design formula is very cumbersome and complicated. Secondly, it classifies the
intelligent optimization algorithms used in the motor design optimization problem
and introduces the basic principles, advantages and disadvantages of each algorithm;
then, the current intelligence The application status of optimization algorithm in
motor design is explained; finally, the application prospect of intelligent optimization
algorithm in motor design is analyzed and discussed.

2 Introduction of the Novel Machine Structure

At present, traditional motors such as DC motors, synchronous motors, induction
motors, surface-mount permanent magnet motors are widely used in various indus-
tries, but with the rapid development of new energy vehicles, aerospace, robotics and
other strategic emerging fields, motor operation The situation has become more and
more complicated, and more stringent requirements have been put forward on the
performance indicators of the motor. In addition to continuing to study the perfor-
mance improvement of traditional motors, many scholars have also proposed other
newworking principles and new topologymotors from the source of the innovation of
the motor structure with advantages such as high power density, high output torque,
wide speed range, high fault tolerance, high robustness, and high cost-effectiveness.

The current mainstream new motor types are shown in Fig. 1 [1].
Because the analytical design formulas of new motors are generally imperfect,

most of them use finite element analysis, design, and optimization, which is time-
consuming and laborious, so intelligent optimization algorithms must be used to
optimize the design.
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Fig. 1 Current types of mainstream novel machines

3 Introduction of Intelligent Optimization Algorithms

At present, intelligent optimization algorithms (IOA) used for motor design opti-
mization can be divided into four categories: Swarm Intelligent Optimization Algo-
rithms (SIOA), Evolutionary Optimization Algorithms (EOA), Surrogate Model
Optimization Algorithms (SMOA), and Other Optimization Algorithms (OOA).

There are many types of SIOA. The main applications used in motor design
optimization problems are Ant Colony Optimization Algorithm (ACOA), Particle
Swarm Optimization Algorithm (PSOA), Bat Optimization Algorithm (BOA), etc.

EOA mainly include Genetic Algorithm (GA), Differential Evolution Algorithm
(DEA), Backtracking Search Algorithm (BSA), etc.

SMOA mainly include Support Vector Machine Algorithm (SVMA), Kriging
Method (KM), Response Surface Methodology (RSM), etc.

OOA are used in motor design optimization, mainly Taguchi Method (TM) and
Simulated Annealing Algorithm (SAA).

The classification diagramof IOA is shown inFig. 2.Due to space limitations, only
one of the four types of intelligent optimization algorithms is introduced separately.

3.1 Swarm Intelligence Optimization Algorithm

The swarm intelligence optimization algorithmmainly simulates the habits of animal
groups such as insect swarms and bird swarms. The group forages or hunts in a
cooperative manner. Each individual in the group continuously changes the search

SIOA OOAEOA SMOA

IOA

ACOA PSOA BOA GA DEA BSA SVMA KM RSM TM SAA

Fig. 2 Classification of intelligent optimization algorithms
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target by learning from their own experience and experience of other individuals
direction.

3.1.1 Particle Swarm Optimization Algorithm

Aiming at the continuous variable optimization problem, American scholars J.
Kennedy and RC Eberhart proposed PSOA in 1995 based on the phenomenon of
group biological activities such as bird foraging and fish migration. Algorithms have
been widely used in the fields of function optimization and neural networks [2].

PSOA has a strong ability to optimize small data and runs faster, but when the
number of iterations is large, it is easy to fall into a local optimum [3].

3.2 Evolutionary Optimization Algorithm

Evolutionary optimization algorithm is a kind of algorithm that abstracts biological
evolution process and mechanism to solve a series of optimization problems.

3.2.1 Genetic Algorithm

GA was proposed by the American scholar J. H. Holland in 1975. GA is an abstrac-
tion of genetic selection and the theory of survival of the fittest. The optimal solution
is finally obtained through the selection, crossover, and mutation of genetic opera-
tors. It has been widely used in function optimization, path planning, combinatorial
optimization and other fields [4].

The operation steps of GA consist of coding, generating initial population, calcu-
lating fitness value, selecting parent, crossover operation and mutation operation
[5].

GA performs a series of operations in the order of selection, crossover, and muta-
tion, which increases the reproduction probability of individuals with higher fitness
values, making the fitness value of offspring higher. As the number of evolution
increases, the best individual can eventually be obtained, namelyTheoptimal solution
of the problem [6].

GA has the disadvantages of poor local search ability, slow convergence speed,
easy to fall into local extreme points and population assimilation in the later stage.

3.3 Surrogate Model Optimization Algorithm

SMOA can establish a sample library of the relationship between motor structure
parameters and output performance, and then perform regressionfitting on the sample
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data to obtain a fast calculation model of the motor. It is usually optimized by
combining with other intelligent optimization algorithms.

3.3.1 Kriging Method

KM is a statistical-based interpolation method named after South African mining
engineer D. G. Krige, which aims to more accurately predict ore reserves. KM is
a linear regression algorithm for spatial modeling and interpolation of the research
target based on the covariance function. It can give the best linear unbiased estimate.

KM is divided into ordinary Kriging and general Kriging according to the adopted
global trend function. Among them, the general Kriging model is widely used, and
the general Kriging expression form is shown in formula (1) [7]:

Z∗(x) =
n∑

i=1

λi Z(xi ) (1)

In the formula, Z∗(x) represents the variable to be estimated; x represents the
sample point; λi represents the weighting coefficient; Z(x) represents the response
value corresponding to the sample point.

Although KM can improve the estimation accuracy, it is easy to overlook some
special points due to its smooth processing characteristics.

3.4 Other Optimization Algorithms

In addition to the above-mentioned SIOA, EOA, and SMOA, there are OOA used in
motor design optimization. Taguchi method is mainly introduced here.

3.4.1 Taguchi Method

TMis a local optimization designmethod based on orthogonal experiment and signal-
to-noise ratio technology proposed by Japanese scholar Genichi Taguchi. Different
from other local optimization design methods, TM can optimize multiple goals. By
establishing an orthogonal table, the optimal configuration of optimized variables
can be obtained with the least number of experiments [8].

TM involves three main stages in the optimization design problem:

(1) Selecting performance characteristics, control factors and noise factors;
(2) Designing an orthogonal table and conduct experiments;
(3) Using mean and variance method to obtain the best parameter settings.
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Like the inherent shortcomings of other local optimization methods, TM is highly
dependent on the selection of the initial point, so global optimization ability is poor.

4 Application of Intelligent Optimization Algorithm

The optimization design goals of the motor mainly include improving electromag-
netic torque, improving efficiency, reducing cost, reducing noise, reducing copper
loss and iron loss, and restraining torque ripple. Whether it is single-objective
optimization or multi-objective optimization, three requirements must be deter-
mined before optimization. Elements: optimization variables, objective functions
and constraints.

With the increasing complexity of working conditions, the calls for environmental
protection and green are becoming higher and higher, and the engineering require-
ments for motors are becoming more and more stringent. Therefore, only single-
objective optimization of motors is usually not enough. Realizing multi-objective
optimization of motors has become the mainstream.

4.1 Multi-objective Optimization

Compared with single-objective optimization, the multi-objective optimization
process is more complicated, and its expression form is shown in formula (2).

⎧
⎪⎪⎨

⎪⎪⎩

min fk(§), k = 1, 2, . . . , p
s.t. gi (§) ≥ 0, i = 1, 2, . . . , q
h j (§) = 0, j = q + 1, . . . ,m
§ ∈ S ⊆ Rn

(2)

In the formula, p represents the number of optimization objective functions.
The various objectives of multi-objective optimization are often conflicting and

restricting each other. One of the objective functions is optimal, which may cause the
performance of the other objectives to decrease, that is, there may not be all objective
functions at the solution x to achieve the maximum or minimum value. Therefore,
the French economist V. Pareto called the optimal solution of the multi-objective
optimization problem as the Pareto optimal solution in 1896, and proposed the Pareto
solution set [9]. The Pareto optimal solution can make the overall optimization have
the least objective conflict.

The multi-objective optimization process of the motor is shown in Fig. 3.
The motor design optimization method based on SIOA is widely used in the

multi-objective optimization problem of motor design. On the basis of the traditional
artificial bee colony, literature [10] proposed an optimization algorithm combining
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Input optimization variable range, constraint conditions, objective function

Start

Create the original motor model

End

Select the best design combination through pareto solution set diagram

Analyze the performance of the motor model

Find the best model with the best goal

Create next-generation motor models

Analyze the performance of the motor model

Y

NWhether it meets 
the termination 

conditions

Fig. 3 Flow chart of machine multi-objective optimization

artificial bee colony algorithm and strength Pareto evolutionary algorithm to opti-
mize the efficiency and torque ripple of surface-mounted permanent magnet motors
for electric vehicles. The literature [11, 12] made different improvements to the tradi-
tional artificial bee colony algorithm to achieve multi-objective optimization of the
target motor. Similarly, ACOA, PSOA, and BOA are also used in the multi-objective
optimization design of brushless DCmotors [13], double stator brushless doubly-fed
motors [14] and self-starting permanent magnet synchronous motors [15].

At the same time, many scholars use the optimization algorithm with EOA as the
core to realize the multi-objective optimization design of the motor. In the traditional
DEA, the selection part is based on the fitness function, and the optimal model may
be discarded in the optimization process, resulting in the slow convergence speed and
poor final optimization performance. Therefore, literature [16] improves the tradi-
tional DEA by using the non-dominated sorting to find the Pareto optimal solution
set, and adopts the optimal pre reservation strategy to ensure that the optimal model
will not be discarded, and at the same time, the optimal pre reservation strategy is
used to ensure that the optimalmodel will not be discardedAt the end of the crossover
part of the system, the new algorithm will generate a random integer between the
variables and the number of variables, and the current individual variables cross with
the corresponding variables. Through this improved DEA, the torque of the motor is
improved, the induced voltage is reduced, the optimization time is greatly reduced,
and the overall performance of the field modulated motor is improved.
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In recent years, because TM can obtain the optimal solution through a small
number of experiments, more and more studies tend to use TM or a hybrid opti-
mization algorithm combined with TM to perform multi-objective optimization of
the target motor, and achieve good results. Literature [17–20] uses TM to optimize
the torque ripple, cogging torque, back-EMF harmonic rate and other objectives of
permanent magnet synchronous motors.

5 Application Prospects

At present, for the optimization of motor design, multi-objective optimization of
motor design is still themainstream.Many scholars at home and abroad have adopted
multiple optimization algorithms to achieve multi-objective optimization of motors.

At the same time, many improved algorithms are based on conventional opti-
mization algorithms. The above introduces other optimization algorithms to improve
optimization performance, and the multi-objective optimization algorithm used has
three main characteristics. The first is to combine various optimization algorithms,
synthesize the advantages of each algorithm and give full play to the advantages
of each algorithm; the second is to reduce the number of optimization iterations as
much as possible, and reduce the test time; the third is to improve the local search
ability on the basis of ensuring the global optimization effect.

Literature [21–25] combined EOA with SMOA to realize multi-objective opti-
mization ofmotor. Among them, literature [21] uses the combination of RSMmethod
and GA algorithm to establish an analysis model of the motor through the RSM
method, while the GA algorithm optimizes the model, and finally realizes the multi-
objective optimization of the motor; literature [22] uses GA and KM to optimize the
length of armature core and the shape of external teeth of the designed permanent
magnet linear synchronous motor, in order to minimize the braking force with large
end force and weaken the vibration and noise of the motor during operation; Refer-
ence [23] adopts the combination algorithm of GA and convolution neural network,
which reduces the core loss and improves the operation performance of the motor;
literature [24, 25] uses the combination method of SVMA and GA to optimize the
studied motor, using SVMA establishes the non-parametric model of the motor, and
then uses GA to optimize structural parameters of the motor to obtain the optimal
parameter combination.

Literature [26] combines SIOAwith EOA, and introduces a multi population GA,
which uses multiple relatively independent populations to search the solution space,
realizes information transmission between populations through migration operator,
andusesmanual selectionoperator to record the optimal individual of eachpopulation
in each generation. Comparedwith the conventional GA algorithm, the algorithm has
better performance in complex objective function It overcomes the disadvantages of
poor local search ability.

Literature [27, 28] combined the three optimization algorithms, and the literature
[27] used a hybrid optimization algorithm based on the nuclear extreme learning
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machine method, SAA and PSO. The non-parametric model of the resistance motor,
SAA is introduced into PSOA to make up for the shortcomings of PSO that is easy
to fall into the local optimum, so as to achieve faster model solving speed and
better optimization effect; literature [28] adopts sensitivity analysis to divide the key
parameters of the electric excitation double stator field modulation motor into layers
of sensitivity, usingGA to optimize the structural parameters of the strong sensitivity,
and continuing to layer the structural parameters of the weak sensitivity, and using
RSM and single parameter sweep method for optimization analysis respectively.

In literature [29], the method of combining GA algorithm with TM was used to
re optimize the scheme optimized by GA algorithm, so as to realize multi-objective
optimization of IPMSM.

6 Conclusion

This article systematically explains the classification of current mainstream new
motors and briefly introduces the structure of several new motors. At the same time,
it also introduces the classification, principle introduction, application status and
prospects of intelligent optimization algorithms in current motor design optimiza-
tion problems. The application of intelligent optimization algorithm in the multi-
objective optimization of motors and the form and advantages of mixing multiple
optimization algorithms are analyzed. In general, since the development of motor
design optimization, the types of intelligent optimization algorithms have shown a
spurt-like growth. The motor design optimization algorithms are relatively mature,
and certain phased results have been achieved for optimizing motor performance.
It is moving towards balancing global search and local search. Combining multiple
optimization algorithms, comprehensive advantages, improving convergence accu-
racy and optimization speed, and reducing the number of iterations and trials. It
can be expected that in the future hybrid vehicles, aerospace, industrial equipment,
power generation and transmission and other socially focused application motor
fields, intelligent optimization algorithms will have broad development space and
application prospects, and will also drive more new motors R&D and production.
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Magnetically Coupled Resonant Wireless
Power Transmission Coil Temperature
Rise and Parameter Optimization

Da Li, Xu-sheng Wu, Wei Gao, Jian-xin Gao, Yi-qin Lei, and Chun-yang An

Abstract Wireless power transmission has received extensive attention in the fields
of aviation, aerospace, automobile, and new energy. With the increasing demand
of power electronics, the power and transmission distance of wireless power trans-
mission is increasing. The increase of transmission power leads to the increase of
coil loss and the coil temperature rise. The temperature rise of the coil will cause
problems such as material aging, insulation damage, and performance degradation,
so the calculation and research of the temperature rise of the coupled coil are very
important for the research of the wireless power transmission.

Keywords Magnetically coupled resonance · Coupling coil · Coil temperature
rise · Parameter optimization

1 Introduction

As a safe and convenient charging method, wireless power transmission has deeply
research foundation and broad application prospects in electric vehicles, rail transit,
aerospace, industrial equipment, consumer electronics, underwater and other fields
[1–4]. WPT can be divided into three types: microwave transmission, electro-
magnetic induction, and magnetic coupling resonance. Magnetic coupling wireless
power transmission technology realizes energy conversion between electric field and
magnetic field through high-quality coupler. It has long transmission distance and
high biosafety. Among them, the high-power magnetic coupling resonance wireless
power transmission has attracted extensive attention of scholars at home and abroad
for its power advantages and broad application prospects, and could change the way
people use electrical appliances [5, 6].

Wireless power transmission is a combination of electromagnetic field coupling
control, power electronics technology, communication, and control technology.
Therefore, the overall performance of wireless power transmission technology is
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not only related to the topology of the circuit, but also depends on the magnetic field
distribution between coils. The optimization and design of the coupling coil is also the
key to the design of the wireless power transmission system. Introducing WPT tech-
nology into different fields must face the adjustment and optimization of the coupler
coil to adapt to different work requirements. Electric vehicle wireless charging has
become a hot spot in the current research on electric vehicle charging points due to
its high safety, strong operability, and space saving. The Beijing Jiaotong University
team used the field-circuit coupling model to compare the effective transmission
distance and offset performance of the circular coil and the square coil [7]; the Jilin
University team used the three-coil method to achieve stronger load robustness in
the wireless charging system and relatively low environmental electromagnetic radi-
ation characteristics in wireless charging system [8]. Compared with static charging,
dynamic wireless charging expands the charging occasions of electric vehicles and
helps build a distributed charging network. In order to ensure the stable transmission
of the transmitting and receiving power coils in the direction of travel, the Huazhong
University of Science and Technology team proposed a segmented power coil design
with an asymmetric orthogonal rectangular structure, which improves the fault toler-
ance of lateral offset and keeps it high. The coupling coefficient [9]. At the same
time, the performance requirements of magnetic coupling coils are also different in
different working environments such as rail transit, mines, and oceans [10–12].

Many experts and scholars have also conducted a series of in-depth studies to
improve the performance of the coil. Tianjin Polytechnic University team used the
field-circuit coupling model to calculate the spatial electromagnetic field of single-
turn coils of different radii and the overall change trend of the circuit parameters,
effectively avoiding blindness in design and testing [5]; Hunan University team
aimed at the coupled resonance process The problem of low efficiency when the
transmitting coil and the receiving coil are not coaxially transmitted. A dynamic
parameter adjustment based on chaos optimization algorithm is proposed, which
effectively improves the system efficiency [13]; Chongqing University has proposed
new coils such as DD to improve the anti-offset ability of coils and the parameter
characteristics of wireless power transmission system [14]. The research team of
Beijing Jiaotong University aims at the tram parking rule with only longitudinal
offset and normal distribution parking error. By improving the wireless transmission
efficiency of the secondary coil, the transmission efficiency of the secondary coil
is improved. At the same time, UOA of New Zealand and KAIST of South Korea
respectively conducted relevant research and optimization design on the coupling
mechanism of static wireless charging and dynamic wireless charging of electric
vehicles [16–20].

At present, the coil optimization of high-power wireless power transmission
system mainly includes three methods to improve the coil transmission effi-
ciency: new coupling structure design, coil parameter optimization and different
topology compensation structure. However, a considerable part of the electric energy
consumed in the process of electric energy transmission is converted into heat energy,
which causes the temperature of the coil to rise and the heat is radiated to the area
around the coil. The heating of the coil is one of the main factors that lead to the
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aging of the coil material, the destruction of the insulation, and the shortening of
the life of the coil. Improving the heating condition of the coil is of great practical
significance for prolonging the service life of the coil. Therefore, this paper takes
three kinds of common coupling coils as the research object, studies the temperature
rise and optimizes the coil parameters in the transmission process.

2 Temperature Rise Calculation and Modeling

2.1 Model of Magnetic Coupling System

According to the coupled mode theory, a coupled system model composed of the
transceiver coils in the wireless power transmission is established [21]:

da1(t)

dt
= − jω1a1(t) + j K12a2(t) − τ1a1(t) + S(t) (1)

da2(t)

dt
= − jω2a2(t) + j K21a1(t) − (τ1+τ2)a2(t) (2)

a1(t), a2(t) is the mode amplitude integral frequency component of transceiver coil;
|a1(t)|2, |a2(t)|2 is the energy stored in the receiving and transmitting coils respec-
tively; ω1, ω2 indicate the angular frequency of the receiving and transmitting coils
respectively; K12 = ω1M

2
√
L1L2

, K21 = ω2M
2
√
L1L2

are the coupling coefficient of the system.
τ1 = ω1

2Q1
, τ2 = ω2

2Q2
are the loss coefficients of the transmitting and receiving coils;

τL = ωL
2QL

is the load factor; S = Fe− jwt is the excitation of Sine.

2.2 Power, Efficiency and Transient Response

Assuming that the inherent parameters of the resonant coil are the same, the power
absorbed by the transmitting coil P1 = 2τ1|a1(t)|2, receiving coil absorb power P2 =
2τ2|a2(t)|2, load absorbed power PL = 2τL |aL(t)|2. The transmission efficiency of
the system can be obtained as

η = PL

P1 + P2 + PL
= τL |a2(t)|2

τ1|a1(t)|2 + τ2|a2(t)|2 + τL |a2(t)|2
(3)

According to Eqs. (1) and (2), the expression of the double-coil vibration in the
coupled system can be obtained by solving:
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a1 = [τ2 − j(ω2 − ω)]Fe− jwt

K 2 + τ1τ2 − (ω1 − ω)(ω2 − ω)

+ j[τ1((ω2 − ω) + τ2(ω1 − ω))]

(4)

a2 = j K Fe− jwt

K 2 + τ1τ2 − (ω1 − ω)(ω2 − ω)

+ j[τ1((ω2 − ω) + τ2(ω1 − ω))]

(5)

The system is in resonance state

η = (τL/τ2)K 2/τ1τ2

(1 + τL/τ2)K 2/τ1τ2 + (1 + τL/τ2)
2 (6)

PL = 2τL
K 2F2

(
K 2 + τ1(τ2 + τL)

)2 (7)

According to the coupling model, the dual−coil coupling will cause the system
to split the resonant frequency. The angular frequency of the transceiver coil is the
same, the frequency difference between the two coils is 2|K |.

Assuming t = 0, a1(0) = A, a2(0) = 0, ignore the excitation and load, the
Eqs. (1) and (2) are subjected to a pull transformation and the initial value is taken
into consideration after the pull transformation is performed to obtain the timedomain
value [22]

a1(t) = A

[
cos

(
t

2

√
4K 2 − j(τ1 − τ2)

2

)

+ τ2 − τ1√
4K 2 − j(τ1 − τ2)

2
sin

(
t

2

√
4K 2 − j(τ1 − τ2)

2

)]

e− jwt− τ2+τ1
2 t (8)

a2(t) = A

[
j2K

√
4K 2 − j(τ1 − τ2)

2
sin

(
t

2

√
4K 2 − j(τ1 − τ2)

2

)]

e− jwt− τ2+τ1
2 t (9)

The loss system of the transmitting and receiving coil is the same (Fig. 1):

a1(t) = A cos(Kt)e− jw−τ1t (10)

a2(t) = A[ j sin(Kt)]e− jw−τ1t (11)
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Fig. 1 Model of magnetic coupled resonance system

2.3 Calculation of Coil Temperature Rise

Joule heatwill be produced in the process ofwireless power transmission bymagnetic
coupling coil. The accumulation of Joule heat will lead to the change of coil temper-
ature and affect the conductivity of materials. Therefore, it is necessary to establish a
temperature field model to study the temperature rise in wireless power transmission
system. The calculation formula of Joule heat is as follows:

Q =
t∫

0

i2R dt (12)

It can also be expressed as:

Q = 1

γ
Jtotal × Jtotal (13)

γ is the conductivity of the coil material, Jtotal is the coil current density. Considering
that there may be high frequency resonance frequency and skin effect in the process
of wireless power transmission, resulting in uneven distribution of coil current, the
calculation formula of current density in this calculation model is as follows:

IL =
∫

S

Jwds (14)
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VCT = 2πr
Jw

rc
+ 2πr

∂A

∂t
(15)

IL is the coil current in the equivalent circuit, S is the cross-sectional area of the wire
coil. VCT is the voltage across the single-turn conductor coil, rc is the conductivity of
the coil material. 2πr Jw

rc
is the coil resistance voltage, 2πr ∂A

∂t is the induction voltage

of the coil. Vcoil =
n∑

t=1
VCT , Vcoil are the voltage across the coil, n is the number of

coil turns.
The Joule heat generated by the wire coil can be obtained through the above

equation, and the temperature rise and heat transfer process of the coil in the wireless
power transmission need to be calculated through the heat conduction equation.

pCp
∂T

∂t
+ ∇ · (−k∇T ) = Q (16)

p is the material density, Cp is the heat capacity of the material, K is the material
thermal conductivity.

3 Solution of Temperature Rise of Wireless Power
Transmission Coil

The resonant coil is the core of the wireless power transmission system. The resonant
frequency of the system is determined by two resonant units; the transmission effi-
ciency of the system is directly determined by the transmission coefficient between
the coils, and the transmission status of the twocoils directly affects theworking status
of the system. Spiral resonant coils can be roughly divided into cylindrical spirals and
plane spirals. Since the spiral coil is axisymmetric in rotation, its calculation model
can be simplified to a two-dimensional axisymmetric model. The modeling domain
is separated by the infinite element domain, and the symmetry about the z = 0 plane
is simulated by the ideal magnetic conductor boundary. Therefore, it is simplified to
a half original domain (Fig. 2 and Table 1).

According to the two-dimensional axisymmetric model of the magnetic coupling
coil, it can be found that themagnetic flux density between the single-layer spiral coil
and the double-layer spiral coil is large, and the magnetic field strength decreases
obviously in the diffusion area. The maximum flux density of single-layer spiral coil
and cylinder spiral coil is 0.18T, and that of double-layer spiral coil is 0.74 t.However,
the minimum magnetic flux density of the cylindrical spiral coil is 2.26 × 10−4 T
greater than the 9.95 × 10−5 T of the single-layer planar spiral coil, and that is
greater than the minimum magnetic flux density of the double-layer planar spiral
coil 3.2 × 10−5 T. Among the three different types of coils, the maximum current
induction density of the cylindrical spiral coil is 6.65× 106 A/m2. At the same time,
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it is not difficult to find that there is a certain degree of skin effect on the surface of
the metal coil through the current density map, but it has little effect on the wireless
power transmission system at this frequency.

According to the temperature distribution of three different types of resonant
coils in Fig. 3, the spiral coil is least affected by electromagnetic heat. The maximum
temperature of cylindrical spiral coil is only 347 k after being electrified for one hour,
while the maximum temperature of single-layer planar spiral coil is 390 k and that
of double-layer planar spiral coil is 634 k. The temperature rise of single-layer spiral
coil and double-layer plane spiral coil is concentrated on both sides of the receiving

(a) Magnetic flux density and current density of single-layer planar spiral coil

Fig. 2 Magnetic flux density and current density distribution map of resonant coil
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(b) Magnetic flux density and current density of cylindrical spiral coil

Fig. 2 (continued)
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(c) Magnetic flux density and current density of double-layer planar spiral coil

Fig. 2 (continued)

Table 1 Coil parameter

Coil type/parameter Single layer plane helix Cylinder helix Double plane helix

Number of turns 5 5 10

Coil radius (CM) 5–10 5 5–10

Wire radius (CM) 0.5 0.5 0.5



430 D. Li et al.

(a) Single layer plane spiral coil

(b) Cylindrical spiral coil

(c) Double-layer planar spiral coil

Fig. 3 Resonant coil temperature profile
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Fig. 4 Magnetic field optimization results

coil, while the temperature rise of the transmitting coil side of the cylinder spiral coil
is significantly higher than that of the receiving coil side.

4 Coil Parameter Optimizations

From the above simulation effect diagram, the induced magnetic field of the cylin-
drical spiral coil is not uniformly distributed, so the uniform distribution of the
magnetic field is achieved by optimizing the coil spacing. The Z component of the
magnetic field intensity within the range of ±8 cm at the center line of the magnetic
coupling coil is controlled to 20,000 µT to form a uniform magnetic field as shown
in Fig. 4. The coil distribution after optimization is shown in Fig. 5. The optimization
of the coil spacing here is helpful for the stable operation of wireless power trans-
mission and the even distribution of coil heat, thereby increasing the service life of
the magnetic coupling coil.

5 Conclusion

In this paper, the temperature rise effect of the commonly used planar and cylindrical
spiral coils is analyzed and studied theoretically. By comparing the magnetic field
distribution, induction intensity and space heat distribution of single-layer spiral coil,
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Fig. 5 Coil position after optimization

double-layer plane spiral coil and cylinder spiral coil, it is found that the temperature
rise of cylinder spiral coil is the minimum under the same working condition, and
its magnetic field intensity value is consistent with that of single-layer spiral coil.
At the same time, aiming at the problem of uneven distribution of magnetic field
in the cylindrical spiral coil, the coil spacing is optimized to realize the uniform
distribution of magnetic field in the center of the cylinder, which is conducive to
the heating uniformity of the coil and prolonging the working life of the magnetic
coupling coil.
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Effect of Sintering Temperature
and Holding Time on Ionic Conductivity
for Li6.4La3Zr1.4Ta0.6O12 Electrolyte

Jie Gao, Weichang Guo, Hengrui Yang, Fei Shen, and Xiaogang Han

Abstract Garnet-type Li6.4La3Zr1.4Ta0.6O12 (LLZTO) is considered as one of the
most potential electrolytes for solid state lithium batteries. Sintering process is a crit-
ical step in the preparation of LLZTO. Herein, LLZTO solid-state electrolytes were
prepared by high temperature solid-phase reaction with different sintering temper-
ature from 1150 to 1250 °C and different sintering holding time from 1 min to
60 min. According to EIS, electrolytes with high ionic conductivity up to 8.1× 10−4

S cm−1 were obtained by sintering at 1200 °C for 20 min. Besides, LLZTO pellets
prepared in this experimental condition show high density reaching up to 97.6%. Li
symmetric cell with the LLZTO sintered at 1200 °C for 20 min also exhibits stable
cycle performance under current density of 0.25 mA cm−2 at room temperature.

Keywords Li6.4La3Zr1.4Ta0.6O12 electrolyte · Sintering temperature · Sintering
holding time · Ionic conductivity

1 Introduction

Lithium-ion batteries (LIBs) have been broadly applied to the fields of electronic
devices, electric vehicles and large-scale energy storage [1]. However, conventional
LIBs with flammable organic liquid electrolytes are prone to accidents such as
combustion and even explosion [2–4]. To eliminate security hazards, inorganic solid-
state electrolytes (SSEs) have been proposed to replace organic liquid electrolytes.
SSEs are non-flammable and have higher mechanical strength to block the formation
of lithium dendrites [5–8], leading to intrinsic safety of solid-state batteries (SSBs).
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Moreover, SSEs make it possible to use Li metal anode (6.49 g mol−1, 3860 mAh
g−1, −3.040 V versus. standard hydrogen electrode) and high voltage cathode (up to
5 V), which allows for far greater energy density than commercial LIBs. Thus, it is
generally recognized that traditional LIBs will be replaced by SSBs with inorganic
solid-state electrolytes gradually.

As the core component of SSBs, solid electrolyte can be mainly catego-
rized as sulphides and oxides [9, 10]. Sulphide-type SSEs possess high ionic
conductivity (≥10−3 S cm−1), but poor compatibility against electrodes and high
sensitivity to air, which hinders their application [11]. By contrast, oxide elec-
trolytes show excellent stability towards Li anode and air, especially garnet-
type Li6.4La3Zr1.4Ta0.6O12(LLZTO), which exhibits comparable conductivity with
organic liquid electrolytes [12]. Sintering process is considered as the key step during
the preparation ofLLZTO, drastically affecting the samples’ crystal structure, density
and conductivity. In this work, effects of different sintering temperature and sintering
holding time on performance of LLZTO, especially the ionic conductivity, were
studied. It was demonstrated that the optimal condition to prepare LLZTO elec-
trolyte was sintering at 1200 °C for 20 min, and the obtained LLZTO pellets show
high conductivity up to 8.1× 10−4 S cm−1 as well as high density up to 97.6%.When
sintered at higher temperature (1250 °C) or lower temperature (1150 °C) for from
1 min to 60 min, the conductivity of LLZTO pellets decreased in various degree.

2 Experimental Section

The preparation process of LLZTO pellets is illustrated in Fig. 1. LiOH (99.99%),
La2O3 (99.99%), ZrO2 (99.99%) and Ta2O5 (99.99%) were weighed according to
mass based on the stoichiometric proportion. Among them, 15% wt excess of LiOH
was added to compensate for the lithium volatilization loss during high-temperature
sintering. These materials were mixed thoroughly by ball-milling with isopropanol
as a dispersant at 300 rpm for 12 h and then dried and pressed into pellets. These
pellets were calcined at 800 °C for 10 h in air and then triturated for another ball-
milling. After dried in vacuum oven overnight, ultra-fine powder was obtained. The
powder was pressed into green pellets with diameter of 12.5 mm under 700MPa and
sintered in different conditions to prepare LLZTO pellets.

The crystal structure of the sintered LLZTO powder obtained by grinding final
LLZTOpelletswas testedbyX-raydiffraction (XRD,BrukerD2Phaser) usingCuKα

radiationwith 2θ in the range of 10–80° and a step size of 0.04°. Themicrostructure of
pellet samples was observed by scanning electronmicroscope (SEM, PhenomProX).
The relative density of the LLZTO pellets was measured by Archimedes drainage.
Electrochemical impedance spectroscopy (EIS, BioLogic SP-300) measurements
were used to measure the ion conductivity indirectly with the frequency from 7 M
to 1 Hz. Before EIS testing, a thin layer of gold was sputtered onto both sides of
LLZTO pellets. The ionic conductivity was calculated by the formula σ = L/(S*R),
where L, S and R stand for thickness, area and resistance, respectively. Li symmetric
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Fig. 1 Preparation process of LLZTO electrolyte

cells were assembled in an Ar-filled glovebox. LLZTO pellet was rubbed on molten
Li at 230 °C till Li wetted the pellet’s surface, and the flank of pellet was polished in
case of short. Then the LLZTO pellet with Li was sandwiched between two pieces
of stainless steel sheets and was sealed in Swagelok-type cell mold. The cycling
performance of Li symmetric cell was carried out by a LAND battery tester.

3 Results and Discussion

LLZTO green pellets were sintered at 1150, 1200 and 1250 °C, and different holding
time from 1, 20 and 60 min was used at each temperature. The XRD patterns of
LLZTO after sintering in different conditions are shown in Fig. 2. It can be seen that
the characteristic peaks of the nine samples all match well with the standard PDF
card (# 80-0457). No other miscellaneous peaks are observed, which indicates that
the crystalline phases of the samples all belong to garnet-type cubic phase. In other
words, these nine combinations of temperature and time are all feasible to obtain
LLZTO pellets with standard crystal phases.

Ionic conductivity is studied by the electrochemistry impedance spectroscopies
(EIS). The EIS plots of LLZTO sintered in different temperature and time are
presented in Fig. 3, in which the points of x-intercepts correspond to the resistance
of LLZTO electrolytes, including both bulk and grain boundary [12]. According
to the formula mentioned above, smaller impedance means higher conductivity. As
presented in the EIS plots (Fig. 3), pellets sintered at 1200 °C exhibit the lowest
impedance among three temperatures. By sintering at 1200 °C for 20min, the highest
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Fig. 2 XRD patterns of
LLZTO sintered in different
combinations of temperature
and time

Fig. 3 EIS plots and conductivity bar graphs of LLZTO pellets sintered in different combinations
of temperature and time
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ionic conductivity up to 8.1 × 10−4 S cm−1 can be obtained. When the sintering
holding time is extended to 60 min, the LLZTO pellet shows a lower conductivity
(6.01 × 10−4 S cm−1). Reducing time to 1 min also leads to a slight decrease in
conductivity (7 × 10−4 S cm−1). As shown in the bar graphs (Fig. 3), the conduc-
tivity of LLZTO pellets decreases gradually with the increase of time when the
sintering temperature is 1250 °C. By contrast, higher conductivity of LLZTO pellets
is obtained with the longer sintering holding time at 1150 °C.

The conductivity of LLZTO pellet is closely related to its microstructure [13, 14],
so it is essential to study the microstructure evolution of LLZTO sintered in different
conditions. Figures 4 and 5 show the cross-sectional SEM images of LLZTO pellets.
As we can see in Fig. 4, the crystal grain size increases as the sintering holding
time are raised at 1200 °C. Enough growth of grains is helpful for the connection at
grain boundaries, leading to higher conductivity. However, longer sintering time at
high temperature may give rise to lithium volatilization loss, which, in turn, causes a
decrease of conductivity [15]. As the experimental results prove, 20min is an optimal
sintering holding time to obtain high conductivity when the sintering temperature is
1200 °C. Figure 5 shows morphological change of LLZTO when sintered for 20 min
at different temperature. Smaller grain size and some pores can be observed in the
SEM image of pellet sintered at 1150 °C for 20min, which is in accord with the lower

Fig. 4 Cross-sectional SEM images of LLZTO pellets sintered at 1200 °C for 1, 20 and 60 min

Fig. 5 Cross-sectional SEM images of LLZTO pellets sintered for 20 min at 1150, 1200 and 1250
°C



440 J. Gao et al.

Fig. 6 Cycling performance of Li symmetric cell with LLZTO electrolyte sintered at 1200 °C for
20 min

conductivity. Although larger grain can be obtained by sintering at 1250 °C, severe
lithium volatilization may become the dominant restrictive factor for conductivity.
Thus, the combination of 1200 °C and 20 min is the best for improving conductivity
of LLZTO electrolyte.

The LLZTO pellet sintered at 1200 °C for 20 min was used to assemble Li
symmetric cell for cycling performance testing. The cell underwent a continuous
stripping/plating cycling and each cycle lasted for 1 h. As shown in Fig. 6, the cell
with LLZTO pellet performs stably, achieving at least 50 cycles at each current
density (0.064, 0.13 and 0.25 mA cm−2).

4 Conclusion

Li6.4La3Zr1.4Ta0.6O12 solid-state electrolyte pellets were prepared by solid phase
reaction. Samples sintered at different temperature (1150, 1200, 1250 °C) for
different holding time (1, 20, 60 min) all show typical garnet-type cubic phase
according to the XRD patterns. Through comparison, the combination of 1200 °C
and 20 min is the optimal condition, under which the pellet exhibits high conduc-
tivity up to 8.1 × 10−4 S cm−1 with density of 97.6%. Li symmetric cell with this
electrolyte also shows stable cycling under 0.25 mA cm−2.
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Research on Vibration and Noise
Reduction of Motor Based on Negative
Magnetostrictive Effect

Xin Zhang, Zihan Song, Wenbin Wang, and Yu Han

Abstract Noise suppression is a particularly important part in the design and appli-
cation of motors. In some large motors, the magnetostrictive force makes a great
contribution to vibration and noise. In response to this problem, this project proposes
a method of drilling holes in the motor stator and filling negative magnetostric-
tive materials to reduce the vibration and noise of the motor, so that the negative
magnetostrictive effect of the material to be filled and the positive magnetostrictive
effect of the silicon steel sheet are combined. The resulting deformation is offset,
thereby reducing the vibration and noise of the motor. This paper first establishes
the electromagnetic-mechanical coupling numerical model of the motor, carries out
finite element simulation calculation, and analyzes the vibration of the stator silicon
steel sheet, finds the suitable filling position and size of the material to be filled,
and makes the model for verification. In this paper, the negative magnetostrictive
material nickel is used for simulation and actual verification experiments.

Keywords Magnetostrictive · Vibration and noise · Stator drilling · Finite element
calculation
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1 Introduction

Noise suppression is one of the urgent problems to be solved. In modern industry,
motor has beenwidely used in various fields of national economy, and thus has higher
and higher requirements on the performance of motor in all aspects.

The research on vibration and noise of motor originated in 1930s, and magne-
tostrictive effect was discovered byBritish scholars in 1842. In 2004, In reference [1].
American scholar Mohamed et al. Measured the effect of reverse magnetostriction
on the magnetization characteristics of electrical steel, and calculated the magne-
tostrictive force using the principle of virtual work. It is shown in reference [2] that
the calculated vibration of synchronous generator stator is different, depending on
the vibration frequency considered. Due to magneto elastic coupling, the increase or
decrease of vibration amplitude is about 20%. In reference [3], the magnetostrictive
anisotropy and stress dependence of silicon steel sheets under alternating magneti-
zation and DC bias were measured and analyzed. A magnetic finite element analysis
method using magnetostrictive curves under DC bias was proposed.

In reference [4, 5], the magnetostrictive characteristics of electrical silicon steel
sheet and the vibration noise of motor under different current are measured and
analyzed. It is found that the test results are closer to the actual value when magne-
tostriction effect is considered. In reference [6], the contribution of magnetostrictive
force andMaxwell force to vibration and noise of motor is compared through experi-
ments. It is found that although the contribution of magnetostrictive force is less than
that of Maxwell force, the research on magnetostrictive force is also very impor-
tant. In reference [7], the magnetostrictive effect of non oriented silicon steel sheet
in alternating magnetic field is analyzed, and the vibration of permanent magnet
synchronous motor is tested experimentally. It is found that the vibration noise of
the motor with magnetostriction effect is greater than that without magnetostriction
effect.

The influence of magnetostrictive effect on stress of silicon steel sheet with or
without insulating layer and the relationship between stress and strain in rolling
direction and vertical direction of yoke and middle pillar of transformer core silicon
steel sheet were measured in reference [8]. In reference [9], through the stator vibra-
tion response test of different types of motors, it was found that the main vibration
frequency of themotor stator silicon steel sheet was twice and twice the power supply
frequency, and the main vibration frequency was twice the power supply frequency.
In reference [10], a magnetoelastic coupling model including magnetostriction was
established to analyze the vibration of laminated core. Then, the numerical model
was applied to measure the magnetization andMS curve. It was found that the defor-
mation in the stator was not only caused by the magnetic resistance, but also by the
magnetostrictive effect and harmonic wave, which was very important for the design
of motors with lower vibration and noise make sense. In reference [11], the influence
of electromagnetic force and magnetostrictive force on motor stator is considered,
and the deformation of motor stator is expressed by equal force. It is found that
electromagnetic force and magnetostrictive force will enhance and cancel each other
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under certain conditions. In reference [12], the relationship between stator vibration
and magnetostriction was analyzed by establishing an analytical model of the motor
stator. It was found that the vibration on the stator caused by magnetostrictive effect
was directly proportional to the magnetostrictive coefficient of silicon steel sheet.
References [13, 14] measured the vibration acceleration and stress distribution of
the motor under different harmonic contents, and analyzed the influence of different
harmonics on the vibration and noise of the motor.

In this paper, firstly, the electromagnetic mechanical coupling numerical model
of the motor stator is established, and the simulation experiment of the negative
magnetostrictive material filled with holes is carried out, and the stress change of the
stator surface before and after the filling material is studied, and then the simulation
is verified by experiments.

2 Mathematical Model

In order to test the influence of negative magnetostrictive material on the vibra-
tion and noise of the motor stator, the finite element simulation software COMSOL
multiphysics is selected to establish the two-dimensional model, and the simulation
experiment of the motor stator is carried out. The magnetic mechanical coupling
numerical model can be expressed by the following formula:

[S][A] = [Je] (1)

[K ][U ] = [F] (2)

where K is the mechanical stiffness matrix, S is the electromagnetic stiffness matrix,
Je is the Jacobian matrix of external current density, and F is the force. The vibration
displacement U and vector magnetic potential A are obtained by solving.

In the finite element method, the solution equation of solid mechanics module is
as follows:

ρ
∂2u

∂t2
− ∇ · σ = F (3)

T − Ti = C(S − Si ) (4)

where ρ is the density; μ is the displacement vector; F is the load amount; Ti is the
initial value of the given stress; C is the stiffness matrix; S is the strain; Si is the
initial value of the initial strain.

For the silicon steel sheet of motor stator, the stress formula of magnetostrictive
surface is as follows.
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The research equation of linear elastic material in solid mechanics is as follows:

ρ
∂2u

∂t2
= ∇ · (FS)T + Fv (5)

F = I + ∇u (6)

where u is the displacement vector, F is the load, ρ is the density, S is the strain, and
υ is the Poisson’s ratio.

3 Simulation Results and Analysis

In this paper, nickel is used as the filling material, and based on the above mathemat-
ical model, multiple sets of finite element simulations are performed on the stator
model of the permanent magnet synchronous motor, including the surface stress of
the motor stator before the hole is filled with negative magnetostrictive material,
and the motor The surface stress of the stator after punching and filling the nega-
tive magnetostrictive material. Then select several positions on the motor stator to
compare the stress before and after the filling material. The selected measurement
points have different distances from the filling position.

3.1 Initial Condition

The motor stator model is constructed in the finite element simulation software
COMSOL Multiphysics. In order to reduce the influence of the rotor magnetic field
on the stator, the motor rotor is removed in this experiment, which can reduce the
magnetic flux leakage in the air gap, so that the magnetic flux is mainly concentrated
on the stator, thereby reducing The electromagnetic force on the surface of the stator
teeth of the small motor makes the main stress of the stator core of the motor magne-
tostrictive force. A three-phase alternating current is applied to the stator winding
of the motor, the frequency is set to 50 Hz, various parameters of the magnetic field
and solid mechanics field are set, and simulation experiments are carried out. The
properties of nickel added in the experiment are shown in Table 1.

3.2 Simulation Result

The left side of Fig. 1 shows the local stress distribution of stator before adding
material, and the right side of Fig. 1 shows the local stress distribution of stator after
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Table 1 Property value of Ni Parameters Value

Density kg/m3 8902

Conductivity Ms/m 2088

Poisson’s ratio nu 0.31

Young’s modulus E/Pa 206 × 109

Relative permittivity ε 1

Saturation magnetization Ms/A m−1 440,000

Saturation magnetostriction coefficient λs −36 × 10−6

Fig. 1 Comparison of local stress before and after adding materials

addingmaterial. Although the maximum surface stress is reduced from 1.69× 107 to
1.67× 107 N/m2, the decrease is very small. However, the local red area is obviously
reduced after the negative magnetostrictive material is filled.

Three measuring points A, B and C are selected. Point A is located in the area
near the hole, while point B and point C are far away from the drilling position. From
Table 2, we can see the stress change of the measuring point after adding negative
magnetostrictive material into the hole.

Hole 3 is one of the advantages of filling negative magnetostrictive materials in
this simulation. Hole 1 and hole 2 were randomly located (Fig. 2).

When the negative magnetostrictive material is filled in hole 3, the stress of point
a decreases from 1 × 106 to 0.38 × 106 N/m2 which decreases by 62%; the stress of

Table 2 Three point stress
comparison

Parameter A B C

Original stress N/m2 1 × 106 1.03 × 106 0.85 × 106

Hole 1 add Ni N/m2 0.8 × 106 1.04 × 106 0.85 × 106

Hole 2 add Ni N/m2 1.18 × 106 1 × 106 0.85 × 106

Hole 3 add Ni N/m2 0.38 × 106 1.02 × 106 0.83 × 106
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Fig. 2 Measuring point

point B changes from 1.03 × 106 to 1.02 × 106 N/m2; the stress of point C changes
from 0.85 × 106 to 0.83 × 106 N/m2 after filling with negative magnetostrictive
material, and the stress changes of point B and C are very small.

When the negative magnetostrictive material is filled in hole 1, the stress at point
a becomes 0.8 × 106 N/m2, which is reduced by 20% compared with the original
stress; the stress at point B is 1.04 × 106 N/m2, and the stress at point C is 0.85 ×
106 N/m2, and the change of stress in point B and C is very small.

When the negative magnetostrictive material is filled in hole 2, the stress at point
a becomes 1.18 × 106 N/m2, which is increased by 18% compared with the original
stress; the stress at point B is 1 × 106 N/m2, and that at point C is 0.85 × 106

N/m2; the stress at point B and C does not change much before and after the negative
magnetostrictive material is filled in hole 2.

From the above three groups of comparison, it can be found that after the negative
magnetostrictive material is punched and filled, the stress and strain near the filling
point are greatly affected, but with the increase of the distance, the influence on the
longer distance is less; and only when the hole is drilled and filled with the nega-
tive magnetostrictive material in the appropriate position can the stress be reduced.
However, the stress will increasewhen the negativemagnetostrictivematerial is filled
in the inappropriate position.

4 Experimental Results and Analysis

According to the simulation results, the experimental scheme was made. The stator
surface stress of themotor without fillingmaterial andwith negativemagnetostrictive
material was measured respectively, and several points were selected to compare the
stress changes before and after the filling material.
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Fig. 3 Experimental equipment

4.1 Experimental Instrument and Preparation

Paste the strain gauges at 4 positions of the motor and name them A, B, C, D. The
left side of strain gauge A has a small hole with a diameter of 1.2 mm, there is no
hole around B, the right side of C is a hole with a diameter of 4 mm, and the left side
is D. There are 4 mm holes on both sides. The 4 holes are numbered 1, 2, 3, and 4.
Hole 1 is one of the suitable positions for adding negative magnetostrictive material
(Fig. 3).

The frequency converter is used to generate the alternating rotating magnetic field
by passing 50 Hz power frequency electricity into the motor winding. The strain of
the strain gauge sticking position on the motor stator is measured by JHDY dynamic
strain measurement system, and the data are saved in the computer.

4.2 Experimental Result

Tables 3 and 4 show the strain comparison of strain gauges B and C before and after
the negative magnetostrictive material is filled in hole 1. After adding Ni into hole 1,
the peak value of strain gauge B changes from 165.913 to 163.217 με, the variation
is 1.6%, and the peak value of strain gauge C changes from 148.424 to 124.110 με,
the variation is 16.3%. It can be seen that the distance between hole 1 and strain

Table 3 Strain contrast of
strain gauge B

Parameter Peak value (με) Valley value (με)

Strain without Ni
addition

165.913 −111.283

Strain of hole 1 after
adding Ni

163.217 −108.878
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Table 4 Strain contrast of
strain gauge C

Parameter Peak value (με) Valley value (με)

Strain without Ni
addition

148.424 −91.741

Strain of hole 1 after
adding nickel

124.110 −96.699

Table 5 Strain gauge B, C
and D after adding Ni to hole
1

Parameter Peak value (με) Valley value (με)

B 163.217 −108.878

C 124.110 −96.699

D 179.540 −96.341

gauge B is far, so the change is very small, while the strain gauge C is close to hole
1, so the change is large, which is the same as the simulation law.

Table 5 shows the strain of strain gauge D after adding nickel into hole 1, the strain
of strain gauges B, C and D at hole 1 filled with negative magnetostrictive material is
compared. It is found that the strain peak value of strain gauge C is 124.110με, which
is far less than 163.217 με of strain gauge B and 179.540 με of D. Therefore, it is
concluded that when the negativemagnetostrictivematerial is filled in the appropriate
position of the motor stator, the strain near the filling material can be reduced, thus
reducing the vibration noise of the motor.

5 Conclusion

In this paper, the electromagnetic-mechanical coupling numerical model is used to
calculate and analyze the stator surface stress of the permanent magnet motor, and
the appropriate drilling scheme is formulated through traversal scanning, and the
experiment is verified on the actual motor. It is concluded that perforating holes and
filling negative magnetostrictive materials at suitable positions of the motor stator
can reduce the surface stress of the motor stator, thereby achieving the purpose of
vibration reduction and noise reduction; perforating the motor stator and filling the
negative magnetostrictive materials After the material is stretched, the influence on
the surface stress of the motor is related to the distance of the punching position of
the measuring point. With the increase of the distance between the measuring point
and the filling position, the influence of the negative magnetostrictive material filled
with holes decreases gradually, and the closer the distance, the greater the influence.
This conclusion has important reference value for the design of low noise permanent
magnet synchronous motor.
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Research on the Influence
of the Torsional Elastic Torque
on Chaotic Characters of the Permanent
Magnet Synchronous Motor System

Feng Zhang, Pengfei Wang, Xin Huang, and Xuelian Bai

Abstract The influence of the torsional elastic torque on chaotic characters of the
permanent magnet synchronous motor system is studied. The state equations of the
permanent magnet synchronous motor system including the torsional elastic torque,
based on thed-q axis, are given. The stability of the system is analyzed by applying the
Lyapunov’s theorem on stability. The changes of the system’s Lyapunov exponents
with the torsional stiffness are investigated. Two torsional stiffnesses are selected.
The time domain diagrams of the system and the system’s phase diagrams in state
space are given in these two cases. The system’s sensitivity to the initial conditions
are analyzed in these two cases, too. The results show that the permanent magnet
synchronous motor system including the torsional elastic torque can be in a chaotic
or hyperchaotic state under certain parameters.

Keywords Permanent magnet synchronous motor · Torsional stiffness · Chaos ·
Hyperchaos

1 Introduction

Since Lorenz discovered strange attractors in a three-dimensional autonomous
system in 1963, chaotic systems are widely studied [1, 2].

Because the permanent magnet synchronous motor (PMSM) has the advantages
of high efficiency and high-power density, it has been widely used in industrial
productions, electric vehicles, robots and other fields [3–5].

Because the PMSM system is a nonlinear and strong coupling system, it may
also be in a chaotic state. If the PMSM system can be in a chaotic state under certain
conditions, it may be necessary to carry out further studies on the method to suppress
the chaotic behavior. Therefore, it ismeaningful to discusswhether thePMSMsystem
can be in a chaotic state. Li et al. [6] studied chaotic characters of the PMSM system
with uniform air gap based on the PMSM model on d-q axis. Jing et al. [7] studied
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further the case of non-uniform air gap. Some other studies [8–14] were also carried
out further on the basis of Ref. [6].

However, all of these studies [6–14] did not considered the influence of the
torsional elastic torque on chaotic characters of the PMSM system. So, we study
that influence in this paper.

In addition, some parameter constraints in the PMSM systemwere relaxed in Ref.
[6]. In order to avoid this shortcoming, parameter constraints in the PMSM system
are considered more strictly in this paper.

In this paper, the state equations of the PMSM system including the torsional
elastic torque, based on the d-q axis, are given. Then, the stability of the system is
analyzed by applying the Lyapunov’s theorem on stability. While the torsional stiff-
ness changes in a certain range and other parameters of the system remain unchanged,
the changes of the system’s Lyapunov exponentswith the torsional stiffness are inves-
tigated. Then, two torsional stiffnesses are selected. The time domain diagrams of the
system and the system’s phase diagrams in state space are given in these two cases.
The system’s sensitivity to the initial conditions are analyzed in these two cases, too.
The results show that the PMSM system including the torsional elastic torque can
be in a chaotic or hyperchaotic state under certain parameters.

2 System Model and Stability

The state equations of the PMSM system including the torsional elastic torque, based
on the d-q axis, can be described as follows [15, 16]:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

did
dt = − Rs

Ld
id + Lq

Ld
iqω + ud

Ld
diq
dt = − Ld

Lq
idω − Rs

Lq
iq − ψa f

Lq
ω + uq

Lq

dω
dt = n2p(Ld−Lq)

J id iq + n2pψa f

J iq − D
J ω − K

J θ − np

J TL
dθ
dt = ω

(1)

where id , iq are the direct-axis and quadrature-axis current components, respectively;
ω is the rotor electric velocity; θ is the rotor electric angle; Ld , Lq are the direct-axis
and quadrature-axis stator inductors, respectively; Rs is the stator winding resistance;
ψa f is the permanent magnet exciting flux; np is the number of pole-pairs; J is the
polar moment of inertia; D is the viscous damping coefficient; K is the torsional
stiffness; TL is the external load torque; ud , uq are the direct-axis and quadrature-axis
voltage components, respectively; and id , iq , ω, θ are the state variables.

Here, we consider TL as a potential energy constant load, in which case TL will
keep constant no matter that the rotor electric velocity ω is positive, negative or zero.
Furthermore, we consider that the potential energy constant load is connected with
a spring. And we take the spring’s equilibrium point as the starting position (θ = 0).
In addition, K θ/np represents the torsional elastic torque.
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The formula (1) can be rewritten as follows:

⎧
⎪⎪⎨

⎪⎪⎩

did
dt = −a1id + a2iqω + b1
diq
dt = −a3idω − a4iq − a5ω + b2
dω
dt = −a6id iq + a7iq − a8ω − a9θ − b3
dθ
dt = ω

(2)

wherea1 = Rs
Ld
,a2 = Lq

Ld
,a3 = Ld

Lq
,a4 = Rs

Lq
,a5 = ψa f

Lq
,a6 = − n2p(Ld−Lq)

J ,a7 = n2pψa f

J ,

a8 = D
J , a9 = K

J , b1 = ud
Ld
, b2 = uq

Lq
and b3 = np

J TL .
Obviously, the formula (2) and the formula (1) are equivalent, but the form of

formula (2) is more concise. In the later part of this section we will use the formula
(2) to discuss the stability of the system.

Because the values of Ld , Lq , Rs , ψa f , np and J are all positive, so the following
relationships hold:

a1 > 0, a2 > 0, a3 > 0, a4 > 0, a5 > 0, a7 > 0 (3)

The surface PMSMhas the uniform air gap, and itmeans Ld = Lq holds; the built-
in PMSMhas the non-uniformair gap, and itmeans Ld < Lq holds.When the viscous
damping torque is considered, D > 0 holds; when the viscous damping torque is not
considered, D = 0 holds. When the torsional elastic torque is considered, K > 0
holds; when the torsional elastic torque is not considered, K = 0 holds. For the
potential energy constant load considered in this paper, there is TL ≥ 0. So, the
following relationships hold:

a6 ≥ 0, a8 ≥ 0, a9 ≥ 0, b3 ≥ 0 (4)

Because the values of ud and uq can be positive, negative or zero, so b1 and b2
can also be positive, negative or zero.

If a9 > 0 holds, a Lyapunov’s potential function can be constructed as follows:

V = c1i
2
d + c2i

2
q + c3ω

2 + c4θ
2 (5)

where

⎧
⎪⎪⎨

⎪⎪⎩

c1 = a3a7+a5a6
a2

c2 = a7
c3 = a5
c4 = a5a9

(6)

It can be known from formulas (3), (4), (6) and the assumption of a9 > 0:
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c1 > 0, c2 > 0, c3 > 0, c4 > 0 (7)

So, the potential function V is positive definite.
From formulas (2), (5) and (6), we can obtain:

dV

dt
= −2

(
a1c1i

2
d + a4c2i

2
q + a8c3ω

2 − b1c1id − b2c2iq + b3c3ω
)

(8)

It can be known that dV/dt is not negative definite. According to the Lyapunov’s
theorem on stability, it cannot be proved that the system is stable by the potential
function V shown in the formula (5). It should be noted that this does not mean that
the system must be unstable, but only that the system may be unstable.

However, if the additional conditions

D > 0 and ud = uq = TL = 0 (9)

hold, it means a8 > 0 and b1 = b2 = b3 = 0 hold, we can obtain:

dV

dt
= −2

(
a1c1i

2
d + a4c2i

2
q + a8c3ω

2
)

(10)

is negative definite. According to the Lyapunov’s theorem on stability, the system is
stable.

If a9 = 0 holds, we can obtain the same conclusions in a similar way, noting that
formulas (2) and (5) will not contain θ any more in this case.

Therefore, we can know that if the additional conditions shown in the formula (9)
hold, the PMSM system is stable regardless of whether the torsional elastic torque is
considered, and if the additional conditions do not hold, the system may be unstable.

3 Changes of Lyapunov Exponents with K/J

The numerical analysis is of special importance to the study of chaos. To carry out the
numerical analysis, some parameters of the PMSM system described in the formula
(1) need be assigned.

There are 11 parameters in the formula (1), such as Ld , Lq , Rs , ψa f , np, J , D, K ,
TL , ud and uq . These parameters are related to many factors, including the running
state of the PMSM, the transmission, the load, and the power supply, etc.

Because chaotic characters of a nonlinear system are very sensitive to parameters
of the system, it is necessary to study chaotic characters of the system under different
parameters. Since there are no reports on the influence of the torsional elastic torque
on chaotic characters of the PMSM system, we study the case that the torsional
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Table 1 The parameters of
the PMSM system

Parameters Value

D-axis inductor Ld /H 0.1425

Q-axis inductor Lq /H 0.1525

Stator winding resistance Rs /� 0.09

Permanent magnet exciting flux ψa f /Wb 0.031

Number of pole-pairs n p

Polar moment of inertia J /kg m2

Viscous damping coefficient D/N m s
Torsional stiffness K /N m
External load torque TL /N m
D-axis voltage ud /V
Q-axis voltage uq /V

1
4.7 × 10−3

0.00162
[0–0.094]
0.0282
−28.5
0.915

stiffness changes in a certain range while other parameters of the system remain
unchanged. The values of parameters in the formula (1) are shown in Table 1.

In this paper, we do not consider the control of the PMSM. So, we can set ud
and uq as constant values. In addition, we set Ld < Lq . It means that the built-in
PMSM is considered. Furthermore, if id is negative, the electromagnetic torque of
the built-in PMSM can be improved. So, ud of the built-in PMSM is usually taken
as a negative value.

Under the parameters shown in Table 1, the value of K/J will change in the
range of [0–20] s−2. And, Lyapunov exponents of the PMSM system described in
the formula (1) will change with K/J . The changes of the Lyapunov exponents with
K/J are shown in Fig. 1.

Figure 1 shows that when the value of K/J changes in the range of [0–20] s−2,
LE1 is positive except for K/J = 0 (see Table 2); LE2 is positive under some K/J
values and negative under other K/J values; LE3 and LE4 are always negative.

Fig. 1 The changes of the
PMSM system’s Lyapunov
exponents (LE1-4) with K/J
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Table 2 The Lyapunov exponents and the state types of the system under three K/J values

K/J (s−2) LE1 LE2 LE2 LE3 LE4 State types

0 −0.028 −0.368 −0.368 −0.773 −0.396 Stable

9 2.2 −0.543 −0.543 −0.705 −2.517 Chaos

12 1.654 0.525 0.525 −1.795 −1.950 Hyperchaos

According to the theory on chaos [17], if LE3 and LE4 are always negative, when
LE1 and LE2 are both negative, the system is in a stable state; when LE1 is positive
and LE2 is negative, the system is in a chaotic state; when LE1 and LE2 are both
positive, the system is in a hyperchaotic state.

Table 2 shows the values of Lyapunov exponents and the state types of the system
when K/J takes three specific values.

In addition to judging whether a system is in a chaotic or hyperchaotic state by
Lyapunov exponents of the system, it can also be judged by observing the time
domain diagrams and the state space phase diagrams of the system. Furthermore,
when a system is in a chaotic or hyperchaotic state, it will be sensitive to the initial
conditions.

Since when K/J = 9 (s−2) and K/J = 12 (s−2), the system has similar
time domain diagrams, state space phase diagrams and the sensitivity to the initial
conditions, we will not show them when K/J = 12 (s−2) in Sects. 4 and 5 for
conciseness.

4 Time Domain Diagrams and State Space Phase Diagrams
Under Two K/J Values

The initial conditions for calculating the time domain diagrams and the state space
phase diagrams of the system are id(0) = −10A, iq(0) = 1A, ω(0) = 3 rad,
θ(0) = 4 rad/s.

When K/J = 0, the time domain diagrams and the state space phase diagrams of
the system are shown in Fig. 2.

When K/J = 9 (s−2), the time domain diagrams and the state space phase
diagrams of the system are shown in Fig. 3.

Figures 2 and 3 show that the PMSM system is in a stable state when K/J = 0,
and a chaotic state when K/J = 9 (s−2). Furthermore, Fig. 3b shows that when the
PMSM system is in a chaotic state, its state space phase diagrams have some specific
characters. And it means that the system may be a new chaotic system.
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(a) The time domain diagrams (b) The state space phase diagrams

Fig. 2 The time domain diagrams and the state space phase diagrams when K/J = 0

             (a) The time domain diagrams                    (b) The state space phase diagrams 

Fig. 3 The time domain diagrams and the state space phase diagrams when K/J = 9 (s−2)

5 Analysis of Sensitivity to Initial Conditions Under Two
K/J Value

When a nonlinear system is in a chaotic or hyperchaotic state, it will show the
sensitivity to the initial conditions. That is to say, a tiny change of the initial conditions
will lead to an obvious change of the evolution trajectory of the system.

In order to judgewhether the systemhas the sensitivity to the initial conditions, it is
necessary to change slightly the initial conditions and recalculate the state variables of
the system. The initial conditions are changed to id(0) = −10.01A, iq(0) = 1.01A,
ω(0) = 3.01 rad, θ(0) = 4.01 rad/s.

The differences of the state variables under the original initial conditions and the
changed initial conditions are denoted as δid , δiq , δω, δθ . And, they are shown in
Fig. 4.
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                    (a) When                                             (b) When (s-2) 

Fig. 4 The differences of state variables under two initial conditions when K/J = 0 and K/J = 9
(s−2)

Figure 4a shows that δid , δiq , δω all tend to zero, and δθ tends to 0.023 rad at about
19 s when K/J = 0. The tiny δθ , that is 0.023 rad, can be ignored considering that θ
is approximately 990 rad at about 19 s under the two initial conditions. Therefore, the
system is not sensitive to the initial conditions when K/J = 0. And this is consistent
with the conclusion that the system is in a stable state when K/J = 0.

In Fig. 4b, δid , δiq , δω and δθ do not tend to zero and show obvious fluctuations
when K/J = 9 (s−2). Therefore, the system is obviously sensitive to the initial
conditions when K/J = 9(s−2). And this is consistent with the conclusion that the
system is in a chaotic state when K/J = 9 (s−2).

6 Conclusion

In this paper, the influence of the torsional elastic torque on chaotic characters of the
PMSM system is studied. And, we can get the following main conclusions:

(1) If the additional conditions D > 0 and ud = uq = TL = 0 hold, the PMSM
system is stable regardless of whether the torsional elastic torque is considered,
and if the additional conditions do not hold, the system may be unstable.

(2) The PMSM system can be in a chaotic or hyperchaotic state under certain
parameters when the torsional elastic torque is considered.

(3) When the PMSM system is in a chaotic or hyperchaotic state, its state space
phase diagrams have some specific characters. And it means that the system
may be a new chaotic or hyperchaotic system.

(4) When the PMSM system is in a stable state, the system is not sensitive to the
initial conditions. And when the PMSM system is in a chaotic or hyperchaotic
state, the system is sensitive to the initial conditions.
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Development of 20 T Split Pulsed Magnet
for Repetitive Pulses

Yiheng Li, Chengzhe Shu, Shan Jiang, and Tao Peng

Abstract A split pulsed magnet has been manufactured and tested. The magnet
frame is made of G10 plate. Based on the consideration of the mechanical properties
of the magnet, each layer of the coil is composed of 5 turns of wire. The light window
is a fan shaped structure with a radial divergence angle of 30°. The bore of magnet is
10 mm and the height of the windows is 5 mm. The power supply is a 2.4 mF/10 kV
miniature capacitor bank. The central field of the magnet reached 20.16 T at 4.3 kV.
The final temperature is 134 K for repetitive pulses.

Keywords Split pulsed magnet · Repetitive pulsed magnetic field · Stress

1 Introduction

Split pulsed magnet has been used in X-ray diffraction experiment and neutron
scattering experiment [1]. The structural diagram of the magnet is shown in Fig. 1.
Compared to the traditional pulsed magnets, the split pulsed magnet has windows
through which the X-rays and neutrons can travel. The center of the magnetic field
area in the center can be observed during the experiment [2, 3].

Thus, spilt pulsedmagnets with high field intensity have been developed in several
highmagnetic field laboratories. A 30 T split pulsedmagnet was designed andmanu-
factured at the National High Magnetic Field Laboratory (NHMFL) in 2005. Due
to the defects of the manufacturing process, the magnet was damaged during the
discharge process when the central field intensity was expected to reach 20 T [4]. A
38 T split pulsedmagnet was developed at the University of Tokyo in 2006. Although
rapid cooling technology was applied to the magnet, the coil heats was so severe that
the cooling interval was still as long as 15 min. In 2009, a 16 T split magnet was
developed by Bruker BioSpin AG. It was the first high field actively shielded fission
magnet for neutron scattering experiments, mounted on a spallation neutron source
in the United States [5]. In 2011, a 25 T split pulsed magnet with five-coil structure
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Light Window
Coil

Flange Plate

Magnet 
Frame

Fig. 1 Structure of the split pulsed magnet

was developed at the NHMFL. The working current of the magnet is as high as 40
kA, which requires a long cooling interval between every two pulses [6]. In 2014,
a 31 T split pulsed magnet was developed at the Laboratoire National des Champs
Magnétiques Intenses (LNCMI). The coil was composed of NbTi wire rein-forced
copper wire and the cooling interval was 30 min [7]. A 10 T split pulsed magnet
was developed at the Wuhan National High Magnetic Field Center (WHMFC) in
2018. Natural wind cooling technology was applied, which had low heat dissipation
efficiency. The cooling interval of the magnet was more than 15 min. Therefore, it is
necessary to develop a split pulsed magnet with high field strength and high cooling
efficiency.

The biggest challenge in the development of the split pulsed magnet is that the
huge axial electromagnetic force generated in the coil forces the light window to de-
form or even damage [8]. For instance, the axial electromagnetic force of a 25 T split
magnet developed at the NHMFL is as high as 5762 kN [6]. Therefore, appropriate
materials and structures must be used to overcome this challenge. At present, metal
material is usually used as the frame, because of its good mechanical properties.
However, due to the rapid change of the pulsed magnetic field, there will be a high
eddy current in the metal frame. For instance, the eddy current in a 10 T split magnet
frame developed at the WHMFC is as high as 25 kA. It leads to the increase of the
power consumption, current, and the temperature [9–11]. Due to the poormechanical
properties of the non-metallic materials, the axial stress of the frame must be low
as much as possible. It is necessary to analyze and optimize the electromagnetic,
mechanical and heat dissipation in the magnet.

In this paper, a 20 T split pulsed magnet for repetitive pulses is designed based
on the COMSOL Multiphysics commercial finite element analysis (FEA) software.
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2 Magnet Design

Some parameters of the pulsed magnet need to be determined according to the
experimental requirements. For instance, the size of light windows and the bore are
determined by the neutron beam and samples. The magnetic field strength and the
discharge frequency are expected to be as high as possible. However, high magnetic
field strength means high current, which lead to the increase of internal stress and
temperature rise. It is in conflict with the realization of high discharge frequency.
Therefore, the influence of the field strength and discharge frequency should be
balanced while optimizing the stress distribution and temperature rise.

In order to eliminate the eddy current of frame in pulses, G10 plate is selected to
make the frame [12]. Therefore, it is necessary to reduce the axial electromagnetic
force as much as possible because of the frame poor mechanical properties. That
means the design of axial turns should not be too much. But too few turns will lead
to the problems such as the difficulty in processing winding coil, heat dissipation
problem and the uneven magnetic field in the center of the magnet. By analyzing
the discharge process of the magnet, the parameters of the magnet are adjusted to
achieve the optimal performance. Finally, the optimal stress distribution and heat
dissipation design of the magnet are obtained. The main parameters of the magnet
are listed in Table 1.

2.1 Electromagnetic Analysis

The frameplate is designed between two coils. Themaximummagnetic field intensity
inside the magnet is not located in the middle plane of the magnet [13]. The magnetic
field distribution of the 1/2 magnet is shown in Fig. 2. The magnetic field intensity at

Table 1 Key parameters of
the split pulsed magnet
structure

Main part Parameters Value

Coil Conductor Cu

Cross-section (mm × mm) 4.7 × 3.2

Number of turns 9 × 5

Inner diameter (mm) 10

Outer diameter (mm) 76

Inductance (µH) 100.62

Frame Thickness (mm) 13

Height of windows (mm) 5

Number of windows 4

Radial divergence angle of windows (°) 30



466 Y. Li et al.

Fig. 2 Magnetic field distribution of the magnet

the center of the magnet can reach 20.23 T with the operating condition of 17.8 kA.
The maximum magnetic field intensity is 26.94 T, which is located 15.4 mm away
from the center. The uniformity of themagnetic field in the central hole of themagnet
is better than ±10%.

2.2 Stress Analysis

The conductor layers are reinforced with Zylon fiber. The thickness of interlayer
filling is 0.5 mm. The ultimate tensile stress of Zylon fiber is 4 GPa [8]. The coil near
the magnet frame is defined as the first turn, the coil near the flange plate is defined
as the fifth turn. And the distribution of the von Mises stress of the coils is shown in
Fig. 3. Where the von Mises stress of Zylon layers are higher than conductor layers.
The results show that the maximum stress is 407.7 MPa, which is located at the fifth
turn of the fourth layer of Zylon. It is far less than the tensile strength of Zylon fiber.
With the current of 17.8 kA, the axial electromagnetic force of the upper and lower
coils is 141.1 kN. In order to reduce the damage to the light windows, the magnet
is designed with fan-shaped window and the radial divergence angle is 30°. The
distribution of von Mises stress and deformation of the 1/4 frame in the process of
the magnet being electrified is shown in Fig. 4. At the peak value of 20 T magnetic
field, the maximum von Mises stress in the frame is 347.5 MPa, which is located at
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Fig. 3 Von Mises stress distribution of the magnet

Light Window

 (a) Von Mises stress distribution   (b) Deformation distribution

Fig. 4 Stress and deformation distribution of the magnet frame

the edge of both sides of the windows. The deformation is mainly concentrated in the
outermost region of the windows, and the maximum deformation is only 0.22 mm.
The mechanical strength meets the requirements and can ensure the high frequency
discharge of the coil.

2.3 Thermal Analysis

Themagnet is immersed in the liquid nitrogen. In order to improve the heat dissipation
efficiency, the cooling channels are made on the flange plate as shown in Fig. 5. In
the analysis of magnet temperature, it must take more than 50 pulses to stabilize
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Fig. 5 Flange plate of the magnet

the final temperature when the initial temperature of the magnet is 77 K. In order to
simplify the process, 140 K, which is close to the final temperature, is selected as the
initial temperature of the magnet. While the discharge interval is 30 s, the average
temperature variation of the magnet is shown in Fig. 6. The figure shows that the
average temperature of the magnet is basically stable at about 140.5 K after the third
discharge.

Fig. 6 Average temperature
distribution of the magnet
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(a) Magnet after precooling (b) Magnet testing system

Fig. 7 Magnet test device

3 Test of the Magnet

The test power supply is a miniature capacitor bank. The capacitance is 2.4 mF and
the maximum working voltage is 10 kV. The charge and discharge of the capacitor is
controlled remotely by optical fiber, and the magnetic field is measured by pick-up
coil. The magnet test device is shown in Fig. 7.

The voltage gradually increased from low to high, and the maximum is 4.3 kV.
The peak value of the current is 17.21 kA, pulse width is 2 ms. The discharge interval
is 5 min. The measured magnetic field waveform with different voltage is shown in
Fig. 8.

In the repetitive pulse test, the discharge voltage of capacitor bank is configured
as 4.3 kV, and the discharge interval is 30 s. The resistance value of magnet coil
was recorded after every 5 pulses. The average temperature of magnet coil was
calculated from the resistance. Average temperature of the magnet is shown in Fig. 9,
the temperature is stable after 25 pulses, and the final temperature is about 134 K.

4 Conclusion

Based on the theory of material mechanics and heat transfer, the stress and tempera-
ture distributionof split pulsedmagnet under repetitive pulses analyzedbyCOMSOL.
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Fig. 8 The central magnetic
field

Fig. 9 Average temperature
of the magnet under
repetitive pulses

And the magnet has been manufactured and tested, which has a central aperture of
10 mm and an outer diameter of 76 mm. The maximum strength of the central
magnetic field can reach 20.16 T under the pulse current with the peak value of
17.21 kA. Applied by the power supply of 2.4 mF/4.3 kV, the magnet can discharge
repetitively at 30 s interval. It has certain reference significance for realizing higher
magnetic field research of split pulsed magnet.
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Comparative Study on COMSOL Finite
Element Modeling Method of Ship
Magnetic Field Based on Scalar Magnetic
Potential and Vector Magnetic Potential

Kaisong Wang, Guohua Zhou, and Yuelin Liu

Abstract Obtaining the magnetic field spatial distribution of ships is necessary for
magnetic silencing, and the numerical calculation of magnetic field is an effective
method to obtain the magnetic field spatial distribution of ships. In this paper, the
effectiveness of ship magnetic field calculation using COMSOLMultiphysics simu-
lation platform is studied, such as the modeling steps and parameter setting methods,
and the accuracy of magnetic field calculation based on scalar magnetic potential and
vector magnetic potential is compared. Analytical verification examples of rotating
ellipsoid shells and numerical examples of submarine engineering are provided.
The results show that when using COMSOL for ship magnetic field calculation, the
accuracy of vector magnetic potential method is slightly higher than that of scalar
magnetic potential method under the same condition, and the modeling accuracy is
better than 90%. It is helpful for ship magnetic field numerical calculation.

Keywords Ship magnetic field · Numerical calculation · COMSOL multiphysics ·
Finite element method · Simulation modeling

1 Introduction

Most of the modern ships are made of steel, and the ferromagnetic hull produces
the ship magnetic field under the magnetization of the geomagnetic field. In order to
improve the vitality and combat effectiveness of warships, it is necessary to carry out
magnetic protection for modern warships [1]. The effective prediction and evalua-
tion of the space magnetic field around the warship is a necessary prerequisite for the
implementation of magnetic protection to the warship. At present, the prediction of
ship magnetic field characteristics mainly includes empirical formula method, phys-
ical scale model method and numerical simulation method [2]. With the rapid devel-
opment of computer software technology, numerical simulation calculation method
has been widely used in warship magnetic field analysis and calculation, and is
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becoming more and more mature. Compared with the physical scale model method,
the numerical simulation method not only saves the construction of the physical ship
model, but also overcomes the disadvantages of poor flexibility, high cost and time-
consuming of the physical ship model, and has the advantages of high speed, high
efficiency, economy and versatility. Numerical simulation methods can be divided
into four categories: equivalent source method, semi-analytical method, magnetic
field integrationmethod andmagnetic field differentiationmethod.As a typical repre-
sentative of magnetic field differential method, with the continuous development of
numerical technology, finite element method has been widely used in many fields of
electromagnetic numerical analysis [3], including the numerical calculation of ship
magnetic field [4]. With the continuous promotion of finite element applications, a
variety of commercial finite element software is becoming more and more mature,
which provides a simulation platform for the numerical calculation of ship magnetic
field, including OPERA, FLUX3D, TOSCA, ANSYS and COMSOL Multiphysics
simulation software.

In this paper, the finite element simulation calculation of ship magnetic field is
carried out by using COMSOL Multiphysics software as the simulation platform.
Firstly, the software is introduced, and the basic calculation principle is analyzed,
and then the concrete realization method of ship magnetic finite element simulation
is described in detail, including geometric model modeling, material setting, inter-
face selection, grid subdivision, calculation process and data post-processing. The
accuracy of modeling and calculation based on scalar magnetic potential method
and vector magnetic potential method is analyzed emphatically, and an analytical
verification example of rotating ellipsoidal shell is designed. It has been successfully
applied to the numerical prediction of the space magnetic field of a certain type of
submarine.

2 Basic Theories

The magnetization of ship in geomagnetic field can be regarded as the quasi-static
magnetization process of ferromagnetic material under the action of weak magnetic
field, and the numerical calculation of ship magnetic field can be classified into
the research category of open-domain magnetostatic field [5]. Based on the varia-
tional principle, the finite element method discretizes the variational problem so as
to solve its approximate numerical solution. The discrete solution process includes
field partition, function interpolation, element analysis, global synthesis, boundary
condition treatment and final equation solution. The key of the finite element method
is to find out the variational problems corresponding to the boundary value prob-
lems, and with the development of the technology of solving large sparse equations,
the sparse matrix formed by the finite element method in the process of solving
boundary value problems is easy to solve. When solving the open-domain magne-
tostatic modeling problem by the finite element method, the region boundary needs
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to be specially treated, while the COMSOL multi-physical field simulation soft-
ware can deal with some equivalent boundary conditions when solving the finite
element method [6], which is convenient for the finite element method to study the
open-domain magnetostatic modeling problem.

The problem of shipmagnetism calculation inmagnetic protection can be reduced
to the magnetization of ferromagnetic objects in a uniform static background
magnetic field, and then the corresponding interface equation is solved by the finite
element method. The ship magnetic calculation in this paper belongs to the three-
dimensional open-domainmagnetostatic problem, so the professionalACDCmodule
in the electromagnetic part should be used accordingly. The electromagnetic field
analysis in COMSOL is based on Maxwell equations [7], and different equations
are selected according to the types of problems analyzed. The ACDC module has an
encapsulated preset multi-physical field modeling interface, which can solve steady-
state and time-varying problems for different physical fields. Aiming at the open-
domain magnetostatic problem, the scalar magnetic potential method using “Mag-
netic field, no current” (mfnc) interface and the vector magnetic potential method
using “Magnetic field” (mf) interface are commonly used in COMSOLfinite element
calculation. This paper will analyze from the comparison of two different modeling
processes. At the same time, because the thin shell structure is the main structural
feature of the ship model, the ship magnetic modeling in this paper also involves the
treatment of the thin layer boundary problem [8]. In both mfnc and mf interfaces,
the thin layer problem can be solved by adding “Magnetic shielding” condition, the
thin shell of warship can be transformed into boundary surface, and the modeling
and calculation of complex thin-walled structure ship hull can be realized by setting
parameters such as thickness. The accuracy of using COMSOL software to solve the
magnetic field of thin shell sphere has been verified by analyzing the example of thin
shell sphere in Ref. [9].

The scalar magnetic potential method solves themagnetic flux conservation equa-
tion by defining the magnetic scalar potential formula, and the partial differential
equation of magnetic potential field Vm is:

∇ • μ0μr (−∇Vm + Hb) = 0 (1)

where Hb is the background field, and B field is calculated according to H field. The
“Magnetic shielding” condition is defined as:

n • (B1 − B2) = ∇T ds BT (2)

HT = −∇T Vm + Hb,T (3)

Among them, B1 is the internal magnetic field, B2 is the external magnetic field,
the subscript T is the tangential vector, n is the normal vector, and ds is the thin layer
surface thickness. The condition of “External magnetic flux density” is defined as:
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n • B = n • Bb (4)

The vector magnetic potential method solves the electromagnetic induction equa-
tion by defining the magnetic vector potential formula, and the partial differential
equation of magnetic vector potential A is:

∇ × μ−1
0 μ−1

r ∇ × (A + Ab) = 0 (5)

H = μ−1
0 μ−1

r B (6)

where Ab is the background field, and B can also be used to specify the background
magnetic field. The “Magnetic shielding” condition is defined as:

n × (H1 − H2) = n × HT (7)

BT = n × A1 − A2

ds
+ Bb,T (8)

where A1 is the internal magnetic potential of the shell, A2 is the external magnetic
potential of the shell, similarly, the subscript T represents the tangential vector, n
represents the normal vector, and ds represents the surface thickness of the shell. The
condition of “External vector magnetic potential” is defined as:

n • A = n • Ab (9)

Aiming at the thin layer problem of warship shell, after adding “Magnetic shield-
ing” condition, mfnc interface and mf interface need to add “External magnetic flux
density” and “External vector magnetic potential”.

3 Numerical Modeling Method and Steps

For the finite element solution of the ship open-domain static magnetic field problem,
this paper puts forward two modeling schemes based on the COMSOL simulation
platform, that is, the scalar potential method with mfnc interface and the vector
potential method with mf interface. In order to facilitate comparison and analysis,
except for the different settings of physical field excitation and boundary conditions,
the other parameters and settings remain unchanged, so as to compare and analyze
the modeling process of the two schemes.
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3.1 Scalar Magnetic Potential Method Using Mfnc Interface

Step 1, Global parameter definition. Setting global parameters is convenient for
calling parameters in the whole modeling process, and also for the adjustment of
the structural parameters of the built-in CAD geometric modeling. In addition to
setting the parameters required for geometric modeling, the geomagnetic field (gB)
is defined as −4e−5T, and the relative permeability (μ0) is defined as 150.

Step 2, Geometric modeling. COMSOL has its own CAD modeling tools, which
can directly carry out geometric modeling on the software platform, and can also link
with third-party software synchronously through CAD import module and Livelink
interface. When using third-party software to import models, built-in CAD module
can import various CAD files, grids or STL files, and also include the model files
created by COMSOL software itself. In order to simplify the calculation, the ship
body is properly simplified, and the geometric modeling of the hull is completed by
using the CAD tool of the simulation platform. The ellipsoid model with analytical
solution and the simplified submarine model are established respectively, which are
located at the origin of the coordinate system and the bow points to the positive
direction of the x axis. Then, according to the finite element calculation principle,
it is necessary to establish an air domain surrounding the whole hull as the solution
domain of the whole model calculation. For two geometric models, ellipsoid and
submarine, a truncated boundary of 400 m × 200 m × 200 m cuboid is established,
which is also located at the origin of coordinate system.

Step 3, Material definition. A rich material library is built in the software, and the
material properties can be defined by users according to their needs. Here, only air
materials and hull materials need to be added. The Air “domain” uses the air material
“Air” built in the material library, and the hull material is added with user-defined
materials. Select the corresponding hull “domain” and set the relative permeability
(μ0) to 150. According to the constitutive equation, when using scalar magnetic
potential method, the relative permeability μ of Air material should be defined as 1,
where “Air” in the material library will be automatically defined, and the “Domain”
can be directly solved.

Step 4, Set magnetic field excitation and boundary conditions. It can be added by
a preset 3D model in the Model Wizard, or it can be defined by selecting an empty
model. First, select themfnc interface corresponding to scalar bitmethod, and then set
the magnetic field excitation and boundary conditions in the interface. The formula
of “Reduced field” is used when adding magnetic field excitation in mfnc interface.
In the formula, the geomagnetic field component (x, y or z, only one component is
defined at a time) is gB/mu0_const . This formula only solves the field disturbance
in the physical field, which is convenient for solving the induced magnetic field
component of submarine model, and also avoids the calculation error of the software
when solving the mixed field. When setting the condition of “Magnetic shielding”,
first select all hull boundaries, then change the hull domain into boundary, and then
set the hull surface thickness ds to 10 mm, and the relative permeabilityμr of the hull
can also be customized in the condition of “Magnetic shielding”. In addition to the
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condition of “Magnetic shielding”, it is necessary to add the condition of “External
magnetic flux density” instead of “Magnetic insulation” to act on the boundary of
magnetic field finite element truncation.

Step 5, Grid subdivision. For the complex model of ship, in order to improve the
subdivision efficiency, the grid with tetrahedral elements is generally selected. The
software platform comes with a powerful automatic grid subdivision tool, that is, you
can select the predefined “Physical field control grid” for grid subdivision, or you
can select the “User control grid” to customize grid subdivision according to user
requirements. Here, the preset “Physical field control grid” is selected for automatic
grid subdivision, and the grid accuracy is selected as “Finer”. The number of units
of ellipsoid model is 64,481, and that of submarine model is 64,944.

Step 6, Solve and calculate. Both methods add a “Steady-state” solution type in
the research step, use the default steady-state solver, and then run “Calculate” to solve
it. By default, “Convergence diagram” and “Three-dimensional drawing group” are
generated.

Step 7, Post-processing. COMSOL is rich in post-processing tools, which can
analyze and output various data, pictures, curves and animations according to users’
requirements, thus realizing visual simulation of ship magnetic field graphics. Here,
with the help of “Three-dimensional drawing group” and “One-dimensional drawing
group”, the data results of the model solution are constructed with three-dimensional
graphics and one-dimensional curves, and then some calculated data are exported
for comparative analysis.

3.2 Vector Magnetic Potential Method Using Mf Interface

The modeling steps of the vector magnetic potential method are similar to the scalar
magnetic potential method, which is also divided into seven steps. The main differ-
ence is the magnetic field excitation and boundary conditions in the 4th step, and the
other steps are basically the same.

In the 4th step, mf interface corresponding to vector magnetic potential method
is selected first, then magnetic field excitation and boundary conditions used in the
interface are set. The formula of “Reduced field” is also used when adding magnetic
field excitation. The difference is that the geomagnetic field component (x, y or z,
only one component is defined at a time) can be set as gB by a simpler definition
method of “Uniform magnetic flux density”. When setting boundary conditions, the
condition of “Magnetic shielding” is also used. First, select all hull “Boundaries”,
change the hull “Domain” into “Boundaries”, then set the hull surface thickness ds to
10 mm, and select “From material” or “User-defined” relative permeability μr , with
the difference that “External vector magnetic potential” is used instead of “Magnetic
insulation” to define the boundary conditions of the truncated surface.

In addition to Step 4, in Step 3, the air material “Air” needs to define relative
dielectric constant ε and conductivity σ besides μ. In this paper, ε is set as 1 and σ

is set as 0 S/m because the current is not considered.
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4 Example Analysis

In this paper, the vertical components of the induced magnetic field of the submarine
model established by the two methods under the same geomagnetic environment
and different depths are simulated, and the accuracy of the calculation is verified by
an example of an analytical solution to the ellipsoidal shell, and then the vertical
component of the induced magnetic field Ziz is taken as an example to analyze the
numerical results of the submarine model.

4.1 Analytical Example of an Ellipsoidal Shell

The major axis of outer surface of the ellipsoidal shell is 50 m, and the minor axis
of outer surface is 5 m. The shell thickness ds is set to 10 mm, relative permeability
μr is 150, truncated boundary is a cuboid with 400 m × 200 m × 200 m, and the
number of grid subdivision units is 64,481, as shown in Fig. 1.

Take 3 measuring lines, y = 0 under keel and y = 4, y = −4 under port and
starboard, respectively, and set a step length of 5 m from x = −200 to x = 200 on
each line. There are totally 81 measuring points in a line, and the measuring depth is
1.0 B (Beam) as the standard. According to the derivation of analytical formulas of
magnetic field of ellipsoid and ellipsoid shell in Ref. [10] and the specific application
case of calculating additional magnetic field of a hollow rotating ellipsoid at a point
directly below the center inRef. [11], the analytical values of all points on3measuring

Fig. 1 Grid subdivision diagram of an ellipsoidal shell model



480 K. Wang et al.

Fig. 2 Ziz of standard measuring depth (1.0 B) under keel line

lines under vertical magnetization are solved, and then compared with the simulation
results of COMSOL platform.

Figure 2 shows the deviation between the Ziz and the analytical value of the
measurement points under the keel by the two methods. After calculation, the
maximum relative error of scalar magnetic potential method is 10%, and that of
vector magnetic potential method is 9.2%. Figure 3 shows the deviation of magnetic
field values atmeasuring points below starboard line.After calculation, themaximum
relative error of scalar magnetic potential method under starboard side is 9.2%, and
that of vector magnetic potential method under starboard side is 9.1%. And Fig. 4
shows that the error of scalar magnetic potential method under port side is 9.5%, and
the error of vector magnetic potential method is 9.1%, as shown below.

To sum up, COMSOL finite element simulation modeling can control the error
within 10% when solving the open-domain magnetostatic problem of ships with
ellipsoidal thin shells. Under the same conditions, the vector magnetic potential
modeling method with mf interface has a slightly higher solution accuracy. It is
suggested that the vector potential method should be preferred when solving the
open-domain magnetostatic problem.

4.2 An Example of a Submarine

The submarine model is left and right symmetrical, and its geometric structure is
similar to that of ellipsoidal shell model. The model boat is 100 m in length (x: −
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Fig. 3 Ziz of standard measuring depth (1.0 B) under starboard line

Fig. 4 Ziz of standard measuring depth (1.0 B) under port line
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50 ~ 50), 10 m in width (y: −5 ~ 5) and 13.5 m in total height (z: −5 ~ 8.5), in
which the main hull height is 10 m(z: −5 ~ 5) and the turret height is 3.5 m (z: 5 ~
8.5), which is measured at a standard depth of 1 times the beam (1.0 B) of the ship.
In the marine environment, since the permeability of seawater and air is close to 1,
and the relative permeability of submarine is far greater than 1, it can be considered
that submarine is magnetized by constant geomagnetic field in uniformmediumwith
relative permeability of 1. The “Air” preset in the material library is still selected
for air domain materials, and then the shell thickness ds is set to 10 mm, the relative
permeabilityμr is set to 150, the cut-off boundary is still a cuboid of 400 m× 200 m
× 200 m. Finally, the number of grid subdivision units is 64,944, as shown in Fig. 5.

Fig. 5 Grid subdivision and 3-D magnetic field distribution diagrams of a submarine model
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Fig. 6 Ziz of different measuring depths under keel line

Take 3 measuring lines: y = 0 under keel, y = 4 and y = −4 under port and
starboard respectively, and set a step length of 5 m for each line from x = −200 to x
= 200, with a total of 81 measuring points in a line. The simulation results are shown
as follows.

Figure 6 and 7 are numerical simulation curves of the submarine model with two
different modeling methods at the keel line and port line measuring points at three
different measuring depths of 1.0 B, 1.2 B and 1.5 B, respectively. As shown in the
figures, under the magnetization of z component of 40,000 nT geomagnetic field,
the peak value of Ziz at keel line measuring points is 680 nT, and the peak value of
Ziz at starboard measuring points is 561 nT. The magnetic anomaly points of keel
curve are obviously more than those of port and starboard curves, and the degree
of local unevenness is greater. At the same time, the Ziz curve of the starboard line
measuring points is close to the port line. According to the calculation, the relative
root mean square error of Ziz value between the port and starboard lines under the
two methods is less than 4%, and the fitting degree is quite high. In addition, the
calculated value of vector magnetic potential method is slightly smaller than the
calculated value of scalar magnetic potential on the whole, and the error is smaller.
With the increase of measurement depth, the magnetic field value will be attenuated
continuously, and the magnetic anomaly points caused by local unevenness will be
attenuated first. It has been verified that the Ziz value of each side line measurement
point under the two methods has been attenuated to around 0 when the measurement
depth exceeds 2 times the ship beam (2.0 B). Therefore, as for the ship’s magnetic
model, the effective calculation depth under the hull should be controlled within the
range of 2 times the ship beam (2.0 B).
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Fig. 7 Ziz of different measuring depths under port line

5 Conclusion

Taking COMSOL Multiphysics based on finite element method as the calculation
platform, this paper studies the problem of ship open-domain static magnetic field
modeling. Through the comparison of two different modeling methods of scalar
magnetic potential and vectormagnetic potential and the analysis of numerical exam-
ples, it is verified the applicability and accuracy of COMSOL finite element soft-
ware for ship magnetic field numerical calculation. The modeling accuracy of vector
magnetic potential method is slightly better, and the accuracy is better than 90%. It
provides a certain reference for solving the problem of three-dimensional complex
ship magnetic calculation.
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Approximate Modeling of Gear Torque
of Permanent Magnet Synchronous
Motor Based on Improved Latin
Hypercube Sampling

Xuerong Ye, Liqin Wu, Chengzhi Sun, Lin Wang, and Jun Zhang

Abstract Aim at there are lot of influence factors of the cogging torque of perma-
nent magnet synchronous motor, the orders of magnitude are difference, the approx-
imation modeling error is large, this paper put forward a kind of strong applica-
bility approximate modeling method, can be used for all kinds of motor, namely
the isometric cross complementary sampling method, improve the Latin hypercube
sampling, improves the approximatemodel of permanentmagnet synchronousmotor
cogging torque accuracy. In this paper, main influencing factors of cogging torque
are determined. Firstly, the initial approximation model was established by the tradi-
tional Latin hypercube sampling andKrigingmethod, and the value range of the input
parameters of the sample points whose approximate calculation error exceeded a
certain threshold in the sensitivity analysis sample points was obtained. The training
set was expanded based on the isometric cross-sampling method, and the calculation
accuracy of the approximate modeling was improved. Taking the permanent magnet
synchronous motor (PMSM) cogging torque as an example, the method presented
in this paper is used for approximate modeling to achieve better calculation accu-
racy and verify the effectiveness of the method, which lays a foundation for the
consistency optimization of PMSM cogging torque.

Keywords Permanent magnet synchronous motor · Approximate modeling ·
Cogging torque

1 Introduction

With its high efficiency and low torque ripple, PMSMiswidely used in high-precision
servo equipment such as turntables, robots and CNC machine tools [1]. With the
wide application of permanent magnet synchronous motor, the requirements on the
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control accuracy and noise and vibration of batch permanent magnet synchronous
motor are increasingly improved [2]. As one of the main influencing factors of motor
control accuracy and vibration and noise, the consistency of gear torque has become
a research hotspot.

In the actual production process of permanent magnet synchronous motor, noise
factors such as various size, shape and position tolerances and material attribute
deviations cause the characteristic dispersion among mass-produced motor products
[3–5]. Many influencing factors are coupled to each other, which makes it difficult
to improve the cogging torque consistency of batch PMSM.

It is necessary to carry out batch modeling for permanent magnet synchronous
motor (PMSM) to optimize the cogging torque consistency. Finite element modeling
[6–8] is a common method, but the biggest problem of finite element method is that
it takes a long time to calculate and is difficult to be directly used in the optimiza-
tion process. In order to improve the calculation efficiency, some scholars proposed
the precise subdomain model (ESM) [9–15] to improve the modeling efficiency.
However, since ESM is established on the basis of the ideal motor model, the influ-
ence of machining deviation on the expression is not considered, and the magnetic
permeability property of softmagneticmaterial is assumed tobe infinite, and the influ-
ence of magnetic saturation on the model accuracy is not considered [16, 17]. When
literature [2] introduced it into robust design, noise factor was taken into account and
saturation coefficient was introduced. ESMmethodwas adopted in combination with
saturation coefficient to correct ESM. However, the influence of machining errors on
the model is still not considered, so this method is not suitable for batch modeling of
motor structure optimization considering machining dispersion. Some scholars used
response surface method, Kriging method and radial basis method [18–20] to estab-
lish the input-output relationship model of the research object. Literature [4] USES
the center composite design method to establish the approximate model between
the structure size of the motor and the efficiency of the motor. However, as there
are many influencing factors of the tooth torque, it takes a huge amount of work
to use the center composite design method for modeling. [21–23] based on Latin
hypercube sampling [24, 25] before and after the motor output torque, stator phase
frequency, the approximate model of stator inner stress, but in view of the motor
cogging torque is low, this kind of order of magnitude of big span, and the output of
the input parameters more features, by using this method is difficult to get accurate
approximation model of motor cogging torque.

In this paper, the cogging torque of a 10-pole 12-slot tabbed permanent magnet
synchronous motor (PMSM) is studied, the mechanism of cogging torque is system-
atically revealed, the influence of rotor error is separated, and the main influencing
factors are determined. In Latin hypercube approximation modeling, on the basis of
Kriging method is used to get the cogging torque of initial approximation model, the
approximate calculation was carried out on the sensitivity analysis of sample points,
and get the error is bigger sample points corresponding to the input parameters, and
puts forward a method of equidistant sampling at the intersection of complementary
set of training samples, implements the less sample cases, achieve higher prediction
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precision, so as to solve multiple input, low output of the cogging torque of perma-
nent magnet synchronous motor approximation error modeling problems. Finally, an
example of permanent magnet synchronous motor (PMSM) cogging torque is used
for approximate modeling to verify the effectiveness of the proposed method.

2 The Approximate Modeling Scheme for the Fast
Calculation of Gear Torque of Permanent Magnet
Synchronous Motor (PMSM)

Firstly, the finite element model of PMSM is established to obtain the cogging torque
of PMSM, which is the output characteristic of PMSM. The main influencing factors
of the PMSM’s cogging torque were analyzed, and the key factors that had the most
significant influence on the cogging torque of PMSM were selected in combination
with the ranking of processmanufacturability, design space limitation and sensitivity.

Secondly, within the allowable range of each key parameter, the Latin hyper-
cube sampling method is adopted to establish the input parameters of the initial
sample point Simulation output characteristic response. The relationship between
input parameters and output characteristic responses Y = (y1, y2, y3, . . . , yn)T is
established by using Kriging method. Y = f (X)As an initial approximation model.

Then the sensitivity is calculated to analyze the simulation results of the
sample points (y1, y2, y3, . . . , yn)T and the error of approximate calculation results
(ỹ1, ỹ2, ỹ3, . . . , ỹn)T is err(yn ∼ ỹn). Thus, the sample error of each input varies
are err(yn ∼ ỹn) separately, and the value range of each input corresponding to
the sample with large error is obtained maxerr(yn ∼ ỹn). Thus, the sample error
when each input changes separately is obtained, and the sample with large error is
obtained. Corresponding value range of each input, such as the sample whose error
exceeds a certain threshold, its input is A, B, The current corresponding interval is
A = [aσ1, aσ2], B = [bσ3, bσ4], Then add sample points to the inputmethod based on
equidistant intersection respectively, and for the sample whose error does not exceed
the threshold, the input isC, D. All center values ofC, Dwere taken and combined as
supplementary sample points. The supplementary samples are added to the original
training set to form the improved training set X ′ = (x1, x2, x3, . . . , xn, xs)T . In order
to prevent sample agglomeration, the value rules of isometric cross supplementary
sampling are shown in Formula (1):

xs = [A, B,C, D, . . .]
A = [aσ1, aσ1 + (aσ2 − aσ1)/ns, aσ1 + 2(aσ2 − aσ1)/ns,

. . . , aσ2, amr , . . . , amr ]T
B = [bmr , . . . , bmr , bσ3, bσ3 + (bσ4 − bσ3)/ns,

bσ3 + 2(bσ4 − bσ3)/ns, . . . , bσ4, ]T
C = [cm, . . . , cm]T
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D = [dm, . . . , dm]T (1)

where, xs is the supplementary sampling sample matrix, A, B,C, D, . . . is the input
of the approximate model, aσ1, aσ2, bσ3, bσ4 is the level value of A, B initial approx-
imate calculation error of the input parameter, amr , bmr , is the A, B random sampling
within ±3% of the input center value, cm , dm , is the center value of C, D.

Finally, the extended training set is used to carry out Kriging approximate
modeling, and the improved approximate model is obtained, which improves the
precision of the approximate model of the motor and lays a foundation for the
optimal design of themotor. Theflowchart of improvedLatin hypercube approximate
modeling method is shown in Fig. 1.

Fig. 1 Flow chart of
improved Latin hypercube
approximation modeling
method
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3 Analysis of Key Influencing Factors of Permanent
Magnet Synchronous Motor (PMSM) Cogging Torque

3.1 Simulation Analysis of Cogging Torque

In this paper, the cogging torque of permanent magnet synchronous motor (PMSM)
is taken as the research object. Firstly, finite element simulation is carried out. Its
structure diagram is shown in Fig. 2, and the initial size parameters are shown in
Table 1. A 10-pole, 12-slot tabular permanent magnet synchronous motor is studied.
Its operating state is no load, the set speed is 5r/min, the sampling time is 2.4 s, and
the sampling frequency is 100 Hz. It simulates the actual collection of the motor’s

Fig. 2 Structure diagram of
permanent magnet
synchronous motor

Table 1 Initial dimension
parameters of permanent
magnet synchronous motor

Parameter Value

stator outer diameter/mm 135

stator inner diameter/mm 95

width of air gap/mm 0.5

rotor outer diameter/mm 87

The rotor diameter/mm 36

Shaft diameter/mm 36

Magnetic tile pole-arc eccentricity/mm 18

Fixed rotor axial height/mm 55
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cogging torque. Based on ANSYS, a two-dimensional finite element model of the
motor is established to solve the electromagnetic field of themotor and output param-
eters such as flux density, inductance and flux linkage, etc., to obtain the inductance
waveform of the motor, flux linkage waveform and cogging torque waveform are
shown in Figs. 2, 3 and 4 (Fig. 5).

The data of one electric period of themeasured cogging torquewas comparedwith
that of the simulation. The average value of the measured one-peak of the cogging
torque was 0.048771 Nm, and the average value of the simulated one-peak of the
cogging torque was 0.043759 Nm, with an error of 10.27%. Figure 6 shows the
waveform of the simulated and measured cogging torque.

Fig. 3 Simulation of motor
inductance

Fig. 4 Simulation of flux
linkage
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Fig. 5 Simulation of
cogging torque waveform

Fig. 6 Comparison of simulated cogging torque

3.2 Sensitivity Analysis of Influencing Factors of Cogging
Torque

The cogging torque fluctuation, which affects the performance of the motor in many
aspects, is widely concerned. Therefore, the cogging torque fluctuation is taken as
the characterization of the cogging torque and studied. Noise factors such as size and
shape tolerance, installation error and material property deviation in the process of
motor production will cause the change of cogging torque volatility of PMSM. The
influencing factors of the cogging torque fluctuation include rotor side, air gap and
stator side. The rotor side noise factor includes the material properties such as the
installation position of the magnetic tile, the coercivity and the relative permeability,
the deviation of the polar arc eccentricity and the external dimension, the outside
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 influencing factors

The rotor side air gap The stator side

Magnetic tile pole-arc eccentricity
Magnetic tile installation position

The rotor diameter
Magnetic tile coercivity

The relative permeability of the tile
Silicon steel sheet material

The air gap width
Air gap 

asymmetry

Stator slot opening
Auxiliary slot opening

The stator inner diameter
Outer diameter of the stator

Stator axial height
Silicon steel sheet material

Fig. 7 Influence factors of cogging torque fluctuation rate of motor

diameter of the rotor and the dimension deviation of the rotor, etc. Air gap noise
factors include air gap length deviation, static and dynamic eccentricity caused by
air gap asymmetry; The stator side noise factors include the width of the slot opening,
the inner and outer diameter of the stator, the width of the auxiliary slot opening, the
non-uniformity of the stator core material and the overlaying coefficient of the core.
The influencing factors of the motor cogging torque volatility are shown in Fig. 7.

The Taguchi experiment allows multiple control factors and optimization objec-
tives to be in the same test to ensure that the level of each control factor is given equal
weight. According to the dimension chain of the motor, the influence degree of each
parameter on the variation of the cogging torque fluctuation is analyzed by comparing
the cogging torque fluctuation under the condition that each dimension parameter
changes ±10% at the same time. Each parameter takes the three horizontal values
of center value and upper and lower limit value respectively. In the motor design,
the selection of the main motor geometric parameters include: magnetic tile pole
arc eccentricity, rotor outer diameter, relative permeability of magnetic tile, stator
slot opening width, auxiliary slot opening width, stator outer diameter, fixed rotor
axial height, stator inner diameter, magnetic tile force. Sensitivity analysis results of
different control factor deviations are shown in Fig. 8, and range analysis is shown
in Table 2.

According to the above sensitivity analysis results, factorsK1,K2,K4,K6,K7 and
K8 that have the most significant influence on the gear torque volatility of PMSM are
obtained. K6 is limited by the design space, and K8 is the material property, which is
not controllable in the processing, and these two parameters do not participate in the
design. The other four parameters, namely, pole arc eccentricity, rotor outer diameter,
stator slot opening width and stator inner diameter, are the design parameters that
have the most significant influence on the cogging torque fluctuation rate of the
motor. Based on these four sensitive parameters, the relationship between the key
parameters of PMSM and the cogging torque fluctuation is established.
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Fig. 8 Sensitivity analysis of cogging torque fluctuation rate

Table 2 Sensitivity range analysis of cogging torque fluctuation rate

Design variable Parameter Unit Reference value Range

K1 Magnetic tile pole-arc eccentricity mm 18 0.0059

K2 rotor outer diameter mm 94 0.00104

K3 The relative permeability of the tile H/m 1.06396 1.006e−5

K4 Stator slot opening size mm 2 0.00346

K5 stator outer diameter mm 135 0.00059

K6 Fixed rotor axial height mm 55 0.00104

K7 The stator inner diameter mm 95 0.00173

K8 Magnetic tile coercive force A/m −833 0.00779

K9 Width of auxiliary slot opening mm 2 0.00095

4 Approximate Modeling for Fast Calculation of Gear
Torque of PERMANENT Magnet Synchronous Motor

4.1 Approximate Modeling of Traditional Latin Hypercube
Sampling

The Latin hypercube sampling method was used to sample within the allowable
variation range of four parameters, and 200 groups of samples were obtained. As the
initial training set, the initial approximationmodel was obtained by using the Kriging
approximation modeling method. The model is used to approximate 30 sets of Latin
hypercube samples with an error of 17.7%. The comparison between simulation and
approximate calculation is shown in Fig. 9.

The initial approximation model is used to approximate the single-factor analysis
samples of the above four inputs, and the error between the simulation values of the
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Fig. 9 Comparison of simulation value and initial approximate calculation value

Fig. 10 Error between single factor simulation value and initial approximate calculation of key
parameters

above four inputs and the single-factor samples is obtained. The calculated average
error is 35%, and the corresponding input value range with a large sample error is
obtained when the four inputs vary separately. The approximate calculation errors
of the four inputs are shown in Fig. 10.

4.2 Improve the Approximate Modeling of Latin Hypercube
Sampling

It can be seen fromFig. 9 that the approximate calculation error of the four parameters
exceeds 45% is the 7th ~ 10th level of K1 and the 7th ~ 11th level of K4 respectively.
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Table 3 Supplementary sample matrix

Magnetic tile pole-arc
eccentricity/mm

Rotor outer
diameter/mm

Width of stator slot
opening/mm

The stator inner
diameter/mm

18.36 94 1.95 95

18.468 94 1.96 95

… 94 … 95

19.44 … 2.05 …

17.5 … 1.96 …

17.9 … 1.984 …

… … … …

18.5 94 2.2 95

The maximum error of K2 and K7 is not more than 45%, so the center value is
taken. K1 and K4 were respectively 11 groups based on the equidistance intersection
method. K2 and K7 were combined to form 22 groups of supplementary sample
matrices by taking the central value. The supplementary sample matrix is shown in
Table 3.

The sample matrix of supplementary sampling is added to the initial training
set to form a new training set. Based on the expanded training set, the improved
approximate model is obtained by using Kriging method. The improved approxima-
tion model makes an approximate calculation for the single factor analysis sample,
and the average error between the approximate calculation result and the simulation
value is 6.4%, which is 81.7% lower than before the improvement. The approximate
calculation of 30 validation sets of Latin hypercube sampling showed an average
error of 10.7%, which was 39.5% lower than that before the improvement, and the
number of sample points with an error of more than 30% was 33% lower than that
before the improvement. The improved univariate analysis approximate calculation
error is shown in Fig. 11, and the comparison figure between the simulation value
and approximate calculation value of 30 validation sets is shown in Fig. 12.

5 Conclusion

The cogging torque for permanent magnet synchronous motor, aim at the large
approximation modeling error, this paper improved the sampling method of approx-
imate modeling, on the basis of the Latin hypercube sampling, sample points for
error exceeds a certain threshold input parameter selection range, an isometric cross
complementary sampling method, the approximation model precision is improved.
The following conclusions can be drawn:

(1) Through the sensitivity analysis of the cogging torque, the key influencing
factors of the cogging torque are obtained. The traditional Latin hypercube
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Fig. 11 Error between single factor simulation value of key parameters and improved approximate
calculation

Fig. 12 Comparison of simulation value and improved approximate calculation value

sampling, based on Kriging method to establish the key factors and the cogging
torque between the approximate model, sensitivity analysis and the cogging
torque of sample points for approximate calculation, get the factors separately
under the change of approximation error, accurately lock error exceeds the
threshold of sample points of input factors.

(2) An equidistant cross supplementary samplingmethod is proposed,which carries
out supplementary sampling for the value interval of input factors with error
exceeding the threshold, expands the training set, and reduces the average error
of approximate calculation by 39.5% and the number of sample points with
error exceeding from 33 to 30%, compared with before the improvement. Thus,
the problem of low order of magnitude, large difference of order of magnitude
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and large approximate modeling error of permanent magnet synchronous motor
(PMSM) is solved,which lays a foundation for optimization of PMSM’s cogging
torque.

Acknowledgements National Key R&D Program of China (2017YFB1300800) and National
Natural Science Foundation of China (61671172)

References

1. Zhiyong,Wu, Guo Hong, and Qian Hao. 2015. Analysis of torque ripple distribution character-
istics of permanent magnet synchronous motor considering noise factor. Journal of electrical
machinery and control. 19 (1): 8–15. (in Chinese).

2. Wu, Zhiyong. 2015. Robust Design Theory and Method of High-performance Permanent
magnet SynchronousMotor system, 12–13. Beijing University of Aeronautics and Astronautics
(in Chinese).

3. Hong, Guo, and Qian Hao. 2012. Robust design of PMSM with low torque ripple. Chinese
Journal of electrical engineering. 32 (24): 88–95. (in Chinese).

4. Junguo, Cui. 2014. Study on Electromagnetic Parameters Optimization of Low-speed and
High-torque Submersible Permanent Magnet Synchronous Motor, 60–63. China University of
Petroleum (in Chinese).

5. Shaopeng, Wang, Liu Chengcheng, and Wang Youhua. 2019. 6 σ robust multidisciplinary
design optimization method for soft magnetic composite permanent magnet motor. Transac-
tions of China Electro Technical Society 34 (4): 637–645. (in Chinese).

6. Chunyan, Li, Yu. Wang, and Meng Tao. 2019. Analysis of flux weakening characteristics of
inverse salient permanent magnet synchronous motor. Transactions of China Electro Technical
Society 34 (S2): 474–483. (in Chinese).

7. Zheng, Li, Chen Qiufa, and Wang Qunjing. 2019. Analysis of rotor dynamic characteristics of
multi degree of freedom permanent magnet synchronous motor. Transactions of China Electro
Technical Society 34 (11): 2269–2276 (in Chinese).

8. Fan, Zhang, FangYoutong, and HuangXiaoyan. 2011. Optimization and simulation analysis of
a new permanent magnet synchronous traction motor.Micromotor 44 (4): 6–10. (in Chinese).

9. Dubas, F., and C. Espanet. 2009. Analytical solution of the magnetic field in permanent-magnet
motors taking into account slotting effect: no-load vector potential and flux density calculation.
IEEE Transactions on Magnetics 45 (5): 2097–2109.

10. Zhu, Z.Q., L.J. Wu, and Z.P. Xia. 2010. An accurate subdomain model for magnetic field
computation in slotted surface-mounted permanent-magnet machines. IEEE Transactions on
Magnetics 46 (4): 1100–1115.

11. Feng-ge, Zhang, Chen Jin-hua, Liu Guang-wei, et al. 2011. Analytical calculation of magnetic
field of surface paste type dual rotor permanent magnet Motor. Journal of Electrotechnics 26
(12): 28–36 (in Chinese).

12. Jiebao, Li, JingLibing, ZhouXiaoyan, et al. 2012. Exact analyticalmethod for surface-mounted
permanent-magnet brushless motors. Transactions of China Electro Technical Society 27 (11):
83–88. (in Chinese).

13. Zhu, Z.Q., L.J. Wu, D. Staton, et al. 2011. An improved subdomain model for predicting
magnetic field of surface-mounted permanentmagnetmachines accounting for tooth-tips. IEEE
Transactions on Magnetics 47 (6): 1693–1704.

14. Lijian, Wu, Hao Yin, Dong Wang, et al. 2020. On-load field prediction in SPM machines by
a subdomain and magnetic circuit hybrid model. IEEE Transactions on Industrial Electronics
47 (4): 7190–7201.



500 X. Ye et al.

15. Lubin, T., S. Mezani, and A. Rezzoug. 2011. 2-D exact analytical model for surface-mounted
permanent-magnet motors with semi-closed slots. IEEE Transactions on Magnetics 47 (2):
479–492.

16. Chu, W.Q., and Z.Q. Zhu. 2013. On-load cogging torque calculation in permanent magnet
machines. IEEE Transactions on Magnetics 49 (6): 2982–2989.

17. Azar, Z., Z.Q. Zhu, and G. Ombach. 2012. Influence of electric loading and magnetic satura-
tion on cogging torque, back-EMF and torque ripple of PM machines. IEEE Transactions on
Magnetics 48 (10): 2650–2658.

18. Xiaoyong,Ma. 2016. Lubrication Performance Analysis and Optimization of theMain Bearing
of a high-speed Gasoline Engine. Hunan University (in Chinese).

19. Yuyang, Lai, Jiang Xin, and Fang Liqiao. 2012. Detailed Explanation of Isight parameter
Optimization Theory and Examples, 1–6. Beijing University of Aeronautics and Astronautics
Press (in Chinese).

20. Ding, Han, and Zheng Jianrong. 2012. Approximate model technology in engineering opti-
mization design. Journal of East China University of science and technology: Natural Science
Edition 38 (6): 762–768. (in Chinese).

21. Zijie, Niu, Sun Zhijun, and Cui Yongjie. 2019. Stator design optimization of 3-DOF Ultra-
sonic Motor Based on response surface. Vibration, Test and Diagnosis 39 (5): 1089–1138 (in
Chinese).

22. Zhiyong, Zhang, Zhang Fei, Liu Zhiqiang, and ZhangXin. 2017. Nonlinear partial least squares
regression estimation of output torque of Brushless DC motor. Transactions of China Electro
Technical Society 32 (5): 62–69. (in Chinese).

23. Zijie, Niu, Sun Zhijun, and Chen Chao. 2014. Structural optimization of flexible rotor of
hollow traveling wave ultrasonic motor based on response surface model and adaptive genetic
algorithm. Chinese Journal of Electrical Engineering 34 (30): 5378–5385 (in Chinese).

24. Bektas, E., K.Broermann,G. Pecanac, et al. 2017. Robust design optimization: onmethodology
and short review. In 2017 18th International Conference on Thermal, Mechanical and Multi-
Physics Simulation and Experiments in Microelectronics and Microsystems, 1–7.

25. Bangfu, Zhang, ChengMing, andWang Sasa. 2020. Optimal design of flux switched permanent
magnet linear motor based on improved surrogate model optimization algorithm. Transactions
of China Electro Technical Society 35 (5): 1013–1021. (in Chinese).



Degradation Feature Selection Method
of AC Conductor Based on Mutual
Information

Shuxin Liu, Yanfeng Li, Yang Liu, Yundong Cao, and Jing Li

Abstract The degradation process of AC contactor is analyzed. Aiming at the
characteristics of high-dimensionality of degradation parameters, large correlation
between parameters and abnormal points, the degradation parameters are regarded
as multivariate time series, and a method for selecting degeneration features of
AC contactors based on high-dimensional mutual information is proposed. Firstly,
through the AC contactor life test platform, the characteristic parameters that char-
acterize the performance degradation process of the AC contactor are obtained.
Secondly, the preprocessing of time series analysis was carried out, which veri-
fied that the data can be used as input variables of time series model. Finally, the
feature selection method of high-dimensional mutual information is used to obtain
the correlation ranking of the tested sequence and the degradation process to obtain
a strong correlation feature subset, and then use the backward crossover strategy
to remove the redundant degradation parameters and obtain the optimal feature set.
This method efficiently deletes redundant features and irrelevant features, and has
good generalization ability. Moreover, it is not necessary to predict the type of data
distribution, which reduces the influence of non-linearity between features on feature
selection to a certain extent, and helps to establish a more complete AC contactor
degradation state evaluation model.

Keywords AC conductor · Feature selection · Time series analysis · Mutual
information

1 Introduction

At present, many scholars have done various researches on the life monitoring
and state evaluation of electrical appliances with contacts, and established various
methods including mathematical models and physical models to understand the
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degradation laws of electrical appliances. The development of low-voltage elec-
trical appliances such as AC contactors tends to be intelligent, and it is particularly
important to obtain the reliability and real-time status of the equipment, which helps
to improve the safety of the electrical system. When studying the degradation state
of AC contactors, a data-driven method was adopted. When studying the degraded
state of AC contactor, it is an effective method to use the data-driven method to mine
the hidden information in the degraded state and build a more accurate model in the
case of limited data amount [1].

It is well known that the electrical life of AC contactor is far less than the mechan-
ical life. When studying the degradation process of AC contactor, it is found that the
failure form of AC contactor is mainly the failure of the contact system. The failure
of the contact system is mainly attributed to the failure caused by electrical wear
and electric fusion welding [2]. When quantifying the actual wear of the contact
caused by the breaking behavior, because the contact is bonded to the contactor’s
shell at the end of the life test, the method of calculating the wear by measuring the
mass of the contact before and after the breaking is not available. The observation
method is relatively complicated, and to wear and useful to ascension [3, 4], can be
characterized by the degradation parameters, such as bounce time, average arcing
power and electrical wear [5].

At present, the data-driven method is more suitable to deal with the evaluation
and prediction problems with unclear physical laws and sufficient collected data than
physical methods such as measuring the actual wear amount. A contactor life predic-
tionmethod based on rough set and evidence theory is proposed [6]. According to the
two degradation parameters of arcing energy and contact pressure drop, uncertainty
reasoning is used to process random and fuzzy degradation information, and quali-
tative prediction is made when the number of sample periods is small. This method
overcomes to some extent the shortcomings of complex calculations in general data
methods. Even if two AC contactors from the same model and batch are different.

In this paper, through the life test of the AC contactor, the degradation param-
eters that characterize the degradation process of the AC contactor are obtained,
including seven degradation parameters such as contact resistance, release time, and
arcing energy. Then the degradation parameters are regarded as time series, and rele-
vant pre-processing is carried out to lay a theoretical foundation for the subsequent
establishment of a multivariate time series model. Finally, the degradation feature
selectionmethod of high-dimensional mutual information is used to obtain the corre-
lation ranking of the tested sequence and the degradation parameters. The mutual
information (MI) method eliminates useless and redundant degradation parameters,
and finally obtains the optimal feature subset. To prepare for the follow-up work of
establishing amultivariate time seriesmodel ofACcontactor degradation parameters.
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Table 1 Test conditions for
full life test

Name of test condition Test conditions

Coil voltage/V 220/AC

Type of work system AC-4

Load voltage/V 400(380)

Load current/A 222

Load type Inductive-resistive load

Power factor value 0.35

Breaking frequency/(times/h) 300

Sampling frequency/Hz 1 M

2 Extraction of Degradation Parameters

This article focuses on the CJX2-5011 AC contactor. When the AC contactor is
running on the test platform, the platform collects the contact voltage, contact current,
coil current and voltage data during the on-off process. The sampling rate of the
acquisition card can reach 1 M/s per channel, and it can automatically control the
AC contactor and save data.

2.1 Test Conditions

In the current actual use, the main use category of AC contactors is AC-4. Under
this use category, the period of equipment reaching the end of life is short, and
the degradation trend of the contact system can also be clearly observed. The test
platform meets the specific on-off test conditions for AC contactors working in the
AC-4 category specified in the national standards. The test conditions are shown in
Table 1, and the composition of the test platform is shown in Fig. 1.

2.2 Calculation and Extraction of Degradation Parameters

The distribution of the first phase of different contactless product samples is different,
and multiple life tests show that, for the phase with high distribution frequency of the
first phase, the degree of electrical wear of the contact is more serious than that of
the other two phases. Therefore, the following parameters are taken from the phase
with high frequency of the first opening phase in the lifetime process. In the process
of breaking, three degradation parameters, namely Arcing time, Arcing energy and
Release time, are obtained.

Arcing Energy (Earc) represents the arcing energy generated by a single arc
behavior:
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Fig. 1 AC contactor full-life test platform

Earc =
∑N

k=1 ukik
f

(1)

Discrete voltage and current signals are collected during the test. Where, uk and ik
are the voltage and current values of the contact, N refers to the number of sampling
within the Arcing Time in a complete breaking process, and f is the sampling rate.

In addition, in the closing process, the three degradation parameters are obtained:
Pick-up time, Bounce time and Closed phase angle.

The ratio of the absorption time to the half-cycle length K of the contact voltage
(as can be known from the sampling rate, take 10,000) can be considered as the
closing phase angle (αc). In the closing process of AC contactor, the moment when
the coil gets electricity is recorded as t3. The initial timewhen the current is generated
between the contacts is recorded as t4, which can be expressed as:

αc = π

2
· t4 − t3

K
(2)

In addition, the Contact Resistance can be calculated as the degradation parameter
through the root mean square value of the contact voltage and current under one
period. The calculation formula is as follows:
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where un is the contact voltage in a period when the contact is closed steadily, in is
the contact current corresponding to that period, and N is the number of samples in
that period.

To analyze the performance degradation law of AC contactor along with its life
process, and to correspond to the performance degradation state of AC contactor,
the key is to find out the characteristic parameters that can affect or characterize
the electrical life state of AC contactor. The above parameters are related to the
degradation law and can be used as the initial set of factors affecting the degradation
performance of AC contactor.

3 Time Series Preprocessing

The initial factors that characterize the degradation performance of AC contactor
include considerable experimental data for mining and analysis. The variation of
these data with the degradation process largely depends on the influence of electrical
wear and fusion welding on the contact system. Therefore, compared with the time
series consisting of a single parameter, the multiple time series consisting of Arcing
Energy, Release Time, etc., contains more degradation information, and can better
reflect the law that the degradation state of AC contactor develops and changes with
the increase of breaking times.

Time series analysis studies the law of random series, predicts the dynamic path
of series, and solves the practical prediction problem [7, 8]. Let the initial factor set
of the degradation process be X = {X1, X2, …, X7}T, each row vector corresponds
to a degenerate parameter, and the number of columns of the matrix is the degree
of breaking M. The number of breaks in the life test is {Y i} (i = 1, 2, …, M). The
degradation parameters in each initial factor set are regarded as the time series of
random events, and the stationarity and randomness tests are carried out.

After calculation, when the number of delay periods is 12, the autocorrelation
coefficients ρ of all degradation parameters fall within twice the standard deviation
range, showing the characteristics of a stationary sequence. After that, the white
noise test showed that the return value p of Q statistics at each order of delay was
far less than the threshold value, and the hypothesis that the sequence belonged to
pure random sequence could be rejected. Therefore, the decision sequences are not
white noise sequences, which have the value of carrying out follow-up time series
analysis.
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4 The Feature Selection Method of High-Dimensional
Mutual Information

When analyzing the degradation process of AC contactor, the selected features
should have certain physical significance and be closely related to the life state
of AC contactor. However, the degradation data of AC contactor has nonlinear and
non-periodic chaotic characteristics and strong randomness, so it is impossible to
evaluate the degradation with a single variable and a linear model. However, the
prediction model based on multivariate time series can better reflect the degradation
state characteristics of AC contactor and achieve a higher prediction accuracy [9].

The multivariate time series is used to study the internal change rules of the
system and is usually used in econometrics. The high-dimensional characteristics and
complex correlation brought by multiple input variables at the same time bring some
difficulties to modeling [10], while correlation is an important concept to measure
the closeness between two random variables. In view of the friendliness to nonlinear
input variables [11], this paper adopts the method based on mutual information for
feature selection.

4.1 Mutual Information and Entropy

The entropy of a random variable is a function of its distribution, which only depends
on the distribution of X and has nothing to do with the value of X. The mutual
information of two variables X and Y is defined as follows:

I (X;Y) =
∑

y∈Y

∑

x∈X
p(x, y) log

(
p(x, y)

p(x)p(y)

)

(4)

Mutual information I (X; Y) can measure the information shared by X and Y
variables: that is, measure the degree to which one of the two variables reduces the
uncertainty of the other. MI can measure any type of relationship between input
parameters because mutual information is based on the edge probability density and
joint probability density of random variables.

4.2 High-Dimensional Estimation of Mutual Information

Z-score standardization is carried out for the data in the initial set, so that the data
structure can adapt to subsequent calculations. Mutual information estimation is
performed by statistical analysis of all data. The redundant variables l = 3 to be
eliminated in themultivariate time series, and the remaining variables will participate
in the construction of the feature group. The general process is shown in Fig. 2.
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Fig. 2 Mutual information evaluation steps

The mutual information method is friendly to the type of sample distribution and
easy to obtain the nonlinear relationship between multiple features. After the first
step of calculation, the mutual information values of Xi and the number of breaking
times Y in the initial factor set are shown in Table 2.

Due to the excessive number of breaks in the life of the AC contactor, in the
calculation of MI, the characteristic datas corresponding to every hundred breaks are
averaged. It can be seen from the table that the degradation parameter corresponding
to themaximumMI is theArcing Energy. It is planned to eliminate the three degraded
parameters of Closing Phase Angle, Arcing Time and Contact Resistance with low
correlation, and the other five degraded parameters as a feature subset. Then calculate
the mutual information between the two features, and get the following Table 3.

It is easy to see that the maximum value of the mutual information of the feature
subset is the group of features {Arcing Energy, Bounce Time}, that is, the optimal
strong correlation feature subset. The Arcing Energy is the degradation parameter
corresponding to themaximummutual information, so the bounce time is regarded as
a redundant parameter and eliminated. Finally, the degeneration features composed

Table 2 Mutual information
ranking of degradation
parameters

Degeneration parameters of the initial factor set MI (bt)

Arcing energy (AE) 0.9389

Bounce time (BT) 0.9269

Pick-up time (PT) 0.9265

Release time (RT) 0.9255

Closing phase angle (CPA) 0.9223

Arcing time (AT) 0.9176

Contact resistance (CR) 0.8411
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Table 3 Mutual information result of feature subset

RT PT BT AE

RT – 0.8338 0.8357 0.8514

PT – – 0.8375 0.8512

BT – – – 0.8524

AE – – – –

ofArcingEnergy, Pick-upTime, andReleaseTime are obtained, and feature selection
is completed.

5 Conclusion

In this paper, the feature selection method based on high-dimensional mutual infor-
mation is used to select the features of the seven degradation parameters obtained
from the life test. The redundant variables in the initial factor concentration are
deleted, and the degeneration feature composed of {Arcing energy, Pick-up time,
Release time} is obtained as the input feature of the model. And for each degradation
parameter, the stationarity and pure randomness are tested, which lays a theoretical
foundation for the subsequent establishment of a multivariate time series model. It
provides a new feature selection method for the state evaluation of electrical appli-
ances with contacts. However, because the arc and electrical contact theory is still
imperfect, the optimal feature subset obtained only by data mining is not necessarily
accurate. In the follow-up, it is necessary to combine relevant theories to improve
the feature evaluation strategy and obtain a more complete evaluation system.
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Comparative Study on the 4-Stage
Series-Connected Fast Linear
Transformer Driver with Common-
and Independent-Induction Cavity

Hao Qiu and Shuhong Wang

Abstract Fast linear transformer driver (FLTD) is a rapidly developing pulsed-
power technology with modular and compact structure. The internal structure and
media distribution of the FLTD induction cavity is very complicated and the short
rise time of the bricks’ discharge current will make spatial discretization much
denser, leading to a dramatic increase in computational complexity. In this contribu-
tion, the transient electromagnetic field distribution of the 4-stage series-connected
FLTD with common and independent induction cavity during the bricks’ discharge
process is investigated based on the time-domain finite integration technique (TD-
FIT). FIT is implemented in the computation of electromagnetic transients in FLTD
cavity and wave propagations in the water insulated transmission line. Multi-core
parallelization and domain decomposition method (DDM) are adopted for reducing
computation time, because of the huge amount of hexahedral meshes in the FLTD
numerical model. Obtained results demonstrate that TD-FIT can effectively analyze
the pulse discharge transient process in the FLTD cavity, output performance and
electromagnetic field distribution of the two induction cavities are in good agreement.

Keywords Fast linear transformer driver · Finite integration technique · Domain
decomposition method · Electromagnetic transients

1 Introduction

Compared with the traditional Marx generators, fast linear transformer drivers
(FLTDs) can directly generate high-power pulses with peak current up to several
tens of mega-ampere and rise time less than 100-ns [1]. FLTD is regarded as the
most promising technology for the next generation Z-pinch driver. It is widely used
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in Z-pinch inertial confinement fusion (ICF) and inertial fusion energy (IFE), and
X-ray radiography, etc. [2]. Currently, the Sandia National Laboratory (SNL) of
America, Institute of High Current Electronics (HCEI) of Russia, China Academy
of Engineering Physics (CAEP), and the Northwest Institute of Nuclear Technology
(NINT)ofChina and someother scientific research institutions have carried out FLTD
technology research and device development. However, the traditional multi-stages
FLTD with independent-induction cavity is limited by its complicated triggering
and charging systems. To solve this problem, a novel triggering scheme based on an
internal brick and azimuthal line in FLTDwith common induction cavity is proposed
in [3].

Like the finite difference time domain (FDTD) method, the finite integration
theory (FIT) utilizes an orthogonally staggered primal-dual grid-pair [4]. However,
unlike the FDTD, FIT transforms the integral form, rather than differential form of
Maxwell’s equations into a set of algebraic equations. Thus it preserves physical prop-
erties of Maxwell’s equations in the discrete space [5]. FIT is very flexible in dealing
with electromagnetic problems range from DC to THz and geometries with complex
shape. Given an equivalent number of degrees of freedom (DoFs), FIT is more
cost-effective than finite element method (FEM), especially when fast transients and
large scale calculations are inevitable [6]. Domain decomposition method naturally
enables parallelization in the multicore environment. When dealing with large-scale
and spatial multiscale equipment, the DDM transforms the original problem into
multiple simpler sub-regions based on geometrical or media properties, and employs
appropriate transmission conditions to ensure the continuity of sub-region inter-field
and surface current [7]. DDM can be generally divided into three categories: over-
lapping DDM, non-overlapping DDM, and equivalence theorem based DDM [8].
The first two types are mainly implemented in the calculation of FEM.

Performance of the aforementioned two kinds of 4-stages FLTD topologies will
be analyzed numerically based on the time domain FIT. The aim of the research
is therefore to investigate the applicability of FIT in electromagnetic analysis for
multi-stages series-connected FLTD induction cavity.

2 Numerical Model of the 4-Stage FLTD Cavity

2.1 Time Domain Finite Integration Technique

In FIT, DoF is defined along the edge or through the facet of a grid, where integral
of grid edge is called voltage and integral of grid facet is called flux [9]

�

ei =
∫

Li

E · ds,
�

�

bk =
∫

Ak

B · dA (1)
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�

hk =
∫

L̃k

H · ds,
�

�

di =
∫

Ãi

D · dA,

�

�

i i =
∫

Ãi

J · dA (2)

where
�

ei and

�

�

bk denote electric voltage along the edge and magnetic flux through

the facet of primal grid, respectively;
�

hk ,

�

�

di , and

�

�

i i denote magnetic voltage along
the edge, electric flux through the facet, and electric current through the facet of dual
grid, respectively; Li is the ith edge of primal grid, Ãi is the ith facet of dual grid,
Ak is the kth facet of primal grid, and L̃k is the kth edge of dual grid.

The Maxwell’s equations in integral form are

∮

∂A

E · ds = −
¨

A

∂B
∂ t

· dA
∮

∂ Ã

H · ds =
¨

Ã

(
∂D
∂ t

+ J
)
· dA

¨

∂V

B · dA = 0

¨

∂ Ṽ

D · dA =
˚

Ṽ

ρdV (3)

whereE,B,H,D, J, and ρ denote electric field intensity vector, magnetic flux density
vector, magnetic field intensity vector, electric displacement vector, electric current
density vector, and electric charge density, respectively.

Based on the integral form of DoF defined in Eqs. (1) and (2), we can obtain the
so-called Maxwell’s grid equations (MGE)

C
�

e = − d

dt

�

�

b

C̃
�

h =
�

�

i C +
�

�

i S + d

dt

�

�

d

S
�

�

b = 0

S̃
�

�

d =
�

�

q (4)
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where matrices C and S are discrete curl and divergence operator of primal grid, C̃

and S̃ are discrete curl and divergence operator of dual grid,

�

�

i C and

�

�

i S are the loss

term and source term of electric current, respectively.
�

�

q denotes the charge content.
The material constitutive relations and their discrete counterpart in FIT are

D = εE, B = μH, J = σ E (5)

�

�

d = Dε
�

e,
�

�

b = Dμ

�

h,

�

�

i C = Dσ
�

e (6)

where ε, μ, σ are permittivity, permeability, and conductivity, respectively; Dε,
Dμ, Dσ denote diagonal matrices of permittivity, permeability, and conductivity,
respectively.

To achieve second order accuracy for the two curl equations in MGE, temporal
discretization is carried out with central difference. Therefore, explicit time-updating
is employed by the staggered leap-frog (SLF) algorithm

�

e
n+1 = CAE · �

e
n + CAH ·

⎛
⎝C̃

�

h
n+1/2

−
�

�

i

n+1/2

S

⎞
⎠ (7)

�

h
n+1/2

= �

h
n−1/2

− �tD−1
μ C

�

e
n

(8)

where coefficients CAE and CAH are

CAE =
(
Dε

�t
− Dσ

2

)/(
Dε

�t
+ Dσ

2

)
(9)

CAH = 1

/(
Dε

�t
+ Dσ

2

)
(10)

The transient electromagnetic process can be calculated according to Eqs. (7) and
(8). Time step�t should meet the Courant-Friedrich-Levy (CFL) stability constraint
for stable time integration.

2.2 Simulation Models of the FLTD Cavity

The simulationmodel is depicted in Figs. 1 and 2. The basic unit in FLTD is a “brick”,
which consists of two film capacitors and one gas switch connected in series. In each
stage of FLTD cavity, there are 23 main discharging bricks and one triggering brick
arranged azimuthally around themagnetic core, and they are parallel-connected to the
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Fig. 1 Four-stage FLTD with sharing common cavity

Fig. 2 Four-stage FLTD with independent cavity
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secondary side of the internal water-insulated transmission line (WITL) impedance
transformer. The outer diameter of the cavity is ~2200 mm. The total height of the
4-stages FLTD with sharing- and independent-induction cavity is ~1324 mm and
~1464 mm, respectively. Hence, compared with the independent cavity, the sharing
cavity has a more compact configuration, leading to higher power density.

Considering the complicated distribution of structures and materials and larger
differences in spatial-scale in the cavity of FLTD, some details in the engineering
model that have little or no impact on field distribution should be ignored or simplified
for successful computations, such as film capacitors, gas switches.

A FLTD module can be regarded as a type of induction voltage adder (IVA)
[10]. Assume that switches in the same FLTD stage are triggered simultaneously
and switches in the adjacent cavities are triggered in an ideal IVA sequence. The
WITL impedance transformer, with a varying inner diameter with linear profile and
a constant outer diameter, is approximated to be the coaxial TL.Based on the designed
structure of TL, only transverse electromagnetic (TEM)mode electromagneticwaves
exist. To transfer the maximum electrical power to the load side, the characteristic
impedance ofWITL impedance transformer at the output of 4-stage series-connected
FLTD cavity should be equal to that of the load impedance.

The zero tangential magnetic field symmetry boundary condition is employed
for the numerical model with over 20 million primal grids. The outer boundary
of computational domain is the convolution perfectly matched layer (CPML). The
bottom of the induction cavity is connected to the ground plane.

Since equivalent capacitance of the discharging brick is represented by a lumped
element in the circuit model, the initial charging voltage of the lumped capacitor can
be set according to requirement. When circuit model is turned on, pulsed discharge
current generated by the lumped capacitor is coupled to the 3-D field model as
excitations. Thefield-circuit coupling is achieved by adding a lumped element current
term to the right hand side of the Ampère’s law

C̃
�

h =
�

�

i C +
�

�

i S +
�

�

i L + d

dt

�

�

d (11)

where

�

�

i L denotes the discharge capacitor current.
To improve calculation speed, domain decomposition method is applied to the

series-connected 4-stages FLTD. In this research, DDM based on the field equiv-
alence theorem is adopted, whose basic idea is transforming the original model
into the problem of equivalent electric- and magnetic-current flowing on the virtual
surfaces among different sub-models. In calculating the 4-stage series-connected
FLTD, because of the similar structure between the modules of different levels, the
module of the same level can be divided into 6 sub-regions, then the whole solution
area is divided into 24 sub-regions. Multi-core parallel computing is used on a single
workstation, with a separate CPU core for each solved sub-region for accelerated
processing of individual computing tasks.
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3 Results and Discussion

During the simulation, equivalent capacitance of a single discharging brick is 50 nF
and the initial charging voltage is 160 kV (±80 kV for each capacitor). The load
resistance is set to 0.4 �. In FLTD cavity region, the maximum grid length is set to
1/30 of wavelength, while in background region, the maximum grid length is set to
1/10 of wavelength. The primal grid is chosen to be orthogonal hexahedrons.

The simulated current waveforms are shown in Fig. 3. It can be observed from
Fig. 3 that output current of the two configurations is in good agreement. The
maximum current is ~826 kA and rise time (10–90%) is ~91 ns. The leakage current
flowing through the outer shell of the two FLTD cavities is ~10 kA, which is approx-
imately only 1.2% of the output current amplitude. Thus, the magnetic cores in the
primary side of the induction cavity prevent discharging current flowing to the outer
shell.

Voltage stress at the end of water-insulated transmission line impedance trans-
former of each stage of the secondary side FLTD cavity should be validated. The
voltage waveforms in Fig. 4 demonstrate that reflections exist in the water-insulated
transmission line impedance transformer, especially in the first- and second-stage.
Therefore, impedance profile of the transmission line in the secondary side of the
FLTD cavity should be further optimized in the future study. Magnitude of elec-
tric field intensity at the instant of output voltage peak is illustrated in Figs. 5 and 6,
which indicate that electric field intensity are largely distributed in thewater-insulated
transmission line and water-insulator interface region.

Fig. 3 Load current waveforms of the two FLTD cavity structures
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Fig. 4 The voltage waveforms at the end of transmission line of each stage

Fig. 5 Cutaway view of
electric field intensity
magnitude of FLTD with
common cavity

4 Conclusion

Numerical model of the 4-stage FLTD with common- and independent-cavity is
established by using the circuit-field coupled time-domain finite integration theory.
Output performance and electromagnetic field distribution of the two structures are
very similar, verifying feasibility of the FLTD with sharing common cavity.
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Fig. 6 Cutaway view of
electric field intensity
magnitude of FLTD with
independent cavity
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Advanced Frozen Intelligent Control
System of PMSM Optimized
by Cerebellar Model Articulation
Controller

Xiang Zhao, Chengsheng Wang, Wei Duan, Zhiming Lan, and Jun Jiang

Abstract For permanent magnet synchronous motor speed and rotor position easily
affected by the mechanical sensor signal transmission precision, to improve the
performanceof permanentmagnet synchronousmotor drive, the speed control system
satisfies the requirement of fast response, and the complicated condition of frequent
load disturbance has stronger resistance, this paper designed a small nerve network
optimization of permanent magnet synchronous motor intelligent control system.
The intelligent control system will be small neural networks applied to the model
reference adaptive control of permanent magnet synchronous motor speed control
system. On this basis, the structures, permanent magnet synchronous motor control
system simulation, the simulation results show the system can accuratelymeasure the
rotational speed, rotor position and compared with the traditional model reference
adaptive control, motor start-up speed no overshoot, has the stronger ability to resist
load disturbance and load disturbance after speed restore faster (6 ms), in the motor
control has strong practical application value.

Keywords PMSM · Cerebellar model articulation controller · Model reference
adaptive control · Sensorless control

1 Introduction

In the traditional motor control system, the precise measurement of the rotor position
of the motor depends on the signal transmitted by the mechanical encoder, which
also leads to the increase of the weight and cost of the motor, which is not suit-
able for the clever occasions [1, 2]. Sensorless technology solves this problem well,
and the model estimation method is used to predict the motor speed and rotor posi-
tion. Common estimation models include model reference adaptive (MRAS), sliding
mode observer (SMO), extended Kalman filter (EKF), fuzzy theory, etc [3]. With the
rise of artificial intelligence technology in recent years, more and more researchers
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will focus their research on the integration of artificial intelligence technology with
traditional control methods, so as to improve the control accuracy and robustness of
nonlinear control systems such as PMSM. Moreover, cerebellar model articulation
controller (CMAC) has prominent advantages in modeling of nonlinear systems.
CMAC can suppress the system’s nonlinearity, weaken the influence of parameter
changes on the system during the motor operation, and ensure the stability and anti-
interference of the system [4]. However, there is a over-learning phenomenon, which
needs to be suppressed.

This paper designs an intelligent control system which uses small neural network
feed-forward control, MRAS for online eliminate the motor speed and tracking error
between the reference speed, restrain CMAC over-learning phenomenon at the same
time, the PID algorithm to realize the permanent magnet synchronous motor speed
control system feedback control, gives the initial response to the all-digital fuzzy, at
the same time to ensure the stability of the system. On this basis, this paper set up a
permanent magnet synchronous motor control system simulation, simulation results
show the system can accurately measure the rotational speed [5], rotor position and
rotor position deviationwithin±0.1 rad fluctuations, comparedwith the conventional
model reference adaptive control scheme, speed recovery time shorter (6 ms), no
overshoot, has the stronger ability to resist loaddisturbance, the dynamicperformance
is better.

2 Mathematical Model of PMSM

In this paper, three-phase PMSM is selected as the research object, ignoring the
saturation effect of the iron core [6]. The mathematical model is established as
follows. The stator flux linkage equation of the motor is expressed as:

{
ψd = Ldid + ψ f

ψq = Lqiq
(1)

The stator voltage equation of the motor is expressed as:

{
Ud = Rid + Ld did

dt − ωeLqiq
Uq = Riq + Lq

diq
dt + ωe(Ldid + ψ f )

(2)

The mechanical motion equation of the motor is:

J
dω

dt
= Te − Tl − Bω (3)

The electromagnetic torque equation of the motor can be expressed as:
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Fig. 1 Structural block diagram of CMAC

T e = 1.5Pniq [(Ld − Lq)id + ψf] (4)

The speed reference model of PMSM is the curve of expected speed of PMSM
In this paper, a first-order inertial system is selected to achieve simple control, and
its transfer function is expressed as follows.

G(S) = nre f (s)

n ∗ (s)
= 1

Tre f s + 1
(5)

3 Intelligent Control System of PMSM Optimized
by CMAC

3.1 Cerebellar Model Articulation Controller

PMSM intelligent control system optimized by CMAC makes use of the weight
optimization ability ofCMAC, so as to classify and store the information. Its structure
is shown in Fig. 1.

3.2 Design of Controller for CMAC Optimization

The design of model reference adaptive controller for CMAC optimization is shown
in Fig. 2.
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Fig. 2 Model reference adaptive controller structure for CMAC optimization

For control system, each control cycle to calculate the small neural network output
Un(k), and the optimized model reference adaptive controller output U(k), according
to the difference between doing a weight correction, CMAC self-learning process at
the same time, makes the neural network output and the whole the total difference
approximation is 0, the output of the control system control algorithm is shown in
the following type.

Uk = Un(k) +Up(k) (6)

Un(k) =
c∑

i=1

ωi ai (7)

In the above formula,U(k) represents the total output of the optimizedmodel refer-
ence adaptive controller, Un(k) represents the output of the CMAC, Up(k) represents
the output of PID control, ai represents the binary selection vector, and C represents
the generalization parameter of the network. The principle of mapping and learning
algorithm of CMAC is shown as follows.

Principle of CMAC concept mapping: The input space X is divided into N + 2c
intervals in the interval [Xmin, Xmax], namely:

⎧⎪⎨
⎪⎩
v1 · · · vc = Xmin
vj = vj−1 + �vj(j = c + 1, . . . , c + N)

vN+C+1 + vN+2c = Xmax

(8)

Practical mapping principle of CMAC:
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aj =
⎧⎨
⎩
1

X j ∈ [v j, v j + c]
j = [c + 1, . . . , c + N ]

0 others
(9)

In order to make the difference between the output of the CMAC and the total
output of the optimized model reference adaptive controller approximately 0, after
each control cycle, the values of Un(k) and U(k) should be compared, the weights
of the CMAC should be modified, and CMAC should enter the self-learning process
at the same time, until the control system stops. The gradient descent method was
adopted as the weight modification strategy, and the weight optimization was carried
out according to Eqs. (10)–(12), with the difference between the reference speed
and the actual speed of the PMSM as the variable. Weight adjustment is introduced
according to the difference between the reference speed and the actual speed:

E(k) = 12(nm(k) − n ∗ (k))2 · 1c(13) (10)

The adjustment amount of weight in each week is expressed as:

�ω = −η
∂E(K )

∂ω
= η

nm(k) − n ∗ (k)

c
ai = η

ec(k)

c
ai (11)

The final adjustment result of each week’s option value is expressed as:

ω(k) = ω(k − 1) + �ω(k) + α(ω(k) − ω(k − 1)) (12)

In the formula, the represents the learning speed of CMAC, η ∈ (0, 1); Represents
inertia, and α ∈ (0, 1); Ec(k) represents the difference between the reference speed
and the actual speed.

After the control system began to run, first make CMAC weight = 0, at this time
Un = 0, U = Up, the speed of the outer ring using PID controller, at the same
time to the controlled motor initial response. Through the self-learning process of
CMAC, the difference value between the actual speed of the motor and the reference
speed gradually becomes 0, thus realizing the output Up of the PID controller finally
becomes 0, and the output Un(k) of CMAC is ultimately equal to the total output
U(k) of the optimized model reference adaptive controller.

3.3 PMSM Intelligent Control System Design

In this paper, PMSMcontrol system adopts current loop and speed loop double closed
loop control structure [7, 8]. Among them, the current inner loop is still regulated by
conventional PID controller, which can restrain the disturbance in the current loop,
improve the rapid response of the system, and control the upper limit of current to
ensure the operation safety of PMSM system. Since the speed of the outer ring can
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Fig. 3 Model reference adaptive controller structure for CMAC optimization

determine the performance of the system, the interference caused by the inner ring
can also be suppressed and compensated by the outer ring. Will be described in this
paper, the CMAC optimization model reference adaptive controller applied in the
speed loop, used in inverter part id = 0 voltage space vector pulse width modulation
(SVPWM) method. The control block diagram of the system is shown in Fig. 3.

4 The Simulation Results

The basic parameters of PMSMused for simulation in this paper are shown inTable 1.
The model reference adaptive controller for CMAC optimization is set for speed

ring control, with PID parameters KP = 0.6, Ki = 0, KD = 0.12. Ki zero makes
the self-learning of CMAC only dependent on the error value of this time. The
generalized value c = 50, the learning step length = 0.6, the quantized series N =
1000, and the inertia = 0.02 to adjust the output weight. Simulation conditions were
set as DC side voltage 311 V, SVPWM switching frequency 10 kHz, sampling period
10 × 10−6s, and variable step size ode23tb algorithm.

Firstly, the PMSM was set to start without load. The reference speed was set as
n* = 1000 r/min, and the torque disturbance of 5 N was added to the motor at 0.15 s,
that is, TL = 5 N. The simulation results of PMSM based on the model reference
adaptive control scheme optimized by cerebellar neural network are shown in Fig. 4.

Table 1 Basic parameters of PMSM

Parameters UN IN Rs Ld Lq Pn

Value 380 V 12 A 1.33 � 9.16 × 10−3 H 15.03 × 10−3 H 2
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(a) The change of rotational speed N
under the optimization method

(b) The change of actual and estimated rotor
position under the optimization method

(c) The change of Iabc of three-phase current

under the optimization method

(d)  The change of electromagnetic torque

under the optimization method

Fig. 4 Simulation results of model reference adaptive control scheme for cerebellar neural network
optimization

By the simulation results can be seen, when the motor speed rise from 0 to
1000 r/min when small model reference adaptive control scheme of the neural
network optimization speed curve almost no overshoot, the rotor position estima-
tion error minimum, make the rotational speed and torque of permanent magnet
synchronous motor has a good ability to follow, and resistance to load torque distur-
bance has a certain effect, good dynamic performance. In order to better analyze the
control effect of the model reference adaptive control scheme optimized by cere-
brum neural network, the simulation experiment of the traditional model reference
adaptive control scheme of permanent magnet synchronous motor was carried out at
the same time. The simulation results are shown in Fig. 5.

By comparing the simulation results of the two control schemes, it can be seen
that the traditional model reference adaptive control mode makes the motor start
torque and speed overshoot larger, and the recovery time is longer when the torque
ripple of the reference speed is reached, and the dynamic performance still needs
to be optimized. Small nerve network optimization, by contrast, model reference
adaptive control scheme has better dynamic performance, the no-load startup phase
permanent magnet synchronous motor speed without overshoot, starting torque is
reduced greatly, and the load torque change resistance is strong, can more quickly
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(a)The change of rotational speed N under
the traditional method

(b)The change of actual and estimated rotor
position under the traditional method

(c)The change of Iabc of three-phase current
under the traditional method.

(d)The change of Te under the traditional
method

Fig. 5 Simulation results of traditional reference adaptive control scheme for PMSM model are
presented

reach a steady state, under load disturbance, produced by the motor speed fluctuation
was reduced by 0.22%, only and can recover more quickly to the front of the distur-
bance state, thus has a better ability to resist load disturbance, but this method is
somewhat lacking in terms of speed motor start up time. In general, the PMSM using
the optimization method has no speed over-adjustment, which meets the stability
requirements of the system and the rapid response requirements of the AC speed
control system when the load changes.

5 Conclusion

In order to improve the dynamic performance of PMSMAC speed regulation system,
a PMSMmodel reference adaptive control scheme optimized by PMSM is designed
in this paper, which makes full use of the advantages of PMSM network, such as
simple structure, fast convergence, good real-time performance and strong robust-
ness. The simulation results show that the optimal control scheme performs well
in system stability, performance against load disturbance and robustness, meets the
demand of dynamic performance of servo system, and has strong practicability. The
future research work will focus more on how to reduce the starting adjustment time
during the motor start-up so that the servo system can get better control performance.
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Arc Fault Recognition Based on VMD
and ELM

Shuxin Liu, Zhenxing Liu, Yang Liu, Yundong Cao, and Jing Li

Abstract The electrical signal of the fault arc in the low-voltage line has its strong
characteristics. According to the UL1699 standard, an arc fault generation platform
was built to test the common types of loads in life and obtain the electrical signal data
of normal and arc faults. This paper proposes a method to obtain the Intrinsic Mode
Function (IMF) of the fault arc signal through Variational Mode Decomposition
(VMD), and then calculate the sample entropy (SampEn) of the IMF component
The analysis found that the first 6 order IMF components can be used as their feature
vector input Extreme LearningMachine (ELM) to train a method of identifying fault
models to accurately identify and detect arc faults. A new criterion is proposed for
arc fault detection and detection. The experimental results show that the method can
accurately and quickly detect and identify arc faults.

Keywords Series arc fault · Variational mode decomposition · Extreme learning
machine · Fault recognition

1 Introduction

With the development of science and technology, electricity has become an indis-
pensable necessity in people’s lives, and electricity safety has also become the top
priority in daily life. Data shows that among the identified causes of fire accidents
in 2015, 102,000 were caused by electrical failures, accounting for 30.1% of the
total, accounting for the highest proportion. In larger fires, the cause of the fire was
electrical failure and even reached 56.7%, it can be seen that electrical faults have
become the biggest cause of fires [1].

Scholars at home and abroad have done a lot of research on the feature collection
and extraction of series fault arc. In terms of experiment, through the simulation
experiment of series fault arc, wavelet transform [2–6], Fourier transform [7, 8],
EMD decomposition [9] and fractal dimension [10] are used to analyze the signal
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and extract the fault. Characteristics: in terms of simulation, a mathematical model
of series arc is proposed for the characteristics of series arc and the simulation
verification [11] proves the validity of themodel. In terms of the amount of extraction,
the current and voltage waveforms of the fault arc are extracted at the same time
[12]. After frequency domain analysis of the data, it is found that the high-frequency
components of the arc current are mainly concentrated between 10 and 200 kHz,
and the sudden change of the power supply voltage can be as a conclusion of the
parameters for detecting fault arcs.

2 Key Technology of Fault Arc Recognition

2.1 Variational Mode Decomposition Technique

To solve the variational mode, we must first introduce the inherent mode problem.
Starting from the inherent mode problem, by adding another concept of limiting the
limited bandwidth, using iterative update to get all the decomposed modes of the
signal, and reconstruct the mode of the main signal. Noisy modes are eliminated
directly. It not only solves the problem of modal aliasing that may have occurred
originally, but also achieves a good denoising effect.

Figure 1 is the IMF component diagram of the current waveform after VMD
decomposition when the line fails under resistive load.

Fig. 1 IMF waveform
generated by VMD
decomposition of current
when resistive load fails
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2.2 Sample Entropy Calculation

The number of IMF components obtained by decomposition is huge, and the order of
IMF components after EMD decomposition of arc fault current signals with different
loads is different, and some IMF components may be noise components or false
components (due to insufficient sampling rate and spline The extra components
caused by interpolation), these factors are obviously not conducive to the identifica-
tion of series arc faults. Therefore, the sample entropy is introduced to calculate the
IMF component to construct the feature vector. The following briefly introduces the
sample entropy calculation method.

Given a set of time series consisting of N points: {x(n)} = x(1), x(1), …, x(N),
the calculation steps of sample entropy are as follows:

1. N − m + 1 m-dimensional vectors xm(i) composed of the original sequence:

xm(i) = {x(i), x(i + 1), . . . , x(i + m − 1)}, i = 1, 2, . . . , N − m + 1 (1)

2. Define the distance between the vectors xm(i) and xm(j) as d[xm(i), xm(j)]:

d[xm(i), xm( j)] = max
k=0,...,m−1

[|x(i + k) − x( j + k)|] (2)

3. The dimension plus 1 means that when the dimension is m + 1 dimension,
repeat the above steps to get Am

i (r), which is defined as:

Am
i (r) = 1

N − m + 1
Ai (3)

4. Sowhen the tolerance r is similar, Bm(r) andAm(r) are thematching probabilities
of the sequence pairm andm+ 1 points, respectively.At this time, the sample entropy
is defined as:

SampleEn(m, r) = lim
N→∞

{
− ln

[
Am(r)

Bm(r)

]}
(4)

When N takes a finite value, the estimated value of sample entropy is:

SampleEn(m, r, N ) = − ln

[
Am(r)

Bm(r)

]
(5)

The calculation of sample entropy needs to determine the parameters and. Litera-
ture pointed out that the calculation of sample entropy does not depend on the length
of the data and has very good consistency. Based on experience, this paper takes m
= 2, r = 0.1 STD (serial standard deviation).
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3 Fault Identification Method Based on VMD
Decomposition-Sample Entropy Calculation and ELM

The flowchart of the fault identification method based on VMD decomposition-
sample entropy calculation combined with ELM described above is shown in Fig. 2.

Fig. 2 VMD decomposition-sample entropy calculation combined with ELM fault identification
method flow chart
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Fig. 3 Principle diagram of
the experimental circuit of
current measurement

Table 1 Current measurement experiment scheme of load

Load type R RL Hand drill Computer Induction

26.5 � 26.5 � + 6 mH 200 W 300 W 2000 W

Normal (group) 20 10 10 10 10

Failure (group) 20 10 10 10 10

4 Fault Diagnosis Example Analysis

4.1 Fault Current Detection Experiment

When there are different types of loads in the line, the electrical quantity of the
fault arc will be quite different, and the differences between them are more obvious.
The experimental principle is shown in Fig. 3. Three types of loads were used in
the experiment: resistive load (26.5 �), resistive inductive load (26.5 � + 6 mH),
non-linear load (induction cooker, desktop computer, and electric drill). Because the
arc generated in each experiment will interfere with randomness and instability, the
experiment uses repeated measurement methods to measure 30 sets of data under
normal and fault conditions for the same load. The scheme is shown in Table 1, which
can greatly reduce the error caused by the inaccuracy of the data during the training
of the diagnostic model.

4.2 Experimental Results and Analysis

Limited space only shows typicalwaveforms under differentworking conditions. The
hand electric drill experiment uses a gear with a power of 200 W, and the measured
current waveform is shown in Fig. 4.

Comparing all the current waveform diagrams above, it can be seen that the
current waveform has obvious periodicity under normal conditions. It can be roughly
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Fig. 4 Hand electric drill normal and fault current waveform

regarded as a sine wave with less distortion. In the event of a fault, there is one thing
in common, that is, there are zeros. The phenomenon of suspending, and there will
be obvious high-frequency noise when a fault arc occurs.

Table 2 shows the calculation results of the sample entropy of the IMF1–IMF5
components obtained after VMD decomposition of the current data of each load in
the normal and fault states.

Table 2 Sample entropy under different loads

R RL Computer Hand drill Induction

Normal Fault Normal Fault Normal Fault Normal Fault Normal Fault

IMF1 4.6162 5.4913 4.5529 5.4597 4.0552 6.8300 4.5184 6.1640 4.6131 5.3105

IMF2 3.5126 4.9312 3.1720 4.3000 3.3052 5.5144 3.0923 4.1043 3.3310 4.0361

IMF3 1.0776 2.7796 1.1955 1.9038 1.1164 3.2564 1.7520 1.6617 0.2766 0.7496

IMF4 0.2844 0.7448 0.3050 0.7944 0.0922 1.6105 0.7202 0.6284 0.2766 0.7496

IMF5 0.0844 0.0668 0.0416 0.0690 0.0710 0.2959 0.0972 0.0787 0.910 0.849



Arc Fault Recognition Based on VMD and ELM 537

Table 3 Sample distribution list

Type Number of samples

Training set Test set

Normal Fault Normal Fault

R fault 15 15 15 15

RL fault 15 15 15 15

Hand drill fault 15 15 15 15

Computer fault 15 15 15 15

Induction fault 15 15 15 15

4.3 Construction of an Arc Fault Diagnosis Model Based
on ELM

After VMD decomposition of the experimentally measured data, the first five-order
IMF components are obtained for sample entropy calculation feature vector, and the
obtained sample entropy is input as feature vector into ELM for model building. For
each load, 30 sets of current signal feature vectors under normal conditions and 30
sets of series arc fault conditions are obtained. The samples are now grouped. 15 sets
of feature vectors are proposed as test set samples for each load, and the remaining
15 sets are used as training sets. The sample allocation table is shown in Table 3.

The activation function of the hidden layer of the ELM network is a Sigmoid type
function. After testing, when the number of nodes in the hidden layer of the ELM is
set to 36, the ELM reaches the maximum accuracy. Table 4 shows the identification
test results of this model for various types of loads.

It can be seen from the table that the ELM fault recognition model established by
this method can effectively identify the fault, and the overall recognition accuracy
rate is over 93%, which is an efficient and feasible method.

Table 4 ELM test results Working condition Test Identify Correct rate (%)

R fault 15 14 93.3

RL fault 15 13 86.6

Hand drill fault 15 14 93.3

Computer fault 15 14 100

Induction fault 15 14 93.3
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5 Conclusion

In this paper, by building an experimental platform for arc fault occurrence, the
current signals of different types of loads in the line (resistive load of 26.5 �, resis-
tive load of 26.5� + 6 mH, hand drill, computer and induction cooker) are collected
during normal operation and faults. Established a fault arc detection database. The
VMD decomposition method can not only reduce the noise of the signal, but also
extract the characteristics of the signal. Furthermore, in view of the problem that the
decomposed IMF components are many and may contain interference, the sample
entropy of the IMF components is calculated to extract the respective Features,
construct feature vectors and input them into ELM for model training, greatly
reducing training time. And from the experimental results, it can be seen that the
accuracy of the identification of series fault arc using this method is as high as 93%,
and the identification rate of specific loads can reach 100%, and the identification
rate of nonlinear loads is higher than that of linear loads.

The results show that this feature extraction method has good feasibility and
effectiveness when applied to series fault arc detection.

Acknowledgements This work is supported by the National Natural Science Foundation of China,
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in Numerical Simulation Analysis
of Motor Stress
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Abstract This paper studies a learning method based on deep learning neural
network, and studies the numerical analysis of motor stress simulation, which can
obtain the minimum stress value of the required position in the shortest time. A
method is proposed to perforate the stator of the motor and fill it with negative
magnetostrictive material, change the position and radius of the hole, and find the
best position to reduce the noise so as to suppress the vibration and noise of the
motor. Through finite element analysis, the stress values on each point of the perma-
nent magnet synchronous motor stator corresponding to different punch positions
and radii are obtained as training samples. We established a multiple regression
model with 3 fully connected layers, two inputs and one output, and optimized the
algorithm to better perform regression analysis on the motor stress value to achieve
motor noise optimization.

Keywords Regression analysis · Neural network · Stress analysis of motor · Deep
learning ·Motor optimization
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1 Introduction

In recent years, the rapid development of machine learning and big data has opened
up new ways for pattern recognition and curve fitting for complex problems such
as dense regression. Most researches are about improving data-driven statistical
methods to supplement simulation to solve engineering problems [1, 2]. These studies
have been applied in smoke simulation, liquid splash modeling and liquid behavior
modeling with obstacles, etc. [3]. Literature [4] studied the feasibility of applying
deep learning to solve the two-dimensional Poisson equation, and established a deep
convolutional neural network to predict the potential distribution in 2D. The training
data generated by the finite difference solver and the powerful approximation ability
of the deep convolutional neural network enable it to make correct predictions given
the source and distribution information of the permittivity. The prediction error can
reach below1%, and theCPU time is significantly reduced. Literature [5] also studied
the feasibility of deep learning model used to predict the Maxwell equation solution
of low-frequency electromagnetic equipment.

Noise suppression is one of the important issues that need to be solved in the
optimal design and application of motors. More and more researches have taken the
magnetostrictive effect as an indispensable factor in the study of motor vibration and
noise characteristics. In Literature [6], a dynamic magneto-induced model of silicon
steel sheet with DC bias was constructed, and the loss characteristics of silicon steel
sheet under DC bias were simulated. Literature [7] measured the permeability and
electromagnetic loss of various magnetostrictive materials when the magnetic induc-
tion intensity and excitation frequency are not the same. The numerical analysis of
motor stress is also particularly important in the analysis of electromagnetic vibration
of the motor considering the magnetostrictive effect. At present, there are relatively
few studies on applying deep learning neural networks to optimize motor design.
The author team proposed to punch holes in the simulation model and add negative
magnetostrictive materials to study the influence of the negative magnetostrictive
effect on the electromagnetic vibration of the motor under the rotating magnetic
field, and find the best hole position to suppress the electromagnetic vibration of the
motor [8]. And carried out simulations of different positions and different apertures,
and obtained multiple sets of simulation experimental data for training deep learning
neural networks. Secondly, simple pre-processing is performed on the exported data
so that it can be better loaded into the network. Finally, a BP neural network based on
multiple regression is used to process the data. It can fit different punching positions
to the corresponding minimum motor stress at that position, and can realize that
when the punching position is determined, the minimum stress corresponding to the
position can be output within 1 s. The designed neural network model has a predic-
tion accuracy rate of up to 97.3%. It provides a great help to find the best punching
position faster and more accurately, and also provides guidance and reference for
the work of deep learning in the finite element numerical calculation and analysis of
motor stress and motor optimization.
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2 Establish a Finite Element Numerical Model

An electromagnetic-mechanical coupling model considering the magnetostrictive
effect is established. Through finite element numerical calculation, a calculation
program is written for modal analysis to obtain initial transient values and calcu-
late magnetostrictive force and vibration displacement. On the basis of this model,
this paper carried out a finite element simulation on a stator core model of a 4-pair
pole-mounted permanent magnet synchronous motor. When considering the magne-
tostrictive effect, it was found that the magnetic circuit. The degree of deflection is
large, and the stress on the stator core is relatively large in the magnetic field distor-
tion area of the stator tooth tip and root. Therefore, the finite element simulation of
the scanning traversal calculation of the punching position and the punching radius
was performed on the stator core, and the area between the stator teeth where the
magnetic density was concentrated and the area between the top and the boundary of
the stator teeth where the magnetic density was relatively small were scanned respec-
tively. The scanning simulation results are exported for later deep learning neural
network model training to achieve the fitting of the minimum stress corresponding to
each position, and output the minimum stress at the required position in the shortest
time.

2.1 FEM Model Magnetic Density and Stress Simulation

Add the motor stator model equations to the finite element simulation software
COMSOLMultiphysics, set various parameters of the rotating electromagnetic field
and the solid mechanics field, and add a multi-channel sinusoidal AC current source
with a frequency of 50 Hz and a controllable amplitude to the motor windings.
Produces an alternating rotating magnetic field.

In order to study the reduction of the electromagnetic vibration of the motor, this
article first drills holes in the roots of the stator teeth of the motor to fill the negative
magnetostrictive effect material, and simulates in COMSOL. The material filled in
this article is Sm0.88Nd0.12Fe2.

Set the rotor speed of the motor in COMSOL to 60 r/min, and perform the simu-
lation calculation of the motor stator model considering the magnetostrictive effect.
Table 1 lists the simulation [0.01–0.06 s], which is the stress and magnetic density
of a half cycle Numerical value. Figure 1 and 2 show the magnetic flux density and
stress deformation graphs at different simulation moments of 0, 0.03, and 0.06 s.

Analyzing Fig. 1, and Table 1, it can be seen that when the motor is started and the
rotor rotates, the magnetic circuit of the main magnetic field is deflected, resulting in
magnetic field distortion, which will cause great changes in the stress and magnetic
flux density on the stator teeth. The magnetic flux density is relatively concentrated
and obvious at the tip and root of the stator tooth.
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Table 1 0.01–0.06 s stress maximum value table

Time (s) 0.01 0.02 0.03 0.04 0.05 0.06

Max (106 N/m2) 2.02 2.02 2 1.97 2.31 2.42

Min (103 N/m2) 6.33 4.33 2.31 4.36 4.32 4.18

Max (T) 1.17 1.36 1.56 1.73 1.84 1.71

Min (10-4T) 0.52 1.40 4.48 4.52 4.52 4.49

Fig. 1 Stator flux density and Z axis magnetic vector potential at time 0, 0.03, 0.06 s

Fig. 2 Stator stress deformation at 0, 0.03, 0.06 s

The simulation shows that the stress on the top and root of the stator of themotor is
relatively concentrated, and the degree of deformation is large. In order to reduce the
stress in these parts, the stator is punched and filled with negative magnetostrictive
material, its characteristics make it can be offset under the action of the alternating
magnetic field Part of the deformation caused by the magnetostrictive effect reduces
the surface stress of the motor stator teeth and achieves the purpose of suppressing
the electromagnetic noise of the permanent magnet synchronous motor. The shape of
the hole is set to be circular. The radius of the punched hole is 0.01 m. By changing
the angle parameter angle and distance r of the center of the punching circle relative
to the center of the stator model, scan the two areas where the magnetic density is
concentrated and the magnetic density is relatively small, find the minimum stress,
and analyze the stress Whether to reduce and the reduced value to determine the
location of the punch. After determining the punch position, change the aperture r1
to scan to determine the size of the best punch hole diameter, and finally determine
the best position and radius of the punch hole.
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From 0, 0.03, and 0.06 s, the stress deformation at three different moments can
be seen from Fig. 2. When the magnetic circuit is deflected, the degree of magnetic
field distortion will change, and the stress distribution on the surface and inside of
the motor stator teeth will also change. And with the increase of the magnetic field
distortion, the deformation degree of the stator ferromagnetic area will also increase.
The areas with greater stress are concentrated in the magnetically dense parts of the
stator tooth root and top, and the deformation of these areas is also the largest.

2.2 Experiment of Filling Material

Design experiment: The scanning area is from the top of the stator teeth to the
boundary, and the magnetic density of these areas is relatively small. The shape of
the hole is set to a circle, the radius is set to 0.01 m, and the material is filled with
negative magnetostrictive effect. The angle parameter angle and distance r of the
center of the hole relative to the center of the stator model are changed to determine
the position of the hole, where the parameter angle The parameter list of is: range
(0, 0.02, 6.28) (starts at 0, ends at 6.28, and the step is 0.02); the parameter list of
parameter r is: range (0.315, 0.01, 0.385) (starts at 0.315, It ends at 0.385 and the
step size is 0.01).

Analyze the results of the scanning data. After drilling, the stress and deformation
of the stator tooth surface will increase in some positions and decrease in some
positions. The reduced position can prove that our model is correct, that is, decrease
the stress on the surface of the stator teeth caused by the magnetostrictive effect can
be reduced by perforating and filling the negative magnetostrictive material, thereby
suppressing the electromagnetic noise of the motor. Compared with the point where
the stress is reduced, it can be found at the point (0.375, 1.18), where the stress is
reduced the most, and it will also produce the best noise suppression effect. The
equipotential diagram of the magnetic flux density and the z-axis magnetic vector
potential at this point and the stress pattern is shown in Fig. 3. During the sampling
period [0.01–0.06 s], the maximum and the minimum stress are shown in Table 2.

Fig. 3 Stator magnetic density and Stator stress deformation at point (0.375, 1.18)
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Table 2 0.01–0.06 s stress maximum value table

Time (s) 0.01 0.02 0.03 0.04 0.05 0.06

Max (106 N/m2) 1.98 1.96 1.96 1.91 2.3 2.42

Min (103 N/m2) 2.14 3.92 2.93 2.02 2.17 2.06

Table 3 Neural network
hierarchy

Layer (type) Output shape Param #

dense_1 (dense) (None, 24) 72

dropout_1 (dropout) (None, 24) 0

dense_2 (dense) (None, 256) 6400

dense_3 (dense) (None, 1) 257

As shown in Fig. 3, punch holes at the points (0.375, 1.18) and set the aperture
to 0.01 m. After the material is filled, the magnetic field distortion and magnetic
circuit offset are reduced, and the stress on the stator tooth surface is the amount of
deformation has also been reduced. Comparing Table 2 and Table 3, it can be seen
that after perforating the filling material at the appropriate position, the maximum
and minimum stress values on the stator surface are reduced, and the maximum
stress is reduced by about 5%, which can suppress a part of it to a certain extent
Electromagnetic noise caused by magnetostrictive effect.

In the scanning experiment, the center of the punching position is determined
according to the angle parameter angle and the distance r relative to the center posi-
tion of the stator model. Each angle and r will correspond to a motor stator stress
deformation diagram (as shown in Fig. 3). And each stress deformation map is actu-
ally composed of more than 10,000 coordinate points and the corresponding stress
values of these coordinate points.

3 Neural Network Model Construction

In this paper, a multiple regression model with three fully connected layers, two
inputs and one output is established to process the motor stator stress simulation data
obtained from the finite element calculation. The model is trained and optimized by
using the BP neural network algorithm, which can fit the numerical simulation data
of the motor stress well, and output the minimum stress value of the required position
within 1 s.
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3.1 BP Neural Network Analysis

The BP neural network consists of two processes: the forward calculation of the data
stream (forward propagation) and the back propagation of the error signal [9, 10]. In
the previous process, the propagation direction is the input layer, hidden layer and
output layer. The state of neurons in each layer only affects neurons in the next layer.
If the expected output cannot be obtained in the output layer, the latter process will
begin [9, 11]. Through the alternation of these two processes, the gradient descent
strategy of the error function in theweight vector space is realized, and a set of weight
vectors are searched through dynamic iteration to minimize the error function of the
network, thereby completing the extraction and storage of information. Figure 4
shows the network structure of the BP neural network.

As shown in the figure, x represents the input layer, z represents the hidden layer,
and y represents the output layer. Assuming that the input layer of the BP neural
network has n nodes, the hidden layer has q nodes, and the output layer has m nodes,
the input layer and the hidden layer Vki, and the weight between the hidden layer
and the output layer is Wjk. The transfer function of the hidden layer is f1(g), and
the transfer function of the output layer is f2(g). Then, the output of the node in the
hidden layer is (put the threshold into the sum term):

zk = f1(
∑q

i=0
vkixi ), k = 1, 2, 3, . . . , q ((1))

The output of the nodes in the output layer is as follows:

yi = f1(
∑q

i=0
wjkzk), j = 1, 2, 3, . . . ,m ((2))

Fig. 4 Network structure of BP neural network
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Fig. 5 Data flow graph

3.2 Experimental Steps

This article uses the regression of the fully connected layer neural network, based
on the scientific computing environment Anaconda3, and uses the deep learning
framework Keras based on the TensorFlow backend for network modeling. It also
supports convolutional neural networks and recurrent neural networks, as well as the
combination of the two, and can also be used in the CPU Run and switch seamlessly
with GPU. This experiment was performed on the Intel(R) Xeon(R) Bronze 3104
CPU

The network consists of 3 fully connected layers, and the number of neurons in
each layer is 24, 256, and 1, respectively. The total number of neuron weights is
6729, as shown in Table 3.

Calling Tensorboard in the program, the data flow graph of the network can be
generated on the web page, as shown in Fig. 5.

3.3 Analysis of Results

This experiment uses randomly divided 1000 data as the training set, 150 data as the
test set, and 800 batches of training. The coordinates x and y of the motor drilling
position are used as input variables, and the minimum motor stator stress is used as
the output variable. And the error of the test set is output as a file, and 4 sets of test
data are selected from the file as shown in Table 4.

Table 4 shows True, Vaild, and MSE represent the true value, predicted value,
and error of the stress value, respectively. It can be calculated from the table that the
accuracy of the network can reach more than 93%. The program can finally enter
the punching coordinate value of any position. The program will give the minimum
motor stress corresponding to the position within 1 s, and realize Data fitting and
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Table 4 Neural network hierarchy

x y True Vaild MSE

1 0.385 0.0 3.971170 4.141764 −0.17059

2 0.325 0.94 2.8920326 3.670611 −0.77857

3 0.315 3.04 4.001280 3.464829 0.53645

4 0.335 0.02 4.811575 4.161636 0.64993

Fig. 6 BP neural network
loss rate

accurate prediction in a short time. The loss rate of the specific model is shown in
Fig. 6.

4 Conclusion

This paper constructs a numerical multiple regression prediction model of motor
stress based on BP neural network. The core algorithm of BP neural network is
gradient descent method. After 800 batches of training, the network can finally have
an average accuracy of 95%, and can obtain the minimummotor stress at the desired
position within 1 s, which has a certain reference for deep learning in finite element
calculation and motor optimization direction effect.
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Failure Analysis of Garnet-Type Solid
State Electrolyte LLZO
by Electrochemical Method

Weichang Guo, Fei Shen, Jie Gao, Chao Yang, and Xiaogang Han

Abstract Garnet-typeLi7La3Zr2O12 (LLZO) is one of themost attractive candidates
for achieving solid state lithium batteries. LLZOpellet is preferred due to its potential
to prevent dendritic lithium growth and penetration. However, lithium dendrite can
penetrate the LLZO pellets in a low current density, resulting in short circuit of
the cell. In this work, we study the failure behavior of LLZO electrolyte through
electrochemical method. Meanwhile, we also study the growth of lithium inside the
LLZO pellet after failure. The results show that the reason for failure of LLZO is
related to the contact between lithium and LLZO, and lithium dendrite may grow
from one to another electrode.

Keywords LLZO · Failure · Electrochemical method

1 Introduction

Environment problems and Energy crisis drive our humans to exploit new energy,
like solar, wind and tidal energy, to replace the fossil energy, like petroleum. There-
fore, we need to develop device to store energy and electric power tool, such as
electro mobile, to reduce the usage of fossil energy. Electrochemical power source,
especially batteries, can achieve the above two goals, simultaneously. Among all
kinds of batteries, lithium ion battery is best choice because of its higher energy
density and longer service life than other commercial batteries [1]. However, with
the development of society, the energy density of battery is required to be higher.
But the energy density of Li-ion battery is just about 200 Wh/kg, which cannot meet
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the need of development. Energy density is related to the capacities of the electrode
materials and the voltage of the battery. But capacities of the electrode materials of
commercial LIBs are just 372 mAh/g for graphic anode and <200 mAh/g for cathode
materials, respectively. To improve the energy density, researchers began to study
Li anode (3860 mAh/g) and high voltage cathode materials. However, it is easy to
produce Li dendrite in liquid electrolyte which would penetrate separator, resulting
in the short circuit of LIBs. And the high voltage cathode materials are not stable
under short-circuit. These can cause risk of combustion and explosion, endangering
the safety of life and property [2–4].

The root of the above phenomenon is the use of organic electrolyte. Inorganic
solid state electrolytes are non-flammable and have wider electrochemical working
window and higher mechanical strength. By replacing organic electrolyte with inor-
ganic solid state electrolyte, it will largely improve the safety of batteries. More
importantly, it opens the possibility of using Li metal anode (3860 mAh g−1) and
high voltage cathode material (up to 5 V), which can provide much higher energy
density than commercial LIB [3, 5]. Therefore, it is generally accepted that batteries
with organic electrolytes will be replaced by the ones with inorganic electrolytes
gradually.

Among different solid-state electrolyte, garnet type Li7La3Zr2O12 is one of the
most promising one in for application because of its high ion conductivity (10−4–
10−3 S cm−1), the stability to air and Li metal, and wide electrochemical window,
and so on [6, 7]. However, recent published papers reported that lithium dendrite can
penetrate the LLZO pellets in a low current density, resulting in short circuit of the
cell [8–10]. There are two mainstream views on the causes. Some researcher think
that lithium dendrite was formed at the defect of the surface of LLZO and penetrate
it gradually [11, 12]. Another think lithium formed inside of LLZO because of the
electron conductivity [13, 14]. But there is no unified conclusion. In this work, we
study the failure behavior of LLZO electrolyte through the cycling performance and
electrochemical impedance spectrum (EIS). Meanwhile, we also study the lithium
inside the LLZO pellet with micro morphology analysis. The results show that the
failure of LLZO is related to the contact between lithium and LLZO, and Li dendrite
may grow from one to another electrode.

2 Experimental

2.1 Synthesis of the Li6.4La3Zr1.4Ta0.6O12 (LLZTO) Pellet

Stoichiometric amount of LiOH (99.99%), La2O3 (99.99%), ZrO2 (99.99%) and
Ta2O5 (99.99%) were mixed first. 15% wt excess of LiOH was added to compensate
for the lithium volatilization loss during sintering. The above mixed materials were
ball-milled with isopropanol 300 rpm for 12 h to get primary powder. The primary
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powderwas pressed into pellets before calcined at 800 °C for 10h and the pre-calcined
pellets were then crushed and grilled.

The pre-calcined powder was ball-milled at 300 rpm for another 12 h and dried
to obtain secondary powder. Then the powder was pressed into pellets with diameter
of 12.5 mm under 500 MPa. The pellets were sintered at 1250 °C for 1 min, then
decreased to 1100 °C and kept for 8 h. The LLZTO pellets were stored and polished
before use.

2.2 Characterization

X-ray diffraction (XRD, Bruker AXS) was used to analyze the phase composition
of the LLZTO. Scanning electron microscope (SEM, Phenom ProX) equipped with
energy dispersive spectrometer (EDS) was applied to observe the microstructure of
the LLTZO pellet before or after short circuit. AC impedance tester (BioLogic, SP-
300) was used to measure the ion conductivity indirectly with the frequency from
6 MHz to 100 Hz. Before testing, a thin layer of gold was sputtered onto the both
sides of LLZTO pellet. Li||Li symmetric cells were assembled by first sputtering a
thin gold layer on the LLZTO surface and then attaching a 200μmLi foil and heating
at 200 °C for 5 min. The cycling performance of Li||Li symmetric cells was carried
out using a LAND battery tester.

3 Results and Discussion

The cross-sectional SEM images of LLZTO pellets are shown in Fig. 1a and b. It can
be seen that the micro-structure inside LLZTO was dense, although there are some
small pores. XRD pattern of LLZTO was shown in Fig. 1c and the characteristic
peaks of the sample match well with the standard PDF card (# 80-0457), indicating
that the phase belongs to cubic phase LLZO. The conductivity of LLZTO was 6.2×
10−4 S/cm calculated indirectly by the EIS (Fig. 1d), according to the formula σ =
L/(S*R), where L, S and R stand for the thickness, area and resistance, respectively.
The intersection of the semicircle in the high frequency and the diagonal in the low
frequency in the EIS represents the impedance of the LLZTO electrolyte, including
both bulk and grain boundary.

The cycling performance of Li/LLZTO/Li cell at 0.1 mA/cm2 was exhibited in
Fig. 2a, in which Li electrode went through the process of stripping and plating.
The potential of the cell increased gradually as the number of cycles increases and
the cell was short circuit at 57th cycle after some large polarization. EIS plot after
short circuit was shown inside Fig. 2a and the high frequency region is in the fourth
quadrant indicating a typical EIS plot of short circuit. The increased potential means
the larger impedance which includes the impedance of LLZTO electrolyte and the
interface impedance between Li metal and LLZTO. But we cannot identify which
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Fig. 1 Cross-sectional SEM images of LLZTO a at low magnification and b high magnification;
c XRD patterns and d EIS plot of LLZTO

Fig. 2 a Cycling performance of Li||Li symmetric cell, inside the EIS after short circuit; b EIS at
different cycles
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Fig. 3 Cycling performance of a last few cycles, and b 52nd cycle; c EIS plots at different cycles
of 52nd

is the decisive factor. Therefore, we tested the EIS of the cell at different cycles and
the EIS plots were shown in Fig. 2b. The total impedance increased as the number of
cycles increased. However, the amplitude of variation for the impedance of LLZTO
electrolyte and the interface impedance is different. The value of the impedance
of LLZTO electrolyte increased from 324 to 451 �, while the value of interface
impedance increased from 52 to 836 �. Obviously, interface impedance increased
by 784 �, which is more than that of the electrolyte impedance (127 �), therefore,
it played a decisive role in the increasing over potential.

In the last few individual cycles, when the current changes direction after a large
polarization, the voltage will increase rapidly, and decrease in the first minutes and
then rise (Fig. 3a). After half a cycle, when the current changes direction, there would
still be a large polarization. Taking the 52nd cycle as an example, we measured the
impedance values at different points shown in Fig. 3b. It can be observed that the
interface impedance decreased first (point 2) and basically unchanged in this process
(point 3). However, when the whole cycle is over (point 4), the interface impedance
increased much more than that of the initial value (point 1). It is worth noting that
the electrolyte impedance also decreased from point 1 to point 3, and increased back
when it came to point 4. This could be related to the growth of Li dendrite inside
LLZTO, and the possible processes will be discussed later.

The value of interface impedance depends on the contact between Li metal and
LLZTO which belongs to the contact between solid and solid phases. When they
have a good contact, interface impedance is small, otherwise, it becomes large. So the
large interface impedance after cyclingmeans a poor contact between LLZTO and Li
metal. The possible reason is that the stripped Li cannot return to its original position,
thus resulting in the deteriorating interface contact and large interface impedance.
The contact area became smaller, as a result, the actual current density through
the interface and the polarization voltage increased upon cycling. Particularly, after
a large polarization, the contact area is very small which would result in a large
current density. And large current density is more likely to cause Li dendrite growth.
On this condition, if it started to plate in the smaller areas, the larger current density
would trigger the growth of Li dendrite at this end, causing the electrolyte impedance
decreased and penetrating the LLZTO electrolyte, which would result in the final
short circuit. Therefore, the short circuit is easy to occur after a large polarization.
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Fig. 4 Photograph of the a front and b back of LLZTO after short circuit; c, d BSEM images of
LLZTO surface after short circuit

Based on the above analysis, it is likely that Li dendrite grew from one end to the
other. The LLZTO pellet after failure was studied and it can be seen in Fig. 4a that
therewas a long crack on the electrolyte surface. The backscatter electronmicroscopy
(BSEM) images in Fig. 4c and d further proved the existence of the crack. While
the back in Fig. 4b has only the outline of the crack, which demonstrated that the
correctness of the above conjecture about the growth of Li dendrite.

To further testify, we have break off the LLZTO electrolyte along the vertical
direction of the crack to observe. It is obvious to see in Fig. 5a and b that the crack
originated at one end and spread to the other. And it may generate branches inside
the LLZTO (Fig. 5b). When observing the cracks at high magnification, we can
find that there is something different inside the cracks. According to contrast, these
dark substances in BSEM may be derivatives of lithium dendrite [15]. And it seems
that these substances grew along the grain boundary, which is consistent with the
literature report [10].

Furthermore, the EDS element analysis of these regions in Fig. 6b shows the dark
area contains O element but no La, Zr and Ta. It can be concluded that these area
is Li metal originally, and extra O may be introduced by reacting with Li dendrite
when exposing to air during sample preparation. Therefore, it is determined that the
material in the cracks is lithiummetal and the growth pattern that lithium grows from
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Fig. 5 Cross-sectional BSEM images of LLZTO after short circuit: a and b at low magnification;
c and d at high magnification

one end to the other, may be the main cause of short circuit. At the same time, lithium
was also found in other regions (Fig. 7) that is not within the crack, indicating that
lithium may also be generated inside LLZTO, but it is not the decisive reason to lead
to the failure of LLZTO.

4 Conclusion

Li/LLZTO/Li cells became short-circuit phenomena after large polarization for some
time under an applied direct current with a current density of 0.1 mA/cm2. The short-
circuiting shows correlation to the polarization behavior of Li/LLZTO/Li cells. And
the polarization behavior of Li/LLZTO/Li is related to the interface impedance,
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Fig. 6 a BSEM image at crack in LLZTO after short circuit and b EDS elements mapping of
selected area in (a)

Fig. 7 a BSEM image and b EDS elements mapping images of LLZTO after short circuit

which is attributed to the contact between Li metal and LLZTO. Direct observation
of the short-circuited LLZTO pellet and lithium dendrites inside the LLZTO pellet
suggests that the lithium dendrites may grow from one end to the other through grain
boundaries and penetrate the LLZTO pellet finally.
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A Flux Linkage Identification Method
of PMSM Based on Discounted Least
Square Method

Jidong Lai, Mingrui Xie, Jianhui Su, Chenguang Zhou, and Weiwei Zheng

Abstract The control performance of permanentmagnet synchronousmotor largely
depends on the accuracy of motor parameters, where to ensure identification accu-
racy existing flux identification method normally involves in complex mathematic
calculation. In this paper, an online flux identification method based on recursive
least square method with discounting factor is proposed for reduction of computa-
tion load. Thismethod adopts the fitting recursive least squaremethod to identify flux
linkage, which has small amount of calculation and only needs to save the previous
estimation value during the operation with small storage space. Aiming at solving the
problem of “data saturation” in least square method, forgetting factor is introduced
to enhance the proportion of current data in estimation and thus improve the identi-
fication dynamic responsiveness. Meanwhile, a discounting method is proposed to
reduce the fluctuation of identification results induced by forgetting factor. Simu-
lation results show that the proposed flux linkage identification method achieves a
high identification accuracy.

Keywords PMSM · Flux identification · Least square method · Forgetting factor ·
Discounting factor

1 Introduction

Permanent magnet synchronous motor (PMSM) has been widely used in industry,
however, its control performance relies largely on accurate parameters, including
winding resistance,d- andq-axis inductance andflux linkage. Particularly, the PMSM
flux linkage identification is significant for the control performance, permanent
magnet monitoring and demagnetization prevention [1].

The finite element analysis (FEA) has high accuracy [2], but it requires exten-
sive computational analysis, and its real-time identification needs high performance
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processor. A flux linkage adaptive observer is constructed based on the model refer-
ence adaptive system (MRAS) and Popov stability theory in literature [3]. AsMRAS
is sensitive to noise, a commonmethod to reduce it is the threshold denoising method
ofmedium and smallwaves [4].Moreover, the particle swarmoptimization algorithm
(PSO) [5], affine projection algorithm (APA) [6], genetic algorithm [7], differential
evolution [8] and other algorithms are also used to track and estimate parameter.
However, the intelligent algorithms mentioned above require a rich supply of data
for algorithm training and target optimization during rotor flux identification.

In this paper, PMSM’s flux linkage is identified online based on the recursive least
square method (RLS). To prevent the data saturation caused by RLS, a forgetting
factor method called FRLS is introduced to enhance the proportion of real-time data
in the flux estimation and reduce the influence of historical data in the estimation.
FRLS is easily affected by noise, therefore, a discounted treatment method named
DRLS is put forward by introducing the discounting factor in RLS to solve the
problem. Based on the proposed identification method, the simulation model are
built respectively for verification.

2 The Mathematical Model of PMSM

During stable operation, the current change rate of PMSM can be ignored. There-
fore, we can obtain the mathematical model of PMSM under the rotation coordinate
system, where ud , uq, id , iq, Ld , Lq are the d- and q-axis components of armature
voltage, current, and self-inductances, respectively; Rs, ψ f , p are the armature resis-
tance, permanent magnet flux linkage and the differential operator, respectively; ωe

is the electrical angular velocity.

{
ud = Rsid − ωeLqiqud = Rsid − ωeLqiq
uq = Rsiq + ωeLdid + ωeψ f

(1)

3 Flux Linkage Identification of PMSM Based on DRLS

The system model satisfied by the sample data (ϕ(k), y(k)) is as follows (Table 1)

y(k) = ϕT (k)θ + ξ(k) (2)

Then, we can obtain that

θ = [y(k) − ξ(k)]/ϕT (k) (3)
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Table 1 Parameter and
symbol

Parameter Symbol

θ(k), θ = [θ1, θ2, . . . , θn]T Actual parameter value

θ̂ (k), θ̂ = [θ̂1, θ̂2, . . . , θ̂n]T Parameter vector to be identified

ϕ(k) Measurable input vector

y(k) Measurable output vector

e(k) Estimation error

ξ (k) White noise vector

ς(k) Relative error

J(θ) Performance index function

K(k) Adaptive gain matrix

P(k) Covariance matrix

�(k, i) Discounting factor

λ, λ(k) Forgetting factor

γ (i) Weighted factor

ε Small positive real number

α A positive real number, usually
104–106

I n-order identity matrix

e(k) = y(k) − ϕT (k)θ̂ = ϕT (k)(θ − θ̂ ) + ξ(k) (4)

It can be seen from the output error expression that the system parameter
estimation error and noise together cause the system output error.

J (θ) =
n∑

k=1

e2(k) =
n∑

k=1

[y(k) − ϕT (k)θ̂]2 (5)

The expression of recursive least square method (RLS) is shown in Eq. (6).

⎧⎨
⎩

θ̂ (k) = K (k)(y(k) − ϕT (k)θ̂(k−1)) + θ̂ (k−1)
K (k) = P(k − 1)ϕ(k)/

[
1 + ϕT (k)P(k − 1)ϕ(k)

]
P(k) = [

1 − K (k)ϕT (k)
]
P(k − 1)

(6)

As θ̂(k) of the kth order is modified by the product of e(k) and K(k), K(k) =
P(k)ϕ(k), RLS is adopted for parameter estimation, which only needs to save the rele-
vant parameters of the previous timewithout a large amount of storage space.Through
continuous iterative calculation, the identification accuracy meets the requirements.

We can obtain from Eq. (6) that
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P(k − 1) − P(k) = P(k − 1)ϕ(k)ϕT (k)P(k − 1)/
[
1 + ϕT (k)P(k − 1)ϕ(k)

]
(7)

Therefore, P(k − 1) − P(k) > 0, which means

P(k) ≤ P(k − 1) (8)

Formula (8) shows that during the identification process of RLS, P(k) will grad-
ually approach to 0 with the increase of iteration times k. If P(k) = 0, then P(k − 1)
= P(k) = 0, K(k) = 0, θ̂(k) = θ̂ (k − 1), which means θ̂(k) is no longer updated, that
is, the new data would not update the old data, leading to the loss of the correction
ability of the recursive algorithm and the formation of “data saturation”.

The problem with data saturation is that parameter estimation is slow when the
input changes. If ϕ(k) mutates, due to data saturation, K(k) stabilizes at a small
value near zero, that is, the correction speed is slow, and it takes a long time to
estimate the estimated value after the input changes. Therefore, there is a problem
that RLS has insufficient tracking ability for abrupt and time-varying signals in non-
stationary environments. The root cause of this problem is the influence of old data
on the estimated value. By introducing the forgetting factor λ, its influence can be
eliminated.

The expression of the recursive least square method with forgetting factor (FRLS)
is as follows

⎧⎨
⎩

θ̂ (k) = K (k)(y(k) − ϕT (k)θ̂(k − 1)) + θ̂ (k − 1)
K (k) = P(k − 1)ϕ(k)/

[
λ + ϕT (k)P(k − 1)ϕ(k)

]
P(k) = [

1 − K (k)ϕT (k)
]
P(k − 1)/λ

(9)

According to expression P(k) in Eq. (9), we can obtain that

P(k) > P(k − 1) (10)

Formula (10) shows that with the increase of iteration times k, the covariance
matrix P(k) is always greater than 0 and remains positive, thus it solves the problem
of “data saturation” in the traditional RLS.

The smaller the forgetting factor λ is, the better the system is at tracking, but
the more sensitive it is to noise, so FRLS is inevitably more susceptible to noise
than RLS. Therefore, a method of ψ f identification using the recursive least square
method with discounting factor (DRLS) is proposed, which forms a discounting
factor to reduce the influence of noise by introducing the weighted factor into FRLS.

Similarly, the expression of DRLS is as follows

⎧⎨
⎩

θ̂ (k) = K (k)(y(k) − ϕT (k)θ̂(k − 1)) + θ̂ (k − 1)
K (k) = P(k − 1)ϕ(k)/

[
Γ (k, i) + ϕT (k)P(k − 1)ϕ(k)

]
P(k) = [

1 − K (k)ϕT (k)
]
P(k − 1)/λ(k)

(11)
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where Γ (k, i)=γ (i)
n∏

k=i+1
λ(k).

If �(k, i) is not appropriate, it may cause K(k) < K(k − 1) at some point, which
means gradual “data saturation”. Thus, different�(k, i)may produce different steady-
state identification value. If ϕ(k) is to be stable, data saturation phenomenon is
formed, which has little influence on the identification. On the contrary, if ϕ(k)
is to be changed, data saturation phenomenon is formed, then new stable identifi-
cation value will be generated, affecting the identification accuracy. To avoid data
saturation, improve tracking ability and reduce the influence of noise, the value range
should be 0 < Γ (k, i) < 1, where 0.9 < λ(k) < 1.

Define the relative error ζ (k) to measure the magnitude of the identified value
relative to the output fluctuation.

Where ζ(k)=
∥∥∥y(k) − ϕT (k)θ̂(k − 1)

∥∥∥/‖y(k)‖.
The value of the discounting factor of DRLS is shown in Eq. (12).

Γ (k, i) =
{

Γ1 = γ1λ1 ζ(k) > ε

Γ2 = γ2λ2 ζ(k) ≤ ε
(12)

where 0 < γ1,2, λ1,2 < 1.
It can be seen fromEq. (12) that DRLS can dynamically adjust�(k, i) according to

the magnitude of ζ (k), so that the identifiedψ f is more accurate than FRLS. Besides,
DRLS can ensure the identification accuracy and dynamic tracking performance and
reduce the impact of noise.

Particularly, when γ (i) = 1, DRLS degenerates into FRLS; when γ (i) = 1 and
λ(k) = 1, DRLS degenerates into RLS.

For the convenience of identification, Eq. (1) is written as follows

uq − ωeLdid − Rsiq = ωeψ f (13)

Consider Eq. (13) as a system to be identified, then flux linkage identification
model of PMSM is as follows

y(k) = ϕT (k)θ(k) + ξ(k)

ϕT (k) = [ωe]

θ(k) = [
ψ f

]
y(k) = [

uq − ωeLdid − Rsiq
]

(14)
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4 Simulink Verification

To prove the validity of the proposed algorithm, simulation model is build based on
the MATLAB/SIMULINK. Then, simulation verification will be carried out on data
saturation of RLS and noise influence. The PMSM flux identification effect under
direct calculation method, RLS, FRLS and DRLS will be compared and analyzed
respectively as shown in Figs. 3, 4, 5 and 6 according to Fig. 1. The parameters used in
simulation are shown inTable 2 butwithλ= 0.995 in FRLS and�1= 0.995/[0.995+
(1 − 0.995)ζ 2(k)], �2 = 0.999/[0.995 + (1 − 0.999)ζ 2(k)] in DRLS corresponding
to ζ (k) > 0.1 and ζ (k) < 0.1 respectively. The motor speed was set as shown in Fig. 2.

It can be seen from Figs. 3, 4, 5 and 6, DRLS has the advantages of both RLS and
FRLS, little data saturation and higher identification accuracy.

Fig. 1 Control diagram of PMSM flux linkage identification based on DRLS

Table 2 PMSM parameters Parameter Value

Rated voltage UN /N 220

Rated current IN /A 10

Rated torque TL/Nm 2

Armature resistance Rs/� 3

d-axis inductance Ld /mH 15.67

q-axis inductance Lq/mH 18.27

PM flux linkage ψ f /Wb 0.0944

No. of polepairs np 4

Moment of inertia J/(kg m) 5.33e−4
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Fig. 6 Identification simulation results of PMSM flux linkage based on DRLS

5 Conclusion

In this paper, an online identification method based on DRLS is proposed for PMSM
flux identification. This method adopts the fitting recursive least square method to
identify theflux linkageofPMSM.Comparedwith the relevant intelligent algorithms,
less computation is involved and less storage space is required in the identification
process, which makes it easy to realize the on-line identification of the flux linkage
in the digital controller. To solve the problem of data saturation in RLS, forgetting
factor is introduced to improve the identification dynamic tracking ability. Further,
DRLS is adopted to increase resistance to noise caused by FRLS. Simulation verifies
the effectiveness of the identification method. The method can also be applied to the
flux linkage identification of induction motor.
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Laboratory Preparation and Influence
Factor Analysis of LiFePO4 Soft Package
Battery

Wenyue Xiao, Zechen Liu, Lei Zhu, and Jinying Zhang

Abstract LiFePO4 soft package battery has been widely used in industry because
of its high working voltage, low cost, good thermal stability and high security.
However, there are so many steps to prepare a commercial soft package battery
and the required equipments are too complex for one to complete all the operations.
Also, the proportion of materials in each company is different and not completely
public available, which makes it hard to analyze the changes of material structure
after various treatments. Therefore, a simplified preparation of the LiFePO4 soft
package full battery in laboratory needs to be realized for comparison and analysis
in the follow-up study. In this paper, the laboratory simplified preparation process of
LiFePO4 soft package battery was introduced in details. The morphology and cycle
performance of three batteries with three different ratios of active materials, conduc-
tive agents and binders in the cathode material were studied. It was found that the
battery with the mass ratio of 92:6.5:7 had the highest discharge platform (3.3 V),
the largest specific capacity (153.4 mAh/g) and cycle retention rate. These discus-
sions provide a good reference to repair and improve the industrial soft package full
battery.

Keywords LiFePO4 · Soft package battery · Influence of proportion

1 Introduction

The uncontrolled use of fossil fuels in modern industry has destroyed the ecolog-
ical environment and made human beings faced with a great crisis of energy [1–4].
The shortage of fossil energy and the requirement of environmental protection have
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greatly promoted the production and development of modern lithium-ion batteries.
Lithium iron phosphate (LiFePO4) was discovered by the research team of John
Goodenough of the University of Texas in 1996 as a cathode material for recharge-
able lithium battery [4]. It has been widely accepted by the market because of its
low raw material price, non-toxic, good thermal stability and high specific capacity
(170 mAh/g) [5, 6]. The main obstacle to commercialization is its low electrical
conductivity. However, conductive materials, such as carbon, can be effectively
covered onLiFePO4 particles by reducing the particle size [7, 8]. The soft package full
battery is packed with a layer of aluminum-plastic film instead of metal shell, which
can greatly improve the safety [9]. Considering themany advantages of LiFePO4 soft
package battery, it has beenwidely used in industry. However, there are somany steps
to prepare a commercial soft package battery, and the required equipments are so
complex that it’s almost impossible for a single person to complete all the operations.
Also, the proportion of materials in each company is different and not completely
public available [10]. All these factorsmake it hard to analyze the changes ofmaterial
structure after various treatments.

In this paper, the laboratory preparation of LiFePO4 soft package full battery
was deeply studied and the factors affecting the battery performance were compre-
hensively analyzed. The preparation process is introduced in detail in Sect. 1. In
Sect. 2, SEM characterization was carried out on three kinds of soft-packed batteries
with different ratios of positive materials, and their morphology was compared. The
battery cycle performance test results of the three were discussed in Sect. 3. Finally,
the best ratio soft pack battery was selected to test its XRD pattern after different
cycle times, and the structure was compared and analyzed in Sect. 4.

2 Preparation Process of LiFePO4 Soft Pack Battery

The process of preparing lithium iron phosphate soft pack batteries in the laboratory
mainly includes four parts and each will be introduced in turn as following.

2.1 Manufacture of Positive and Negative Plates

The appropriate proportion of the materials is important prerequisite for the manu-
facture of positive and negative plates, and will directly affect the performance of
the battery [11]. The proportion data of cathode and anode materials mostly used in
industry are shown in Table 1 and Table 2 [6], The proportion data of three cathode
and anode materials tried in laboratory are shown in Table 3 and Table 4. Since
this paper mainly studies the influence of cathode materials on soft-packed batteries,
and also for the need of controlling variables, the best proportion of anode that we
worked out (No.3 Sample in Table 4) was used to combine with different proportion
of cathode materials.
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Table 1 Proportion data of cathode materials used in industry

Type of
battery

Type of cathode Main
material(%)

Conductive
agent(%)

Binder
PVDF(%)

Solid
content(%)

Consumer LiCoO2 96–98 1.0–2.0 1.5–2.5 55–65

LiMn2O4 94–96 2.0–3.0 3.0–4.0 55–65

LiNiMnCoO2 94–96 2.0–3.0 3.0–4.0 55–65

LiFePO4 93–94 3.0–4.0 3.0–4.0 40–50

Power LiCoO2 92–94 3.0–4.0 2.0–3.0 55–65

LiMn2O4 92–94 3.0–4.0 4.0–5.0 55–65

LiNiMnCoO2 92–94 3.0–4.0 4.0–5.0 55–65

LiFePO4 92–93 3.0–4.0 4.0–5.0 40–50

Table 2 Proportion data of anode materials used in industry

Type of
battery

Type of
cathode

Main
material(%)

Conductive
agent(%)

Thickener
CMC(%)

Binder
SBR(%)

Solid
content(%)

Consumer Graphite 94–96 1–2.5 1.3–2.0 2.0–2.5 40–50

Power Graphite 91–94 2–4.0 1.3–2.0 2.0–2.8 40–50

Table 3 Proportion data of cathode materials tried in laboratory

Number LiFePO4 (g) Conductive
graphite (g)

PVDF
(g)

NMP
(g)

Mixing
time
(min)

Thickness
(µm)

Remark

1 9.2 0.8 0.5 17.5 3 × 10 35 Thin,
brittle

2 9.2 0.65 0.5 17.5 3 × 10 40 Brittle

3 9.2 0.65 0.7 18.5 3 × 10 40
√

Table 4 Proportion data of anode materials tried in laboratory

Number Graphite
(g)

Conductive
graphite (g)

CMC
(g)

SBR
(g)

Water
(g)

Mixing
time
(min)

Thickness
(µm)

Remark

1 9.3 0.3 0.17 0.3 17.5 3 × 10 25 Thick,
brittle

2 9.3 0.3 0.15 0.3 18.5 3 × 10 25 Hard to
coat,
brittle

3 9.3 0.3 0.17 0.4 18.5 3 × 10 25
√
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Fig. 1 Preparation process of LiFePO4 soft pack battery. a Positive plates. b Negative plates.
c Lamination technology. d Ultrasonic welding of a tab. e Soft package battery. f Pre-forming

To uniformly mix the various materials used in positive and negative plates, a
rotation and revolution mixer was used to achieve uniform mixing and removal of
bubbles. After homogenization, an adjustable coater was used for coating the plates
in the laboratory. Since the clearance of the scraper can be adjusted, the need for
various fixed gap coverers can be reduced. The gap can be set between 0 and 3500
microns. The cathode or anode slurry was coated on the aluminum foil and copper
foil respectively. After that, the coated positive and negative plates were placed in
a vacuum drying oven at 70 °C for drying. 12 hours later, the dried positive and
negative plates were shown in Fig. 1a and b. Before the lamination step, the plates
were rolled to achieve an appropriate thickness and density.

2.2 Lamination Technology and Ultrasonic Welding of Tabs

The positive and negative plates after rolling were overlapped regularly and neatly
with the diaphragm between them, andwere folded (equivalent to parallel connection
[12]) with laminating auxiliary tools, as shown in Fig. 1c. After that, aluminum and
nickel tabs were welded (The aluminum tab was welded to the positive electrode,
and the nickel tab was welded to the negative electrode [9]). The specific operation of
welding was as follows: (1) The bottom film was placed on the lower side of the tab
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foil for support; (2) Thewelding head of the ultrasonicwelding instrumentwas placed
on the top of the superimposed tab foil, and then the welding head was used to exert
a certain degree of pressure on the tab foil; (3) Then the welding head directly output
ultrasonic wave to realize the phase under the condition of high frequency vibration.
The resonance of the atoms on the adjacent polar chaff caused the polar chaff to be
joined together. The experimental ultrasonic welding was shown in Fig. 1d.

2.3 Heat Sealing and Liquid Injection of Battery

Battery heat sealing means that the lithium iron phosphate battery whose electrode
tabs have been welded is coated with aluminum plastic film, and the top and side
are encapsulated, leaving one side for liquid injection. The aluminum foil composite
film used for battery packaging was divided into three layers (nylon layer, aluminum
layer and pp layer). After heating to 180°, the aluminum foil of the two layers
was completely bonded together by pressure, which achieves the main purpose of
the package [13]. The liquid injection was carried out in the glove box in argon
atmosphere, because the electrolyte (mainly LiPF6) was easy to be oxidized and
hydrolyzed by chemical reaction with water. The electrolyte was dripped directly
into the battery from the unsealed side of the battery through a liquid transfer gun,
and after standing for 12 h, the last side of the battery was completely tightly sealed
with a heat sealing machine. The completed soft package battery is shown in Fig. 1e.

2.4 Pre-forming of Battery

Pre-forming was to activate the active substances with positive and negative elec-
trodes inside the battery by charging and discharging the battery for the first time
at a small current. At the same time, the positive and negative electrodes inside
the battery were promoted to combine the substances with their surfaces to form a
good SEI film [14]. After that, the shape of the battery was finally processed, and
the battery was heated at a high temperature to rapidly age its outer shell, and a
large number of chemical gas impurities were generated during the heating process.
The air bag and redundant side edges of the battery case were cut off and all the
side edges were folded to complete its final shape. The lithium iron phosphate soft
package full battery during the pre-forming procedure is shown in Fig. 1f.

3 Morphology Analysis of LiFePO4 Soft Package Battery

The photos shown in Fig. 2 are SEM images of three mixed cathode materials with
different proportions (LiFePO4, conductive graphite and PVDF with mass ratio of



576 W. Xiao et al.

Fig. 2 SEM images of three cathodematerials with different mass ratio, 92:8:5 (a) and (d), 92:6.5:5
(b) and (e), 92:6.5:7 (c) and (f). Scale bar is 8 µm (a–c), and 2 µm (d–f)

92:8:5, 92:6.5:5 and 92:6.5:7, respectively). (a) and (d) are 92:8:5, (b) and (e) are
92:6.5:5, (c) and (f) are 92:6.5:7.

For the 92:8:5 material, the LiFePO4 particles are separated from the conduc-
tive agent, and are mixed unevenly. Compared with LiFePO4, conductive graphite’s
particle size is larger, making it spontaneously agglomerate and form self-adhesion.
It may be because the binder ratio is too low, all the solid substances will be tightly
bonded together macroscopically, and cannot achieve good bonding effect [15]. For
the 92:6.5:5 material, since the PVDF content of the binder is relatively low, there is
a physical separation between the LiFePO4 and the surrounding conductive graphite.
The grains are highly dispersed and the gap between each other is large. The surface
of LiFePO4 is coated with a lot of conductive graphite, and no continuous conduc-
tive channel is formed, which is not conducive to electronic conduction [16]. For the
92:6.5:7 material, the volume of LiFePO4 particles and conductive graphite parti-
cles are the smallest and uniformly distributed, and the dispersion between the small
particles is also the best, The grains of the corresponding materials can be closely
contacted during the charging process, and thus making the electronic conductivity
improved to a large extent.
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Fig. 3 a The first discharge curves and b cycle curves of cathode materials with different matching
ratios. c XRD patterns of LiFePO4 and cathode mixture

4 Electrochemical Performance of LiFePO4 Soft Package
Battery

Figure 3a shows the first discharge of three soft package batteries made of cathode
materials with three different mass ratios at 0.5 C. The degree of polarization of
the battery with the mass ratio of 92:6.5:7 is much lower than that of other similar
batteries, and the discharge platform is 3.3 V. It is higher than the lithium iron
phosphate battery of the other two ratios (3.2 V). It also shows that the 92:6.5:7
LiFePO4 battery has the highest first discharge capacity, which is 154.3 mAh/g. The
first discharge capacity of the 92:6.5:5 battery is in themiddle, which is 139.6mAh/g,
and the 92:8:5 battery has the lowest specific capacity, which is 124.1 mAh/g. It can
be concluded that the battery can form a better first-time conductive network with the
ratio of 92:6.5:7, and its polarization effect of electrochemical material is relatively
low and can achieve higher first discharge specific capacity.

Figure 3b shows the cyclic charge-discharge curve of the sample battery made of
different kinds of cathode materials. From the figure, we can see that the the specific
capacity decreases more slowly after 10 cycles and tends to be stable. The retention
rates of battery capacity after 20 cycles were 51.9%, 50.1% and 36.8%, respectively.
The sample battery with ratio of 92:6.5:7 has the highest capacity retention after 20
charge-discharge cycles, while the other two batteries have low capacity retention and
discharge specific capacity due to the improper amount of conductive graphite and
PVDF. The results show that the ratio of positive active materials has great influence
on the comprehensive performance of the battery.

5 XRD Analysis of LiFePO4 Soft Package Battery

Figure 3c shows theX-ray diffraction patterns of pure lithium iron phosphate, lithium
iron phosphate cathode mixture before recycling and cathode mixture after 10 or 20
battery cycles’ charge and discharge. From the figure, we can clearly see that the
diffraction peak of pure lithium iron phosphate is consistent with that of LiFePO4

(JCPDSNo. 77-0179). However, there is almost no difference between the diffraction
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peak of lithium iron phosphate positive paste after mixing but not participating in the
cycle, indicating that when the positive materials are mixed but no electrochemical
reaction has taken place, conductive agent and binder will not affect the crystallinity
and the intensity of diffraction peak of lithium iron phosphate. After cyclic testing,
the XRD spectra of cathode mixed materials has more messy small peaks compared
with those before cycling, and the diffraction peaks become weaker and shift to
the left as a whole, which is probably due to the continuous growth of lithium iron
phosphate dendrites, the enlargement of crystal layer spacing and the decrease of
crystallinity and stability with the reaction of the battery [10]. With the increase of
the number of cycles, the X-ray diffraction peaks becomeweaker and the trend of left
shift is strengthened, which once again proves the effect of battery cycle on lithium
iron phosphate cathode materials.

6 Conclusion

In this paper, the laboratory simplified preparation process of lithium iron phosphate
soft package battery was introduced in detail, and the morphology and cycle perfor-
mance of the whole battery made of three different cathode materials were studied.
Among all the three different ratios, the lithium iron phosphate soft package battery
with the mass ratio of 92:6.5:7 had the highest discharge platform (3.3 V), the largest
specific capacity (153.4 mAh/g) and cycle retention rate. It can be seen that the ratio
of active materials, conductive agents and binders in the cathode material has a key
influence on its eletrochemical performance and comprehensive application. These
discussions provide a good reference for the laboratory to prepare the soft package
full battery with better performance, and even to repair and improve the industrial
soft package full battery.

References

1. Sun, Bingxiang, Jia Liu, Zhiqiang Han, et al. 2020. Performance Correlation and Temperature
Applicability Analysis of Li-Ion Battery Under Different Interval Decline Paths. Transactions
of China Electrotechnical Society 035 (009): 2063–2073. (in Chinese).

2. Shengqi Zhang, Bei Yuan, Zhendong Ji, et al. 2019. Secondary frequency modulation control
of battery energy storage system based on distributed control principle. Transactions of China
Electrotechnical Society 034 (0z2): 637–645 (in Chinese).

3. Zhang,Zhenyu,GuangsenWang, ShixiongNie, et al. 2019.Estimation of charge state of lithium
iron phosphate battery under pulsed high rate discharge.Transactions of ChinaElectrotechnical
Society 034 (008): 1769–1779. (in Chinese).

4. Lin, X., H.E. Perez, J.B. Siegel, et al. 2013. Online Parameterization of Lumped Thermal
Dynamics in Cylindrical Lithium Ion Batteries for Core Temperature Estimation and Health
Monitoring. IEEE Transactions on Control Systems and Technology 21 (5): 1745–1755.



Laboratory Preparation and Influence Factor Analysis … 579

5. Guo, Z., and Z. Chen. 2015. High-Temperature Capacity Fading Mechanism for
LiFePO4/Graphite Soft-Packed Cell Without Fe Dissolution. Journal of Electroanalytical
Chemistry 754: 148–153.

6. Liao, X., J. Yu, L. Gao, et al. 2012. Electrochemical study on lithium iron phosphate/hard
carbon lithium-ion batteries. Journal of Solid State Electrochemistry 16 (2): 423–428.

7. Zhong, K., Y. Cui, X. Xia, et al. 2014. Study on the Stability of the LiFePO4 Li-Ion Battery
via an Electrochemical Method. Journal of Power Sources 250: 296–305.

8. Du, S., M. Jia, Y. Cheng, et al. 2015. Study on the Thermal Behaviors of Power Lithium
Iron Phosphate (LFP) Aluminum-Laminated Battery with Different Tab Configurations.
International Journal of Thermal Sciences 89: 327–336.

9. Yue, Zai. 2008. A Soft Package Lithium Ion Power Battery Module.
10. Zhao-Rong, C., L.U. Hao-Jie, F.U. Xiao-Ning, et al. 2008. High Rate Discharge Performance

of Soft Package Li-Ion Battery. Battery Bimonthly.
11. Shu-Ting, Y., L. Yu-Xia, Y. Yan-Hong, et al. 2007. Effects of Soft Template on the Performance

of LiFePO4/C Cathode Material. Battery Bimonthly.
12. Cong,W.Y,Ning,H.,W.B.Bei, et al. 2019.Effect of Separators on thePerformance of high-Rate

Soft-Pack Lithium-Ion Battery. Chinese Battery Industry.
13. Wang, K., F. Gao, Y. Zhu, et al. 2018. Internal Resistance and Heat Generation of Soft Package

Li4Ti5O12 Battery During Charge and Discharge. Energy 149: 364–374.
14. Guo, Z., and Z. Chen. 2016. Aging Property for LiFePO4/Graphite Cell with Different

Temperature and DODs. Russian Journal of Electrochemistry 52 (6): 546–554.
15. Yang, Shu-ting, Na-hong Zhao, Yan-hong Yin, et al. 2005. Synthesis of LiFePO4/C Nano-

structure Intergrowth by PAM Soft Templating Method. Battery Bimonthly.
16. Ke, Lei, Wei Lv, Fang-Yuan Su, et al. 2015. Electrode Thickness Control: Precondition for

Quite Different Functions of Graphene Conductive Additives in LiFePO4 Electrode. Carbon
92: 311–317.



Permanent Magnet Synchronous Linear
Motor Control System Based
on Improved Sliding Mode Observer

Zheng Li, Qingshan Zhang, Hexu Sun, Jinfeng An, and Qunjing Wang

Abstract With the improvement of the working requirements of the motor, the
closed-loop control of the traditional vector control system of permanent magnet
synchronous linear motor (PMSLM) is gradually realized without speed sensor. But
the traditional sliding mode observer is based on the switch function of sigmoid,
whichmakes the systemproduce large chattering. To solve this problem, an improved
sliding mode observer is proposed. The sliding mode observer adopts the piecewise
tangent switching function based on the super twisting. Finally, the improved sliding
mode observer proposed in this paper is simulated and verified by experiments.
The simulation results show that the improved sliding mode observer can reduce
chattering, and through the thrust force experimental diagram, it can be concluded
that this method has better ability to deal with load changes and has better stability.

Keywords Linear motor · Tangent piecewise function · Improved sliding mode
observer

1 Introduction

PMSLM has the advantages of low noise, high efficiency, low wear and high preci-
sion, and has been widely used in semiconductor, medical, CNCmachining and even
military industries [1]. However, mechanical sensors are easily damaged.

The current speed sensorless control methods are mainly extended Kalman filter
method, model reference adaptive method, high frequency signal injection method
and sliding mode observer method [2]. Among other observers, the sliding mode
observer method is less affected by parameters and has stronger robustness. This
method has greater advantages [3].
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Sliding mode control is nonlinear control. It belongs to a special nonlinear control
system, that is, a switching characteristic that makes the structure of the system
change at any time [4]. The magnetic pole position and speed information required
for closed-loop control can be measured in the extended back-EMF.

Because the nonlinearity of the sliding mode observer makes the system chat-
tering, the extra voltage and current noise signals introduced by the linear motor will
also aggravate the system chattering. At present, methods to weaken the chattering
of sliding mode observers are the mainstream research direction [5].

In this paper, a new type of observer is proposed by combining the piece-
wise tangent function with the super twisting sliding mode observer. Then through
simulation analysis and experimental verification, the desired goal can be achieved.

2 Mathematical Model

The proposed method needs to be modeled under ideal conditions. The mathematical
model under the stationary coordinate system is as follows:

⎧
⎪⎪⎨

⎪⎪⎩

diα
dt

= −R
iα
Ls

− eα

Ls
+ uα

Ls

diβ
dt

= −R
iβ
Ls

− eβ

Ls
+ uβ

Ls

(1)

The back EMF is as follows:

{
eα = −keωr sin(θ)

eβ = keωr cos(θ)
(2)

where ωr is the electrical angular velocity, ωr = πυ/τ , υ is the mover speed; τ is
the pole pitch of the linear motor. From Eq. (2), the phase of the back-EMF of the
linear motor is closely related to the magnetic pole position. The back EMF of the
linear motor can be estimated.

2.1 Traditional Sliding Mode Observer

According to the traditional sliding mode control theory, the current error model of
the traditional sliding mode observer can be obtained as follows:
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⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

dīα
dt

= −R
īα
Ls

− K
sgn

(
îα − iα

)

Ls
+ eα

Ls

dīβ
dt

= −R
īβ
Ls

− K
sgn

(
îβ − iβ

)

Ls
+ eβ

Ls

(3)

From the above formula, the current error in the formula can be obtained. When
the system reaches the sliding surface, the error is 0. According to the sliding mode
dynamic conditions proposed by the sliding mode variable structure control theory:

⎧
⎪⎨

⎪⎩

eα = K sgn
(
îα − iα

)

eβ = K sgn
(
îβ − iβ

) (4)

After the linear motor back-EMF passes through the filter, the estimated magnetic
pole position information can be obtained as:

θe = − arctan
eα

eβ

(5)

In the formula, θe is the electrical angle; ωr is the electrical angular velocity.

2.2 Piecewise Tangent Function

In this paper, the tangent function is processed in sections, and the boundary condition
in the function is written as a, then the formula is as follows:

y(x) =
⎧
⎨

⎩

1 x ≥ a
tan(wx) −a < x ≤ a
−1 x < −a

(6)

In the formula, w is the frequency coefficient to be adjusted, and x is the error
variable between the actual current value and the observed value [6]. From Eqs. (4)
and (6), we can see that the motor back EMF based on the piecewise tangent function
is as follows:

{
eα = Ky(x)

eβ = Ky(x)
(7)

The characteristic curve of this function is shown in Fig. 1. Outside the boundary
layer thickness, that is, outside−a < x ≤ a, the current error is saturated.Within the
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Fig. 1 Piecewise tangent
function

boundary layer thickness, the function changes in the form of a tangent function, and
the tangent change can make the system quick and stable when changing structure.

2.3 Improved Super Twisting Observer

Reference [7] designed a super-twisting algorithm observer and achieved good
control results. Based on the above content, the new super twisting sliding mode
observer designed in this paper is as follows:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dîα
dt

= − R

Ls
îα + uα

Ls
− kŝα

Ls
− ∣

∣īα
∣
∣0.5eα

dêα

dt
= λeα

dîβ
dt

= − R

Ls
îβ + uβ

Ls
− kŝβ

Ls
− ∣

∣īβ
∣
∣0.5eβ

dêβ

dt
= λeβ

(8)

It can be seen from the above formula that the equivalent feedback signal satisfies
the formula:

⎧
⎪⎪⎨

⎪⎪⎩

ŝα =
∫

λeαdt

ŝβ =
∫

λeβdt
(9)
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Fig. 2 Structure block
diagram (new function)

Fig. 3 Equivalent block
diagram of PLL

The switching function in the super twisting observer is replaced with a new
segmented tangent switching function, and the obtained back-EMF can be filtered to
obtain the current magnetic pole position information and current speed information
of the motor [8, 9]. Figure 2 is the structural block diagram of the sliding mode
observer based on the new function.

3 Phase-Locked Loop and Its DC Bias Suppression

This paper uses a phase-locked loop to obtain magnetic pole position information.
The error variable er is constructed by the principle of phase-locked loop:

er = k sin
(
θe − θ̂e

)
≈ k

(
θe − θ̂e

)
(10)

The equivalent block diagram is shown in Fig. 3.
In order to improve the accuracy of the estimated value, a generalized integrator

is used to suppress the DC offset. Figure 4 is a control block diagram.

4 Simulation and Eperimental Results

This paper uses simulation software for simulation experiments. The parameters of
the experiment are shown in Table 1. The system simulation time is 0.1 s. The overall
control strategy adopts current and speed closed loop. The reference speed is set to
1 m/s. A 5 N load is suddenly added when the simulation time is 0.05 s. The data
diagram of the system obtained by the simulation experiment is shown below.
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Fig. 4 Block diagram of a
new super-twisting sliding
mode observer

Table 1 Permanent magnet
synchronous linear simulation
parameters

Parameter Value

Number of motor pole pairs 4

Stator resistance (
) 2.875

Stator inductance (H) 8.5 × 10−2

Coefficient of viscous friction (Nm s−1) 0.001

Stator pole pitch (m) 0.016

Rated speed (m/s) 1

Mover mass (m/kg) 1.425

Figure 5 shows the motor speed waveforms of the new and traditional observers.
Observing the waveform, it can be found that the speed waveform of the new sliding
mode observer is more stable when the motor is running stably.

Fig. 5 Speed waveform
simulation comparison
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Figures 6 and 7 show the torque ripple waveform. When the motor is running
stably, it can be found that the pulsation of the new slidingmode observer is relatively
small.

The experiment process and equipment shown in Fig. 8. The STM32F103 series
development board used in the experiment, the linear motor model is shown in Fig. 8.
This linear motor is ironless. It is used as the controlled object, and the c code of the
improved switching function algorithm is generated by a code generation tool, and
the algorithm is verified on the STM32 development board.

In Figures 9 and 10, when a large current load is applied, the traditional current
will be slightly distorted and the waveform is roughly triangular, while the current
of the improved sliding mode observer is closer to a sine wave.

Fig. 6 Torque change
(traditional)

Fig. 7 Torque change
(improved)

Fig. 8 Experimental
platform

Control board 

Driver board

Linear Motor
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Fig. 9 Single-phase current
waveform (traditional)
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Fig. 10 Single-phase
current waveform
(improved)
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5 Conclusion

In this paper, replace the traditional switch functionwith an improved switch function.
An improved super twisting slidingmode observer is designed to achieve the purpose
of weakening chattering. In addition, it also enhances the load capacity of the control
system. The robustness of the system is improved. The control system proposed in
this paper was simulated and verified by simulation software, and compared with the
simulation results of the traditional sliding mode observer.
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Research on the Influence of Voltage
Polarity on Corona Discharge
Characteristics of Insulators

Qiang Li, Chen Liu, Xuehuan Wang, Nana Duan, and Shuhong Wang

Abstract The corona discharge of insulators has an important influence on the elec-
tromagnetic environment. In order to study the influence of different voltage polari-
ties on the corona discharge characteristics of insulators, this paper is mainly based
on the fluid-chemical reaction equation to establish a two-dimensional simulation
model of insulators, which includes a variety of chemical reactions and substances.
According to the abovementioned numerical analysismodel, the electric field and the
particle density of the insulators under different voltage polarities are given through
the simulation calculation. Finally, the discharge parameters under different voltage
polarities are compared, and the relationship between corona discharge parameters
and voltage polarity is obtained.

Keywords Voltage polarity · Insulator · Corona discharge · Particle

1 Introduction

Insulator corona discharge will not only produce radio interference effects and
audible noise [1, 2], but also cause certain losses to China’s national economy. With
the continuous development of high-voltage transmission projects around the world,
the design and performance improvement of insulators and conductors required for
high-voltage transmission are hot topics of concern to scholars at home and abroad.

Many researchers in China have done some research on corona discharge of
insulators. Zhang and Liu [3, 4] combined the theory of gas discharge to study the
corona discharge characteristics of AC catenary insulators. Zeng et al. [5] consid-
ered the influence of water on corona discharge characteristics, and systematically
analyzed the role of water molecules in corona discharge. However, the above
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mentioned studies all equate AC corona discharge to positive corona discharge,
without considering the influence of negative corona discharge.

Based on the existing research, this paper establishes a numerical simulation
model of insulator corona discharge from a microscopic point of view, and deeply
analyzes the influence of different voltage polarities on the corona discharge char-
acteristics of insulators. On this basis, the relationship between different discharge
parameters and voltage polarity is given through a simulation model.

2 Fluid-Chemical Reaction Hybrid Numerical Model

2.1 Governing Equation

This paper is mainly based on the theory of gas discharge, establishing a two-
dimensional simulation model of fluid-chemical reaction.

First, the electric field and potential during the discharge process are calculated
by Poisson’s equation [6]:

{
∇2φ = − ρ0

ε0�E = −∇φ
(1)

Among them, φ is the electric potential, ρ0 is the amount of charge, ε0 is the
dielectric constant, and E is the electric field strength.

The fluid equation is an equation describing the number density of electrons, the
average momentum of electrons, and the average energy of electrons. As a function
of configuration space and time, the continuity equation of electrons can be described
as [7]:

∂ne
∂t

+ ∇ ·
(
−

(
μe · �E

)
ne − ∇(Dene)

)
= Sα − Sη − Sep + Sdet + Sph + S0 (2)

where, ne is the electron number density, De is the diffusion coefficient of electrons,
Sα is the electron impact ionization source term, Sη is the electron adsorption reaction
source term, Sep is the recombination reaction term of electrons and positive ions,
Sdet is the electron dissociation term, Sph is the photoionization term (not considered
in this article) and S0 means the initial electronic item.

In the insulator discharge process, not only electrons are involved, but also some
heavy particles such as ions and gas molecules. In the calculation process, assuming
that the heavy particles in the air meet the condition of the average of the mixture,
then the diffusion model of the transport mixture can be expressed as:

ρ
∂wk

∂t
+ ρ(�u · ∇)wk = ∇ · �jk + Rk (3)
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�jk=ρwk�vk (4)

Among them, jk is the vector of the diffusion flux, Rk is the source term that
generates the particles, μ is the average velocity vector of the fluid, ρ is the density
of the mixture, and wk is the mass fraction of the particles.

2.2 Plasma Chemical Reaction

The corona discharge process of insulators is complicated. The reaction process
includes not only the reactions between electrons and gas molecules such as electron
collision reactions and adhesion reactions, but also reactions between heavy particles.
In addition, due to the complex composition of the atmosphere, there are more
reactive substances in the corona discharge process. The chemical reactions in the
article are detailed in the literature [5], including 19 kinds of particles including N2,
O2 and H2O, and 41 kinds of chemical reactions of corresponding substances.

2.3 Plasma Boundary Conditions

Using partial differential equations to solve the objective function requires the deter-
mination of appropriate boundary conditions. For gas discharge, a secondary electron
emissionprocess occurs at the cathodeboundary. In the calculations in this paper, only
the secondary electron emission generated by positive ions impacting the cathode
surface is considered process.

Among them, the secondary electron emission process on the cathode surface
usually includes secondary electron reflection and secondary electron emission
caused by positive ions colliding with the cathode electrode surface. The electron
flux boundary condition formed by the two can be expressed as [8]:

Γe = 1 − γe

1 + γe

(
1

2
vthne

)
−

∑
i

γiΓi (5)

In the formula, Ge is the flux of electrons at the boundary; γe is the reflection
coefficient of electrons on the electrode surface; vth is the thermodynamic velocity;
Gi is the flux of positive ions at the boundary; γi is the secondary electron emission
coefficient.
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Fig. 1 Insulator calculation model diagram

3 Simulation Calculation Model

According to the literature [5], the calculationmodel is FQB-25/8 composite insulator
in electrified railway. The insulator includes 9 large umbrella skirts and 8 small
umbrella skirts. In order to facilitate the calculation, the insulator model is simplified
accordingly. The specific calculation model is shown in Fig. 1.

The temperature of the calculatedmodel is 20 °C, a standard atmosphere. Since the
time of corona discharge is very short, AC voltage can be calculated as DC voltage.
The upper part of the insulator is respectively applied with a voltage of ±39 kV,
and the lower part of the insulator is grounded. At the same time, set a blocking
capacitance of 1 pF and a protection resistance of 5000
 at the position of the metal
attachment of the insulator [1].

4 Results Comparison and Analysis

4.1 Graph of Electric Potential and Field Strength

Figure 2 is a graph showing the change of the insulator surface potential and electric
field at different times. It can be seen fromFig. 2 thatwith the continuous development
of the corona discharge process of the insulator, the absolute value of the component
voltage on the insulator continues to increase, and eventually tends to be consistent.
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(a) Positive voltage applied to the insulator 

(b) Negative voltage applied to the insulator 

Fig. 2 Power battery Thevenin equivalent circuit model
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4.2 Electron Number Density Along the Surface of Insulator

Figure 3 shows the electron number density distribution on the surface of the insulator
at different times. It can be seen from the figure that the electron density is the largest
near the cathode of the insulator. Since positive ions hit the cathode surface can cause
secondary electron emission, the electron density near the cathode is the largest.With

(a) Positive voltage applied to the insulator

(b) Negative voltage applied to the insulator 

Fig. 3 Distribution of electron density along the surface of insulator
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the continuous development of the discharge process, electrons continue to migrate
to and around the sun, and the number density of electrons gradually decreases from
the cathode to the anode.

At the same time, from the electron density trend graph along the surface of the
insulator, it can be seen that the corona discharge process of the insulator is along the
surface of the insulator. This conclusion is consistent with the insulator flow path.

5 Conclusion

In this paper, through the establishment of a two-dimensional simulation model of
the insulator, the electric field, potential and the distribution of electron density along
the surface of the insulator under different voltage polarities are calculated, and the
following conclusions are obtained:

(1) Apply voltages of different polarities to the surface of the insulator, and the
absolute value of the potential at the metal attachment on the insulator is the
same. Nevertheless, the value of the electric field strength of the insulator will
be reversed.

(2) From the point of view of the electron density distribution along the surface
of the insulator, the influence of different voltage polarities on the electron
density on the surface of the insulator is consistent.

Therefore, when voltage values of different polarities are applied to the insulator,
the electron distribution law during the corona discharge process is similar, and the
voltage change law tends to be consistent. It can be seen that the voltage values of
different polarities have little effect on the overall change law of the insulator during
corona discharge.
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Simulation Calculation of Loss
of Induction Traction Motor

Nana Duan, Xinyu Ma, Shaocong Lu, Shuoyu Wang, and Shuhong Wang

Abstract The finite element method has the characteristics of accurate calculation
and convenient analysis of magnetic field and current distribution, so it has a good
application prospect in the calculation of motor magnetic field distribution and loss.
Taking a squirrel cage induction motor as an example, a two-dimensional finite
element model considering skin effect, harmonic effect and saturation characteristics
of the motor core is established. By using the finite element method, the transient
magnetic field simulation of field-path coupling is carried out, and the copper loss of
the motor is calculated. The classical Bertotti constant coefficient trinomial method
was used to calculate the core loss. Considering the effect of rotating magnetic field
and harmonic in the motor, the calculation method of core loss under the action
of both is discussed. Finally, the total loss of the asynchronous traction motor is
obtained and compared with the actual measurement results of the prototype. The
error is small, which verifies the validity of the model.

Keywords Induction motor · Loss calculation · Finite element method · Rotating
magnetic field · Harmonic action

1 Introduction

According to statistics in recent years, about 80%of the industrial power consumption
in China is consumed in the operation of motors [1]. Because of its simple structure
and low cost, asynchronous motor has been widely used. It not only occupies a
major position in the motor market, but also occupies a large proportion of industrial
production energy consumption. Therefore, the application of various energy-saving
technologies in asynchronousmotor to reduce the loss ofmotor is of great significance
to reduce powerwaste, ease the shortage of power supply, and save national resources.

The biggest problem in the calculation of motor loss is the calculation of core
loss.
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In 1892, Steinmetz first proposed amathematicalmodel for loss calculation,which
included hysteresis loss and eddy current loss; Bertotti found that the calculation
results of the model are biased, and he proposed a new constant coefficient trinomial
formula for core loss calculation [2, 3]; in Ref. [4], the core loss was regarded as a
function of the effective value and the average value of voltage, and the core loss
calculation model under the condition of non sinusoidal power supply was proposed.
In Ref. [5], another calculation model of non sinusoidal power supply is obtained
by calculating non sinusoidal quantities after Fourier decomposition. In Refs. [3,
6], the magnetic flux density waveforms of different measuring points at the same
frequency are fitted by polynomial fitting method, and the loss coefficient at any
frequency is obtained. The core loss is calculated by using the coefficient, and the
variable coefficient core loss model is established.

2 Calculation of Copper Consumption in End Ring

The copper consumption can be divided into stator copper consumption and rotor
copper consumption. Among them, the harmonic of stator copper consumption is
low,while the harmonic of rotor copper consumption is relatively large. The influence
of harmonics on the loss can be calculated by using finite element method.

The stator copper loss and rotor guide bar loss can be calculated directly by using
finite element method in finite element software. Another important component of
the rotor copper loss is the end ring loss, which needs to be calculated by other way.

The current flow in the rotor guide bar is calculated by finite element theory.
Due to the symmetric relationship, it can be considered that the effective value of
the current flowing through each guide bar is the same, except for the phase of the
current [7]. Due to the difference in the positions of the guide bar when the guide
bar is made, the phase difference of the current should be equal to the difference in
the electric Angle between the two adjacent rotor bar α.

α = 2πp

Z2
(1)

Z2 means number of rotor slots; p means number of pole logs. The effective
value of current in each section of the end ring is the same, and the phase difference
between two adjacent sections is also. The current flowing through the end ring is
actually obtained by vector operation of the current in the two guide bars connected
with the end ring. There is a relationship between the current of the guide bar and
the current of the end ring as shown in formula (2).

IB
IR

= 2 sin
(α

2

)
(2)
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IB is represents the effective value of conductor bar current; IR is represents the
effective value of end ring current. According to the effective value of current in the
end ring and the resistance of the end ring, the copper loss of the end ring can be
calculated. The copper loss of the whole rotor can be obtained by summing the losses
obtained by numerical calculation.

3 Calculation of Core Loss

The B-P and B-H characteristic curves of the motor core material can be obtained by
actual measurement, and the three loss coefficients of the material can be obtained
by fitting the characteristic curve with the least square method, which can be used to
calculate the core loss later [8, 9].

The motor model is established in the simulation software, and the magnetic field
distribution of stator core is obtained by finite element calculation. The representative
characteristic regions are selected in the core model. In these characteristic regions,
the solution points are set to replace the magnetic field strength of the whole region
with the magnetic field strength of the solution points.

The magnetic field in a motor is a magnetic field that changes in one direction.
In order to better analyze the change of magnetic field, it is necessary to decompose
it into radial and tangential flux density components according to the direction of
magnetic field in the motor. The frequency and flux density of each harmonic are
obtained by Fourier decomposition of the two magnetic flux densities. Combined
with the loss trinomial coefficient obtained by regression calculation, the calculation
formula (3) of Bertotti constant coefficient trinomial formula can be used to calculate
the high-frequency loss on the stator core and obtain more accurate core loss of the
motor.

PFe = kh f B
2 + ke f

2B2 + kc f
1.5B1.5 (3)

PFe is the core loss of the motor; kh, ke, kc represent the loss coefficient of the
three losses; f is the frequency of magnetic field change; B is the amplitude of
magnetic flux density.

4 Finite Element Simulation Calculation

4.1 Establishment of Motor Model

In Maxwell software, RMxprt solver is used to simplify the motor modeling process.
The software parameters are set according to the prototype parameters: the motor is
a 4-pole motor, the rated voltage is 1100 V, the rated power is 200 kW, the working
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Table 1 Motor performance
report in RMxprt

Parameter Calculation results Relative error

Stator tooth flux density 1.43 \

Rotor tooth flux density 1.72 \

Air gap flux density 0.93 \

Working phase current 128.69 127.6

Steady speed 2023.72 2020

frequency is 68 Hz, the winding connection is Y type, the stator slot number is 60
slots, and the rotor slot number is 48 slots. According to the size of the prototype,
the RMxprt motor model can be generated by filling in the parameters such as the
length of the iron core and the inner and outer diameters of the stator and rotor.

Set the motor working state as constant torque load, rated power of 200 kW, volt-
age of 1100 V, initial test speed of 2000 rpm, working temperature of 100 °C. After
setting, the preliminary magnetic circuit simulation is carried out, and the RMxprt
solver is run to calculate. The performance data report is shown in Table 1.

According to the calculation results of the above magnetic circuit method, the 2D
finite element solution model is generated. The 1/4 model is used for simplification,
and the result is shown in Fig. 1 (Fig. 2).

Fig. 1 2D model
subdivision diagram of
asynchronous moto
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Fig. 2 Waveform of phase current and speed when the motor is running steady

Table 2 The finite element
calculation results of copper
consumption

Parameter Calculation results

Stator copper loss 4844.5 W

Guide strip copper loss 854.3 W

Bar current 904.8 A

End ring current 3457.83 A

End ring resistance 6.7E−5 �

End ring loss 799.3 W

4.2 Calculation of Copper Loss by Finite Element Method

Through the finite element calculation, the copper loss of stator and rotor bar is
obtained in the software.

According to the calculated current of the guide bar, formula (2) is used to calculate
the end ring current. According to the resistance of the end ring, the loss of the end
ring can be calculated. The results are shown in Table 2.

The core loss is 1269.1w in the initial fundamental frequency state calculated by
finite element software. However, there are still many harmonics in the core.

In order to accurately calculate the core loss considering the harmonic effect,
the B-H and B-P characteristic curves of the material are fitted to obtain the loss
coefficient of the material.

After that, the iron core is divided and the characteristic points are selected in a
certain area. The flux density of the point represents the flux density of the whole
area. The specific iron core division is shown in Fig. 3.

The rotating magnetic field in the motor is decomposed into two orthogonal
vectors, which are respectively along the radial direction of the motor and the
direction perpendicular to it, called tangential direction.

The two variables are defined in the field calculator tool and solved by finite
element method. Radial flux density Bj and tangential flux density Bq are shown in
formula 4 and 5 (Fig. 4).

Bj = Bx cos θ + By sin θ (4)
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Fig. 3 Model of
characteristic region division
of iron core

Fig. 4 Magnetic flux
density waveform of No. 8
characteristic point

Bq = Bx sin θ + By cos θ (5)

The calculated results are the radial and tangential flux density waveforms of the
characteristic points in each core characteristic region. Fourier decomposition is used
to obtain the magnitude of each harmonic. According to the harmonic frequency, the
high frequency loss of the iron core under unit mass can be calculated by formula
(3). By multiplying the area of each area and the density of iron core material, the
high frequency loss of iron core in the region can be obtained (Table 3).

The high frequency loss in the whole core can be obtained by multiplying the
calculation result by 120. The total is 535.8 W. The overall motor simulation results
are shown inTable 4.High frequency stray loss is added to the total lossmeasurement.
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Table 3 The finite element calculation results of copper consumption

Area number Hysteresis loss (W) Eddy current loss (W) Total loss(W)

1 0.105 1.087 1.192

2 0.025 0.273 0.298

3 0.022 0.222 0.243

4 0.017 0.173 0.190

5 0.017 0.152 0.169

18 0.018 0.119 0.137

Sum of all area 0.460 4.005 4.465

Table 4 Motor simulation results report

2D FEM Measurement result Relative error(%)

Phase current 128.31 A 127.6 A 0.55

Speed 2023.8 rpm 2020 rpm 0.18

Stator loss 4844.5 W 4797 W 0.99

Rotor loss 1656.61 W 1733 W −4.58

Core loss 1804.92 W 1796 W 0.49

Mechanical loss 874 W

Fundamental frequency stray loss 282 W

Total loss 9459.03 W 10,344 W −8.56

It is difficult to extract by simulation. In the process of the experiment, there are
harmonic effects in the copper loss of stator and rotor and core loss, which can’t
really separate the high-frequency loss, so it is not reflected in the table.

The total loss of the motor also includes mechanical loss and stray loss. Because
the software simulation can’t directly or indirectly calculate the mechanical loss
and fundamental frequency spurious, the actual measurement results are used as the
simulation results. The simulation results are summarized, the final simulation results
are calculated, and the simulation results are compared with the actual measure-
ment results. The accuracy of magnetic circuit method and finite element method is
compared. The relative error between the calculated results of finite element method
and the measured results is calculated. According to the results in the table, it can
be concluded that the error between the simulation calculation result and the actual
measurement value is small, and the maximum error is −8.56%. This proves the
validity of the model.
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5 Conclusion

The error between the simulation results and the actual measurement value is small,
the maximum value is −8.56%. This proves the validity of the model.

Because part of the resistance in the motor model is calculated, there may be a
certain deviation between the actual value and the current simulation, which will
further affect the simulation of motor loss and lead to errors in the simulation calcu-
lation of stator copper loss. Because the discretization of the motor in the calculation
process is only the theoretical calculation of partition area. On the other hand, the
characteristic curve of iron core material is only obtained by measuring the silicon
steel sheet, rather than the whole after processing. The operation in the processing
process may have a certain impact on its characteristics, resulting in a certain error
in the curve; calculation of core loss. There are some errors in the model formula
itself, which can’t truly reflect the loss. Therefore, if the finite element method is
used, there will be errors, but the errors are acceptable.
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Study on Temperature Field of MVA
Capacity High Temperature
Superconducting Transformer

Nana Duan, Jinqi Zhang, and Shuhong Wang

Abstract It is very important to study the temperature rise of High Temperature
Superconducting (HTS) transformer winding in short circuit. In this paper, the
distribution of magnetic field and temperature field of MVA three-phase HTS trans-
former with high current carrying capacity is studied. Based on the finite element
meth-od, the magnetic field distribution and AC loss of two-dimensional single-
phase pan-cake winding model and cylinder winding model of HTS transformer are
calculated respectively. Combined with the thermal parameters of liquid nitrogen
and superconducting tape, the temperature field of two models is simulated and
analyzed by finite element method. Based on the error analysis results caused by two-
dimensional modeling, the electromagnetic field and temperature field distribution of
high and low-voltage windings of HTS transformer under the condition of primary
side short-circuit are calculated by using appropriate three-dimensional model of
HTS transformer. The simulation results show that the heat dissipation performance
of superconducting transformer is better than that of conventional transformer, which
provides a theoretical basis for the design of HTS transformer.

Keywords High temperature superconducting transformer · Temperature field ·
Magnetic field

1 Introduction

Power transformer is the key equipment in power system.High temperature supercon-
ducting transformer is different from conventional power transformer. High tempera-
ture superconducting tape is used aswinding and liquid nitrogen insulation is adopted.
It not only reduces the loss of transformer, but also improves the safety of transformer.
At the same time, it has certain short-circuit current limiting function. Therefore, the
important role of superconducting transformer in power transmission and distribu-
tion has been widely studied. If the HTS transformer exceeds a certain operating
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temperature or is placed in a large background magnetic field, the winding of the
HTS transformer will no longer work in the superconducting state, whichwill greatly
reduce the working efficiency of the superconducting transformer, and even affect
the safe operation of the transformer. Therefore, it is of great significance to study
the electromagnetic field and temperature field distribution of the HTS transformer.

In this paper, the parameters of 25MVA, 110 kV/10.5 kV designed by China Elec-
tric Power Research Institute are used to simulate the magnetic field and temperature
field of HTS transformer winding. Based on the finite element method, after the error
analysis of magnetic field and temperature field of two-dimensional single-phase
pancake winding model and cylinder winding model, the distribution of magnetic
field and temperature field of three-phase high-temperature superconducting trans-
former under the condition of primary side short-circuit is studied by using appro-
priate three-dimensional model, which provides reference for the design of HTS
transformer.

2 Winding Structure of HTS Transformer

HTS transformer is generally composed of iron core, high temperature supercon-
ducting winding and low temperature cooling system. The core adopts three column
outer iron type, and the winding distribution adopts the mode of low-voltage (LV)-
high-voltage (HV)-low-voltage (LV).When cooling, thewinding is only placed in the
cryogenic vessel where the liquid nitrogen is located, and the iron core is placed in the
normal temperature air. The structure of the 25 MVA superconducting transformer
is shown in Fig. 1.

The high-voltage winding of HTS transformer adopts the second-generation
YBCO coated conductor of Fujikura high-temperature superconducting tape, and
the low-voltage winding side needs high current carrying characteristics. It is made
of 28 YBCO superconducting tapes with 4-layer copper core, which is made of

Fig. 1 Structure diagram of
HTS transformer [1]



Study on Temperature Field of MVA Capacity High Temperature … 609

cored cable [1]. The structure of the cored cable is shown in Fig. 2. This struc-
ture can ensure that the superconductor carries most of the current when it works
normally. When the circuit is short circuited and the superconductor loses its super-
conductivity, the copper core can bear the function of circulating current to avoid the
problem of excessive temperature rise caused by excessive current. The parameters
of HTS transformer and the design parameters of LV windings are shown in Table 1.

Fig. 2 Winding structure of
HTS transformer

Table 1 Parameters of
25 MVA/110 kV HTS
transformer and low voltage
winding

Parameters Numerical value

Rated capacity 25 MVA

Rated voltage 110 kV/10.5 kV

Phase number 3

Frequency/Hz 50

Association group Yd11

Winding material LV-conductor on round core
HV-REBCO

Winding type Spiral winding

Total turns 120

Layers 2

Turns per layer 60

Diameter of conductor on round core (mm) 10.8

Axial height (mm) 772

Radial height (mm) 113
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3 Numerical Simulation of Magnetic Field in HTS
Transformer

In order to calculate the magnetic field distribution of HTS transformer, Maxwell’s
equations are used, and the differential form of Maxwell’s equations is selected here.

∇ × H = J + ∂D

∂t
(1)

∇ × E = −∂B

∂t
(2)

∇ · B = 0 (3)

∇ · D = ρ (4)

3.1 Comparison of Two-Dimensional Model Magnetic Field
Simulation

Take one phase of three-phase HTS transformer and establish two-dimensional finite
element pan-cake model and cylinder model. The rated current is applied to the high
and low voltage windings respectively according to the rated parameters, and the
magnetic field distribution at 0.26 s (after 13 cycles) is obtained as shown in Fig. 3.

Throughmodeling and comparison, it is found that after the parameters are equiv-
alent, the magnetic field error caused by modeling is about 11.8%, and the error is
large. Therefore, it is more accurate to use the pie model to calculate the magnetic
field in 3D modeling.

Fig. 3 Magnetic field distribution of pan-cake winding and cylindrical winding at 0.26 s
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3.2 Magnetic Field Calculation Results of 3D Model

The three-dimensional pie model of three-phase HTS transformer is established, as
shown in Fig. 4.

In the calculation of three-dimensional model magnetic field, the grid divided by
the complete pie type 3Dmodel is very large and difficult to calculate. Therefore, it is
approximately considered that the transformer is symmetrical in front and back posi-
tion and the magnetic field distribution is the same. The model of superconducting
transformer is cut, only half of the three-dimensional model is calculated, which can
improve the calculation efficiency on the premise of ensuring the accuracy of calcu-
lation. As the mesh section is shown in Fig. 4, the model is divided into tetrahedron.
The number of tetrahedrons is about 170,000. The magnetic field distribution and the
magnetic field distribution of winding of three-phase superconducting transformer
under primary side short circuit is obtained as shown in Fig. 5.

It can be seen that the magnetic flux density of the high-voltage winding is far
greater than that of the low-voltage winding in case of a short-circuit at the primary
side. For the second-generation high-temperature superconducting tape, when the

Fig. 4 Three phase HTS transformer model and finite element analysis model

Fig. 5 Magnetic field distribution (left) and distribution of winding (right) in primary side short
circuit of three phase HTS transformer
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background magnetic field is greater than or equal to 0.1 T, it will be lost When
the primary side short circuit occurs, the maximum flux density of the high voltage
winding is close to 0.1 T, which has caused the degradation of the critical current of
the superconducting tape, but it has not lost its superconductivity.

4 Numerical Calculation of Temperature Field in HTS
Transformer

4.1 Magnetic Field Calculation Results of 3D Model

InACoperation ofHTS transformer, both high and lowvoltagewindingswill produce
AC loss. For superconducting tapes,AC lossmainly includes the following three parts
[2, 3]: hysteresis loss caused by flux pinning force, eddy current loss caused by eddy
current generated by changing magnetic field in metal base material, and coupling
loss between metal substrate and superconducting material. Because the coupling
loss is very small, only the hysteresis loss and eddy current loss of superconducting
tape are calculated in this paper.

The winding of HTS transformer is immersed in a cryogenic vessel containing
liquid nitrogen, and its heat transfer modes are mainly heat conduction and forced
convection [4].

The heat conduction equation is

q = λ · ∇ × T (5)

Here q is the heat flow rate passing through the unit area per unit time; λ is the
thermal conductivity of the material; T is the temperature.

The heat convection equation is

q = h(Th − Tc) (6)

Here q is the heat dissipated by convection per unit area per unit time; h is the
convective heat transfer coefficient; Th and Tc are the temperatures of solids and
fluids.

Nu = hl/λ (7)

Nu = 0.023R0.8
e P0.4

r (8)

λ is the thermal conductivity of liquid nitrogen, l is the width of Dewar, Re is
Reynolds number, Pr is Prandtl number.

Reynolds number is used to judge the flow mode of liquid nitrogen.
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Fig. 6 Temperature distribution of pan-cake winding and cylinder winding in HTS transformer

Re = ρvl/μ (9)

4.2 Comparison of Two-Dimensional Model Temperature
Field Simulation

The AC loss of high and low voltage windings is calculated by using the calculation
method of hysteresis loss of superconducting tape and eddy current loss calculation
method of superconducting tape [5, 6], and the temperature field is simulated by using
the AC loss as the heat source. Two dimensional cake and cylinder axisymmetric
models are established, as shown in Fig. 6 [7–9].

The simulation results show that the temperature rise of the cylinder winding is
slightly less than that of the pan-cake winding, and the temperature rise error of the
cylindrical winding is 0.43%. The reason may be that the contact surface of the pie
winding is more, so the heat dissipation is faster, so the temperature of liquid nitrogen
is higher. But the error is very small, so in the three-dimensional temperature field
model, under the premise of ensuring the calculation accuracy, the cylindrical model
can be used for simulation analysis. Simulation Analysis of Temperature Field of 3D
model.

According to the calculation method mentioned above [10, 11], the ABC three-
phase temperature field distribution results as shown in Fig. 7 are obtained.

According to Fig. 7, the reason why the temperature of the low-voltage winding
is higher than that of the high-voltage winding is that the low-voltage winding is the
high-voltage current carrying side, which carries a large amount of current, resulting
in greater AC loss. The temperature of liquid nitrogen at the lowest inlet is lower, the
flow rate is fast, and the heat dissipation performance is good, so the temperature at
the outlet of liquid nitrogen is high. The critical temperature of superconducting tape
is almost reached in about 5 min in ABC phase of HTS transformer, which indicates
that the primary side short circuit will cause great harm to HTS transformer.
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Fig. 7 Three phase temperature rise distribution of HTS transformer

5 Conclusion

Based on the finite element method, a two-dimensional cylindrical model and a cake
model are established to simulate the temperature field of the high-temperature super-
conducting transformer. In the three-dimensional finite element simulation analysis,
the magnetic field distribution of HTS transformer under primary side short circuit
is calculated by pan-cake model, and the temperature field is calculated by cylinder
model. Through the simulation of magnetic field and temperature field, it is found
that the heat dissipation performance of superconducting transformer is better than
that of conventional transformer, which provides reference for the design of HTS
transformer.
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Magnetic Field Analysis and Structural
Optimization of Deflection Double Stator
Switched Reluctance Generator

Zheng Li, Xuze Yu, Xin Wang, Zhe Qian, and Qunjing Wang

Abstract Switched reluctance generator has been widely used in industry. With
the consumption of energy, the requirement of generator is higher and higher. The
energy conversion rate of the traditional generator structure is very low, and it can
no longer meet the existing technical indicators. In order to solve the problem of
low efficiency of existing generators, this paper proposes a deflectable double stator
switched reluctance generator (DDSRG), and performed a finite element analysis on
this model. The magnetic density of the new generator is analyzed. A comparison
between the proposed mathematical model and the finite element method verifies
the accuracy of the model. finally, the core loss was used as the target to optimize
the structure of the generator using the response surface method. The experimental
results were compared with the simulation. The error was within the allowable range,
which verified the correctness of the calculationmethod and the optimization scheme.

Keywords Switched reluctance generator · Finite element · Core loss · Response
surface method

1 Introduction

Switched reluctance generators have very reliable performance and have beenwidely
used in the industrial field. Compared with other types of generators, switched reluc-
tance generators have a smaller size. At the same time, the two stators of the switched
reluctance generator with dual stator structure can simultaneously induce output
voltage, which is more suitable for industrial production [1]. To further improve the
working efficiency of the generator, the concept of multiple degrees of freedom can
be combined with the generator structure. The deflectable generator structure can
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Fig. 1 Structure of deflected double stator generator

improve the power generation efficiency of the generator. Although the dual-stator
structure generator has better power generation characteristics, at the same time its
iron loss will also increase to a greater extent. This is not negligible for a switched
reluctance motor with a double stator structure [2].

This paper proposes a mathematical model for the proposed new generator struc-
ture, and compares the test results with the finite element results to verify the accu-
racy of the model. Finally, the analysis and optimization results are verified through
experiments.

2 Structure and Principle of DDSRG

The structure model of DDSRG is shown in Fig. 1. Both stator and rotor are spherical
in shape. The parameters of the generator are shown in Table 1.

The tooth pole axis of the inner stator is consistent with that of the outer stator.
DDSRG can be regarded as a combination of an inner generator and an outer gener-
ator, with a rotor between the inner and outer stators.The rotor part has a magnetic
isolation part, which can isolate the magnetic fields of the inner and outer stators
from each other.

3 Analytical Calculation of Magnetic Density of DDSR

The magnetic field strength of the main air gap magnetic field, the magnetic density
of the main air gap magnetic field, and the magnetic density of the edge air gap
magnetic field can be expressed by Eqs. (1)–(3), respectively.
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Table 1 Structural
parameters of generator

Parameter Value

Outer stator radius/mm 120

Inner stator radius/mm 19.45

Rotor inner diameter/mm 40.31

Rotor outer diameter/mm 85.5

Inner and outer air gap/mm 1.5

Number of stator teeth 12

Number of rotor teeth 8

Stator pole arc/° 14.9

Rotor pole arc/° 16.1

Core length/mm 60

Unidirectional deflection range/° 0–17

Hm = Bs
(
2μr lg + 2lg + l + 2llg

) + Nmimμ0μr
(
l + lg

)

2μ0μr llg

−

√√√√
√

(
Bs(2μr lg+2lg+l+2llg)+Nmimμ0μr(l+lg)

2μ0μr llg

)2

− Nmim[Bs(μr l−μr lg+l−lg)+μ0μr Nmim]
μ0μr l

(1)

Bm = Bs
(
2μr lg + 2lg + l + 2llg
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where Af 1 and Af 2 are the areas where the lines of force pass through the edges on
both sides. Af = Af 1 + Af 2, lf is the average length of the edge magnetic circuit on
both sides, lg is the average air gap length, Nm is the number of turns of the outer
stator winding, im is the phase current of the winding. Bs is the saturation magnetic
density of the material.
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4 Finite Element Analysis Results of Generator Magnetic
Field

The deflection type double stator switched reluctance generator can be composed of
the radial component Br and the tangential component Bθ [3–6].

In the transient field, the composite flux density andmagnetic flux density compo-
nents of each element are simulated. The analysis radius of the outer rotor yoke is
55–70 mm. The analysis radius of the outer rotor teeth is from 70 to 75 mm. The
analysis radius of outer stator teeth is 75.5–80.5 mm. The analysis radius of the outer
stator yoke is 80.5–110 mm. Figure 2 shows the changes in the magnetic density of
different types of generators.

The error between the analyticalmethod and the finite elementmethod is relatively
small enough.

Fig. 2 Comparison of magnetic flux density by analytical method and FEM
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5 Structural Optimization of DDSRG

Bertotti et al. believe that the core loss is mainly composed of three types of loss,
namely eddy current loss, eddy current loss Pe, hysteresis loss Ph, and residual loss.
Pc [7, 8].

PFe = Pe + Ph + Pc (4)

The change of stator and rotor structure has a great influence on hysteresis loss.
Four design variables are selected: core length L1, stator outer pole width B1,

stator outer yoke height H1 and outer air gap G1.
Figure 3 is the schematic diagram of generator optimization parameters. Each

optimized parameter has 3 value variables, respectively, the values of the A, B, and
C variables determine the changes of the four parameters. The changes of the four
parameters are shown in Table 2.

Taguchi algorithm helps to greatly reduce the iterative method in the experiment
and reduce the cost of the experiment [9]. The core loss of the generator model
is analyzed using finite element, and the core loss PFe of each combination in the
orthogonal table is obtained, as shown in Table 3.

Table 3 is the orthogonal experiment table, and the finite element method can be
used to calculate the iron loss under different conditions.

Fig. 3 Generator optimization parameters

Table 2 The optimized parameters and evaluated parameters

Optimization parameters L1/mm B1/mm H1/mm G1/mm

A 60 26 12 0.1

B 75 33 15 0.5

C 90 40 18 0.9
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Table 3 Analysis results

L1/mm B1/mm H1/mm G1/mm PFe/W

1 A A A A 276.0

2 A B B B 234.6

3 A C C C 172.2

4 B A C C 237.0

5 B B B A 150.0

6 B C A B 212.4

7 C A C B 280.2

8 C B A C 250.8

9 C C B A 156.0

YY = 3
3∑

i=1

[mxi (PFei ) − m(PFe)]
2 (5)

where YY is the proportion of each parameter variable affecting the performance, x
is the optimized parameter variable, namely the core length L1, the outer stator pole
width B1, the outer stator yoke height H1, the external air gap G1, mxi (PFei) as the
parameters The average value of the core loss of the variable x under the i-th level
variable, m(PFe) is the average value of PFe in 9 experiments [10].

As shown in Table 4, the iron loss has a great correlation with the proposed
parameters. Among them, the iron core length L1 accounts for 7.04%, which has a
small influence on the iron loss, and the influence rate of other structural parameters
is very high. The largest part of the outer stator pole width B1 accounts for 46.93%
of the total proportion.

The outer stator pole width B1, the outer stator yoke height H1, the outer air gap
G1 as the three parameter variables, the core loss of the generator as the response
value, the application of the central composite design (CCD) method to obtain the
coding con-version of the parameter variables is shown in Table 5.

The data is fitted by the least square method, and based on the results of the
response surface, the regression equationswith the generator core loss as the response
value are obtained as

Table 4 The Influence rate
of optimization parameters on
generator core loss

Optimization parameters YY Impact rate (%)

L1/mm 1627.44 7.04

G1/mm 3520.32 15.23

H1/mm 7118.16 30.80

B1/mm 10,845.96 46.93

Total 23,111.88 100
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Table 5 Comparison of
measured and calculated
values of generator iron loss

Area Experimental
measurement

Simulation calculated
value

Internal iron
loss/W

54.34 52.80

External iron
loss/W

86.87 79.75

Total iron loss/W 141.21 131.55

Y = 272.52+ 73.68X1 − 22.70X2 − 29.08X3

+ 12.93X1X2 − 17.62X1X3 + 0.10X2X3

− 19.53X2
1 − 11.57X2

2 − 28.93X2
3 (6)

where X1 is the outer stator pole width B1, X2 is the outer stator yoke height H1,
and X3 are the external air gap G1, where X1, X2, X3, X1X2, X1X3, X12, X22, and X32

have a significant effect on the core loss of the generator Significant influence, other
items are not significant.

It can be seen from Fig. 4 that the outer stator pole width B1, the outer stator yoke
height H1, and the outer air gap G1 have a significant effect on the response value
of the generator core loss.
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Fig. 5 Experimental device

6 Experimental Verification

When the DDSRG is running in a steady state of rotation, The loss can be calculated
by formula (7):

PFe = P1 − P2 − PCu − Pfw − Ps (7)

where P1 is input power, P2 is output power, PCu is copper loss, Pfw is mechanical
loss, and Ps represents stray loss. As shown in Fig. 5, the experiment plat-form is
composed of generator, power converter and oscilloscope.

7 Conclusion

The deflection type DDSRG has important application value. This paper introduces
the basic structure and control principle of the generator, focusing on the magnetic
density distribution of the DDSRG under the rotation state. The overall qualitative
analysis of the core magnetic density is carried out by using FEM. According to
the calculation result of the magnetic density, the Fourier transform is performed
to calculate the Iron loss of the DDSRG, and the response surface method is used
to optimize the structural parameters of the DDSRG. The indirect measured experi-
mental data verifies the accuracy of the optimization scheme. It provides theoretical
support for the subsequent research of the generator.
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Simulation of Pulsed Electro-acoustic
Method for Space Charge Measurement
Considering Wave Distortion

Penglong He and Bo Zhang

Abstract Pulsed electro-acoustic is a popular nondestructive method to measure
the space charge distribution in dielectrics. Experimental device configuration and
calibration method both affect the spatial accuracy of the measurement results. And
simulation of PEAplays an important role in assessing thePEAdevice and calibration
method. In this paper, a simulationmodel of thewhole PEAsystem is developed using
softwareCOMSOLandMATLAB.Themodel consists of twoelectrodes, a specimen,
PVDF sensor and absorber material. And acoustic wave propagation in domains with
different acoustic impendence, wave distortions of attenuation and overshoot effect
arewithin the consideration of themodel.Additionally, arbitrary space charge density
distribution inside the specimen can be set and simulated. Using the simulation
model, authors have evaluated the traditional calibration method by comparing the
simulation results after calibration and the given space charge distribution. The results
reveal a poor spatial accuracy of the calibrated data and thus the calibration method
need to be improved in the future work.

Keywords Pulsed electro-acoustic method · Space charge measurement ·Wave
distortion · Simulation model

1 Introduction

Space charge accumulation in insulating materials is an extensive phenomenon,
especially in the direct current (DC) circumstance. The accumulated space charge
will cause distortion of local electric field distribution, accelerated degradation, and
thus life reduction of the insulating material [1]. Consequently, measurement of the
space charge in insulating materials is essential, which provides a tool to assess the
insulation performance.

Pulsed electroacoustic method (PEA) is a non-destructive method developed by
Takada in [2], and nowadays it has been widely used by researchers to evaluate the
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space charge distribution inside insulating materials [3–5]. A typical PEA device is
mainly composed of two electrodes providing a pulsed electric field, a piezoelectric
sensor (PZT or PVDF) and an amplifier. The specimen containing internal charge
is sandwiched between the electrodes. When a pulsed voltage is applied between
the electrodes, a pulsed electric field is generated in the specimen accordingly. Then
the charge is slightly shaken due to electric force, and acoustic waves generate. The
acoustic waves propagate through the specimen and the electrode. Eventually the
piezoelectric sensor attaching to the ground electrode converts the acoustic signal to
electric signal that contains space charge information. After applying some calibra-
tion process [6, 7], the real space charge distribution in the thickness direction can
be derived.

The positional resolution of PEA is limited by the PEA device and calibration
method. As for PEA device, the thickness of piezoelectric sensor and the width of the
applied pulsed voltage matters. A thinner piezoelectric sensor and narrower pulsed
voltage enable the space charge measurement to obtain a better positional resolu-
tion [8]. For an established PEA system, the positional resolution is determined by
the calibration method, which mainly consists of overshoot distortion calibration,
attenuation distortion calibration and charge density calibration [7]. The real space
charge distribution in the insulating material is difficult to control precisely. There-
fore, we have no accurate information about the space charge inside the specimen
duringmeasurement,which causes the problem thatwe cannot compare themeasured
space charge with the real one. The comparison will allow us to evaluate the PEA
device and calibration process quantitatively and intuitively. For the purpose of real-
izing these, accurate model and simulation of the whole PEA system will play an
important role.

There are already some simulations about PEA.Employing analogywith electrical
transmission lines, Chahal [8] established the simulation using PSpice, and Ren
[7] also utilized this model to analyze the impact of different setting of acoustic
impedances. The limitation of this model is that space charge in the specimen cannot
be simulated. Arnaout [9] proposed a PEA model based on commercial software
COMSOL, and the model is capable of simulating the signal of piezoelectric sensor
for any space charge distribution. However, attenuation and overshoot distortion are
not considered. Mulla [10] established a model containing attenuation and overshoot
distortion which could precisely predict the output signal. However, charge inside
the specimen was not simulated.

In this paper, a simulation model of PEA system was established with software
COMSOL and MATLAB, considering attenuation and overshoot distortion. Simu-
lation results showed the effects of acoustic impendence, attenuation distortion and
overshoot distortion on the acoustic wave propagation. A simulation with a given
space charge distribution inside the specimen was conducted, and the results were
calibrated with traditional calibration method deriving a measured space charge
distribution by PEA. Finally, the two space charge distributions were compared and
a simple assessment of the calibration method was given.
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2 Basic Theory of PEA

The fundamental idea of measuring space charge inside an insulating material is
to make the charge move, and corresponding signal is detected outside specimen
containing the information about the charge. In the PEA system, charge moves
slightly due to the pulsed electric field applied on specimen.The force density induced
inside dielectrics is demonstrated by equation [11] in one-dimensional form,

f = ρcE − 1

2
E2 ∂ε

∂z
− 1

2

∂(aE2)

∂z
(1)

where f is the force density, ρc is space charge density within dielectrics, E is
the pulsed electric field strength, ε represents permittivity of the dielectric, a is
electrostriction coefficient, and z denotes thickness direction of the dielectric. The
second term of the right side of Eq. (1) is caused by the inhomogeneous of dielectrics,
and the third term represents the electrostriction caused by the spatial variance of
electric field. In the real situation, the specimen is very thin resulting a relatively
uniform electric field, and is normally homogeneous. As a result, the second and
third term of Eq. (1) vanish. Therefore, the force density is equal to the first term,
which is Coulomb force proportional to the charge density.

The force density induced by pulsed electric field causes vibrations of the
dielectric where space charge is situated. Correspondingly, the vibrations generate
acoustic waves which transmit towards both directions. The equation governing the
transmission of acoustic waves is demonstrated as bellow,

1

ρc2
∂2 pt
∂t2

− 1

ρ

∂2 pt
∂z2

+ 1

ρ

∂qd
∂z

= Q (2)

where ρ is density of the medium, c is transmission velocity of acoustic wave, pt is
the sound pressure, qd represents dipole acoustic source and Q represents monopole
acoustic source. The source caused by a force density is dipole acoustic source,
which causes acoustic waves transmit in opposite direction with opposite amplitude.
It means qd = f = ρcE and Q = 0 in PEA model.

3 Modeling of PEA

The model of PEA system was established with the commercial software COMSOL
Multiphysics. Similar approachhas beenused inRef. [12]. Themodel configuration is
illustrated as Fig. 1. The one-dimensional simulation model mainly consists of five
domains: Electrode1, dielectric specimen, Electrode2, PVDF sensor and absorber
material. Actually, absorbing boundary is applied at two terminals of the model in
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Fig. 1 PEA model configuration

order to cancel the reflections of acoustic waves. In this model, any space charge
distribution inside the specimen can be simulated.

Due to the different acoustic impedance of different domains, there are reflection
coefficients and transmission coefficients for acoustic waves during propagation and
generation coefficients for wave generated at two surfaces between electrode and
specimen. These would affect the amplitude of waves received by the PVDF. As
the coefficients are determined by acoustic impedance of the nearby domains, it can
be implemented in the model by setting different material properties for different
domains.

There are three types of acoustic waves generated in the PEA, that is acoustic
wave generated at the Electrode1-Specimen interface, Specimen- Electrode2 inter-
face and inside the specimen, respectively. When propagating through the specimen,
attenuation occurs andmakes thewave awider width and a lower amplitude. Because
the wave generated at the interface of Electrode1-Specimen propagates through the
entire specimen, there is more attenuation distortion than the others. A typical raw
experimental output data is illustrated as Fig. 2. Peak1 is generated at the Specimen-
Electrode2 interface, and peak2 is generated at the Electrode1-Specimen interface.
It can be seen that peak2 is wider in time scale and lower in amplitude than peak1.

Considering attenuation effect during acoustic wave propagation, the wave
equation is adjusted to,

Fig. 2 Typical raw
experimental data
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1

ρc2
∂2 pt
∂t2

− 1

ρ

∂2 pt
∂z2

+ 1

ρ

∂qd
∂z

+ δ

ρc2
∂

∂t

(
∂2 pt
∂z2

)
= 0 (3)

where δ is a coefficient representing the wave attenuation. Therefore, the attenuation
effect of the dielectric is involved in the model.

Another distortion occurring in the PEA system is overshoot distortion. A equiv-
alent high pass filter is formed by capacitance of PVDF sensor and input impedance
of the amplifier [13]. And the overshoot distortion is caused by the high pass filter.
It is hard to simulate the overshoot distortion effect directly in COMSOL, since a
field-circuit coupling is complex. In this model, data from COMSOL calculation is
taken for high-pass filtering in MATLAB. The filter parameters are determined by
PVDF and amplifier parameters of the experiment. This method has been employed
in Ref. [10], detailed information is not given here.

4 Simulation Results and Discussion

In absence of space charges inside a specimen, the output signal is constituted by
two converse peaks due to the surface charge caused by DC voltage, like the wave-
form illustrated in Fig. 2. It is an essential waveform in the calibration procedure,
which transfers the voltage signal to the space charge distribution. In traditional
calibration procedure, firstly, deconvolution process is conducted to eliminate the
overshoot distortion, and secondly, charge calibration process transfers voltage to
charge density. The waveform mentioned above is the foundation of these two
processes. Additionally, this waveform is the simplest output signal of the PEA
system. Therefore, it is convenient to use this signal to check our numerical model.

Equal but opposite charge density is set at the interface of Electrode1-Specimen
and Specimen-Electrode2. The simulation result is illustrated in Fig. 3. The wave

Fig. 3 Simulation results
without overshoot and
attenuation distortion
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distortions including overshoot and attenuation are not involved here. And it is
obvious that the amplitudes of the two peaks are not equal. This is the effect of
generation coefficients and transmission coefficients which are given as the follow
equations,

G1−2 = Z2

Z1 + Z2
(4)

T1−2 = 2Z2

Z1 + Z2
(5)

where G1−2 is the generation coefficient at the interface of domain 1 and domain 2
towards the direction of domain 2, T1−2 is the transmission coefficient at the interface
of domain 1 and domain 2 towards the direction of domain 2, and Z represents the
acoustic impedance [14]. And the acoustic impedance can be expressed by Eq. (6),

Z = ρc (6)

where ρ is material density, and c is sound velocity in the material. And the material
properties of various domains are demonstrated in Table 1.

Supposing the acoustic pressure generated at the two interfaces is p0(t) and
−p0(t), respectively. Then the acoustic pressures reaching PVDF sensor are
expressed as,

p1(t) = −Gs−E2TE2−PV DF p0(t+ � t1) (7)

p2(t) = GE1−sTs−E2TE2−PV DF p0(t+ � t2) (8)

Therefore, the coefficients make the two peak amplitudes differ by a multiple S
given in Eq. (9),

S = GE1−sTs−E2

Gs−E2
(9)

Table 1 Material properties
of domains

Domain Density/(kg/m3) Sound velocity/(m/ s)

Electrode1 940 2200

Specimen 2200 2000

Electrode2 2700 6400

PVDF 1780 787

Absorber 1780 787
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And the result after adjustment by eliminating the difference of S is also illustrated
in Fig. 3. After adjustment, the amplitudes of the two peaks become equal, which
means the effect of acoustic impedance of different domains is correctly simulated.

Acoustic wave propagating through the specimen suffers from attenuation, and
this process can be expressed by formula [15] (10),

P( f, z) = P( f, 0)e jωt e−α( f )ze− jβ( f )z (10)

whereα( f ) is the attenuation coefficient, andβ( f ) is the dispersion coefficient. They
are functions of frequency. In this model, the attenuation coefficient is controlled by
parameter δ. And a larger value ofmeans a larger value ofα( f ) at arbitrary frequency.

Here are simulation results considering attenuation distortion in absence of space
charge inside the specimen as shown in Fig. 4. There are four curves with different
values of δ, which means with different attenuation coefficient, and δ = 0 means no
attenuation distortion. Because the first peak don’t propagate through the specimen,
there is no attenuation distortion with any value of δ. It can be obviously seen that
greater value of δ results in a lower amplitude and wider width of the second peak,
and it is consistent with theoretical analysis.

Actually, if the two peak waveforms and the distance is known, attenuation
coefficient can be calculated with formula [15] (11):

α( f ) = − ln(|P( f, d)|/|P( f, 0)|) × 1

d
(11)

where d is distance between two peaks. Figure 5 shows the results of calculated
attenuation coefficients for different parameter settings. Parameter δ is set to 0.001,
0.003, and 0.005, respectively, and three attenuation coefficient curves are derived.

Fig. 4 Simulation results
considering attenuation
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Fig. 5 Attenuation
coefficients for different
parameters

The three black dotted curves are quadratic fitting curves for each attenuation coeffi-
cient. From the results in frequency domain, we can derive the same conclusion that
greater value of δ gives a greater value of α( f ). And the curves are approximately
quadratic, which is similar with the experiment result in Ref. [15]. An attractive
phenomenon in Fig. 5 is that attenuation coefficient curve deviates from the fitting
curve when the frequency exceeds a certain value, acting like a small tail. The reason
is that high frequency component in the peak decays faster. Bydrawing the amplitude-
frequency curve, it is shown that the frequency component higher than the frequency
where the curve deviates decays close to zero. So the small tail has no effect on the
attenuated waveform.

According to Eq. (10), the attenuated waveform is also determined by the prop-
agation distance. A simulation with the same value of δ, but different propagation
distance is conducted and illustrated in Fig. 6. As the propagation distance increases,
amplitude of the waveform decreases and width increases. However, the attenuation

Fig. 6 Attenuation effect in
different propagation
distance
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of amplitude is not proportional to the propagation distance. As shown in Fig. 5,
higher frequency component bears a greater attenuation coefficient. When the rela-
tively high frequency components are attenuated to zero, the attenuation rate of the
peak amplitude will reduce.

The overshoot distortion is not directly simulated in COMSOL, but realizes
through post-processing of the signal in MATLAB by adding a filter. And the results
are illustrated in Fig. 7. The overshoot is caused by high pass filter effect of PVDF and
amplifier, and amplitude reduction is caused by lowpass filter because of oscilloscope
frequency response.

In the simulation model, arbitrary charge distribution inside the specimen can
be set and calculated, but for simplicity a charge density distribution containing two
Gaussian shape peaks is illustrated in Fig. 8a. And the simulation result of this charge
density configuration considering overshoot and attenuation distortion is shown in
Fig. 8b.

Fig. 7 Simulation results considering overshoot distortion

a b

Fig. 8 a Charge density distribution, b simulation result of internal charge
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Fig. 9 Calibration result and
comparison with the charge
provided

5 Calibration of Simulation Results

The first traditional calibration process is to eliminate the overshoot distortion of
signals from two electrode-specimen surfaces by means of deconvolution process.
The deconvolution process assumes that the charge density distribution on the inter-
face is an ideal pulse, and uses it to calculate a system function from charge density
to output signal of the PEA system. After that, another calibration process should be
conducted to transfer unit of y-axis from voltage to charge density.

The simulation signal illustrated in Fig. 8b is calibrated by traditional process,
and the result is shown in Fig. 9. Because this paper mainly focuses on the spatial
distribution of the charge density, the second calibration process is omitted, and a
normalized amplitude is adopted instead. From the comparison between calibrated
result and the charge density distribution provided to themodel, it can be seen that the
calibration result becomewider. The reason is that the result of deconvolution process
is affected by the pulsed voltage. And because the traditional calibration method
doesn’t consider the effect of attenuation distortion, the second charge density peak
has a lower amplitude and wider width. Therefore, in order to obtain a better spatial
accuracy of PEA system, calibrationmethod should be improved, such as considering
the effect of the pulsed voltage and attenuation distortion. And the simulation model
will be an essential tool to achieve the improvement.

6 Conclusion

This paper presented a simulation model of PEA system, which contains acoustic
wave propagation, wave distortion of attenuation and overshoot, and arbitrary charge
density distribution. This model can quantitatively analyze the influence of various
parameters in the system, and make a clear assessment for calibration method by
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directly comparing the calibration result with the given space charge profiles. A
simulation result was obtained by setting a certain space charge density distribution
inside the specimen, and after that calibration process was conducted. The compar-
ison between the calibrated result and given space charge profile gives a clear assess-
ment of the spatial resolution. If the parameters of the model can be matched with
the experimental device, then the simulation model can be combined with the exper-
iment and become an important tool to improve the device and calibration method
to achieve a better space charge measurement method, and this is the direction for
our future work.
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Appropriate Proportion of Holey
Graphene Used as Partial Conductive
Agent in Electric Double-Layer
Supercapacitors

Chao Yang, Hengrui Yang, Yuge Bai, Xiaodong Wu, and Xiaogang Han

Abstract Graphene is widely used in supercapacitors as active materials and
conductive agents because of its large specific surface area, high electrical conduc-
tivity and electron mobility. However, there are few studies on microwave treatment
of graphene for perforating and using holey graphene mixed with conductive carbon
black as conductive agent. Here, we report the best mixing ratio of holey graphene
and conductive carbon black treated by microwave, that is, 5%SP + 5%HG has
good electrochemical comprehensive properties. We attribute the improved perfor-
mance to the fact that the holey graphene can reduce the migration distance between
the electrode and the electrolyte because of pores. At the same time, the larger
specific surface area of graphene can be connected with conductive carbon black,
thus improving the comprehensive performance of electric double layer capacitors.
Compared with only using graphene as conductive agent, this method reduces the
overall cost and is more suitable for industrial application.

Keywords Holey graphene · Supercapacitor · Conductive agent · Electrochemical
performance

1 Introduction

Supercapacitor is a new type of electric energy storage device between traditional
capacitor and secondary battery [1–4]. It is a special capacitor based on the electrode–
electrolyte interface of high specific surfacematerials such as porous carbon and some
metal oxides. Following the same basic principle as the traditional capacitor, it can
provide fast pulse power that can not be provided by the main power supply.

According to their different energy storage mechanisms, supercapacitors can be
divided into two types [5]: one is pseudocapacitor, which realize the process of charge
and discharge based on the redox reaction of activematerials, and the commonly used
activematerials are conductive polymers, transitionmetal oxides and so on. The other
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is electric double layer supercapacitor, which is based on the double layer formed
at the electrode material / electrolyte interface [6–8]. The charge and discharge is
realized through the absorption and desorption of electrolyte ions on the electrode
surface, and the carbonmaterialwith high specific surface area is used as the electrode
active material.

As electrode materials, activated carbon [9] and transition metal oxides have
general electrical conductivity and poor charge adsorption ability, resulting in large
electrochemical impedance (EIS) of capacitors [10], which will reduce the power
density and rate performance of devices. In order to reduce the EIS of system, it
is very important to add conductive agents to the active materials. At present, the
conductive agents used as double-layer supercapacitors are graphite, carbon black,
metal powder, carbon fiber and carbon nanotubes [11, 12]. Among them, graphene, as
a highly conductive and lightweight carbonmaterial, has been used in supercapacitors
[13–18] for its unique two-dimensional flake structure and interlaminar conductivity
[19]. However, the price of graphene is expensive, and the density is low, which will
reduce the overall volume capacitance. Simple use of graphene as a conductive agent
in industrial production has some problems, such as difficult preparation, high cost
and so on.

We found that microwave can easily make holes in graphene, so we propose a
strategy of mixing porous graphene with conductive carbon black after microwave
treatment. Graphene after making hole can reduce the migration distance of ions
between the electrode and the electrolyte because of the existence of pores. At the
same time, the larger specific surface area of graphene can be connectedwith conduc-
tive carbon black, thus improving the comprehensive performance of electric double
layer capacitors. Compared with only using graphene, this method of microwave
reduces the overall cost. At the same time, it takes advantage of the excellent elec-
trical conductivity and low cost of carbon black. In this paper, we study the effects of
different ratios of multilayer microwave radiation graphene and Super P as conduc-
tive agent [20] on AC impedance, CV cycle curve, rate discharge characteristics,
specific capacitance and cycle performance of electric double layer supercapacitors.
As a result, we propose the best ratio to improve the comprehensive performance.

2 Experimental Section

2.1 Experimental Material

See Table 1.
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Table 1 Materials needed for experiment

Material name Model Manufacturer

Carbon coated aluminum foil h: 0.014 mm Showa Denko

Activated carbon YP-50 KURARAY Co., Ltd.

Graphene Chemical method of few-layer
graphene

Suzhou Hengqiu Technology
Co., Ltd.

Polyvinylidene fluoride Akema 900 Shenzhen Tianchenghe
Technology Co., Ltd.

Diaphragm MAC500LC NipponPaperIndustries Co.,
Ltd.

N-Methyl Pyrrolidone AR,99.0 wt.% Chemical reagent of
Sinopharm group

Button battery case CR2025 Shenzhen Ming Ruixiang
Automation equipment Co.,
Ltd.

Gasket, shrapnel h: 0.5 mm
d: 16 mm

Shenzhen Ming Ruixiang
Automation equipment Co.,
Ltd.

2.2 Experimental Step

2.2.1 Preparation of Electrode

(1) about 0.1 g graphene is put into the quartz grinding bottle without lid, the
microwave time is set at 30 s, the interval is 5 s, and the same operation is
treated for 4 times.

(2) 0.05 g of graphene treated by microwave was put into a plastic bottle with
zirconium beads and dispersed by ultrasonic wave with 2 mL NMP, for 10 min.

(3) Add Super P and PVDF,300r/min to shake 60 s, add activated carbon (YP-50)
0.4 g, add NMP, again, first add 0.5 ml, then add 0.1 ml each time, until there is
a clear sound of the slurry in the shaking bottle. 300r/min oscillates for 120 s.

(4) scrape out the slurry, pour it on the carbon-coated aluminum foil, scrape it off
at a uniform speed with a 100 µm scraper, dry it in a blast oven for 2 h, take
it out and put it in a vacuum oven for 12 h, and cut the pieces with a 12 mm
diameter slicer.

2.2.2 Assembly of Symmetrical Supercapacitors

The button battery is assembled in the glove box in the following order: negative
electrode shell-electrode sheet-electrolyte-diaphragm-electrolyte–electrode sheet-
positive shell-gasket-shrapnel-positive shell. Press the package with a button battery
sealing machine with a pressure of 80 MPa.
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Fig. 1 SEM diagram of electrode material surface

3 Results and Discussion

3.1 Micro-morphology Analysis

The morphologies of graphene and Super P can be observed from Fig. 1a, b.
Figure 1c–f of 10%SP, 9%+ 1%, 7%+ 3%, 5%+ 5%SP+HG, is recorded as 10SP,
1HG, 3HG and 5HG in turn. It can be observed that the proportion of graphene is
increasing under the unified scale, indicating that the experimental ultrasonic disper-
sion and oscillation treatment distribute graphene on the pole. Super P particles are
uniformly distributed among the bulk activated carbon particles, andSuper P particles
are connected to the flake graphene. We believe that it is the connection of graphene
that makes the dispersed Super P particles form a conductive network, so the elec-
trical conductivity of the dispersed Graphene-Super P is better than individual Super
P particles.

3.2 AC Impedance Test

It is observed from Fig. 2 that the semicircle diameter of 10SP is 13, 1HG is 16,
3HG is 15, and the semicircle diameter of HG is 9. The charge transfer impedance of
5HG is the lowest, which is 9 �. Because the resistivity of graphene (0.35 �‧cm)
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Fig. 2 AC impedance
diagram of button battery

powder measured by four-probe powder resistivity meter is higher than that of Super
P (0.06 �‧cm), when a small amount of graphene is added, compared with 10SP,
the transfer impedance of the sample with lower proportion of graphene will become
larger, because the content of graphene at this time is not enough to form a conductive
network, and when porous graphene is added to 3%, it plays a certain connecting
role, resulting in a lower transfer impedance than 1HG. However, graphene in 5HG
samples has the samemass as Super P, graphene has a larger volume, andmore Super
P particles are connected to the lamellae, which improves the overall conductivity
and enhances the effect of charge transfer.

3.3 Cyclic Voltammetry Test

The four curves are approximately rectangular, which accordswith the characteristics
of supercapacitors. Because the carbon load is similar, the specific capacitance of
the electrode can be approximately calculated by integrating the cyclic voltammetry
curve, that is, the area of the curve reflects the specific capacitance. In Fig. 3a, the
area increases with the increase of graphene content, and the area of graphene content
in 5HG is the largest, so its electrode specific capacitance is the largest. Figure 3b
shows the cyclic voltammetry curves of 5HG at different scanning rates, all of which
are rectangular waves, indicating that the rate performance of the sample is good.
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Fig. 3 Cyclic voltammetry of button battery

3.4 Rate Tests and Galvanostatic Charging/Discharging
(GCD) Tests

Rate tests of four samples under 1/2/4/8 A/g show that the specific capacitance of
the electrode has decreased at high current with the increase of graphene content,
and the specific capacitance of 5HG is almost unchanged at high current, because
the existence of graphene pores shortens the distance of ions between the electrode
and electrolyte, and ions can be fast absorption and desorption at high current, so the
retention rate of specific capacitance is higher.

GCD of button battery under the current of 1A/g is shown in Fig. 4b. The four
samples are similar to equilateral triangle, indicating that the electrode has high
Coulomb charge–discharge efficiency, the longitudinal coordinate range of triangular
wave increases gradually with the increase of graphene content, in other words,
the specific capacitance increases gradually, and the voltage drop of 5HG in the

Fig. 4 Specific capacitance under different current and charge–discharge curve under 1A/g
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Fig. 5 a 1000 cycle tests of 4 kinds of samples and b 10SP and 5HG long cycle tests

discharge curve is the lowest, indicating that the internal resistance of the sample is
very small and the conductivity has been enhanced.

3.5 Cycle Test

The first 2000 cycles of the four samples under 1A/g current are shown in Fig. 5a, it
can be found that the capacitance retention of the four samples is relatively good, but
the specific capacitance of the 5HG sample is the largest, so only the long cycles of
10SP and 5HG are compared, and the performance of the 10,000 cycles is shown in
Fig. 5b. It can be found that after 10,000 constant current charge–discharge cycles,
the capacity retention of 5HG is still more than 90%, with a good capacity retention.

4 Conclusion

In this paper, we explore the different ratios of holey graphene and conductive carbon
black. As a result, we get the conclusion that the best comprehensive properties
is 5HG. Holey graphene, a highly conductive, lightweight, flaky conductive agent
combined with traditional carbon black, can connect granular conductive agents
through the unique sheet structure of graphene to form a continuous conductive
network, which can improve the internal resistance and rate performance of the elec-
trode. We expect that the minimum use of graphene can not only form a conductive
network, but also minimize the cost. It is hopeful to apply this method in industrial
production to realize the goal from laboratory to industrialization.
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Analysis of Influence of Different
Propagation Media on Motor Vibration
and Noise

Ningning Yang, Jinhua Chen, Yunpeng Gao, Chi Zhang, and Guofu Li

Abstract With the development of marine engineering, the noise of underwater
motors has received more and more attention. Aiming at the problem of under-
water acoustic radiation caused by electromagnetic forcewaves of underwatermotors
through the vibration of the casing, this paper first analyzes the different causes of the
vibration caused by the excited shell in water and air; secondly, the same sound pres-
sure and the same sound power are derived respectively In the three cases with the
same excitation force, the difference of the sound pressure level of the shell in air and
water, focusing on the effect of the underwater acoustic impedance on the difference
of the sound pressure level un-der the same excitation force. Finally, taking a 24-pole
36-slot permanent magnet synchronous motor as an ex-ample, the analytical method
and finite element simulation are used to analyze the sound pressure level difference
of the motor under different media to verify the correctness of the analytical method.
The underwater motor is directly analyzed by the noise in the air Provide a reference
for predicting underwater noise.

Keywords Excitation force · Vibration · Sound pressure level · Underwater
acoustic impedance · Permanent magnet synchronous motor

1 Introduction

The vibration and noise of the motor are one of the main indicators for evaluating
the quality of the motor. It reflects the motor design quality, technological level and
installation technology. In this regard, motormanufacturers, colleges and universities
and research institutes have all carried out experiments and theoretical analysis, and
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have achieved fruitful results, but most of them have concentrated on the research of
vibration and noise of motors in the air.

Electromagnetic noise is themain source ofmotor noise, and the stator of themotor
is the main source of electromagnetic noise, so comprehensive consideration of these
two factors is the research focus of most literature [1–3]. The above documents are
all analyzing and optimizing the vibration and noise of the motor in the air, which is
very different from the vibration and noise of the underwater motor.

In recent years, due to the development of marine engineering, the vibration and
noise of underwater motors have been focused on due to their important impact
on sound and shadow, underwater communication and navigation. However, due
to the complexity of the propagation medium and the underwater environment, the
vibration and noise of underwater motors are very different from those in the air
[4]. The current technical solutions are not enough to meet the needs of underwater
equipment development. Literature [5] gives the displacement vibration formula
of a cylindrical shell under the action of electromagnetic excitation force, but this
formula does not include frequency parameters, and it is impossible to evaluate the
impact of underwater acoustic loads on vibration. Literature [6–9] discussed the
influence of the mechanical impedance of the casing and the acoustic impedance of
the medium on the vibration and noise by deriving the formula for the vibration and
noise radiation of the cylinder under water. To sum up, for the motor, if it is possible
to find out the difference in vibration and noise under the same sound source through
analysis and simulation on the basis of air noise research, in this way, when analyzing
under-water vibration and noise, a more mature The air noise analysis method can
indirectly predict the vibration and noise level of underwater motors, which has
certain reference significance for engineering experiments.

Themain difference between air noise and underwater noise is the difference in the
characteristic impedance of the acoustic medium and the coupling problem caused
by vibration [7]. The difference between the vibration and noise of themotor in water
and air, as well as the new influence brought by quantification, is currently unclear.
In this paper, aiming at the noise radiation problem caused by the same excitation
force of the motor under water and air, firstly, the difference between underwater
and air vibration under the same excitation force is studied; secondly, the difference
between water and air-borne media is analyzed. Then the vibration difference and
the sound medium difference are comprehensively considered to obtain the analysis
method of the noise difference between the water and the air of the motor housing;
finally, the finite element simulation and analytical calculation of the noise difference
of the 24-pole and 36-slot permanent magnet synchronous motor in the air and water
are carried out.

2 Vibration Under Different Propagation Media

Using the vibration of the shell structure as a noise source will generate sound
pressure on the surface of the shell structure, and the sound pressure on the surface
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of the shell structure will have a reaction to the vibrating shell structure. This reaction
can be called the sound of the acoustic medium. load. This load is generally related
to the density of the sound propagation medium. Air is called light fluid due to its
low density, and the acoustic load generated by air can be ignored. Water is called
heavy fluid due to its high density, and the load caused by the sound pressure in the
sound propagation medium to the vibrating structure is called underwater acoustic
load and cannot be ignored [6].

In the analysis, the motor shell or stator core is equivalent to a finite-length cylin-
drical shell for research, as shown in Fig. 1. The first is the vibration in the air.
According to the derivation of the shell theory in [5, 6], When the inner surface of
the cylindrical shell is subjected to the n-th order harmonic electromagnetic force
density F0, the radial vibration displacement w in the air Available:

w = − a2
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β2 = h2
/
12a2 is the thickness to diameter ratio of the shell, F0 is the electromag-

netic force density amplitude, a is the shell radius, h is the shell thickness, E is the
Young’s modulus of the shell material, t is the time, σ is the Poisson’s ratio of the

Fig. 1 The coordinate
diagram of the far-field
sound pressure points of a
cylindrical shell
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Fig. 2 Comparison of radial vibration displacement in water and air at 0th order pressure

material, n is the order of the circumferential mode, and cp is the sound velocity
of the longitudinal wave in the shell, Zs = ρcω Hn(ka)

H ′
n(ka)

is the underwater acoustic
impedance, Hn(ka) is the Hank function of the first kind of order n, H ′

n(ka) is the
first derivative of the Hank function of the first kind, k = ω/c is the wave number, c

is the speed of sound, and ρ is the density, Zm= −
Eh
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mechanical impedance.
Figure 2 shows the radial vibration displacement in the air and the maximum

underwater radial vibration under the action of 0-order excitation force of different
frequencies when a = 0.55 m, h = 0.055 m, F0 = 50 kPa, and f = 0 − 15 kHz
Displacement. It can be seen from Fig. 2 that the vibration of the shell in the water
is subject to the sound pressure feedback of the heavy fluid water, and the sound
pressure feedback in the air is negligible due to the small air density. Therefore, the
shell under the same shell and pressure is affected by the sound pressure feedback.
The vibration displacement is much smaller than in the air, and as the frequency
gradually increases, the vibration displacement difference will gradually decrease.

3 Noise Under Different Propagation Media

3.1 Noise Difference at the Same Sound Pressure

Table 1 shows the respective reference quantity symbols and reference values of
sound pressure level, sound intensity level and sound power level when propagating
in air and water. Among them, the selected sound pressure level calculation reference
quantity in the air is p01 = 20 µpa, and the water sound pressure level calculation
reference quantity is p02 = 1 µpa. Therefore, when the sound pressure p is constant,
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Table 1 Acoustic standards for water and air

Medium Sound pressure
reference value (µ
pa)

Sound intensity reference
value (w/m2)

Sound power reference value
(w)

Air p01 20 I01 10–12 W01 10–12

Water p02 1 I02 0.67 × 10–18 W02 0.67 × 10–18

the difference between the sound pressure level in thewater and the air. The difference
in sound pressure level is [10]:

L	 = 20 log10
p

p02
− 20 log10

p

p01
= 26 dB (3)

Therefore, when the sound pressure is constant, the difference in sound pressure
level between underwater and air is about 26 dB.

3.2 Noise Difference at the Same Sound Power

When the sound power W is constant, the acoustic impedance ratio (ρc = ρ ∗ c)
will be introduced, which is a different amount in water and air. S is the area of the
wave front. Table 2 shows the reference values of density and sound velocity of air
and water under common conditions. By directly calculating the difference in sound
power level:

The sound pressure level is used to calculate the difference in sound pressure level
between the two propagation medias, which can be expressed as follows:

W = p2S
/
ρc (4)

Converting sound power level into sound pressure level calculation, you can get
the formula as follows:

LW	=L	1 = Lwater − Lair

= 10 log10
(
ρ1c1

/
ρ0c0

) + L	 = 61.5 dB (5)

In summary, when the sound power is constant, the difference in sound pressure
level between underwater and air is about 61.5 dB.

Table 2 Basic parameters of air and water

Air density ρ0 (kg/m3) Sound velocity in air
c0 (kg/m3)

Density of water ρ1
(kg/m3)

Sound speed in water
c1 (kg/m3)

1.25 340 1000 1500
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3.3 Noise Difference When the Same Exciting Force

A spherical coordinate system is established for the simplified model of the motor
shell with a finite-length cylindrical shell, as shown in Fig. 1. The point with the
largest sound pressure value on the cylindrical shell is selected as the research point.
The analysis formula found that θ = 90°,Φ = 0°, R= a point sound pressure, that is,
p(a, 90°, 0°) is the amplitude point of the sound pressure value [6, 7, 11]. Available
formula:

|p(a, 90◦, 0◦)| = ωu0ρ

πka

2L

H ′
n(ka)

= u0ρc

πa

2L

H ′
n(ka)

(6)

In the formula: ω is the circular frequency (rad/s), R is the radius in spherical
coordinates, andL is half the length of the finite-length cylindrical shell, The vibration
speed is u0 = − jωw.

3.3.1 Regardless of Underwater Acoustic Load

In this section, the difference between sound pressure level and sound power level
in water and air is calculated without considering the underwater acoustic load. As
follows (Table 3):

L	2 = 10 log10

[
ρ1c1
ρ0c0

(
H ′

n(k0a)

H ′
n(k1a)

)2
]

+LW	

= 20log10

[
H ′

n(k0a)

H ′
n(k1a)

]
+97 dB (7)

It can be seen fromFig. 3 that the noise difference betweenwater and air generated
by all electromagnetic force waves, when the frequency is small, the sound radiation
coefficient has a greater impact on the sound pressure level difference γΔ (about
97 dB), and the force The higher the wave order, the more obvious the effect. When
the point at 1000 Hz is taken, the difference in sound pressure level produced by
the 0th and 2nd order electromagnetic force waves is significantly greater than that
of the higher order. Therefore, when suppressing noise, attention should be paid to
reducing the 0th and 2nd order harmonic currents and the electromagnetic waves
produced by them. When the frequency exceeds 5000 Hz, it gradually reaches about

Table 3 Commonly used
calculation parameters

Wave number
in the air k0

Wave number
in water k1

Frequency
range f (Hz)

Force wave
order n

ω/c0 ω/c1 0–15,000 0, 2, 4, 6, 8,
12
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Fig. 3 Difference in sound pressure levels in water and air at different force wave orders

90 dB, so when the sound load is not considered, the difference in sound pressure
level between water and air produced by different orders of force waves is about
90 dB.

3.3.2 Regardless of Underwater Acoustic Load

This section mainly considers the influence of the underwater acoustic load in the
noise propagation process, that is, the influence of the vibration displacement and
speed change of the cylindrical shell in air and water under the same excitation force.

From formula (6), it can be found that after adding the underwater acoustic load,
there is a difference between the vibration displacement w in the water and in the
air, so the following formula can be obtained:

L	3 = 20log10

( |pwater (a, 90◦, 0◦)|
|pair (a, 90◦, 0◦)|

)
+L	

= 20 log10

(
Zm

Zm+Zs

)
+L	2 (8)

From this, the difference in sound pressure level between underwater and air
produced by the 0, 2, and 4 order excitation force can be calculated, as shown in
Fig. 4. It can be seen from Fig. 4 that when the frequency is within 7000 Hz, the
underwater acoustic load (that is, the influence of the underwater acoustic impedance
Zs on the underwater vibration displacement) has a greater impact on LΔ2. When
the frequency is less than 100 Hz, the sound pressure level difference produced by
the 0-order force wave is much greater than that of other orders. Therefore, it is
important to suppress the 0-order force wave when reducing vibration and noise.
When the frequency gradually increases, the influence of the underwater acoustic
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Fig. 4 Sound pressure difference between water and air under sound load

load gradually decreases, and the difference in sound pressure level LΔ3 between
water and air finally stabilizes at about 85 dB.

4 Noise Difference Based on Motor Model

The radial electromagnetic force generated by the 24-pole and 36-slot three-phase
permanent magnet synchronous motor is used as the excitation force of the electro-
magnetic noise of the motor, and the force wave orders are mainly 0 and 12 orders.
Table 4 gives the main size parameters of the 24-pole 36-slot permanent magnet
synchronous motor. When the underwater acoustic load is not considered, the motor
parameters can be put into formula (7) to obtain the noise difference between the
water and the air of the 24-pole and 36-slot permanent magnet synchronous motor, as
shown in Fig. 5. Through the finite element simulation, the noise difference between
the 24-pole and 36-slot permanent magnet synchronous motor in the underwater and
in the air is obtained, as shown in Fig. 6.

It can be seen from Figs. 5 and 6 that regardless of the analytical method or
the finite element method, when the underwater acoustic load is not considered, the
average value of the analytical results in the figure and the simulation results are
basically the same (the sound pressure level in water is higher than that in air under

Table 4 Motor parameters

Middle longitude of
stator a (m)

Stator thickness h (m) Half the length of the
stator L (m)

Motor’s radial
electromagnetic force
wave order n

0.17875 0.0225 0.0175 0, 12
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Fig. 5 Difference of noise between water and air in permanent magnet motor
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Fig. 6 Difference of noise in water and air of permanent magnet motor based on finite element
simulation

the same excitation force About 90 dB.), and the analysis results are consistent with
the initial changes of the simulation results. In the simulation results, crests and
troughs appear frequently, mainly due to other orders of radial electromagnetic force
waves generated by the non-ideal state of the motor.

Furthermore, after considering the displacement change caused by the under-
water acoustic load, the noise difference between a 24-pole and 36-slot three-phase
permanent magnet motor in water and air is shown in Fig. 7. By comparing with
Fig. 5, it can be found that the sound pressure level difference LΔ2 between air and
water produced by the 0-order electromagnetic force wave is greatly affected by the
underwater acoustic load in the frequency range of 400–10000 Hz. Water and air the
medium sound pressure level difference will drop to 12 dB at the lowest level, and
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Fig. 7 The difference in noise between water and air between different force wave orders of
permanent magnet motors under the influence of acoustic load

it will be stable around 63 dB. The difference in sound pressure level LΔ2 generated
by the 12-order electromagnetic force wave is about 56 dB at the final 10,000 Hz
under the influence of underwater acoustic load.

5 Conclusion

Aiming at the difference between the noise of permanent magnet motors in the water
and in the air, this paper makes a quantitative analysis of various influencing factors.

1. Under the same sound field energy (sound pressure p), the difference in sound
pressure level between underwater and air is 26 dB. 2. Under the same sound source
energy (sound power), the difference in sound pressure level between underwater
and air is 61.5 dB. 3. When the excitation force is the same, and the underwater
acoustic load is not considered, the difference LΔ2 between the underwater and air
sound pressure levels generated by each order of electromagnetic force waves is
about 90 dB. After adding the underwater acoustic load, the difference between
the underwater and air sound pressure levels produced by the electromagnetic force
waves of each order is reduced. 4. The above calculation is verified with a 24-pole
and 36-slot permanent magnet synchronous motor, and themaximum sound pressure
level under the influence of underwater acoustic load is 78 dB.
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Research on Vibration Suppression
of Permanent Magnet Synchronous
Motor Based on Extended Random
Depth PWM Modulation Technology

Xueming Guo, Zhe Jiang, Shuheng Qiu, Chi Zhang, and Jianye Liu

Abstract Based on traditional PWM modulation, there are current harmonics
related to the carrier frequency in the drive system of the permanent magnet
synchronousmotor. These current harmonics affect the control accuracyof the system
and cause the high-frequency vibration noise. RandomPWMmodulation technology
can disperse the current harmonics concentrated at the switching frequency and
its integer multiple frequencies into a wider frequency spectrum. But traditional
random PWMmodulation technology cannot disperse the current harmonics evenly,
the harmonics near the integer multiple switching frequencies are still obvious.
Aiming for solving this problem, a novel method of extending random depth is
proposed in this paper. The relationship between high-frequency current harmonics
and motor vibration, and the mechanism of random PWM modulation technology
are analyzed. On the basis of random switching frequency PWM modulation tech-
nology, a variable frequency is implemented to replace the original fixed center
frequency. Markov chain algorithm instead of pseudo-random number algorithm
is employed to achieve random depth expansion of carrier frequency. Finally, the
effectiveness of the proposed method is validated through simulation results.

Keywords Permanent Magnet Synchronous Motor · Switching noise · Current
harmonics · Markov chain · RPWM

1 Introduction

Space Vector Pulse Width Modulation (SVPWM) is currently the main method for
wide-range speed control of permanent magnet synchronous motors (PMSM). The
traditional PWMmodulation technology consists of a fixed frequency carrier signal.
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The output current therefore contains a large number of harmonic components related
to the carrier frequency, which are mainly distributed at the switching frequency and
its integral multiple frequencies, thereby causing high-frequency vibration and noise
in the motor [1].

In order to reduce the high-frequency switching noise of the motor, American
scholar Trzynadlowski et al. proposed a random PWM method. On the basis of
maintaining the duty cycle of the PWM signal, the method randomly changes the
switching frequency and conduction position, thereby changes the frequency spec-
trumof the output voltage [2]. Although thismethod cannot reduce the total harmonic
quantity of the current, it can disperse the harmonics to reduce the harmonic ampli-
tudes near the switching frequency and its integer multiple frequencies. Biji Jacob
et al. proposed a pulse width modulation technique for randomizing the pulse posi-
tion, which weakened the maximum amplitude of switching noise, but increased
the switching loss [3]; V. Jayamala et al. used a pseudo-random number generator
to obtain a random switching frequency PWM signal, but the obtained switching
frequency is twice that of the traditional method, which is not suitable for low
switching frequency occasions [4]. L. Accardo et al. combined random switching
frequency and random pulse position to obtain a hybrid random PWM signal.
Compared with a single random PWM technology, it can effectively disperse the
current harmonics in the switching frequency and its multiples, and the noise reduc-
tion effect has been improved [5]. The carrier frequency of the existing random
PWMmodulation methods only changes around a center frequency, and the random
value generated by the pseudo-random number algorithm is not uniform. It is diffi-
cult to achieve uniform harmonic distribution when the concentrated harmonics are
dispersed, and there are still obvious harmonics in the frequency band [6]. At the
same time, the hybrid random PWMmodulation technology has difficulties in engi-
neering realization due to the complicated random quantity and large amount of
calculations.

This paper proposes a PWM modulation method with extended random depth. It
uses a changing signal instead of the fixed center frequency and Markov chain algo-
rithm instead of pseudo-random number algorithm to generate uniformly varying
random numbers. The harmonics are evenly dispersed into a wider frequency
band through random depth expansion of the carrier frequency. In this paper, an
extended random depth PWM modulation model is established and compared with
the traditional random PWM modulation.

2 High Frequency Vibration Noise and Random PWM
Modulation Technology

There are sharp noises caused by high-frequency current harmonics in PWM-
modulated motor systems. The reason is that the air gap magnetic field induced
by the high-frequency current harmonics interacts with the iron core, resulting in
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high-frequency radial force fluctuations. This causes high-frequency vibration of the
stator iron core. Thus, by optimizing the PWM modulation strategy, the sharp noise
generated by high-frequency current harmonics can be reduced.

2.1 Vibration Analysis of High Frequency Current
Harmonics

When the PMSM is driven by a PWM-based inverter, the distribution of current
harmonic in the frequency domain has obvious spikes. The spikes in the spectrum
appear at the carrier frequency and its integral multiples, which is shown in Eq. (1)
[7]:

fh = k1 fc + k2 fe (1)

where, f c is the carrier frequency, f e is the operating frequency, k1 and k2 are positive
integers with different parities. Among them, f e = (n × pn)/60, n is the motor speed,
and pn is the number of pole pairs of the motor.

The amplitude of the current harmonics is related to the carrier frequency f c and the
operating frequency f e of the motor. Therefore, reducing the amplitude of the current
harmonics can be achieved through a control strategy. In summary, the harmonic
distribution and amplitude of high-frequency currents are directly related to PWM
modulation.

The high-frequency current harmonics excite the high-frequency magnetic field
in the air gap, which acts on the stator iron core to generate high-frequency radial
force fluctuation. The vibration amplitude caused by radial force can be obtained
by Eqs. (2)–(4) [8].

bdk = idk
Lad cos(pθ)

∂τNKdpLef
, bqk = iqk

Laq cos(pθ)

∂τNKqpLef
(2)

where, idk and iqk are k-order d/q-axis current harmonics respectively, Lad and Laq

are d/q-axis inductance respectively, τ is the pole angle of the harmonic component,
and Lef is the length of the motor.

Pr = − (br (θ, t) + bs(θ, t)) · bk(θ, t)

2μ0
(3)

where, Pr is the radial electromagnetic force density, br, bs are the magnetic density
generated by the excitation and inducted by the armature, respectively, and μ0 is the
vacuum permeability.
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Anωk = πDi Lef Pnωk

nc

√(
ω2
n − ω2

k

)2 + 4ε2ω2
kω

2
n

(4)

where, ωn is the n-th order natural frequency of motor stator, Pnωk is the radial
electromagnetic force density at ωk, and ωk is an integer multiple of the carrier
frequency.

Therefore, the vibration and noise of the PMSMs can be weakened by reducing
the radial electromagnetic force fluctuation. And, it can be found that one method
to reduce the whistling noise of the PMSMs is to reduce the current harmonic peak
at the switching frequency and its integer multiples.

2.2 Random PWMModulation Technology

The switching frequency and conduction position of PWM modulation can affect
the harmonic energy distribution in the voltage and current of the motor. The Fourier
expansion of the output voltage is shown in Eq. (5).

U (t) = A −
∞∑
n=1

(
4

nπ

)
cos

(
Anπ

2
+ n − 1

2
π

)
· cos(nωct) (5)

In the above formula, cos(nωct) is a unit pulse function after Fourier transform.
The unit pulse function causes the harmonics to be concentrated at the switching
frequency and its multiples, resulting in obvious harmonic peaks [9]. Therefore,
randomly changing the carrier frequency or conduction position can make the orig-
inally concentrated harmonic energy evenly dispersed. According to the different
implementation methods, modulation techniques can be divided into: Random
Switching PWM (RSPWM), Random Pulse Position PWM (RPPPWM), Random
Switching Frequency PWM (RSFPWM) [10], as shown in Fig. 1.

In RSPWMmodulation, the carrier signal is replaced by a random value, bywhich
the output PWM wave is modulated as Fig. 1a [11]. However when the modulation
coefficient is relatively low, RSPWMmodulation will cause severe signal distortion
and delayed response. In RPPPWMmodulation, while keeping the switching period
fixed, the on and off positions are randomly selected or the position of the zero
vector is changed to realize the random change of the pulse position [12]. But in a
system with low modulation and high switching frequency, RPPPWMmodulation is
relatively weak in dispersing harmonic energy. In RSFPWMmodulation, the carrier
frequency is randomly changed [13]. Moreover, RSFPWM modulation has advan-
tages over the above two methods in terms of implementation form and dispersion of
harmonic energy. Therefore, this paper presents amethod of random depth expansion
on this basis.

The carrier frequency expression of RSFPWM modulation is shown in Eq. (6).
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Fig. 1 Random PWM modulation

fs = fc + Ri� f (6)

where, f c is the carrier center frequency, Ri is a random number varying in [−1,1],
and �f is a fixed frequency band.

Therefore, by randomizing the carrier frequency in the PWM modulation, The
harmonics amplitude at the switching frequency and its integer multiples can be
reduced, which achieves the purpose of reducing the voltage harmonic peaks. The
Fourier expansion of the output voltage is shown in Eq. (7):

U (t) = A −
∞∑
n=1

(
4

nπ

)
cos

(
Anπ

2
+ n − 1

2
π

)
· cos[2πn fat + φ(t)] (7)

where, f a is the mean frequency of the carrier, and F(t) is the difference.
It can be seen that the spectrum of the output voltage is divided into a combination

of harmonic energy distribution and expanded bandwidth. Therefore the random
performance of the carrier frequency determines the uniformity of the harmonic
distribution and the degree of peak reduction.
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3 Extended Random Depth PWMModulation Technology

The novel ERDPWM method proposed by this paper is optimized on the basis of
RSFPWM modulation. First, the center frequency is replaced a sinusoidal signal to
realize the period change of carrier frequency. Secondly, the Markov chain algo-
rithm is used to replace the pseudo-random number algorithm to make the random
value more uniform. Finally, the sinusoidal signal and the Markov random value are
combined to generate a depth extended random signal.

The carrier frequency in ERDPWM modulation has both randomness and peri-
odicity. Therefore, the periodic changes of the random carrier frequency is real-
ized, which forms a small range randomness in a large range. The ERDPWM
modulation reduces the current harmonic amplitude comparing with the fixed carrier
frequencymodulation. Also, the novel method improves the problem of range limita-
tion in RSFPWMmodulation by employingMarkov chain, which makes the random
value distributionmore uniform, which canmake themathematical expected average
value of the random switching frequency is approximated to the rated switching
frequency. The change range of the random switching frequency can be divided into
[f s − S, f s + S]. The two parts correspond to the two states of less than the rated
switching frequency and greater than the rated switching frequency. The sum of the
probability that the system’s switching frequency is in the two states is 1, that is, P1

+ P2 = 1. The Markov chain algorithm obtains uniform parameters by randomly
sampling in the probability space. Random values are continuously generated during
the algorithm process, which obeys certain rules that can generate better parameter
values. Then the generated random value is combined with the sine signal to achieve
an optimized sine random signal.

During the action of the sine signal, the random value of theMarkov chain follows
the change of the sine signal. In the positive half cycle of the sine signal, the carrier
frequencyfirst increases and then decreases,while the action in the negative half cycle
is reversed. The random value changes four times in a sine signal cycle. The sum of
the change frequency of the sinusoidal signal and the wide-range change frequency
of the random value is expressed as the center frequency. So the frequency selection
of the sine signal is related to the center frequency. Reflected in the proportional
relationship, the frequency of the sinusoidal signal accounts for one-fifth of the
center frequency. And the frequency of the sinusoidal signal is positively correlated
with the center frequency.

Define the expansion ratio of ERDPWM modulation as:

m = f

fc
(8)

where f is the frequency of the sinusoidal signal, and f c is the center frequency of
the PWM modulation.

In ERDPWM modulation, the spread ratio is modulated in the linear region to
satisfy 0 < m ≤ 1. When m = 1, the system oscillates and the total energy of
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Fig. 2 Block diagram of random carrier frequency implementation

current harmonics increases; when m is close to zero, ERDPWM modulation is
approximately RSFPWM modulation. Too large or small m affects the distribution
of harmonics in the current spectrum, where the spreading ratio m = 0.2.

The carrier frequency realization block diagram is shown in Fig. 2.
The carrier frequency expression of the expanded random switching frequency

PWM modulation is shown in Eq. (9).

f ′
s = [k1 + k2 sin(ωt)] + Si� fs (9)

where, sin(ωt) is a periodically changing function, where ω = 2π f , k1 and k2 are
natural numbers that are not zero, Si is a random number generated by the Markov
chain algorithm, and �f s is a fixed frequency band.

The carrier frequency in the ERDPWM modulation mode is a combination of
a sinusoidal signal and a random frequency band. In practical applications, it is
necessary to consider the heat dissipation and loss of the switching device. Therefore,
the frequency band �f s in ERDPWM modulation is selected as 2 kHz, and the
expected center frequency is 5 kHz. Thus, the range of the random carrier frequency
f ′
s in ERDPWMmodulation is set to [3, 7 kHz]. The ERDPWMmodulation not only

inherits the advantages of RSFPWMmodulation, but also improves the randomness
of the carrier frequency, by which the ERDPWMmodulation has a greater harmonic
peak reduction degree.

4 Modeling and Analysis

The Matlab/Simulink tool is used to simulate a FOC driven PMSM. And the PWM
switching frequency f c is 5 kHz.

The carrier generation module of ERDPWM modulation is shown in Fig. 3. The
triangular carrier generator with random frequency is shown in Fig. 4. The frequency
of the random carrier signal in ERDPWM modulation shows a sinusoidal cycle
change trend, which makes the carrier frequency more random.

In order to verify the effectiveness of the proposedERDPWMmodulationmethod,
a comparsion between three different modulation is present. The distribution of



666 X. Guo et al.

SineMarkov

Fig. 3 Random carrier model

Fig. 4 Random carrier

harmonic energy and the change of harmonic amplitude in the three-phase current
under different PWM modulation are shown in Fig. 5.

The FFT analysis of motor current generated by PWM modulation with fixed
carrier is shown in Fig. 5a. It can be seen that there are obvious harmonic peaks and
harmonic bands at the switching frequency and its integer multiples. The harmonic
at the switching frequency and its integer multiple frequencies cause high-frequency
noise of the motor, and affect the performance and control accuracy. The RSFPWM
modulation effectively reduces the harmonic peaks in the current spectrum, and
disperses the energy of the harmonic peaks into a wider frequency band as shown
in Fig. 5b. However, there are still some obvious harmonic peaks and harmonic
bands still in the frequency spectrum. Thus, the suppression of high-frequency
noise is limited. The FFT analysis of the current under ERDPWM modulation is
shown in Fig. 5c. It can be found that there is no obvious harmonic peaks in the
entire frequency spectrum basically, and the harmonic band is relatively smooth.
The ERDPWMmodulation has obvious advantages in reducing the harmonic ampli-
tude at the switching frequency and its integer multiples by dispersing the concen-
trated harmonic energy into a wider frequency spectrum. Moreover, the ERDPWM
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Fig. 5 FFT analysis of random PWM modulation current

Table 1 Comparison of the Harmonic amplitude

PWM RSFPWM Reduction rate % ERDPWM Reduction rate %

f c 0.981 0.592 39.7 0.526 46.4

2 f c 2.909 1.137 60.9 0.616 78.8

3 f c 0.619 0.199 68.0 0.096 84.5

modulation does not affect the low-order harmonics, and will not introduce scattered
harmonics or increase low-order harmonics.

Comparing and analyzing the harmonic amplitudes at the switching frequency and
its double and triple frequency in the current harmonics under PWM modulation,
RSFPWM modulation and ERDPWM modulation, the result is shown in Table 1.

The harmonic amplitudes of the three modulation methods gradually decrease
at the same rated frequency. The ERDPWM modulation method has the largest
reduction rate of the harmonic amplitude. And the harmonic peak dispersing effect
of EREPWM is also the best. It is verified that ERDPWM modulation has good
advantages in dispersing current harmonic peaks, and has a good suppression effect
on the high frequency noise of the motor caused by PWM carriers.

5 Conclusion

This paper analyzes the relationship between current harmonics, vibration, and noise
under fixed PWM carrier frequency and regular random carrier frequency. And it is
concluded that the motor noise is positively correlated with the randomness of the
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carrier frequency. Based on the above analysis, this paper proposes an ERDPWM
modulation method. This novel method replaces the center frequency with a sinu-
soidal signal and then combines the random numbers generated by the Markov
chain algorithm to obtain an optimized sinusoidal random signal. This method can
generate carriers with better frequency randomness. Therefore, the harmonics of the
current obtained by ERDPWMmodulation can bemore evenly dispersed into awider
frequency spectrum, thereby suppressing the amplitude of a single spectral peak. In
turn, themotor noise caused by high-frequency switching is well suppressed. Finally,
this paper verifies the effectiveness of the method through simulation.
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Analysis of Electric Field Focalization
Induced by Transcranial
Magneto-Acoustical-Electrical
Stimulation Parameters

Zhang Shuai, Li Mengdi, Wang Yixiao, and Wang Junjie

Abstract Transcranial magnetic-acoustical-electrical stimulation is a new noninva-
sive brainmodulationmethodwith high spatial resolution and high penetration depth.
However, the effect of electric field focalization induced by transcranial magneto-
acoustical-electrical stimulation parameters is still unclear. In this paper, the electric
field generated by transcranial magnetic-acoustical-electrical stimulation is simu-
lated. The influence of the phased array transducer parameters on the induced elec-
tric field distribution is analyzed. The induced electric field distribution caused by
different phased array parameters was calculated. The distribution characteristics of
the induced electric field are analyzed from the radial and axial directions of the preset
focusing point. The simulation results show that induced electric field intensity in the
focusing region increases with the length and width of array elements and decreases
with the array gap widening. There is a significant negative correlation between the
size of focal region and the gap of the array elements. The correlation between phased
array parameters and focusing performance is analyzed in this paper, which provides
reference and theoretical guidance for research on improving the focusing property
of induced electric field.

Keywords Transcranial magnetic-acoustical electrical stimulation · Induced
electric field distribution · Electric field simulation

1 Introduction

At present, neurological diseases have become one of themain diseases that endanger
human health. Relative lack of domestic mental health service resources, mental
illness treatment with high recurrence rate and low treatment problems [1]. Tradi-
tional drugs are generally difficult to cure neuropsychiatric diseases and long-term
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taking accompanies with side effects. With the increasing demand of mental health,
China has made a Brain Initiative to focus on the development of mental discipline.
As one of the important means of brain neuromodulation technique is widely used
in the treatment of Alzheimer’s disease, Parkinson’s disease, epilepsy, depression
and other mental diseases, with significant efficacy and a wide range of application
prospects [2–4].

Noninvasive brain modulation techniques are commonly used in the diagnosis
and treatment of mental disorders in the field of brain science. It directly regulates
abnormal neural activity based on the principle of electromagnetic induction. By
means of magnetic field or induction electric field, it stimulates the specific target
area that causes the disease and then changes the discharge activity of nerve tissue,
so as to achieve the purpose of regulating brain function. Transcranial magnetic stim-
ulation (TMS), the earliest NBM technology, plays an important role in exploring
brain function, remodeling brain network, and treating brain diseases, but the depth
of penetration limits the therapeutic effect [5–7]. Transcranial direct current stimu-
lation (tDCS) regulates the activity of nerve tissue by regulating the excitability of
neurons through the current transferred from electrodes to brain regions. Transcranial
ultrasound stimulation (TUS) uses low-frequency ultrasound to penetrate the skull
to stimulate the local brain region, which has the characteristics of high resolution.
However, the neuroregulatory mechanism and implementation means of TUS are
still in the primary research stage [8–10].

Transcranial magnetic-acoustical-electrical stimulation (TMAES) is a new neuro-
modulation technique that can stimulate nervous tissue safely and noninvasively.
As a new, safe and noninvasive neuromodulation technique, TMAES technology
combines the high stimulation depth of TUS with the high spatial resolution of
TMS. It is expected to overcome the limitations of TUS and TMS, showing a broad
development prospect and research value in brain science research and clinical appli-
cation [11, 12]. The ultrasonic phase-controlled array probe is composed of several
small piezoelectric ceramic pieces embedded together and mainly adopts the elec-
tronic phase-controlled focusing method. The focus of the beam can be realized by
changing the delay time of the excitation pulse and adjusting the phase difference
between the array [13]. The phased array focusing technology can improve the flex-
ibility of ultrasonic focusing to a certain extent and obtain a higher resolution of
sound field distribution. The effective stimulus depth and focusing characteristics
are affected by the structural parameters of the ultrasonic probe. In this paper, the
magneto-acoustic electric stimulation technology based on ultrasonic phased array
is explored by changing the structural parameters of the array. It is helpful to under-
stand the effects of different stimulation parameters on the regulation of neuroelec-
trophysiological activities. It provides some reference for improving the precision of
neuromodulation in clinical practice.
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2 Model and Methods

2.1 Principle of Transcranial Magnetic Acoustic
and Electrical Stimulation

TMAES is a means to apply ultrasound to the nerve tissue in the static magnetic field
to make the charged particles vibrate to generate induced current, and then regulate
the nerve. The focused ultrasonic wave acts on the charged particles and makes them
move along the direction of the vertical magnetic field. Under the action of Lorentz
force, positive and negative charges move in the opposite direction, thus generating
the induced electric field. The schematic diagram shows in Fig. 1.

Suppose the particle with charge q in the nerve tissue vibrates at velocity v in the
ultrasonic focusing region, and the strength of the static magnetic field is B. When
the Lorentz force on the ultrasonic wave, the static magnetic field and the particle
are orthogonal, the Lorentz force conforms to the following relation:

F = qv × B (1)

The amplitude of particle vibration velocity v and the ultrasonic sound pressure
p in the ultrasonic focusing region meet the following requirements:

v = p

ρc0
(2)

where ρ and c0 represent the tissue density and the propagation velocity of ultrasonic
wave in neural tissue, and can be obtained by combining the first two equations:

Fig. 1 Schematic diagram of transcranial magnetic acoustic electrical stimulation
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F = q
Bp

ρc0
(3)

According to Eq. (3), the induced electric field E generated in the nerve tissue
can be expressed as:

E = Bp

ρc0
(4)

According to Eq. (4), the induced electric field distribution can be calculated
according to the relationship between the distribution of focused sound field.

2.2 Array Transducer and Parameters

As shown in Fig. 2, there are four main parameters of array transducer, namely, array
numberN, the length of a single array element: L, the width of a single array element:
a and the gap of a single array element: d. The spatial distribution of ultrasound
generated by array transducers is related to the natural frequency f , sound velocity
c0, array number N, array length L, array width a and array interval d of ultrasonic
transducers,which is called the spatial distribution characteristics of array transducers
[14]. The ultrasonic focusing effect generated by array transducer can be obtained
by calculating the sound pressure superposition of a single array element [15]. In
this paper, the directional coefficient function and the directivity function Db(θ ) are
introduced to represent the beam propagation property. According to the definition of
directivity function and sound field distribution, the normalized ultrasonic focusing
directivity function D(θ,ϕ) can be deduced.

Where the direction coefficient function Db(θ ) is:

Db(θ) = sin( 2πb
λ

sin θ)

2πb
λ

sin θ
(5)

where b, λ and θ are half of the transducer length, the ultrasonic wavelength, and the
angle between the sound wave and the central axis.

Fig. 2 Array transducer
model

L

d

a

N
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Table 1 Organizational
parameters

Medium Density (kg/m3) Propagation velocity (m/s)

Scalp 1060 1585

Harnpan 1912 2300

Brain tissue 1030 1550

The normalized ultrasonic focusing directivity function DB(θ,ϕ) is:

DB(θ, ϕ) = DB1(θ, ϕ) · DB2(θ, ϕ)

Da
2
(θ)

(6)

where DB1(θ,ϕ) and DB2(θ,ϕ) respectively represent the directivity function of a
single rectangular matrix when focusing and the directivity function of a simple
point source linear array when focusing.

In order to make the simulation closer to the real situation, the attenuation of
ultrasound caused by Skull, scalp and other factors should be considered [16], In this
paper, the media consists of scalp, skull and brain tissue. The skull is 15 mm away
from the array transducer, and the skull thickness is 5 mm. The tissue parameters are
shown in Table 1.

The linear propagation of low-intensity focused ultrasound can be seen in the
tissue. Since the amplitude of S-wave is much smaller than that of P-wave, the
nonlinear effect and S-wave are ignored in the simulation process [17]. In order
to minimize the attenuation of signals in the skull and brain tissue, the ultrasonic
frequency should be less than 1 MHz.

3 Influence of Array Transducer Parameters on Electric
Field Distribution

3.1 Influence of the Length of a Single Array Element
on Electric Field

In this study, the preset focal length F is 3.6 cm, and the array parameters are selected
as N = 16, a = 0.5λ, d = 0.25λ, c0 = 1500 m/s and f = 0.5 MHz. The L is taken
as 5 times, 7.5 times and 10 times a.

Figure 3 shows the variation of induced electric field distribution with L. It can be
seen from the figure that the increase of L can not only improve the induced electric
field intensity in the focal area, but also effectively suppress the induced electric field
distributed in the near-field area.

Figure 4 shows the radial and axial distribution of the preset focus. It can be
seen from the figure that the amplitude of the radial main side lobe is positively
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Fig. 3 Distribution of induced electric field when L is 5, 7.5 and 10 times a

Fig. 4 Radial and axial distribution of induced electric-field

correlated with L. The increase of L can effectively suppress the induced electric
field distribution within the axial focal length.
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Fig. 5 Distribution of induced electric field when a is 0.125, 0.25 and 0.5 times λ

3.2 Influence of Array Width on Electric Field

In this study, the preset focal length F is 3.6 cm. Select array parameters as N = 16,
L = 5λ, d = 0.25λ, c0 = 1500 m/s and f = 0.5 MHz. The array element width a is
taken as 0.125, 0.25 and 0.5 times λ.

Figure 5 shows the variation of induced electric field distribution with A. It can
be seen from the figure that with the increase of A, the focal area gradually shrinks
and the amplitude of the induced electric field doubles.

As the left of Fig. 6 shows, as the width of array element increases, the amplitude
of main lobe increases and the distribution range Narrows, the width of the main
lobe gradually decreases, and the energy becomes more concentrated.

From the right of Fig. 6, with the increase of the array width, the focusing
depth gradually increases while the induced electric field increases, the length of
the focusing area gradually decreases, and the attenuation in the skull and scalp
decreases gradually. Therefore, in order to improve the intensity and depth of the
induced electric field in the beam focusing region, the width of each array element
should be appropriately enlarged.

3.3 Influence of Array Gap on Electric Field

In this study, the preset focal length F is 3.6 cm. The array parameters are N = 16,
L = 10a, a = 0.5λ, c0 = 1500 m/s and f = 0.5 MHz. The array element spacing d
is taken as 0.67λ, 0.5λ and 0.25λ.
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Fig. 6 Radial and axial distribution of induced electric-field

As shown in Fig. 7, the reduction of array clearance can effectively inhibit the
distribution of electric field side lobes. But it increases the area of focus.

As the left of Fig. 8 shows, the width of main lobe and side lobe is mainly affected
by the reduction of matrix gap. With the increase of gap, the width of the main lobe
decreases, the side lobe steps increase, and the energy proportion of the main lobe
decreases. From the right of Fig. 8, with the increase of the gap, the focusing depth
gradually increases, but the energy attenuation is also obvious, the length of the

Fig. 7 Distribution of induced electric field when d is 0.67,0,5 and 0.25 times λ
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Fig. 8 Radial and axial distribution of induced electric-field

focusing region decreases, and the induced electric field intensity in the focusing
region decreases. Therefore, in order to improve the beam focusing, the spacing of
each array should be reduced appropriately.

4 Conclusion

In this paper, the induced electric field generated by the ultrasonic phased array
transducer and themagnetostatic field acting together in the neural tissue is simulated
and analyzed. The induced electric field distribution generated by the different phased
array structure parameters in the biological tissue is calculated. The simulation results
show that the change of array elements length only impacts the induced electric
field intensity about the focusing region. The increase of array elements width can
improve the depth of the focal region and increase the induced electric field intensity
in the focusing region. It can also reduce the width of the main lobe and improve
the focusing effect. Compared with the width of array elements, the increase of the
elements gap has less influence on the main lobe and side lobes. As the interval
widens, the focal length increases and the intensity of the induced electric field
about the focusing region decreases. The simulation results provide reference for
further exploring the distribution characteristics of the induced electric field about
the ultrasonic focusing region of TMAES. The results also provide guidance and help
for the research on improving the focusing property of the induced electric field.
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Torque Ripple Suppression of Low
Voltage Permanent Magnet Synchronous
Motor Based on Harmonic Voltage
Injection

Wang Dongwen, Wang Lianghui, Zhou Wei, and Wang Weishen

Abstract Low voltage AC permanent magnet synchronous motor is widely used in
military materials, medical devices, intelligent robots and other occasions because
of its excellent performance and the characteristics of battery power supply. But the
larger torque ripple also limits its application in some high-precision occasions. In
order to solve this problem, based on themathematical model of PMSM fundamental
and harmonic, the physical and mathematical sources of torque ripple are analyzed.
Based on the way of compensating harmonic voltage to the control system, the
fifth and seventh harmonic components in the three-phase current of the motor are
eliminated, so as to suppress the torque ripple. In the Simulink simulation and actual
experiment, the output torque ripple amplitude of the motor is effectively reduced,
which verifies the reliability of this method. This method is based on the software
level algorithm, without adding any hardware equipment. The application of this
algorithm effectively improves the sensitivity, torque accuracy and application range
of low-voltage permanent magnet synchronous motor.

Keywords Torque ripple · Harmonic voltage · Low voltage · PMSM

1 Introduction

AC PMSM has an important position in the servo field due to its high power density,
high efficiency and high reliability [1].The low-voltage high-current AC PMSM
is widely used in some special occasions such as medical equipment, robots, AGV
logistics vehicles, and military equipment [2]. However, in some occasions with high
torque accuracy requirements, due to the design of the low-voltage PMSM body and
the dead zone of the controller, the smoothness of the motor output torque is not
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ideal [3]. In the conventional control mode, excessive torque ripple cannot meet the
application requirements of special occasions.

Experts and scholars at home and abroad have done a lot of research work on
improving the current waveform and reducing the torque ripple. The torque ripple
of PMSM mainly comes from two aspects. The first one is the cogging torque:
asymmetrical stator cogging, imperfect winding distribution and core saturation will
cause the air gap magnetic field waveform distortion [4]. The improvement method
of cogging torque is mainly by optimizing the design of the motor body to optimize
the sine of the air gap magnetic field [5]. The second is harmonic torque: The dead
zone effect of power switching devices and the conduction voltage drop [6]will cause
the 5th and 7th harmonics in the motor current, which will cause the back EMF and
stator current to be distorted during the operation of the motor, which contains a large
number of higher harmonics. High-order harmonics will produce torque ripple [7, 8].
The improvement method of harmonic torque is mainly through the use of no dead
zone switch control mode, injecting harmonic current into the control loop, parallel
resonance controller on the current control loop, and adding LC filter circuit in the
three-phase main loop. However, these methods usually have complex algorithms,
numerous devices, and poor practicability.

In order to better solve the problem of harmonic torque caused by the dead zone
effect of power devices and the conduction voltage drop, this paper proposes a control
strategy to compensate the 5th and 7th harmonic voltages in the control loop. The
control unit superimposed on the harmonic compensation voltage can effectively
eliminate the 5th and 7th harmonic currents in the main circuit, thereby suppressing
the 6th pulsation component in the output torque. On the basis of the established
PMSM mathematical model, in order to suppress the harmonic components in the
motor current, the 5th and 7th harmonic currents are extracted in real time through the
coordinate transformation method, and the extracted harmonic currents are respec-
tively closed-loop control to obtain the corresponding harmonic voltage, and feed-
back this harmonic voltage in the control loop to offset the nonlinear problem of the
switching device. This paper verifies the effectiveness of the algorithm through simu-
lation and experiment. It can optimize the output torque ripple of themotor while also
improving the sensitivity of the system. Moreover, the algorithm is simple, flexible,
and has a wide range of applications, and does not require additional components,
which has strong engineering practical significance.

2 PMSM Fundamental Wave and Harmonic Mathematical
Model

In general motor theory, the electromagnetic torque of the motor is determined by
the motor back EMF and the main loop current. The closer the back EMF and current
are to the ideal sine wave, the smoother the electromagnetic torque. As mentioned
in the introduction, the non-linear characteristics of the inverter itself will distort
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the output voltage waveform of the inverter, resulting in the 5th and 7th harmonic
currents in the main circuit, which in turn causes the motor to produce 6th torque
ripple. Therefore, this article starts from the PMSM fundamental wave mathematical
model, and further establishes its 5th and 7th harmonic mathematical models, and
proposes a control strategy to suppress torque ripple based on this mathematical
model. Since this article mainly focuses on the optimization strategy of harmonic
torque, the following assumptions are made in the analysis process: ➀ The motor
body is an ideal model, the three-phase windings are distributed symmetrically, and
the star connection; ➁ The motor core saturation effect can be Ignore and do not
consider the various losses of the motor; ➂ It is considered that the resistance and
inductance parameters are constant during the operation of the motor; ➃ The stator
three-phase current does not contain even harmonic components.

2.1 Fundamental Voltage Equation of PMSM

The voltage equation in the PMSM three-phase stationary coordinate system is trans-
formed to the d-q synchronous rotating coordinate system by constant amplitude as
shown in formula (1):

{
ud = Rsid + Ld

did
dt − ωLqiq

uq = Rsiq + Lq
diq
dt + ωLdid + ωψ f

(1)

In the above formula, ud , uq are the stator d and q axis voltages; id , iq are the
stator d and q axis currents; Ld , Lq are d and q axis inductances; ψ f is the rotor
permanent magnet flux linkage; Rs is tator winding resistance; ω is the rotational
angular velocity of the fundamental wave.

Motor electromagnetic torque equation:

Te = 1.5piqψ f (2)

p is the number of motor pole pairs.
In the case that only the fundamental wave is considered, the above voltage equa-

tions are all DC constants. Therefore, the electromagnetic torque is also constant.
When the three-phase voltage contains high-order harmonics, the voltage and current
are no longer pure direct currents after transformation by formula (1). It will
inevitably cause the electromagnetic torque to fluctuate, which is also the math-
ematical source of torque ripple. It is known that the content of the three-phase
voltage is all odd high-order harmonics, and because the winding adopts the star
connection method, the motor will not contain the harmonics of multiples of 3 and
3. And the higher the harmonic order, the smaller its amplitude. Therefore, the 5th
and 7th harmonics are the main research objects below.
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2.2 The 5th and 7th Harmonic Voltage Equation of PMSM

In the stator A-B-C three-phase coordinate system, the rotation direction of the 5th
harmonic voltage of the motor is opposite to the fundamental wave, and the rotation
speed is 5ω. The same as 7ω. In the three-phase static coordinate system, only the
fundamental, 5th and 7th harmonics are considered, the three-phase voltage of the
permanent magnet synchronous motor can be expressed as:

⎧⎨
⎩
ua = u1 sin(ωt + θ1) + u5 sin(−5ωt + θ5) + u7 sin(7ωt + θ7)

ub = u1 sin
(
ωt + θ1 − 2π

3

) + u5 sin
(−5ωt + θ5 − 2π

3

) + u7 sin
(
5ωt + θ7 − 2π

3

)
ub = u1 sin

(
ωt + θ1 + 2π

3

) + u5 sin
(−5ωt + θ5 + 2π

3

) + u7 sin
(
7ωt + θ7 + 2π

3

)
(3)

In the above formula, u1, u5, u7 are the amplitude of the corresponding harmonic
voltage, θ1, θ5, θ7 is the initial phase angle corresponding to the harmonic voltage.

The Eq. (3) is transformed to the d-q synchronous rotating coordinate system by
equal amplitude value, and then:

{
ud = ud1 + u5 cos(−6ωt + θ5) + u7 cos(6ωt + θ7) + · · ·
uq = uq1 + u5 sin(−6ωt + θ5) + u7 sin(6ωt + θ7) + · · · (4)

In the above formula, ud1, uq1 are the d and q axis components of the fundamental
voltage.

In the same way, the current equation in the d-q synchronous rotating coordinate
system is obtained:

{
id = id1 + i5 cos(−6ωt + θi5) + i7 cos(6ωt + θi7) + · · ·
iq = iq1 + i5 sin(−6ωt + θi5) + i7 sin(6ωt + θi7) + · · · (5)

In the above formula, id1, iq1 are the d and q axis components of the fundamental
current. i5, i7 are the amplitude of the 5th and 7th harmonic currents. θi5, θi7 are the
initial phase angle of the 5th and 7th harmonic currents.

It can be seen from Eqs. (4) and (5) that the distortion of the stator voltage and
currentwaveform is due to the high-order harmonic components, and themost impor-
tant component is the 5th and 7th harmonics. And in the fundamental synchronous
rotating coordinate system, ud , uq , id , iq all contain the 6th harmonic component,
and then from the formula (2), the electromagnetic torque mainly contains the 6th
harmonic component, which is the source of the 6th torque ripple in the previous
section.

The current Eq. (5) is transformed into d-q coordinate and then substituted into
Eq. (1) to obtain the voltage equation with harmonic components:
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⎧⎪⎪⎨
⎪⎪⎩
u∗
d = −ωLqiq1 + Rsid1 + 5ωLqi5 sin(−6ωt + θ5) + Rsi5 cos(−6ωt + θ5)

−7ωLqi7 sin(6ωt + θ7) + Rsi7 cos(6ωt + θ7)

u∗
q = ωLdid1 + Rsiq1 − 5ωLdi5 cos(−6ωt + θ5) + Rsi5 sin(−6ωt + θ5)

+7ωLdi7 cos(6ωt + θ7) + Rsi7 sin(6ωt + θ7)

(6)

As the above formula, in the fundamental wave d-q synchronous rotating coordi-
nate system, the fundamental wave component is the direct current, and the 5th and
7th harmonics are the alternating current.

2.3 Principle of 5th and 7th Coordinate Transformation

The voltage Eq. (6) contains the 5th and 7th harmonic currents. According to the
rotating coordinate theory, the 5th harmonic current is AC in the fundamental wave
and the 7th rotating coordinate system, and DC in the 5th rotating coordinate system;
The 7th harmonic current is AC under the fundamental wave and the 5th rotating
coordinate system, and DC under the 7th rotating coordinate system. As a result, the
5th and 7th harmonic currents can be extracted by rotating coordinate transformation,
so as to perform corresponding harmonic voltage compensation respectively.

The transformation matrix from the fundamental synchronous rotating coordinate
system to the 5th and 7th harmonic rotating coordinate system is shown in formulas
(7) and (8):

Td1q1−d5q5 =
[

cos(−6θ) sin(−6θ)

− sin(−6θ) cos(−6θ)

]
(7)

Td1q1−d7q7 =
[

cos(6θ) sin(6θ)

− sin(6θ) cos(6θ)

]
(8)

Substituting the harmonic mathematical model of Eq. (6) into Eq. (7) and
removing the AC component, the equation of the 5th harmonic current in the 5th
rotating coordinate system can be obtained:

{
ud5 = 5ωLqiq5 + Rid5
uq5 = −5ωLdid5 + Riq5 − 5ωψ f 5

(9)

In the same way, the equation of the 7th harmonic current in the 7th rotating
coordinate system can be obtained:

{
ud7 = −7ωLqiq7 + Rid7
uq7 = 7ωLdid7 + Riq7 + 7ωψ f 7

(10)
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Fig. 1 Harmonic current extraction

3 Harmonic Voltage Compensation Strategy

3.1 Harmonic Current Extraction

To obtain the harmonic compensation voltage, the 5th and 7th harmonic currents
must be extracted first. From Eqs. (7) and (8), the d and q axis components of the
5th and 7th currents can be obtained through coordinate transformation and filtering
links. The harmonic current extraction module is shown in Fig. 1.

3.2 Harmonic Voltage Compensation

The compensation strategy is to superimpose the harmonic voltage feed forward
compensation on the basis of the 5th and 7th harmonic current closed loop. The 5th
harmonic voltage compensation module is shown in Fig. 2.

Fig. 2 Compensation voltage generation
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Fig. 3 Compensation
voltage injection

Fig. 4 Control system with voltage compensation

The same method can get the 7th harmonic voltage ud7_com , uq7_com . The 5th and
7th feedforward compensation voltage calculation modules are Eqs. (9) and (10).

Inverse transformation of 5th and 7th compensation voltage can get the voltage
component in the fundamental wave coordinate system, Then it can be added to get
the final compensation voltage ud_com , uq_com . Module as shown in Fig. 3.

In summary, the control strategy in this article is to add a harmonic current loop
composed of a harmonic voltage compensation module on the basis of the double
closed loop PI control.

Then inject the compensation voltage into the corresponding d-axis and q-axis
voltage to form the entire voltage compensation system (Fig. 4).

4 Simulation

In order to verify the effectiveness of the above control strategy, this paper establishes
a low-voltage PMSM model in Matlab/Simulink environment, and compares the
compensation algorithm system described in the text with the original system, and
analyzes the torque ripple amplitude and 5, THD value of 7th harmonic current.
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The saliency PMSM is selected for simulation, and high-order harmonic current is
generated by setting the inverter dead time and power device conduction. The relevant
parameters are shown in Table 1.

The given speed is 1000 r/min and the load torque is 3 Nm. The output torque
before and after the harmonic voltage compensation algorithm is added is shown in
Figs. 5 and 6.

The algorithm improves the torque smoothness. Before optimization, the torque
ripple amplitude is close to 1.2 Nm, and after optimization, the torque ripple
amplitude becomes 0.3 Nm, which effectively reduces the torque ripple amplitude.

It can be seen from the waveform comparison before and after U-phase current
optimization in Fig. 7 that the sine of the waveform is significantly improved, and
the harmonic glitch suppression effect is obvious. Performing fast Fourier transform
to obtain the current spectrum shows that the total harmonic distortion (THD) is
reduced from 9.68 to 2.21% after adding the algorithm. The 5th and 7th harmonic
components are reduced from 3.38 and 3.49% before the algorithm is added to 0.09
and 0.16%. It can also be found from the current comparison in Fig. 8 that the q-axis
components of the 5th and 7th currents have dropped from the previous 1A and −
1.1A to about 0A respectively.

Table 1 Motor and inverter
parameter table

Parameter Value

Stator resistance R/� 0.00177

Q-inductance Lq /µH 19.5

D-inductance Ld /µH 17.97

Number of pole pairs P 3

Load torque TL /Nm 3.0

IGBT turn-on voltage drop/V 0.7

Diode conduction voltage drop/V 1.1

Dead time (µs) 2

Fig. 5 Optimized torque waveform
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(a)U-Current (No compensation)           (b) Fourier analysis

(c) U-Current (Compensated)          (d) Fourier analysis 

Fig. 6 U-phase current waveform and spectrum analysis results a 5th current (no—com.), b 7th
current (no—com.), c 5th current (compensated), d 7th current (compensated)

(a) 5th current (No—com)       (b) 7th current (No—com)

(c) 5th current (Compensated)    (d) 7th current (Compensated)

Fig. 7 5, 7 times q-axis current before and after optimized
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Fig. 8 Before and after U phase current is added to the algorithm

5 Experiment

In order to further verify the effectiveness and practicability of the above-mentioned
harmonic suppression method, this paper uses a 1.6 kW PMSM vector control plat-
form to experimentally verify the algorithm, and compares and analyzes the current
waveform when the algorithm is not added.

The main control chip of the experiment adopts DSP-TMS320F283335 of TI
Company, and the PWM frequency is set to 10 kHz. In the above experimental
platform and parameter settings, the given speed is 1000r/min, the load torque is
3 Nm, and the U-phase current waveform before and after adding the algorithm is as
follows.

It can be seen from the figure that the current harmonic content is significantly
reduced after adding the harmonic suppression algorithm, and the sine of the wave-
form increases. TheFourier analysis of thewaveformshows that the harmonic content
is reduced from 15.76% before optimization to 7.97%. The optimization effect is
more obvious, which reflects the practicality of the algorithm.

6 Conclusion

In order to reduce the amplitude of torque ripple and increase the scope of applica-
tion of low-voltage permanent magnet synchronous motors, this paper analyzes the
mathematical sources of torque ripple and proposes to inject harmonic compensation
voltage to suppress the 5th and 7th harmonics in the phase current. Then cancel the
6th pulsation component of torque. This paper establishes a motor voltage model
in a high-order rotating coordinate system, and superimpose it with the 5th and 7th
harmonic voltage under id = 0 closed-loop control mode to obtain the d and q axis
compensation voltage. After the compensation voltage is superimposed on the orig-
inal control system, the simulation and experimental results show that the addition
of this algorithm can well improve the current waveform distortion caused by the
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nonlinearity of the inverter, and also effectively suppress the torque ripple of the
PMSM. So as to verify the feasibility of the algorithm.
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Low-speed Sensorless Control Method
of SPMSM for Oil Pump Based
on Improved Pulsating High-Frequency
Voltage Injection
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Abstract Aiming at the problem that the sensorless surface-mounted permanent
magnet synchronous motor has a certain failure rate and poor low-speed control
performance, an improved sensorless rotor initial position detection and low-speed
position tracking method is proposed. First of all, the pulsating high-frequency
voltage is injected into the estimated coordinate system, and the relationship between
current response and position error is obtained through the principle of flux linkage
cross-coupling. The composite phase-locked loop rotor position observer is estab-
lished by optimizing the filter and performing phase compensation of the modulation
signal. Then, combined with pulse voltage vector injection, the conditions for deter-
mining the rotor polarity are given. This observer can accurately detect and track the
rotor position from start to low speed in sensorle ss control. Finally, build a test plat-
form for oil pump experiments, the experimental results verify that the method can
realize the closed-loop start of the surface-mounted permanent magnet synchronous
motor with large torque at rest, which improves the efficiency and robustness of
low-speed operation.
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1 Intruduction

Surface-mounted permanent magnet synchronous motors (SPMSM) have the advan-
tages of simple structure, wide speed range, high power density, etc. Therefore,
they are widely used in the electric industry [1–3]. In order to overcome the short-
comings caused by the position sensor to the system, many scholars and engineers
have devoted themselves to the research of position sensorless control technology.
Commonly used position observers based on fundamental excitation models, such
as sliding-mode observer [4, 5], luenberger observer [6], model reference adaptive
control [7], etc. However it is only applicable in the middle and high speed section,
so static startup and low speed operation are the hot and difficult points of this kind
of technology research.

The high-frequency injection method based on non-ideal characteristics can
demodulate the rotor position information from the feedback current/voltage
according to the salient pole effect [8–10]. It does not rely on information such
as the motor parameters and back electromotive force in the fundamental excitation
model, and get better results in start-up and low-speed operation [11].

Reference [12] studies a SPMSM’s rotor initial position detectionmethod of pulse
voltage injection, and proposes an improved five-voltage vector injection method.
Select the optimized voltage vector for secondary injection and calculate, but there
are higher requirements on the bandwidth and accuracy of the current sampling
circuit. The traditional pulsating high-frequency voltage injection method extracts
rotor angle information by injecting high-frequency voltage excitation into the stator.
[13, 14], which can realize the start of SPMSM under heavy, but there are problems
of phase delay and failure to judge the polarity of special positions.

In order to further improve the accuracy of rotor position estimation, this paper
proposes an improved pulsating high-frequency voltage injection method. Starting
from the analysis of the cross-coupling of the flux linkage of the motor, the high-
frequency equivalent mathematical model of the motor is established. By optimizing
the filter and performing phase compensation of the modulation signal, the rotor
position estimation error is indirectly compensated. On this basis, combined with
pulse voltage vector injection, the conditions for determining the rotor polarity are
given. Emphasize the sequence of signal injection to ensure program coherence and
improve the success rate of judgment. Experiments on the SPMSM for oil pump
verify the effectiveness of this method and the advantages compared to traditional
high frequency pulsation injection.
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2 Saturation Salient Pole Effect and High Frequency
Mathematical Model of SPMSM

2.1 Analysis of Saturation Salient Pole Effect of SPMSM

The working point of the d-axis magnetic circuit is usually set at the inflection point
of the curve ψ − i [15], and the working point of the q-axis magnetic circuit is set at
the origin, which makes the d-axis magnetic link very sensitive [16, 17], but q-axis
is not.

When the magnetic circuit of SPMSM is not saturated, the d-axis and q-axis flux
linkages are not coupled [18, 19];When the magnetic circuit of SPMSM is saturated,
the d-axis and q-axis flux linkages are coupled, and there is mutual inductance, so
their flux linkage formula is as follows:

{
ψd = Ldid + Mdqiq + ψdr

ψq = Lqiq + Mqdiq + ψqr
(1)

where ψd , ψq , Ld , Lq , id , iq are the flux linkage, inductance and current of the d-
axis and q-axis, respectively;Mdq , Mqd are the mutual inductance between d-axis
and q-axis, Mdq = Mqd ;ψdr and ψqr are the flux linkage components produced by
the permanent magnet on the d-axis and q-axis. As shown in Fig. 1, it can be seen
that the saturated saliency effect will cross-couple the magnetic chains, the d-axis
self-inductance changes approximately sinusoidally with the rotor position.

Fig. 1 Inductance change
curve of SPMSM
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2.2 High-Frequency Mathematical Model of SPMSM

When the injected voltage angular frequency ωh is much higher than the motor
rotation frequencyωr , and is much lower than the chopping frequency of the inverter,
The cross-coupling term of the SPMSM in the coordinate system d−q is very small,
The simplified voltage equation in the steady state in the form of impedance is:

[
udh
uqh

]
=

[
Zdhidh
Zqhiqh

]
=

[
Rdh + jωh Ldh 0

0 Rqh + jωh Lqh

][
idh
iqh

]
(2)

In the above expression, udh , uqh ; idh ,iqh ; Rdh , Rqh ; Ldh , Lqh are the high-
frequency components of the voltage, current, stator resistance and stator inductance
under the axis system of d − q, respectively, p is the differential operator, Zdh and
Zqh represent the high-frequency impedance of the d-axis and q-axis, respectively.

3 Position Detection Method Based on Pulsating
High-Frequency Voltage Signal Injection

3.1 Principle of Pulsed High-frequency Voltage Injection

Define the real rotor position as θ and the estimated rotor position as θ̂ , then the
angle between the two coordinate systems is �θ = θ − θ̂ . The high-frequency
current response is transformed into the estimated coordinate system d̂ − q̂ as:

[
îdh
îqh

]
=

[
cos�θ sin�θ

− sin�θ cos�θ

][
1/Zdh 0
0 1/Zqh

]

[
cos�θ − sin�θ

sin�θ cos�θ

][
ûdh
ûqh

]
(3)

In the above formula, ûdh , ûqh and îdh, îqh respectively represent the injected
voltage component and response current component in the coordinate system d̂ − q̂ ,
and then define:

[
Zavg

Zdi f

]
= 1

2

[
Zdh + Zqh

Zdh − Zqh

]
(4)

In Eq. (4), Zavg and Zdi f represent the average and half-difference of high-
frequency impedance between the d-axis and q-axis. Substituting Eq. (4) into Eq. (3),
the following equation can be obtained as:
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[
îdh
îqh

]
= 1

ZdhZqh[
(Zavg − Zdi f cos(2�θ))udh + (Zdi f sin(2�θ))uqh
(Zdi f sin(2�θ))udh + (Zavg + Zdi f cos(2�θ))uqh

]
(5)

In order to reduce the torque ripple, the high-frequency voltage Uinj cos(ωht) is
injected into the d̂-axis, Uinj and ωh are the amplitude and angular frequency of the
injected voltage signal, put them into Eq. (5) to get:

[
îdh
îqh

]
= Uinj cos(ωht)

ZdhZqh

[
Zavg − Zdi f cos(2�θ)

Zdi f sin(2�θ)

]
(6)

Obviously, îdh and îqh, both of them contain rotor position error information. In
addition to the injection signal parameters, îdh is related to Zavg and Zdi f , îqh is
only related to Zdi f . There is a difference between the real d-axis and q-axis high-
frequency impedance, sowhen�θ approaches 0, îqh also approaches 0, and îdh cannot
approach 0. Therefore, select îqh as the input signal of the rotor position observer to
obtain the real rotor position error and speed information.

3.2 Rotor Position Observer Based on Compound
Phase-Locked Loop

The current signal sampled by the circuit contains torque current îqr, high-frequency
response current îqh, and high-frequency harmonic components îqi. The traditional
second-order BPF will cause the signal amplitude to be attenuated by �b times and
the phase shifted by ϕr while extracting îqh, and because the motor is an inductive
load, there is a phase delay angle ϕd̂ + ϕq̂ between the injected ûdh and the response
îqh. In the steady state, the high-frequency resistance is much smaller than the high-
frequency inductive reactance. Ignoring the difference in high-frequency resistance,
the simplified q̂-axis high-frequency current response component can be expressed
as:

îqh = �bUinj Ldi f sin (ωht − ϕb − ϕd̂ − ϕq̂)

ωh Ldh Lqh
sin(2�θ) (7)

In the formula, Ldi f = (
Ldh − Lqh

)
/2, which means the half-difference high-

frequency inductance. When the rotor position error is very small, sin(2�θ) ≈
2�θ , Ldi f < 0,the other items are all positive values, but the polarity of
sin

(
ωht − ϕb − ϕd̂ − ϕq̂

)
is uncertain. This problem directly determines the pole

distribution of the observation system and affects the stability of the system.
Therefore, phase compensation is required for îqh.
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In order to solve the phase shift problem caused by BPF, we no longer extract îqh,
but directlymultiply the sampled current signal with the sinusoidalmodulation signal
and passed through the LPF, îqr becomes the AC component with the same frequency
as the modulated signal and is filtered out, and îqi is still the AC component with a
frequency much higher than ωh , which will also be filtered out. The rotor position
error function f (�θ) obtained is expressed as:

f (�θ) = LPF

(
Uinj Ldi f

2ωh Ldh Lqh

(
1 − cos(2ωht − 2ϕ∗)) sin (2�θ))

= Uinj Ldi f

2ωh Ldh Lqh
sin(2�θ) (8)

In the formula, ϕ∗ = ϕd̂ + ϕq̂). The determination of this value will be discussed
later. When f (�θ) is stabilized through PLL, the frequency difference between the
input value and the feedback value of the speed tends to 0, the phase error converges
to 0, and f (�θ) linearization is: f (�θ) ≈ Uinj Ldi f

ωh Ldh Lqh
�θ = Kε�θ .

Where Kε is the position error coefficient, which is only related to the SPMSM’s
own parameters and the injected high-frequency voltage parameters. At this time,
the estimated rotor position θ̂ is the true rotor position.

The modulation signal needs to be strictly synchronized with îqh to compensate
the phase delay angle ϕ∗. From Eq. (6), when �θ = 0, îqh = 0, îdh �= 0, and they
have the same phase, then îdh can be used as a PLL input signal to determine the phase
delay angle ϕ∗, also ignoring the high-frequency resistance, îdh can be expressed as:

îdh = j ·Uinj cos(ωht − ϕ∗)
−ωh Ldh Lqh

(
Lavg − Ldi f cos(2�θ)

)

= Uinj sin(ωht − ϕ∗)
ωh Ldh

(9)

Among them, Ldi f = (
Ldh + Lqh

)
/2 represents the average high frequency

inductance. The îdh is processed similarly to îqh, and the phase delay angle error
function is obtained:

g(�ϕ∗) = LPF
(
îdh · cos(ωht − ϕ̂∗))

= LPF

(
Uinj

2ωh Ldh

(
sin (2ωht − ϕ∗ − ϕ̂∗ + sin

(−ϕ∗ + ϕ̂∗)))

= Uinj

2ωh Ldh
sin(ϕ̂∗ − ϕ∗) = Kξ sin(�ϕ∗) (10)

where Kξ is the phase error coefficient, ϕ̂∗ is the estimated phase delay angle. It can
be seen that g(�ϕ∗) = 0 ⇒ ϕ̂∗ = ϕ∗ + kπ, (k = 0, 1, 2 . . .). The analysis shows
that the system response is stable. ϕ̂∗ can be used in the sinusoidal modulation signal
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Fig. 2 Rotor position observer of compound phase-locked loop

of îqh to reduce the current deviation caused by the current loop bandwidth. After
omitting the BPF and improving the modulation signal, the composite phase-locked
loop rotor position observer is shown in Fig. 2.

3.3 Judgment of Rotor Polarity

The saturated salient pole effect is symmetrical, and the condition that can make the
Eq. (8) converge to 0 is �θ = nπ(n = 0, 1, 2, . . .), so the actual N pole angle of the
rotormay be θ̂ or θ̂+π . For this reason, a judgmentmethod that avoids interruption of
high-frequency signal injection and can performmultiple polarity checks is proposed
to improve the success rate of polarity judgment. It should be noted that the pulse
voltage vector injection must be performed before the high frequency injection to
obtain the interval where the rotor N pole is located.

According to Fig. 1, the closer to the d-axis, the smaller the inductance, in the
d-axis direction, when the applied voltage is in the same direction as the rotor N pole,
the saturation increases and the inductance decreases; when the applied voltage is
opposite to the rotor N pole, the mainmagnetic circuit desaturates and the inductance
increases. Therefore LS > LN .

Under the condition of not causing the motor to rotate, use voltage vectors ux

with the same amplitude and the same duration at different angles to inject in the
order shown in Fig. 3a. Calculate from the current components under the two-phase
stationary shaft system to obtain the true current response, that is, i2s = i2α + i2β .
Compare the current response amplitude imax, the voltage vector corresponding to
themaximumvalue ismarked as Amax; in order to improve the success rate of polarity
judgment, take Amax as the center and inject the voltage vector according to the order
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Fig. 3 Injection sequence of pulse voltage vector

and angle shown in Fig. 3b, c. Similarly. Record the last position of the maximum
current response as θe. Make the difference between θe and the angle of themaximum
value of the current response injected in the previous rounds. If the angle-difference
>90° more than <90°, then it will be injected again; If the angle-difference >90° less
than <90°, save θe as the final rotor N pole position.

Combine θ̂ and θe, if
∣∣∣θ̂ − θe

∣∣∣ < 90◦, then θ̂ is the true N pole angle of the rotor;

if
∣∣∣θ̂ − θe

∣∣∣ ≥ 90◦, then θ̂ +π is the true N pole angle of the rotor. During this period,

there is no need to interrupt the high-frequency voltage injection, the rotor polarity
is determined at the moment when the rotor position θ̂ is located, and the starting
step is entered.

4 Experimental Results and Analysis

In order to verify the correctness and feasibility of the above analysis, method veri-
fication was carried out on a 300 W oil pump load, and a motor sensorless low-
speed control experimental test platformbasedon improvedpulsating high-frequency
voltage injection was built. The relevant parameters are as follows (Table 1).

The vector control strategy is id = 0, Fig. 4 is the block diagram of the control
system.

Figure 5a shows the injected voltage waveformUinj and the current fundamental
wave response id and iq when the motor is at no-load 200 RPM. Figure 5b shows the
actual rotor position and the estimated rotor position waveform of the motor, with
an average error of 1.8°, which meets the needs of oil pump motor control.

The experimental waveform of the rotor initial position detection is shown in
Fig. 6. Due to the influence of the motor cogging, the rotor usually stops at a certain



Low-speed Sensorless Control Method … 699

Table 1 Motor and control system parameters table

Motor parameters Control system parameters

Winding voltage 8.49 V Injected signal frequency 625 Hz

Rated current 45 A Injected signal amplitude 2.5 V

Torque constant 0.02 Nm/A LPF cut-off frequency 100 Hz

Poles 8 Speed loop frequency 1 kHz

Rated speed 2250 RPM Carrier frequency 10 kHz

Phase resistance (±12%) 0.03424  Microcontroller Freescale-MPC5604

d-axis inductance (±20%) 0.000042 H Upper computer Freemaster

q-axis inductance (±20%) 0.000042 H Absolute encoder CJW-HE-1501A

Permanent magnet flux 0.00335 Wb

Fig. 4 Block diagram of low-speed sensorless control system for SPMSM

cogging. To verify the versatility of the detection method, the actual initial rotor
position θ is selected as: 30°, 90°, −90°, −30°. In the figure, the pulse voltage
vector injection time lasts about 0.1 s, the estimated rotor initial position θ̂ quickly
converges to the actual position θ , and the polarity judgment is completed instantly.
Among them, Fig. 6a, d do not need compensation, and the actual rotor initial position
θ = θ̂ ; Fig. 6b, c need to be compensated by 180°, and the actual rotor initial position
θ = θ̂ +π . The maximum error of initial position identification is about 2.5°, which
meets the requirements of initial position identification.
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Fig. 6 Experimental results of rotor initial position detection

After the motor is started, it can run stably in the range of 50–1500 RPM. Figure 7
shows the motor speed and electrical angle waveforms at ±50 RPM and 30% load,
speed fluctuates within the range of ±10 RPM, the angle is smooth and stable.

In order to verify the speed regulation performance, a motor forward and reverse
switching experiment was carried out. The experimental results are shown in Fig. 8a.
The motor can switch from 300 to −300 RPM in 1.3 s, which can meet the needs of
a large range of speed changes in a short time; In order to verify the anti-disturbance
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Fig. 8 Experimental results during steering switching and sudden load changes

ability of the system, a sudden load experiment was carried out, and the no-load
speed of the motor was set to 200 RPM, and 80% load was suddenly added at 1.5 s.
The experimental results are shown in Fig. 8b. The average speed estimation error
before loading is 10 RPM, and the speed change during the loading phase is about
120 RPM, and it recovers to around 200 RPM within 1 s. After that, the average
speed estimation error is 18 RPM. When the method is used, the load adaptability is
strong at low speed, the load effect is good, and it shows strong robustness.

5 Conclusion

In this paper, the saturated salient pole effect is analyzed and the principle of
pulsating high-frequency voltage injection is studied, and proposes an improved rotor
initial position detection and tracking technology for low-speed sensorless control
of SPMSM for oil pump. The pulsating high-frequency voltage signal is injected
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into the synchronous rotating coordinate system, and the characteristic of perma-
nent magnet synchronous motor cross saturation under high-frequency excitation is
utilized. The frequency and phase characteristics of current response are analyzed,
and the filter is optimized to compensate for the phase delay of themodulation signal.
Then, a rotor position observer with a composite PLL structure is established, which
improves the demodulation SNR and the stability of the control system. Finally, the
polarity judgment condition is established by pulse voltage vector injection, which
effectively improves the success rate of rotor polarity judgment. It is verified by oil
pump platform that this method can identify and track rotor position well, with stable
and reliable operation at the low speed.
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Research on Short Time Scale Failure
Mechanism of MMC Sub-module Busbar

Nana Duan, Shaocong Lu, Xinyu Ma, and Shuhong Wang

Abstract Laminated busbar have the advantages of low impedance, good anti-
interference, high reliability, space saving, easy installation, fast and so on. As a
high-power modular connection component, it is widely used in wind power, photo-
voltaic, electric power and hybrid traction, power generation Systems, power switch
systems, power conversion modules of electric equipment and other places. And it
is indispensable part for the development of the power industry. Therefore, in the
connection part of MMC sub-modules, laminated busbar are also used. This article
first uses FEM Software to extract the stray inductance of the busbar of the module,
highlighting the advantage of low stray inductance of the laminated busbar. Taking
into account the DC short-circuit fault between the sub-modules, the temperature rise
and deformation of the busbar caused by voltage changes are analyzed by using the
electric field-heat transfer-structure three-field coupling method. And by changing
the voltage level of the busbar and the operating time under a certain voltage level,
the safe operating domain of the laminated busbar was judged, and the safe operating
time and voltage were obtained.

Keywords Large capacity · MMC sub-module · Laminated busbar · Short time
scale failure · Safe operation domain

1 Introduction

With the emergence of new power electronic devices, emerging power electronic
technologies represented by flexible DC transmission products have been widely
used, and are showing the development trend of high voltage and large capacity [1].
China has built a number of flexible DC transmission demonstration projects [2].
Commercial insulated gate bipolar transistors (IGBTs) can have a voltage level of
6500 V, a current level of 3600A, and a switching time of about 0.2 µs. Therefore,
the larger di/dt during the IGBT switching action will induce a higher voltage spike

N. Duan (B) · S. Lu · X. Ma · S. Wang
School of Electrical Engineering, Xi’an Jiaotong University, No. 28 Xianning West Road, Xi’an,
Shanxi, China
e-mail: duannana@xjtu.edu.cn

© Beijing Oriental Sun Cult. Comm. CO Ltd 2021
W. Chen et al. (eds.), The Proceedings of the 9th Frontier Academic Forum of Electrical
Engineering, Lecture Notes in Electrical Engineering 743,
https://doi.org/10.1007/978-981-33-6609-1_64

705

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6609-1_64&domain=pdf
mailto:duannana@xjtu.edu.cn
https://doi.org/10.1007/978-981-33-6609-1_64


706 N. Duan et al.

under the action of the stray inductance in the loop. The voltage spike will increases
the voltage stress of the switching device [3]. Laminated busbar have become an
indispensable and important component for the development of the power industry
due to their advantages of low impedance, good anti-interference, high reliability,
space saving, easy installation, and fast speed. Therefore, in the connection part of
MMC sub-modules, laminated busbar are also used.

Most of the research on laminated busbar has focused on the study of its stray
inductance. The Literature [4–11] mainly studied the influence of the physical struc-
ture of the laminated busbar on its stray inductance, including the size of the opening,
the position of the opening, the shape of the boundary and other characteristics,
and proposed their own optimization plan. The literature [12–15] mainly studied
the method of extracting the stray inductance is optimized. However, there is little
discussion about the safe operation domain of the laminated bus.

This article will use FEM software to find the safe operation domain of busbar.

2 Laminated Busbar Structure and Its Connection in MMC

The laminated busbar is a kind of electrical connector with a multi-layer composite
structure. The use of a composite busbar can provide a power distribution system
that is easy to design, easy to install, fast, and has a clear structure. It is suitable for
use in large-capacity MMC circuits.

2.1 Basic Connection of Laminated Busbar

Laminated busbar is to press multiple layers of wide and thin copper plates together,
and use insulating materials such as polyester film and epoxy resin to separate them.
As shown in Fig. 1. IGBTs and other devices are connected to the busbar with bolts
as shown in Fig. 2.

Fig. 1 Exploded view of
laminated busbar
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Fig. 2 Laminated busbar
connection method

2.2 MMC Submodule

The three-phase topology of MMC is shown in Fig. 3.

3 Stray Inductance Extraction of Laminated Busbar

The busbar model used in the MMC sub-module is shown in the Fig. 4. Use FEM
Software to extract the stray inductance of the busbar, apply Source and Sink to the
position shown in the Fig. 5. The current frequency is increased from a low frequency

Fig. 3 The topology of MMC
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Fig. 4 Laminated busbar
model

(a) Upper busbar                                     (b).Lower busbar 

Fig. 5 Laminated busbar current application position

of 50 Hz to a high frequency of 10 MHz, and the change of stray inductance is
observed.

In a laminated busbar, the higher the frequency of the current, the more obvious
the skin effect and proximity effect. Table 1 shows the inductances extracted from
all paths on the busbar at partial frequencies. Since the area of the upper busbar is
slightly larger than the lower busbar, the stray inductance will also be larger than the
lower busbar, as shown in Fig. 6.

Table 1 Inductance when frequency changes (nH)

Freq: KHz bottom_1 bottom_2 top_1 top_2

0.30 10.75 26.51 16.94 34.56

10.00 8.15 22.60 13.50 29.24

370.00 7.61 21.90 12.81 28.31

820.00 7.57 21.86 12.77 28.25

1000.00 7.56 21.85 12.76 28.23

10,000.00 7.52 21.79 12.70 28.16
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Fig. 6 The stray inductance of each busbar changes

4 Research on Safe Operation Region of Laminated Busbar

The FEM software is used to simulate and analyze the safe operation domain of the
laminated busbar, which is divided into two parts: safe operation voltage and safe
operation time. When a short-circuit fault occurs in the module, a huge current is
generated on the high-power power electronic device and its various parts of the
connector, and the heat generated by the current will cause the connector to deform.
Once the laminated busbar is deformed, the positions of the connection holes on
the upper and lower layers may be misaligned, which may result in failure to use,
or short-circuits during use. Therefore, it is necessary to study the safe operation
domain of laminated busbar.

4.1 Connection Status in MMC Submodule
Electric-Heat-Solid Three-Field Coupling

Three fields of electric field, solid heat transfer and solid mechanics are used in the
simulation to observe the temperature rise and deformation of the laminated busbar.
Voltage is applied to the electric field, and the energy consumed is used as the heat
source in formula (2), and thermal expansion causes the busbar to deform.

J = σ E + ∂D
∂t

+ Je

E = −∇V (1)

ρCp
∂T

∂t
+ ρCpu · ∇T + ∇ · q = Q
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q = −k∇T (2)

0=∇ · S + Fv (3)

where ρ is the density of the medium, Cp is the heat capacity of the medium, k is
the thermal conductivity, u is the velocity, here is the air flow velocity, and Q is the
heat source.

4.2 Safe Operating Voltage of Laminated Busbar

The temperature range of the busbar product specification is 0–40 °C. In an environ-
ment with a room temperature of 20 °C, apply a voltage of 50 Hz to the upper layer
of the laminated busbar, and the simulation time is 0–1 s to observe the temperature
rise of the laminated busbar.

The voltage level is increased from 1200 V until the maximum temperature of the
busbar exceeds 40 °C. Within this range, look for the critical voltage of temperature
rise (Fig. 7).

As can be seen from the above figure, when the voltage exceeds 4 kV, there is a
very obvious change, and the temperature has a step increase. It can be inferred that
4 kV is the maximum safe operating voltage of the laminated busbar. On this basis,
we can continue to explore the safe operating time of laminated busbar.

Fig. 7 Busbar temperature rise graph
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4.3 Safe Running Time of Laminated Busbar

As can be seen from the above figure, when the voltage exceeds 4 kV, the temperature
will exceed themaximum temperature range of the busbar. Set the voltage to 4.05 kV,
and its level setting is slightly higher than the safe operating voltage, which can better
study the safe operating time of the laminated busbar. Take themaximum temperature
point used in Fig. 8 to simulate the safe running time. Figure 9 shows the temperature
rise at the highest temperature of the busbar within 0–1 s. The temperature of the
busbar only reaches 40°C when it is close to 1 s. After more careful judgment, the
time to reach 40 °C is 0.974 s. The distribution of busbar temperature at 1 s is shown
in Fig. 10.

At this temperature, the deformation of the busbar is not obvious. The maximum
allowable temperature is just reached at 1 s, so the effect is not very obvious as
shown in Fig. 11. Extend the running time to 5 s, the temperature will continue to
rise, and the busbar will producemore obvious temperature changes and deformation
(Figs. 12 and 13).

Fig. 8 Forced deformation of the busbar at 5 kV

Fig. 9 Safe operating time when the voltage is 4.05 kV
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Fig. 10 Busbar surface temperature when running at 4.05 kV for 1 s

Fig. 11 The force and deformation of the busbar when running at 4.05 kV for 1 s

Fig. 12 Busbar surface temperature when running for 5 s

5 Conclusion

This paper has carried out amore comprehensive simulation analysis on the laminated
busbar. The stray inductance of the laminated busbar is extracted. Compared with
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Fig. 13 The force and deformation of the busbar when running at 4.05 kV for 5 s

other types of connection bars, the inductance stray inductance is smaller and the
stray inductance decreases as the switching frequency increases.

Afterwards, the safe operating range of the laminated busbar was studied at a
room temperature of 20 °C. In 1 s of operation time, if the voltage exceeds 4 kV, the
temperature of the busbar will exceed 40 °C, exceeding the safe operation standard
of the busbar. When the voltage level is 4.05 kV, the operating time of the busbar
exceeds 0.974 s, the temperature will reach 40 °C, and it will not have a big impact
in a short time, and the busbar will not produce obvious deformation. If the time is
too long or the voltage level is too high, it will cause the busbar to deform and affect
normal use.
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Research on Fault Diagnosis Technology
of AC Medium Voltage Vacuum Circuit
Breaker Based on Wavelet Packet

Aijun Yang, Jiajun Guo, Sheng Xiong, Jiaming Tan, Yijun Ye, Huan Yuan,
Aijun Yang, Xiaohua Wang, and Mingzhe Rong

Abstract Since mechanical failure is one of the main failures of the circuit breaker,
on-line monitoring of mechanical condition has important practical significance.
Mechanical vibration can reflect the mechanical state of circuit breaker in the whole
time series and spectrum range. Besides, the vibration signals produced by the same
type of circuit breaker are similar, and the operation status of the equipment can be
diagnosed and studied by the vibration signals. Therefore, the vibration signal can be
used to extract features to diagnose the running state of the equipment. In this paper,
for a 12 kVACmedium volt-age vacuum circuit breaker, a variety of fault conditions
are designed and the vibration signal of the breaker under normal and fault conditions
is collected. The original signals are decomposed by wavelet packet and processed
by method of band energy, energy entropy and Euclidean distance respectively, and
then the eigenvectors including vibration characteristics are obtained. Finally Support
Vector Machine is used to distinguish the normal and fault states, which provides a
basis for the realization of on-line fault diagnosis technology for circuit breakers.

Keywords Fault diagnosis · Vibration signal · Wavelet packet · Band energy ·
Energy entropy · Euclidean distance

1 Introduction

The circuit breaker is oneof themost important power equipment in the power system.
It has the dual functions of control and protection. It is also one of the equipment
that requires the most work in the primary equipment maintenance of the power
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system. Overhaul and maintenance of circuit breakers are expensive and improper
overhaul can easily lead tomajor accidents [1]. Therefore, onlinemonitoring and fault
diagnosis of the state of the circuit breaker has very important practical significance.

The failure statistics of circuit breakers at home and abroad show that the mechan-
ical failure of the operating mechanism is the main cause of circuit breaker failure
[2, 3]. The opening and closing process of the circuit breaker will produce strong
vibration, and the vibration signal contains a large amount of mechanical state infor-
mation. By comparing and processing the vibration waveform and data, extracting
appropriate fault characteristics for analysis, the circuit breaker fault diagnosis can be
realized. There are many mature vibration signal analysis methods, such as Fourier
transform method, empirical mode decomposition, wavelet analysis, etc. Fourier
transform is a traditional mechanical vibration signal processing method, which is
suitable for processing stationary signals. But circuit breaker vibration is a tran-
sient non-stationary signal [4]. This method cannot take into account the overall
and localized characteristics of the signal in the time or frequency domain at the
same time [5]. The empirical mode decomposition (EMD) can adaptively decom-
pose the signal into a series of intrinsic mode functions (IMF), and the frequency
is arranged from high to low [6]. The key information of the original signal can be
extracted by analyzing the IMF containing the local characteristics of the signal, but
EMD may have modal aliasing and end effects [7]. The IMF obtained when modal
aliasing occurs is meaningless, and it is difficult to determine the dimensionality of
the intrinsic modal function for vibration signals in different states [8, 9]. Wavelet
analysis is a time–frequency localized analysis method with a fixed window area but
a variable shape, that is, time and frequency windows can be changed. It is adaptive
to signal analysis and it has been widely used in power equipment fault diagnosis
and noise elimination [10–12].

The specific process of diagnosis in this paper is as follows. First we use wavelet
denoising to preprocess the vibration signal. Thenwe perform 3-layer wavelet packet
decomposition on the preprocessed vibration signal and we use the frequency band
energy algorithm, energy spectrum entropy, and Euclidean distance algorithm to
extract signal features. Then we normalize the feature quantity and use the support
vector machine to diagnose the normalized feature quantity. Finally, we compare the
pros and cons of the two signal feature extraction methods to achieve the purpose of
identifying the type of fault and optimizing the feature parameters.

2 Basic Principles of Wavelet Packet

Wavelet transform is a time–frequency localization analysis method in which both
the time window and the frequency window can be changed. The window size is
unchanged but the shape is variable. On the basis of wavelet analysis, wavelet packet
analysis further decomposes the high-frequency parts that are not subdivided. It can
adaptively selects the corresponding frequency band according to the characteristics
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Fig. 1 The structure of
wavelet packet
decomposition

of the analyzed signal to match it with the signal spectrum to achieve improved
frequency resolution purpose [13].

For vibration signals, wavelet packet decomposition can be carried out according
to formula (1) and formula (2).

u2n(t) = √
2

∑

k∈Z
h(k)un(2t − k) (1)

u2n+1(t) = √
2

∑

k∈Z
g(k)un(2t − k) (2)

In the formula, h(k) is the high-pass filter coefficient of wavelet packet decompo-
sition, and g(k) is the low-pass filter coefficient. Assuming that the signal undergoes
three-layer decomposition, the three-layer decomposition structure of the wavelet
packet is shown in Fig. 1.

Wavelet packet decomposition decomposes the original signal into high and low
frequency bands. The two frequency bands decomposed by each node do not overlap
each other, and the bandwidth is halved. Repeat the above steps for the decomposed
signal to decompose the original signal into a combination of signals of different
frequency bands. When the circuit breaker fails, the frequency and energy of the
vibration signal will change accordingly in a certain frequency band or several
frequency bands.

3 Extraction and Analysis of Energy Features Based
on Wavelet Packet

3.1 Data Preprocessing

The output signal of the vibration sensor contains a certain DC component. When
calculating the frequency band energy, the accumulation of the DC component will
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cause the result to be distorted, which is not conducive to analysis. In addition, the
collected vibration signal contains various noises, in addition to the high-frequency
noise in the vibration process, there are also various disturbances in the environment.
When processing the signal, these noises will pollute the real signal and cause inter-
ference to the fault diagnosis. Therefore, the original signal needs to be preprocessed.
In this paper, the average method and wavelet denoising method are used for data
preprocessing.

3.1.1 Average Method.

The average method is to subtract the average value of the signal from the original
signal to eliminate the DC component in the original signal. The specific process is
as follows. Suppose the collected signal is x(i), i = 1,2,3, …, n, n is the number of
collected signal points, find the signal average.

ave =
n∑

i=1

x(i)/n (3)

Subtract the average value from the original signal.

y(i) = x(i) − ave (4)

3.1.2 Wavelet Denoising

The principle of wavelet denoising is similar to low-pass filter, but it can retain the
characteristics of the signal after denoising, so it is better than low-pass filter.Wavelet
denoising decomposes the signal into low frequency band and high frequency band
through wavelet decomposition. Noise is usually expressed as a high-frequency
signal, so only the wavelet coefficients in the high-frequency band need to be
processed accordingly, and then the signal can be reconstructed to achieve the purpose
of eliminating noise [14]. In this paper, for the samevibration signal, differentwavelet
basis functions and wavelet decomposition layers are selected for denoising. The
signal-to-noise ratio SNR and the root mean square difference RMSE are calculated
and compared to select appropriate parameters. The results are shown in Table 1.

3.2 Band Energy Extraction

The wavelet packet transform is a linear transform that satisfies the law of
conservation of energy.
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Table 1 Signal-to-noise ratio and RMSE with different wavelet basis functions and wavelet
decomposition layers

Wavelet decomposition db10 db9 db8 db7 db6

3 layers SNR 64.51 78.21 63.56 67.89 63.69

RMSE 0.0129 0.0135 0.0129 0.0129 0.013

4 layers SNR 63.41 65.98 74.67 67.74 67.07

RMSE 0.0138 0.0145 0.0138 0.0142 0.014

∫ +∞

−∞
| f (t)|2dt =

∑

j

∑

k

∣∣c j,k
∣∣2 (5)

Therefore, the wavelet packet coefficient has the dimension of energy, and the
energy of each frequency band can be calculated by the wavelet packet coefficient.

Assuming that the signal has a total of N sampling points, a 3-layer wavelet packet
decomposition is performed on the signal, and the decomposition structure is shown
in Fig. 1.

In Fig. 1, Si,j represents the j-th node of the i-th layer, where i = 0, 1, 2, 3, j =
0,1,2, …, 7. Each node coefficient corresponds to a section of the waveform of the
corresponding frequency band, and this section of the waveform contains sampling
points, so its energy can be obtained by formula (6).

E3, j =
∫ ∣∣S3, j (t)

∣∣dt =
n∑

k=1

∣∣d j,k

∣∣2 (6)

3.3 Extraction of Energy Spectrum Entropy and Euclidean
Distance

Information entropy is a measure of the degree of system disorder in a certain state.
When it is applied to signal analysis, the uniformity and complexity of the signal can
be measured. After decomposing the signal with 3-layer wavelet packet, the nodes
S3,j are obtained, where j = 0, 1, … 7. According to the time characteristics of the
signal, the signal is divided into N segments, and the energy of each segment can be
calculated separately by formula (7).

Qi(3, j) =
∫ ti

ti−1

|Ai (t)|2dt (7)

Qi(3, j) is the energy of the i section of the signal and Ai (t) is the amplitude of
the i-th segment of the signal. The calculated energy is normalized, and the wavelet
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packet energy entropy is calculated, and the wavelet packet energy spectrum entropy
of the j-th node in the third layer is defined as H3,j.

H3, j = −
N∑

i=1

ε3, j (i) lg ε3, j (i) (8)

ε3, j (i) is the normalized value of the energy of each segment of the signal.

ε3, j (i) = Qi(3, j)

N∑
i=1

Qi(3, j)

(9)

Euclidean distance is used to describe the distance between two vectors in math-
ematics. Euclidean distance is used to measure the state information of the vibration
signal as follows. Take two sets of vibration signals, one set is the reference signal
NB(i), where i is the sampling point number, the other is the reference signal NR(i).
Assuming that the signal to be analyzed is TS(i), then the Euclidean distance between
the reference signal NB(i) and NR(i) and that between the reference signal and the
signal TS(i) are D1 and D2.

D1 =
{

N∑

k=1

[N B(k) − N R(k)]2
} 1

2

(10)

D2 =
{

N∑

k=1

[N B(k) − T S(k)]2
} 1

2

(11)

FF = D2
/
D1 (12)

FF represents the ratio of the Euclidean distance between the state under test and
the normal state and the Euclidean distance between the normal state category. The
larger the FF, the greater the difference between the state under test and the normal
state.

4 Circuit Breaker Fault Simulation Verification

4.1 Circuit Breaker Fault Simulation Experiment Scheme

In this paper we simulate the common faults of opening and closing on a 12 kV
AC medium voltage vacuum circuit breaker. The fault simulation scene is shown
in Fig. 2. There are two closing springs, and one of them is removed to simulate
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Fig. 2 Fault simulation field

Spindle jam Spring off

Axle shaft jam Electromagnet 
jam

the spring falling off. The small spring is replaced to simulate the reduction of the
closing spring force. Spindle jamming is simulated by adding foreign objects under
the spindle and half-shaft jamming is simulated by wrapping insulating tape on the
half-shaft. Blocking electromagnet jamming is simulated bywrapping insulating tape
on the electromagnet to hinder its core movement. There are three opening springs,
one of which is removed to simulate the reduction of opening spring force.

4.2 Result Analysis

The vibration signal of the opening and closing process under the normal state and
the vibration signal under each fault state are measured respectively. Perform a 3-
layer wavelet packet frequency band energy decomposition on the original vibration
signal. In the analysis, the db10wavelet is selected as themotherwavelet function, and
the optimal wavelet packet decomposition tree structure is selected using Shannon
entropy as the selection criterion. The third layer is calculated according to the
formula. Since the sampling rate of the vibration signal is 50 kHz, according to the
sampling theorem, the highest frequency that can be resolved in the original signal is
25 kHz, so the bandwidth of each frequency band after wavelet packet decomposition
is 3.125 kHz. Take the eight frequency band characteristic waveforms of the closing
process under normal conditions as an example, as shown in Fig. 3. The wavelet
packet decomposition results of the other 6 types of fault vibration signals can be
obtained in the same way. Figure 4 is the characteristic waveforms of 8 frequency
bands in the reduced state of the closing spring force. When the circuit breaker is
closing, if the closing spring force is reduced, the closing speed will slow down,
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Fig. 3 The characteristic waveforms of 8 frequency bands in the closing process under normal
conditions

A
m

pl
itu

de
/V

A
m

pl
itu

de
/V

A
m

pl
itu

de
/V

A
m

pl
itu

de
/V

A
m

pl
itu

de
/V

A
m

pl
itu

de
/V

A
m

pl
itu

de
/V

A
m

pl
itu

de
/V

(a) Node(3,0)

(e) Node(3,4)

(b)Node(3,1)

(f) Node(3,5)

(c) Node(3,3)

(g)Node(3,6)

(d)Node(3,4)

(h)Node(3,7)

Fig. 4 The characteristic waveforms of 8 frequency bands under the condition of reducing the
closing spring force

and in severe cases, the closing will fail. Comparing the above two waveforms, it
can be seen that when the closing spring force is reduced, the vibration waveform
has changed significantly compared to the normal state. The number of peaks of
the characteristic waveform of each node is significantly reduced and the vibration
has basically ended near the 1000 point, but there is still a slight vibration at the
1000 point under normal circumstances, which is consistent with the reduction of
the closing force.
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4.3 Band Energy

In order to identify faults, quantitative analysis of each characteristic waveform is
required. The vibration signal is decomposed by wavelet packet, and the energy of
each frequency band under the normal state and the five fault conditions is calculated.
The results are shown in Table 2.

From Table 2 we can draw the following conclusions. In the case of closing, the
frequency band energy change of each fault state is very obvious. Compared with
the frequency band energy in the normal state, the energy of each frequency band in
the state of the closing spring force reduction and the closing spring missing state
gradually decreases. Taking the first node in the low frequency band as an example,
the energy of the first node during normal closing is 119.97. When the small spring
is replaced and the spring force is reduced, the energy is reduced to 55.69, and the
circuit breaker closing time is longer at this time.When the closing spring is missing,
the stored energy of the spring is further reduced and the energy is reduced to 14.28.
At this time, the circuit breaker is prone to closing difficulties and closing failures.
The jamming fault of the axle shaft also has good discrimination. Due to the half-axis
jamming fault, the lock of the circuit breaker cannot be locked after closing, and the
phenomenon of just closing and opening occurs.

In the case of opening, because the electromagnet jams, it will be difficult for the
iron core to open and trip, and the circuit breaker cannot perform normal opening
actions. Only small vibrations are generated, so the frequency band energy of the
electromagnet jamming fault is only 0.14. It is necessary to use the support vector
machine to further train the distinction.

Table 2 Band energy in normal and five fault states

Category (3, 0) (3, 1) (3, 2) (3, 3) (3, 4) (3, 5) (3, 6) (3, 7)

Normal closing 119.97 97.23 72.64 134.6 33.54 114.21 84.26 92.64

Closing spring
force decreases

55.69 45.62 22.74 34.26 12.29 36.24 28.69 32.15

One less closing
spring

14.28 12.23 6.11 11.75 3.17 8.37 5.59 7.55

Axle shaft jam 319.54 218.03 159.06 222.46 208.6 259.74 171.38 234.88

Normal opening 130.47 122.62 74.59 118.14 88.85 133.46 101.28 117.45

One less
opening spring

146.39 122.22 92.32 94.51 73.51 174.07 64.58 145.18

Electromagnet
jam

0.14 0.14 0.13 0.14 0.12 0.13 0.14 0.13
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Table 3 Energy entropy and euclidean distance in normal and five fault states

Category H3, 0 H3, 1 H3, 2 H3, 3 H3, 4 H3, 5 H3, 6 H3, 7 Euclidean
distance

Normal closing 0.54 0.77 0.73 0.72 0.77 0.71 0.72 0.66 0.11

Closing spring
force decreases

0.43 0.6 0.64 0.55 0.6 0.65 0.65 0.57 0.35

One less closing
spring

0.63 0.63 0.61 0.61 0.65 0.61 0.52 0.64 0.35

Axle shaft jam 0.62 0.72 0.73 0.76 0.85 0.76 0.76 0.72 0.16

Normal opening 0.33 0.28 0.3 0.31 0.26 0.26 0.28 0.26 0.07

One less
opening spring

0.37 0.4 0.35 0.37 0.34 0.34 0.37 0.35 0.17

Electromagnet
jam

0.99 1 1 0.99 0.99 1 1 1 1.95

4.4 Energy Entropy and Euclidean Distance

According to the principle of energy entropy, each energy entropy of the normal state
and the five types of faults is calculated. And according to the calculation formula of
Euclidean distance, the corresponding Euclidean distance is calculated. The results
are shown in Table 3.

It can be seen from Table 3 that there is still a good distinction between the fault
state and the normal state. Compared with the normal situation when the closing
spring force is reduced, the energy entropy of the H3,0 frequency band and the H3,1

frequency band are both smaller, and the Euclidean distance is larger. When one
of the closing springs is jammed with the half shaft, the energy entropy of the H3,0

frequency band is larger and the energy entropy of the H3,1 frequency band is lower,
but the Euclidean distance of the half shaft jamming is significantly smaller than the
spring missing, which can pass the Euclidean distance Distinguish these two faults.
The opening fault can also be identified by the energy entropy and Euclidean distance
of H3,0 and H3,1 frequency bands. When there is one less opening spring, the entropy
of the H3,1 frequency band and the Euclidean distance are larger, and when the elec-
tromagnet is stuck, the energy entropy andEuclidean distance of each frequency band
is much larger than normal. Therefore, the energy entropy and Euclidean distance of
the H3, 0 and H3, 1 frequency bands can be selected as the feature vector, and the
fault judgment can be performed through the support vector machine.

4.5 SVM-Based Fault Diagnosis

Perform trend item removal andwavelet denoising preprocessing on the collected 100
sets of data, and extract the corresponding frequency band energy, energy spectrum
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Table 4 Fault identification results of band energy, energy entropy and Euclidean distance

Fault identification Close Open

E (%) S (%) E (%) S (%)

First 100 100 95 97.5

Second 100 95 100 100

Third 97.5 92.5 97.5 100

entropy and Euclidean distance as input feature quantities. The test results are shown
in Table 4. E represents the accuracy of fault classification using frequency band
energy as the feature vector, and S represents the accuracy of fault classification
using energy entropy and Euclidean distance as the feature vector.

Combining the advantages of the two methods, frequency band energy is used as
the characteristic vector of closing fault, and energy entropy and Euclidean distance
are used as the characteristic vector of opening fault. This will effectively improve
the recognition accuracy.

5 Conclusion

In this paper, the energy feature extractionmethod based onwavelet packet is adopted
to analyze and process the vibration signal to realize the diagnosis and identification
of the specific fault of the circuit breaker. After experiment and comparison, the
appropriate wavelet denoising parameters are selected, which effectively improves
the signal-to-noise ratio of the signal, reduces the root mean square error, and obtains
a better denoising effect. Based on the three-layer wavelet packet decomposition of
the vibration signal, the band energy, energy entropy and Euclidean distance of the
signal are extracted as features, and the support vectormachine is used to intelligently
identify the fault. For the identification of closing faults, the frequency band energy
is more intuitive and the accuracy rate is higher. For opening faults, the recognition
effect of energy entropy and Euclidean distance is better. The use of characteristic
vectors with strong applicability for opening and closing will effectively improve the
accuracy of circuit breaker fault recognition and provide new ideas for the diagnosis
of mechanical faults of circuit breakers.
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Relationship Between Digital Twin
and Software Eco-chain

Shuhong Wang, Ruting Tang, and Naming Zhang

Abstract To adapt to the 4.0 era of industry, all kinds of enterprises must use digital
means to accelerate product development and improve the efficiency of development
and production.All of these require enterprises to have the complete digitizing ability,
which is based on Digital Twin. To build a scientific, rational, professional, and
accurate digital twin structure, themost critical technology is the industrial simulation
software. By analyzing the key technologies of the popular digital twin concept,
this paper points out the shortcomings of the domestic software market compared
with foreign countries, and on this basis, analyses the relationship between building
a perfect software eco-chain and the application of Digital Twin technology, and
concludes that it is very important for China’s industrial development to build a
technology-based software industry ecological chain.

Keywords Digital twin · Software eco-chain

1 Introduction

After 2014, with the rapid development of the Internet of things, artificial intelli-
gence, 5G, and virtual reality technology [1], Digital Twin has rapidly become one
of the hot topics in the industry 4.0 era. In 2019 alone, more than 500 papers related to
Digital Twin have been published. Digital Twin, together with big data and artificial
analysis, artificial intelligence, cloud computing, information physical systems, and
augmented reality, is listed as the six major technological trends in the industry 4.0
era [2]. Based on the advantages of model, data, and service, Digital twin is expected
to become the development trend of Intelligent Manufacturing in the future. For
the construction of a scientific and reasonable, professional, and accurate digital
twin structure, the most critical technology is the industrial simulation software [3].
However,China’s software industry has not yet formed a complete ecological chain of
the software industry, which is very disadvantageous for mastering the cutting-edge
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technology of industrial production. Starting from the key technologies of Digital
Twin, this paper discusses the shortcomings of mastering these technologies in China
and makes a preliminary exploration of the influence of building a complete soft-
ware industry ecological chain on Mastering Digital twin technology, to provide a
reference for relevant researchers.

2 Concepts of Digital Twin and Its Core Technology

2.1 Concepts of Digital Twin Technology Structure
of the System

InOctober 2019, a set of domestic digital twin standard systemwas set up in an article
[4] published jointly by Beijing University of Aeronautics and Astronautics, China
Institute of Standardization of Electronic Technology, and other relevant research
institutions and enterprises. In April this year, Professor Lin [5] proposed for the
first time that Digital Twin is a digital model of physical objects by comprehensively
comparing the explanations on Digital Twin in various related fields. The model can
evolve in real-time by adding data from physical objects, to keep consistent with the
whole life cycle of physical objects. Digital Twin is a digital model corresponding
to physical objects in real-time.

2.2 Application of Digital Twin Technology

The technology of Digital Twin has been used to rebuild the physical world in many
fields, including smart manufacturing, smart city management, healthcare, and so on
[6].

In the field of smart manufacturing, the military industry is still the main applica-
tion field of Digital Twin. Represented by the U.S. Navy’s Digital Twin Technology,
the program encourages small andmedium-sized contractors to actively create digital
copies of components, equipment, and systems for testing new components, oper-
ational concepts, etc. That will be installed on ships or aircraft in the laboratory or
other conditions, to identify potential problems ahead of time and improve perfor-
mance; followed by high-end equipment manufacturing, such as aircraft and aircraft
large engine, represented by Boeing 777, is the world’s first airliner without draw-
ings, models and digital twins. Digital Twin technology shortens the research and
development cycle of the project by 40%; there are also heavy machinery industries
and manufacturing enterprises.

In the field of smart city management, the “Earth Cloning Plan 3” conference held
in February this year announced that the application of Digital Twin technology-
driven microcosmic simulation, industrial simulation, and other applications are
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increasingly penetrating the research and development of technologies such as
traffic management, smart transportation, and automobile driving. Digital Twin tech-
nology will play an important role in future urban transportation. The conference
also launched the platform of automatic construction of full feature scenes and the
“Shanghai Digital Twin System” [7].

In the healthcare industry, Japan’s Takeda Pharmaceutical Company expects end-
to-end production automation through digital twins. Pistek and his development
team built complex virtual presentations of manufacturing processes in laboratories,
created digital twins for each step, connected all parts through the overall digital
twins, and automated control of processes between steps to complete end-to-end
simulation of manufacturing processes. At present, the digital twin architecture of
Wutian Pharmaceutical has been set up and applied to biological preparations [8].

2.3 The Core Technology of Digital Twin

Gartner believes that Digital Twin technology consists of at least four elements: a
digital model, associated data, identity recognition, and real-time monitoring [9]. It
can be seen that Digital Twin technology is a comprehensive technology. To build a
digital twin for physical entity objects and put them into actual production, we need to
first set up a digital model with computer-aided technology (CAX). By using sensor
technology, we can collect all data of physical objects in real-time and synchronize
them into the digital model. The parameters of thismodel correspond to the displayed
physical objects one by one, which needs to meet the accuracy requirements. Such a
model is called an object. The digital twin of the physical object and will run through
the entire life cycle of the physical entity. Then through the analysis and observation
of twins, the problems that products may encounter during operation are predicted
and adjusted to help the physical objects to optimize and make decisions. In this way,
physical objects, digital twins, and simulation and feedback based on Digital Twin
constitute an information physical system.

In this process, it needs to involve many fields such as the Internet of Things
technology [10], virtual reality technology, large data/artificial intelligence, 5G
technology [11], and so on. The relationship between them is shown in Fig. 1.

Among these key technologies, the most important link is to connect the real
world with the virtual digital world through the Internet of things technology, which

Fig. 1 Schematic diagram
of key technologies of digital
twin
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inevitably requires engineers to model the real physical objects, to observe and eval-
uate the digital model in the virtual world [12]. It can be said that the Internet of
things technology is the core foundation of Digital Twin technology.

3 Viewing China’s Software Industry Ecology
from the Digital Twin Perspective

3.1 The Importance of Software for Digital Twin

As the definition says, behind Digital Twin is modeling and simulation technology,
and the biggest flashpoint of Digital Twin is to combine digital models with the
Internet of Things to polish them closer to reality. If we say that the Internet of
Things technology is the core of the Digital Twin technology, then the software is
the core and soul of the Internet of Things.

In recent years, although China’s software industry has made considerable
progress, there are still many problems. People in the industry generally believe
that China’s software industry lacks a harmonious ecological chain built by the
government, enterprises, research institutions, institutions of higher learning, and
users.

3.2 Comparison of Domestic and Foreign Status of Software
Industry Eco-chain

At present, the global software market has formed an international software industry
division system dominated by the United States, Europe, India, Japan, China, and
other countries. The United States holds the core technology, standard system, and
product market of the global software industry in the upstream. Most of the basic
platform software enterprises such as the operating system and database are located
in the United States. The middleware environment is concentrated in Ireland, India,
Japan, and other countries and regions, and the application software set is inGermany,
China, the Philippines, and other countries and regions. The core of the software
industry—operating system, middleware, and database are occupied by American
enterprises (Figs. 2 and 3).

China’s software industry eco-chain construction is not yet perfect. There are
many problems in coordination and coordination among government, software enter-
prises, research and development institutions, colleges and universities, customers,
and the functions of each link have not been fully played.
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Fig. 2 Global market share
of mainstream operating
systems in 2018

Fig. 3 Database management system score ranking published by DB engines in May 2019

3.3 Prospect of Software Industry Eco-chain

Competition among software enterprises has evolved into competition in the soft-
ware industry chain. Foreign software giants have increased industrial concentration
through mergers and acquisitions, optimized the software industry structure, and
established a new pattern characterized by competition in the industrial ecolog-
ical system. Vertical integration of the industry chain will become an important
trend in future development [13]. Acquiring new business and superior resources
quickly through merger and reorganization will be the inevitable trend of software
industry development. The development of the software industry is an industry chain
consisting of fivemain links: government, enterprise, research and development unit,
colleges and universities, and users. Thefive linksmust play their respective functions
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Fig. 4 Prospect of China’s
software industry eco-chain
structure

and coordinate development so that the whole software industry can truly develop
[14].

At present, China is accelerating the implementation of “Made in China 2025”,
which is theChinese version of “Industry 4.0”, andmaking every effort to promote the
transformation and upgrading of the manufacturing industry to smart manufacturing.
Industrial software should develop to the basic software platform for building a deep
integration of information technology and advanced manufacturing technology and
controlling and managing the entire production mode. Previous industrial software
emphasized knowledge and technology, while future industrial software should be
platform-based and support the entire process of the industry, which is completely
consistent with the concept of Digital Twin (Fig. 4).

4 Conclusion

As one of the key technologies to determine the future, Digital Twin is bound to
cause profound changes in industrial technology worldwide, and it is one of the most
strategic cutting-edge technologies in the world. The combination of industrial 4.0
and Digital Twin will prompt industries to quickly launch new products, improve
operations, and introduce new business models to boost revenue growth. Digital
twin related core technologies, such as sensor technology, CAD technology, can
not be separated from multi-domain and multi-scale fusion modeling. Most of these
core technologies are in the hands of foreign enterprises. With the change of the
international situation, Sino-US trade frictions bring great challenges to the domestic
industrial software industry. Therefore, it is the only way for our country to achieve
high-speed development to build a perfect software eco-chain, solve the current
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imbalance of the software industry and excessive dependence on foreign software,
and form its core competitiveness.
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A Fast Calculation Method
of Electromagnetic Parameters
of Superconducting Magnet Based
on Generating Convolution Network

Lingfeng Zhu, Yinshun Wang, Guangyi Zhang, and Yueyin Wang

Abstract In the process of designing magnets stacked by the second-generation
superconducting ReBCO annular plates, the magnetic field distribution under the
assumed current distribution can often determine the relevant performance of the
magnet. However, when the number of annular superconducting plates stacked along
the axis ofmagnet becomes large, the time cost of electromagnetic analysis ofmagnet
by finite element method (FEM) increased at a geometric level, even can up to many
days. In order to improve the calculation speed in this process, this paper proposes
a fast calculation method of electromagnetic parameters of superconducting magnet
based on generating convolution network. According to the size of the magnet, the
generalized graph of the current distribution is established and input to the convo-
lution neural network to obtain the magnetic field distribution of the magnet. When
the number of conductor pieces is inconsistent with the number of training pieces,
the method of input zeroing and dislocation superposition are used to realize the
compatibility of the model. Then, the calculation time of magnetic field distribu-
tion of superconducting magnet with different number of rings is measured by this
method, and the calculation accuracy of this method is compared with that of finite
elementmethod. The results show that themethod can complete the calculation faster
than the FEM, and the calculation accuracy can meet the engineering requirements.

Keywords Superconducting magnet · High speed magnetic field calculation ·
Convolution neural network · Generalized graph · Input compatibility

1 Introduction

The superconducting magnet staked by the second generation HTS REBCO annular
plates has the advantages of high energy storage density, compact structure and
simple processing, which has attracted many people’s attention [1]. When designing
superconducting magnet, the magnetic field distribution under the assumed current

L. Zhu · Y. Wang (B) · G. Zhang · Y. Wang
State Key Laboratory of New Energy (North China Electric Power University), Beijing, China
e-mail: yswang@ncepu.edu.cn

© Beijing Oriental Sun Cult. Comm. CO Ltd 2021
W. Chen et al. (eds.), The Proceedings of the 9th Frontier Academic Forum of Electrical
Engineering, Lecture Notes in Electrical Engineering 743,
https://doi.org/10.1007/978-981-33-6609-1_67

735

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6609-1_67&domain=pdf
mailto:yswang@ncepu.edu.cn
https://doi.org/10.1007/978-981-33-6609-1_67


736 L. Zhu et al.

distribution usually needs to be calculated first before calculating the stress energy
storage density to optimize the structure of the magnet. At present, the methods to
calculate the magnetic field distribution under the assumed current distribution are
mainly numerical algorithm, such as finite element method [2], boundary element
method and so on. However it is not rational, especially in the early stage of magnet
design, to take so much time to calculate the magnetic field distribution of a magnet
via numerical algorithm and may affect the progress of the design [3, 4].

Fortunately, with the rapid development of artificial intelligence, artificial neural
network algorithm is widely used in computer, communication, power, aerospace,
medicine, chemistry, and other fields which also provides a new idea for the calcula-
tion of magnetic field distribution. However, the existing neural network algorithms
have strict requirements on the dimension and length of input data, which means
that the structure of a trained network can’t be flexibly changed with the actual engi-
neering requirements [5, 6]. In other words, the dimension of the data to be calculated
should be highly consistent with the data used for training, which limits the appli-
cation of neural network algorithm in the engineering design stage, leading to the
neural network algorithm can not complete some tasks that numerical calculation
method can.

Facing this situation, Xu Chao, Wang Changlong et al. proposed a finite element
neural network model for 3D magnetic field calculation, which used conjugate
gradient method as the training algorithm of neural network to analyze the simu-
lation model [7]. However, although this algorithm can simplify the computational
complexity of the finite element method, the computation load of the algorithm is
still very large, and it can not flexibly change the input dimension of the network
according to the actual engineering requirements [8].

In order to improve the speed of magnetic field calculation of superconducting
magnet, at the same time, make the network adapt to the input data of different
dimensions, this paper proposed a fast calculation method of electromagnetic param-
eters of superconducting magnet based on generating convolution network. Firstly,
according to the geometric size of the superconducting magnet stacked by supercon-
ducting plates, the current distribution in the plates is transformed into a generalized
graph matrix of current distribution. The generalized graph matrix is input into the
convolution layer neural network, and then the magnetic field output is obtained by
the network. Secondly, considering that the number of plates required in practical
engineering may not be the same as that specified in network training, this paper
adopts the method of zeroing the input matrix and shifting the summation to realize
the magnetic field calculation when the dimension of input data is different from
that required by network. Thirdly, the time and accuracy of the proposed algorithm
and the finite element method are compared with each other when the number of
superconducting plates is different. In addition, the accuracy of the proposed algo-
rithm is also verified when the dimension of input data changes. The results show
that the proposed algorithm can meet the requirements of magnetic field calculation
accuracy in the early stage of design, and the calculation time can be reduced from a
few hours or even days of finite element method to several seconds. In addition, the
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Fig. 1 Structure of magnets

algorithm can overcome the dimension limitation of the network to the input data,
which makes the algorithm more flexible in engineering calculation.

2 Generating Convolution Network

2.1 Magnets Stacked by ReBCO Annular Plates

The magnet calculated in this paper is composed of ReBCO annular plates stacked
along the axial direction. There is a circular hole in the center of the superconducting
plates which can be used for excitation. Its structure is shown in Fig. 1.

As is shown in Fig. 1, The current of the magnet flows along the phi direction
around the central hole in the superconducting plates. Considering the small size
of each superconducting plates, we can believe that the material properties of each
plates are uniform along the phi direction if they have the same distance from the
center of the circle. On this basis, the current distribution of the superconducting
magnet can be simplified into a two-dimensional axisymmetric model as is shown
in Fig. 2.

In the two-dimensional axisymmetric magnet model, we can use the current
distribution as input to construct neural network.

2.2 Structure of Generating Convolution Network

The network structure is shown in Fig. 3.
As we can see in the picture above, J is the graph matrix derived from the current

distribution among the plates which is input of the convolution network. And then
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Fig. 2 two-dimensional
axisymmetric model

Fig. 3 structure of
generating convolution
network

the output of the network is obtained through four convolution layers (Conv) and
one flatten layer. Among them, convolution layer adopts depth separable structure
to reduce network parameters. It is similar to Mobile_ Net that each convolution
kernel convolutes with a row of the input matrix. Assuming that the input current
distribution matrix is j, and each row of the matrix corresponds to the current in each
superconducting plates in Fig. 2, the activation value hi of each convolution kernel
i is given as Eq. 1:

hi = J (i, :) ∗ kerneli (1)

The specific convolution correspondence is shown in Fig. 4.
The output of each convolution kernel is only connected in the last layer (flatten

layer), and the flatten layer is directly connected to the output layer to obtain the
magnetic field distribution.

3 Network Adaptation

Neural network requires that the dimension of input data must be the same as the
standard dimension specified in network training. When the number of plates to be
calculated is not equal to the number of superconducting magnets used in network
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Fig. 4 The structure of convolution layer

training, the network will not be able to calculate normally. In view of the situation
that the number of superconducting plates is less than or more than the number of
standard input, this section adapts the proposed network, so that the network can be
flexibly applied in engineering.

3.1 The Number of Plates is Less Than the Standard Number

According toMaxwell’s equations, we know that themagnetic field can be calculated
via this equation:

∇ × H = J (2)

This equation is a linear partial differential equation. Therefore, themagnetic field
constrained by the equation can be superposed.

When the number of superconducting plates is less than the standard input spec-
ified by the network, for example, the standard input required by the network is the
currentmatrix corresponding to superconducting plateswhich number ism,while the
actual input is the current distributionmatrix generated by the superconducting plates
which number is m–n. If we input matrix J directly into the network, the network will
report an error. However, we can think that the number of superconducting sheets
that make up the magnet is still m, but the current in n superconducting plates is zero.
Therefore, we add n lines of 0 vector after the current matrix J to form a new current
matrix J1:

J1=
[
J

J0

]
(3)

J0 is an all zero matrix with n rows.
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∇ × H1 = ∇ ×
[
H

H0

]
=

[
J

J0

]
= J1 (4)

Based on Eq. 2, we can get the results that:

H1 = H + H0 (5)

Among them, H and H0 can be derived from J and J0 according to Eq. 2.

3.2 The Number of Plates is More Than the Standard
Number

When the number of superconducting plates is more than the standard input specified
by the network. We can’t solve this problem by simply zeroing the input matrix.
Assuming that the standard input required by the network is the current matrix
corresponding to superconducting plates which number is m, while the actual input
is the current distribution matrix generated by the superconducting plates which
number is m + n. To solve this problem, we have to divide the magnetic field region
to be solved and superconducting magnet into three regions, as is shown in Fig. 5.

As is shown in the figure, the number of superconducting plates to be calculated is
significantly larger than that of standard input size. Therefore, the region of magnetic
field distribution to be solved is also larger than that of standard input. Therefore,
we divide the magnet into three regions and calculate them separately. According
to the linear superposition principle, the calculated magnetic field distribution is
superimposed, and then the magnetic field distribution of superconducting magnet
is obtained.

When dividing the region of superconducting magnet, we make the height of
region 1 plus region 2 the same as that of standard input, and the height of region 2
plus region 3 is the same as that of standard input as well. Therefore, we can solve
the magnetic field of the three regions according to the following addition method.

For regions, we can solve the magnetic field distribution exactly as shown in the
following Fig. 6.

Fig. 5 Schematic diagram
of area division
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Fig. 6 Method of
calculating the magnetic
field at region 2

As is shown in Fig. 6, the magnetic field at region 2 can be thought as a superim-
posed value of the magnetic field generated by the currents in the superconducting
annular plates at region 1, region 2 and region 3. First we input the matrix gener-
ated by the current in the superconducting plates at regions 2 and 3 into the neural
network, and then we can obtain the magnetic fields at regions 2 and 3 generated
by the superconducting plates. Second, the current distribution matrix for region 1
is fed into the network to calculate the magnetic field generated by this current at
region 2. Since the height of the current distribution matrix for region 1 is less than
the height of the standard input, it is necessary to set the current value corresponding
to the superconducting plates of region 2 to zero and input the current distribution of
region 1 and zeroed region 2 together into the neural network to obtain the magnetic
field out of region 2. Finally, by summing the magnetic field values derived from the
two calculations for region 2, the actual magnetic field values at region 2 generated
by the superconducting annular plates of the three regions are obtained.

Since the geometry of regions 1 and 3 of a superconductingmagnet is symmetrical
with respect to region 2, magnetic field values at regions 1 and 3 are calculated in the
same way, and we use region 1 as an example to show how to calculate the magnetic
field in this region.

The magnetic field calculation for region one is schematically shown in Fig. 7.
The magnetic field at region 1 is generated by the current from all three regions

together, but when the network is actually calculated, the magnetic field generated
by region 3 can only be calculated up to region 2, and the magnetic field at region 1 is
not in the output range of the network. However, given the longer distance between
region 1 and region 3, the magnetic field generated by the currents in region 3 has

Fig. 7 Method of
calculating the magnetic
field at region 1
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a large attenuation at one of the regions. Therefore, it can be approximated that the
magnetic field at area 1 is generated by the currents in areas 1 and 2.

4 Simulation

The magnetic field distributions of magnets with different numbers of supercon-
ducting plates were calculated separately using the proposed algorithm, and the
results were compared with the finite element algorithm as follows.

The results of the magnetic field distribution of a superconducting magnet
composed of 100, 200, 300, and 400 superconducting loops under the proposed
algorithm and finite element algorithm are given in Fig. 8a–d respectively.

In the figure, we can see that the calculation results of the proposed algorithm
in this paper are almost identical to the FEM algorithm for both large and small
magnetic field gradients, and its accuracy can fully meet the engineering needs.

(a) (b)

(c) (d)

Fig. 8 Magnetic field distributions of magnets, a 100 loops, b 200 loops, c 300 loops, d 400 loops
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Adaptation the network whose standard input is a current matrix corresponding to
250 superconducting plates to a magnet composed of 200 and 300 superconducting
plates. The results are shown in Fig. 9.

It can be seen that the accuracy of the calculation is not affected when the magnet
to be calculated is smaller than the magnet specified by the network, but when the
magnet to be calculated is larger than the magnet specified by the network, the
magnetic field is distorted at positions close to the top and bottom of the magnet, and
the closer the position is to the ends, the lower the distortion of the calculation.

The computational speed of the proposed algorithm in this paper and the FEM
algorithm are compared in Fig. 10.

As can be seen in the figure, although the computation time required for the
proposed algorithm in this paper rises as the number of superconducting plates
increases, the proposed algorithm in this paper is very much faster when compared
to the time required for the finite element algorithm computation.

(a) (b)

Fig. 9 Magnetic field calculation when the network is adapted, a 200 plates, b 300 plates

Fig. 10 Calculation speed
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5 Summary

In this paper, we propose a fast calculation method for the magnetic field distribution
of superconducting magnets, which can realistically calculate the magnetic field
distribution of superconducting magnets under a hypothetical current distribution
within a few seconds, greatly saving computation time. In addition, when the input
data dimension changes, this paper adapts the algorithm to improve its practicality for
engineering applications. The results show that the proposed algorithm can calculate
the results with almost the same accuracy in a very short time compared to the finite
element algorithm.
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China Under Grant No.51977078.
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Surface Modification of Low
Temperature Plasma Electrode in Air
Atmosphere

Yan Li, Fei Zhang, Xi Liu, Ning Luo, Yang Liu, Xiaodong Wu,
and Xiaogang Han

Abstract Research on plasma surfacemodification of electric double layer superca-
pacitors has been widely used. In this paper, the surface of the electrode is modified
by low temperature plasma in air atmosphere. It is found that the functional groups
grafted on electrode by the surface treatment are mainly oxygen-containing func-
tional groups, which can effectively reduce the interface transfer impedance of the
capacitor and increase the specific capacitance (9.34%). The gas used in the treatment
method is cheap and easy to obtain, environmentally friendly and non-polluting. It
can rapidly process the electrode on a large scale and has practical value.

Keywords Electric double layer supercapacitors · Low temperature plasma ·
Oxygen-containing functional groups · Specific capacitance

1 Introduction

Climate change and the limited supply of fossil fuels have greatly affected the world
economy and ecology.With the rapid growth of the portable electronic device market
and the development of hybrid electric vehicles [1–6], the demand for environmen-
tally friendly high-power energy is growing and pressing. In recent years, with the
shortage of fossil energy and the increasingly serious climate problems, the use of
new-type power cars and portable electronic devices has been rapidly increasing.
At the same time, high-power power supplies are an important source of energy
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for these devices, and market demand has also grown tremendously. Supercapac-
itors, also known as electrochemical capacitors, are a kind of energy density and
power density between traditional capacitors and secondary batteries [7]. They are
based on high specific surface materials such as porous carbon and metal oxides
and are charged on the electrode–electrolyte interface. Discharged new type elec-
tric energy storage device. From its energy storage principle, it can be divided into
electric double layer capacitors, pseudocapacitors and hybrid capacitors. Electric
double layer capacitors mainly store charge through the electric double layer at the
interface [8], and are currently the only commercially available types of supercapac-
itors. The electrode materials are graphene, carbon nanotubes, activated carbon and
other carbon materials. The currently used commercial supercapacitors mainly use
activated carbon [9], which has the advantages of wide range of raw materials, low
price, large specific surface area, and abundant pores. However, poor conductivity
and poor structural stability limit the energy density of products.

Due to the low energy density of electric double layer capacitors, researchers
have designed from the aspects of electrode materials and electrolytes to improve
their energy density. The research work on electrode materials mainly focuses on the
pore design of carbon materials [10] and the surface treatment of materials. Since its
discovery, plasma has been widely used in various aspects. Surface modification of
carbon materials using low temperature plasma [11] has been widely concerned.

Plasma is an ionized gas-like substance composed of positive and negative ions
produced by atoms and atomic groups after partial electron deprivation. The scale is a
macroscopically neutral ionized gas larger than Debye length [12–15]. In the plasma
chemical reaction, the energy states of electrons and ions are important parameters,
which are expressed by the electron temperature Te and the ion temperature Ti.
When the plasma is formed by discharge, the electrons are accelerated in the electric
field and become high-energy electrons. The collision caused by the high-energy
electrons is the ionization of the gas, which is generally divided into two cases: Te
≈ Ti and Te � Ti. The former is called equilibrium plasma or high temperature
plasma, and the latter is called non-equilibrium plasma or low temperature plasma.
Low temperature plasma effectively avoids the thermal decomposition of reactants
and products caused by the high temperature in the balanced plasma system, and has
been widely used in the surface treatment of materials in recent years [11, 16, 17].
Low-temperature plasma reaction devices can be basically divided into two types:
flow tube type and bell jar type. According to the position of the electrode, it can be
divided into internal electrode type and external electrode type. Usually the device
uses a high-frequency power supply, which can remove the segregation of charged
particles in the plasma and obtain a uniform plasma space. Because the 13.56 MHz
frequency band is easy to couple with the discharge gas, the stability of the tuning
circuit is also good, and the operation is convenient. It is the most commonly used
high-frequency power supply (Fig. 1).
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Fig. 1 Flow tube type internal electrode type plasma reaction device

2 Experimental

2.1 Materials

The capacitor electrode used in the experiment is made of a mixture of activated
carbon (AC), SuperP and polyvinylidene fluoride (PVDF). The activated carbon uses
YP50 produced by Japan Coca-Cola Company, and it is used without further treat-
ment. The conductive agent is SuperP produced by TIMCAL. PVDF was purchased
fromShenzhen Tianchenghe TechnologyCo., Ltd. (Arkema 900). AC:SuperP:PVDF
was 80:10:10% wt. The slurry was coated on carbon-coated aluminum foil and dried
in the vacuum oven at 70 °C. The electrode was then pressed and punched into a sheet
with a diameter of 12 mm and a thickness of 50 µm (including an 18 µm aluminum
foil current collector). The electrode liquid used for assembling the capacitor is
DLC306 of Shenzhen Xinzhoubang Company.
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2.2 Measurement

The surface treatment was performed on the electrode using a plasma reaction appa-
ratus (CIF International Group Co, Ltd. CPC-B-13.56) under an air atmosphere. The
reaction power is 80 W, the air pressure is 80 Pa, and the treatment time is 1 min and
5 min, respectively. The untreated and treated two sets of electrodes were made into
capacitors respectively, and the electrochemical impedance spectroscopy (EIS) and
cyclic voltammetry (CV) of the three sets of capacitors were tested using an elec-
trochemical workstation (Bio-logic SP200, France), where CV Measured at 5 mv/s,
10 mv/s, 20 mv/s, 50 mv/s and 100 mv/s scan rates respectively. The optical contact
angle measuring instrument (KRUSS DSA100, German) was used to measure the
contact angle of the electrolyte of the pole piece, and the change of the first 1 s
contact angle of the electrolyte on the pole piece was observed. Scanning electron
microscope (NEC Electronics Corporation JEM2100) was used to perform energy
spectrum analysis on the pole piece, and X-ray photoelectron spectrometer (AXIS
ULtrabld) was used to analyze the carbon, oxygen and nitrogen elements on the
surface of the eletrode.

3 Results and Discussion

Electrochemical impedance spectroscopy tests were carried out on the untreated
and treated capacitors for 1 min and 5 min respectively, and it was found that the
interface transfer impedance of the capacitor was reduced to a certain extent after
plasma treatment in an air atmosphere (Fig. 2).

The Rct value of the interface transfer resistance of the control group was 23.56
�. The Rct of air plasma surface treatment for 1 min (hereinafter referred to as 1

Fig. 2 Comparison of EIS
of three groups of capacitors
before and after air
atmosphere plasma treatment
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Fig. 3 The dynamic contact angle of the untreated and treated 1 min pole piece a AC 0 s, b AC
0.5 s, c AC 1 s, d 1 min 0 s, e 1 min 0.5 s, f 1 min 1 s

Min) and surface treatment for 5 min (referred to as 5 Min) were 7.195 � and 17.77
�, respectively (Fig. 3).

The contact angle of the electrolyte in the control group changed from 26.3° to
5.4° in 1 s, and the contact angle of the 1 min electrolyte changed from 32.6° to
3.7°. After the surface treatment of the pole piece, the wettability of the electrolyte
is improved.

The interface transfer impedance is mainly related to the surface morphology and
materials of the electrode. Due to the plasma surface treatment, the functional groups
containing N and O will be grafted on the surface of the pole piece. These functional
groups can improve the contact between the electrolyte and the electrode surface to
a certain extent. Large electrolyte wettability reduces interface transfer resistance.

Elemental analysis by EDS and XPS further proves this point. The schematic
diagram of EDS scanning corresponding to the pole piece with surface treatment for
1 min is shown in Fig. 4.

Through the comparison of the content of surface elements (Tables 1 and 2),
the surface treatment effectively grafted nitrogen-containing and oxygen-containing
functional groups on the electrode, mainly oxygen-containing functional groups.
The content of nitrogen and oxygen on the surface of the 1 min group is more than
that of the 5 min group. After 5 min of surface treatment, the number of surface
functional groups decreased compared with 1 min of treatment. Compared with
the EIS test results of electrochemical impedance spectroscopy above: the transfer
resistance of the electrode interface at 5 min. The pole piece greater than 1 min is
consistent. This is mainly because when the plasma treats the surface of the pole
piece, the original structure on the surface of the pole piece is destroyed first, and the
nitrogen and oxygen functional groups are grafted on the electrode surface. These
two processes occur at the same time, and the appropriate power and air pressure
need to be adjusted. And the processing time to achieve the best performance of
the electrode surface. Comparing the EDS and XPS element content data, since the
EDS test depth is about several hundred nanometers and the XPS test depth is about
10 nm, the grafted nitrogen and oxygen functional groups are mainly distributed
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Fig. 4 The EDS corresponding SEM image and C, O, N element analysis of electrode with a
processing time of 1 min

Table 1 EDS control group,
1, 5 min electrode percentage
content

Name C O N

AC 100 0 0

1 MIN 91.80 5.77 2.43

5 MIN 92.87 5.38 1.75

Table 2 XPS control group,
1, 5 min electrode surface
element percentage content

Name C O N

AC 93.69 5.59 0.73

1 MIN 80.29 16.22 3.49

5 MIN 81.14 16.21 2.66
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Fig. 5 Cyclic voltammetry curves of untreated group, 1 min group and 5 min group a Scan rate 5
mv/s, b scan rate 100 mv/s different scan rates of CV curve, c untreated group, d Process CV curve
of 5 min group

on the electrode surface. As the depth increases, the content of O and N element is
reduced.

Three groups of capacitors were tested by cyclic voltammetry (CV) (Fig. 5).
The comparison of CV curves revealed that the surface treatment was carried out
for 5 min at low sweep speed (5 mv/s) and high sweep speed (100 mv/s). The
curve of the capacitor is closer to rectangular, indicating that its electric double
layer performance is better. The treated pole piece was subjected to constant current
charge and discharge test, and it was found that the capacitance value of the capacitor
increased to a certain extent. The initial capacity of the untreated group was 34.47
F/g; the one-minute treatment group was 37.66 F/g, the capacity increased by 9.25%;
the five-minute treatment group was 37.69 F/g, and the capacity increased by 9.34%.
In the CV curve, the envelope area treated for 5 min is smaller than the untreated
group because of the difference in the quality of the electrode active material. On
the area of 4.5 mm2, the mass of activated carbon is 1.936 mg in the former and
1.552 mg in the latter.
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4 Conclusion

This work proves that the use of low-temperature plasma to treat activated carbon-
based electrode materials in an air atmosphere can increase the energy density of the
capacitor (9.34%) and reduce the interface transfer resistance of the capacitor, which
is conducive to improving its stability during cycling. Sex. Because air is cheap and
readily available, it is relatively easy to realize large-scale and rapid processing of
electrode materials in production, and has strong practical value.
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Numerical Analysis and Research
on Rectangular Crack Detection of Basin
Insulator Based on Laser Ultrasonic

Haifei Wu, Hui Xia, Guoqiang Liu, Cong Chen, and Xin Huang

Abstract In order to improve the surface defect detection efficiency of GIS basin
insulator materials and ensure the reliability and safety of the final product, a non-
contact non-destructive detectionmethod for rectangular crack defects based on laser
ultrasonic technology was studied. The finite element numerical analysis method
(FEM) was used to theoretically study the laser guided ultrasonic guided waves
in the GIS basin insulator material. The interaction between the laser ultrasonic
and rectangular crack defects with different widths and depths on the surface of
the material was simulated. The numerical results showed that when the crack was
located at the excitation point and the reception point, thewidth anddepth information
of the rectangular crack can be qualitatively characterized by the received signal
amplitude, and the defect depth can be quantitatively characterized by whether the
longitudinal wave signal can be received.

Keywords Basin insulator · Laser ultrasonic · The finite element method ·
Rectangular crack

1 Introduction

Gas Insulated Metal-enclosed Switchgear (GIS) equipment is widely used in my
country’s power system due to its integrated structure, high reliability, convenient
maintenance, and small footprint [1–5]. Basin insulator is an indispensable and
important part of GIS. It has the functions of insulation, isolation of air chamber,
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support and fixation. It is mainly composed of metal inserts, outer flanges and epoxy
resin parts [6, 7]. The safety performance of the insulator determines whether the
entire GIS equipment can operate stably and safely. When its structure is damaged,
it will cause partial discharge and even insulation breakdown, endangering the safety
of the power system. In severe cases, it will cause a large-scale power outage. The
loss will be immeasurable [8–10]. Therefore, the defect detection of basin insulators
is of great significance to ensure the safe operation of the power system and extend
the service life of power equipment.

Surface cracks are one of the main defects of basin-type insulators, which may
be caused by the temperature change during curing and the mechanical extrusion
of the centre conductor and the outer shell that cause the insulator to withstand
huge stress, which leads to cracks on the surface; or transportation and installation
Unbalanced forces and environmental temperature differences in the process may
cause surface cracks [11]. According to the current operating experience analysis of
GIS equipment, themain impact on the safe operation of the equipment is the cracking
failure caused by the surface cracks of the insulators [12]. Therefore, for the safe
operation of power grid equipment, it is necessary to effectively detect whether the
basin insulators have surface cracks.

At present, the defect detection methods for basin insulators are mainly divided
into electrical detection methods and non-electric detection methods [13–16]. Elec-
trical detection mainly includes pulse current method and ultra-high frequency
method. Non-electric detection methods mainly include local ultrasonic detection
method. X-ray is commonly used for factory inspection [17–19]. Imaging technology
detection. The pulse current method can quantitatively detect partial discharge, but
it is susceptible to external electromagnetic interference, so this method is mainly
used in the laboratory; the ultra-high frequency method is mainly used for on-site
detection, which can effectively avoid the influence of external electromagnetic inter-
ference and can be detected 5% discharge phenomenon. However, the defect location
ability of this method is not accurate enough, and the hardware and software are not
mature enough. Further research is needed. The local ultrasonic detection method
excites the basin insulator through an external sensor, which is a contact detection
method, And the characteristics of single acoustic wave mode and narrow frequency
band make the detection sensitivity not high, which has certain limitations for the
detection of crack defects of basin insulators. Therefore, the current state moni-
toring and defect fault detection technologies for basin insulators are still not mature
enough, and it is necessary to improve the existingmethods or explore better methods
for detecting insulators [20].

This article introduces the use of laser ultrasonic technology to detect surface
cracks in insulators. Laser ultrasonic technology has the advantages of non-contact,
diverse modes, bandwidth, and high detection resolution. It is widely used in non-
destructive testing of composite materials and sheet metal materials [21–23].
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2 Principle of Laser Ultrasonic Testing

2.1 Heat Transfer Process

532 nm Pulsed laser irradiated surface of the insulator, as shown in Fig. 1, due to
the thermoelastic effect material produces a strong directivity Rayleigh waves on the
surface, characterized by surface cracks to analyse signal characteristics of waves,
the two-dimensional Cartesian coordinate system employed in the analysis, the heat
conduction equation is expressed as:

ρCp
∂T (x, y, t)

∂t
= κ

(
∂2T (x, y, t)

∂x2
+ ∂2T (x, y, t)

∂y2

)
(1)

where T (x, y, t) represents the temperature distribution field at time t, ρ represents
the insulator density,Cp is the heat capacity at constant pressure, and κ is the thermal
conductivity coefficient.

The pulsed laser energy can be expressed by a heat source function Q, so the
boundary condition at y = 0 can be obtained as:

−κ
∂T (x, y, t)

∂y

∣∣∣∣
y=0

= Q (2)

The remaining boundaries are “Thermal Insulation”, the boundary condition heat
flux is 0, and the initial test temperature is room temperature T = 293.15 K. For the
heat source function Q can be written as the product of the spatial distribution and
the time distribution, as:

Q = I0(1 − R) f (x)g(t) (3)

where is the spatial distribution function of f (x) pulsed laser, g(t) is the time distri-
bution function of laser, I0 is the power density of laser, R is the reflectivity of the

Fig. 1 The geometry of the
material illuminated by the
laser
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basin insulator composite material surface to light, f (x) and g(t) can be expressed by
an exponential function, as:

f (x) = e− x2

w2 (4)

g(t) = t

tex
e− t

tex (5)

Among them, w is the half-width of the laser beam, and tex is the rise time of the
laser energy. Generally, the width of the pulsed laser used for non-destructive testing
is nanoseconds, and the pulse width of 10 ns is adopted in this article.

2.2 Thermoelastic Process

When amaterial is irradiated by a pulsed laser, an elastic wave is generated due to the
expansion mechanism. The equation of motion of the elastic body (Navier equation)
is:

∇ · S + f = ρ
∂2u
∂t2

(6)

where S is the stress tensor, its divergence ∇ · S is the stress vector, f is the external
force of the volume, and u is the displacement field. Considering the thermal stress
and ignoring the external force of the volume, there are:

(λ + 2μ)∇2u + (λ + μ)∇ × ∇ × u = ρ
∂2u
∂t2

+ (3λ + 2μ)α∇T (7)

whereλ andμ are theLamecoefficients of thematerial, andα is the thermal expansion
coefficient of thematerial. The displacement field is coupledwith the heat conduction
equation. Pulsed laser irradiation produces a temperature gradient, resulting in a
transient displacement field and generating elastic waves to propagate outward. The
upper and lower surfaces are “free” boundary conditions, and the left and right
boundaries are “low reflection boundary” conditions. The initial conditions are:

u|t=0 = ∂u
∂t

∣∣∣∣
t=0

= 0 (8)
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2.3 Thermoelastic Process

According to the finite element principle, the discrete form governing equations of
Eqs. (1) and (6) can be established by neglecting the effect of damping:

Cp{Ṫ } + K1{T } = Q (9)

M{Ü} + K2{U} = F (10)

where Cp is the heat capacity coefficient matrix, K1 is the heat conduction matrix, Q
is the heat source vector, {T} is the nodal temperature, {Ṫ } is the temperature change
rate with time,M is the mass matrix, K2 is the stiffness matrix, and the F is the node
load vector, {U} is the displacement vector, {Ü} is the acceleration vector.

3 Numerical Simulation Analysis of Rectangular Crack

3.1 Laser Parameters and Material

Based on the above-mentioned theory, calculate the ultrasonic guided wave of the
laser pulse emitted by the Nd:YAG solid-state laser in the basin-type insulator mate-
rial, and the receiving position and the excitation position are located at y = 0 on
the upper surface. Pulsed laser is irradiated on the surface of the insulator material,
part of the energy is reflected, and part of the energy is absorbed by the insulator
material. Assuming that the heat generated by the laser energy is concentrated on the
irradiated surface, the “heat flux” boundary condition is adopted, considering that the
damage threshold energy of the insulator should not be Too high, so the magnitude
of the heat amplitude is I0 = 1×105 MW/m2, the rise time tex of the pulsed laser
is 10 ns, and the beam radius w of the laser is 100 μm. Set up a two-dimensional
model, the geometric width W of the solution area is 6 mm, and the height H is
3 mm. In order to accurately solve the distribution of the sound field, the maximum
grid length of the excitation boundary is 20 μm, the domain grid far away from the
laser incident center is maximum 100 μm, and the time step is 2 ns. In addition, the
material parameters of the basin insulator are shown in Table 1.

3.2 Numerical Simulation Results Without Defects

Figure 2 shows the displacement curve of the receiving position 3 mm away from the
excitation point. The receiving position is on the same side as the source. The received
signal features include grazing longitudinal waves (L), grazing transverse waves (S)



758 H. Wu et al.

Table 1 Material parameters
of basin insulator

Parameter attributes Values

Density ρ/(kg m−3) 2200

Young’s modulus E/(GPa) 20

Poisson’s ratio υ 0.3

Thermal conductivity κ/(W m−1 K−1) 0.25

Heat capacity Cp/(J kg−1 K−1) 1500

Thermal expansion coefficient α/(1/K) 18 × 10−6

Fig. 2 Displacement curve at 3 mm

and Rayleigh waves (R). In addition, the longitudinal and transverse waves generated
by the laser excitation will be reflected when they meet the bottom surface. After the
longitudinal wave is reflected, a part of the mode will be converted into a transverse
wave (LS), causing the displacement at the receiving position to fluctuate, and the
transverse waves will also be reflected into transverse waves (SS) and propagate back
to cause changes in the signal. Therefore, it can be judged whether there is a defect
based on the change of the received signal characteristics.

According to the duration of longitudinal waves and surface waves, the wave-
lengths of longitudinal waves and surface waves can be estimated. From Fig. 2 we
can see that the duration of longitudinal waves is 0.13 μs, the dominant frequency
is 7.7 MHz, the duration of surface waves is 0.20 μs, and the dominant frequency is
5 MHz. The velocity of longitudinal wave and surface wave can be calculated by the
length and time of the propagation path, and the velocity of longitudinal wave cL =
3498.3 m/s and the velocity of surface wave cR = 1734.7 m/s. Therefore, the longi-
tudinal wave wavelength is about λL = 0.445 mm, and the surface wave wavelength
is about λR = 0.350 mm.
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3.3 Simulation Results of Rectangular Cracks with Different
Widths

As shown in Fig. 3, a rectangular crack defect is set at a distance of 1.5 mm from the
center of the laser excitation position. The depth d of the crack is the length λL of
a longitudinal wave wavelength. Different crack widths are changed, and the crack
widths are respectively set to λL/4, λL/2 and λL.

Place the signal receiving point on the right side 1 and 3 mm away from the
excitation point. At 1 mm, both the excitation point and the receiving point are
located on the left side of the crack, while the receiving point is at 3 mm. The
excitation point is on the left side of the crack and the receiving point is on the right
side of the crack. Side, the observed displacement signal is shown in Fig. 4.

It can be seen from Fig. 4 that when the receiving position and the excitation point
are on the same side of the crack, the signal characteristics received for rectangular
cracks of different widths are almost coincident, and when the receiving position is
moved to a distance of 3 mm from the excitation point, that is, it is separate from the
excitation point. When located on different sides of the crack. It can be found that as
the width increases, the amplitude of the Rayleigh wave received for the first-time
decreases. Because the width increases, the ability of the Rayleigh wave to bypass
the rectangular crack to the receiving point decreases. Therefore, the energy received
decreases accordingly. When the depth d remains the same, continue to increase the
crack width, the received signal amplitude will continue to decrease, but will not be
zero.

Fig. 3 Location of crack
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Fig. 4 Rectangular defects of different widths, the receiving point is located at a 1 mm, b 3 mm

3.4 Simulation Results of Rectangular Cracks with Different
Depths

Similarly, a rectangular crack defect is set at a distance of 1.5 mm from the excitation
point. The width l of the defect is half the longitudinal wave wavelength λL/2, and
the depth is set to λL/2, λL, 2λL and 4λL respectively. The received signal is shown
in Fig. 5. (a) The receiving position is located at 1 mm, and there is no obvious
difference between the received signals of different depths; (b) The displacement
signal changes of cracks at different depths at 3 mm are shown in the figure. It can
be seen that the deeper the depth, the smaller the amplitude of the received Rayleigh
wave signal, and when the crack depth d is 4λL, the amplitude is reduced by 91.4%
comparedwith the depth ofλL/2.When the depth is 4λL, the amplitude of the received
glancing longitudinal wave (L) signal is almost zero. Therefore, it can be determined
that when the depth is further increased, the amplitude of the received Rayleigh wave
will continue to decrease or even be 0, and the received glancing longitudinal wave
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Fig. 5 Rectangular defects of different depths, the receiving point is located at a 1 mm, b 3 mm

amplitude will continue to remain at 0. Therefore, when the receiving point and the
excitation point are on different sides of the crack, it is judged whether the crack
depth exceeds 1.5 mm by judging that the glancing longitudinal wave signal can be
received.

4 Conclusion

This paper uses the finite element method to numerically simulate the laser ther-
moelastic mechanism to excite the ultrasonic guided waves in the basin insulator
material, and verify that the pulsed laser irradiation on the insulator material can
produce multiple modes of waves such as longitudinal waves, transverse waves, and
Rayleigh waves, and the frequency of the excited sound waves up to a few MHz, it
is judged whether there is a defect based on the characteristics of the received wave
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signal, which provides a theoretical and simulation basis for laser ultrasonic tech-
nology to detect basin insulators. By setting rectangular crack defects with different
widths and depths, when the excitation point and the receiving point are on the same
side of the crack defect, the received signal characteristics are almost the same, and
when they are located on different sides, the crack can be qualitatively analyzed by
different amplitudes. The size of the defect can be quantitatively detected by judging
whether the longitudinal wave signal can be received to determine whether the depth
exceeds 1.5 mm.
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Magnetostrictive Simulation
of Amorphous Alloy Based on Dynamic
Jiles-Atherton Model

Xiaoyu Zhou and Lihua Zhu

Abstract Magnetostriction is the main cause of vibration and noise of transformer
core. In order to obtain a more accurate magnetostrictive model suitable for amor-
phous alloys, a new magnetostrictive model is established based on the im-proved
Jiles-Atherton model and the quadratic domain rotation model. Among them, the
eddy current loss and additional loss are considered, and the parameter v is introduced
to reflect the change of k with the magnetization state in the actual magnetization
process, all of which make the model have stronger physical significance. Particle
swarm optimization algorithm is used to extract the parameters of the model. The
data of amorphous alloy strip under different excitation sizes were measured and
compared with the results of model calculation. The results show that the calcu-
lated results of the magnetostrictive model based on the hysteresis model which is
more consistent with the physical basis are close to the measured data. The model
established in this paper can be applied to the simulation of the magnetostrictive
characteristics of amorphous alloys.

Keywords Magnetostrictive model · Amorphous alloy · Particle swarm
optimization · J-A model

1 Introduction

Magnetostriction is the main cause of transformer vibration and noise [1]. The
magnetic field caused by the material of magnetic susceptibility changes will change
the material of magnetostrictive strain until it reaches its saturation value. At present,
the magnetostrictive measurement is difficult, there is no unified national or interna-
tional standards. In order to more accurately study the magnetostrictive characteris-
tics of power transformers and simulate their vibration and noise, it is necessary to
establish a practical magnetostrictive model for amorphous alloys.
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The key to the modeling of magnetostrictive properties of magnetic mate-
rials lies in the physical description and mathematical expression of magnetic
hysteresis, which can be divided into four categories based on magnetic domain
theory, phenomenology, thermodynamics and elasticmechanics. Jiles derived a linear
combination of squared and quadraturemagnetostrictions formagnetization based on
the principle of energy minimization [2]. J. Zhu realizes the simulation of magnetic
properties of corematerials by Preisach hysteresismodel, and simulates themagnetic
properties of annular core by combining dynamic circuit model with Preisach model
[3]. T. Hilgert introduced the dynamic description of magnetostriction under sinu-
soidal excitation, but this model has high requirements for the quantity and accuracy
of experimental data [4], so it is difficult to achieve. At present, some new magne-
tostrictive models have been developed, but amorphous alloys have not yet been
involved [5–7].

In this paper, an improved magnetostrictive model is proposed based on the
quadratic domain rotationmodel and Jiles-Atherton (J-A)model. In order to conform
to the fact that k changes with the magnetization state during the actual magnetiza-
tion process, the parameter v is introduced. Eddy current loss and residual loss are
added to lay a foundation for the study of high frequency dynamic magnetostric-
tive model. In order to determine the relationship between model parameters and
magnetostrictive energy, a preliminary experimental and theoretical study on amor-
phous alloys was carried out. Particle swarm optimization (PSO) is used to solve the
magnetostrictive model parameters. In order to evaluate the accuracy of the results,
the calculated magnetostriction results are compared with the experimental results
of a monolithic tester.

2 Derivation of the Basic Model Modeling

2.1 Traditional J-A Hysteresis Model

In this model, the relationship between the applied magnetic field H and the
magnetization M is established through five steps:

1. Determine the effective magnetic field of magnetic materials, He

2. Determine the magnetization without hysteresis, Man

3. Determine the irreversiblemagnetizationgenerated by the domainwall displace-
ment, M irr

4. Determine the reversible magnetization intensity generated by domain wall
bending, Mrev

5. The total magnetization M is the sum of M irr and Mrev.

The specific expression is as follows:

He = H + αM (1)
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Man = Ms[coth(He/a) − (a/He)] (2)

dMirr

dH
= Man − Mirr

δk − α(Man − Mirr )
(3)

Mrev=c(Man − M) (4)

M = Mrev + Mirr (5)

where c is the bending coefficient related to the domain wall, a is the shape parameter
of anhysteretic curve, α is coupling coefficient, k is the pinning coefficient and δ is
defined as sign(dH/dt).

The energy balance equation obtained is as follows:

μ0

∫
MdHe = μ0

∫
MandHe − μ0kδ

∫
dMirr

dHe
dHe (6)

2.2 Derivation of Magnetostrictive Mode

In earlier studies, dynamic hysteresis loop considers the dynamic loss with frequency
variation, and has a good effect on simulation. In the actual magnetization process,
k changes with the change of magnetization state. In order to get a better result, a
parameter v is introduced to explain the change of kwith themagnetization state in the
actual magnetization process, and eddy current loss and residual loss are considered.
This will complicate themodel and calculation, but it is more in line with the physical
process of magnetization.

The modified energy balance expression in the magnetization process can be
expressed as:

∫
MdHe =

∫
MandHe −

∫
k

[
1− v

(
Mirr

MS

)2
]
δ
dMirr

dHe
dHe

−
∫

e2σ

2β

(
dB

dt

)2

dt −
∫

(GSV0σ)1/2
∣∣∣∣dBdt

∣∣∣∣
3/2

dt (7)

where He is the effective magnetic field intensity, Man is the anhysteresis magneti-
zation,M irr is the irreversible magnetization, and v is the parameter that can correct
k to some extent.

Similar to the original J-A model, the term with k illustrates the domain wall
pinning effect, while the term with v modifies k to some extent, making the physical
meaning of k changing with the magnetization state more perfect.
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λ = 1.5λsM
2
/
M2

s (8)

where M is the magnetization, Ms is the saturation magnetization and λs is the
saturation magnetostriction of the material.

Therefore, by combining (7) and (8) with the modified J-A model, the following
model is established:

dλ

dB
= 3λSM

M
2

S

M − Man − cδ
1−c k

[
1− v

(
Mirr
MS

)2] dMan
dHe

+ kc
dB
dt + kcδ

∣∣ dB
dt

∣∣ 1
2

μ0(α − 1)

(
Man − M + cδ

1−c k

[
1− v

(
Mirr
MS

)2] dMan
dHe

)
− μ0δ

1−c k

[
1− v

(
Mirr
MS

)2]

(9)

3 The Experimental Measurements

In order to verify the accuracy of the model, the magnetic property andmagnetostric-
tive property test system produced by a German company was used to measure the
magnetization property and magnetostrictive property of the sample. The magne-
tostrictive measurement system is shown in the Fig. 1a. The sample is made of

Fig. 1 Experimental chart.
a One-dimensional single
sheet tester system. b Cured
processed strip

(a) One-dimensional single sheet tester system

(b) Cured processed strip
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35 pieces of 1K101 amorphous alloy strip cured and superposition by lacquer dip
process, as shown in Fig. 1b, whose length, width, thickness is 600 mm, 100 mm,
1 mm, respectively.

The hysteresis loop and magnetostrictive curve of amorphous alloy samples were
measured and calculated. The measurement results are shown as follows in Fig. 2:

Fig. 2 Hysteresis loop and
magnetostrictive curve under
different flux densities.
a Hysteresis loop at different
flux densities.
bMagnetostrictive curve at
different flux densities

(a) Hysteresis loop at different flux densities

(b) Magnetostrictive curve at different flux densities
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4 Simulation and Validation of the Model

4.1 Particle Swarm Optimization Algorithm

Particle swarm optimization algorithm is a kind of evolutionary optimization algo-
rithm [8], where each particle in the group is defined to identify a potential solution to
the problem in n-dimensional space. The parameters of the magnetostrictive model
can be derived directly from the measured data of the reference point. The hysteresis
model and magnetostrictive model parameters of amorphous alloy are determined
by particle swarm optimization.

The error function can be expressed as:

Fitness =
⎡
⎣ ∑

sample

(λ0 − λm)2

N

⎤
⎦

1/2

(10)

where N is the number of points included in the hysteresis loop calculated by the
J-A model, λ0 is the data measured by the experiment, and λm is the fitness function,
which is the magnetostriction calculated by the dynamic magnetostrictive model.

4.2 Parameter Analysis

The parameters of the traditional J-A hysteresis model can be calculated by the
following formula:

c = 3aχin

Ms
(11)

a = Ms

3

(
1

χan
+ α

)
(12)

k = Man(Hc)

1− c

[
α + 1(

1
1+c

)
χHc +

(
c

1+c

) dMan(Hc)

dH

]
(13)

α = k(1− c)

Mr − Man(Mr )
− 1− c

χr − c dMan(Mr )

dH

(14)

Mm = Man(Hm) − (1− c)kχm

αχm + 1
(15)

In the calculation, the traditional parameter is done by the traditional parameter
determinationmethod, and thedynamicparameter has different values under different
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excitations, and the change rules of the two parameters are consistent. Therefore, by
introducing the modified parameter s in the calculation, according to the dynamic
correction parameter kc, ke, the modified parameter determination formula can be
expressed as:

kc = e2σ s
/
2β (16)

ke = (GSV0σ s)
1/2 (17)

In this way, the two dynamic solving problems are transformed into solving
the correction parameter s, which reduces the computational dimension of the
optimization algorithm and increases the computational efficiency.

The whole solving process is actually the optimal combination of solving param-
eters to minimize the value of the objective function. The specific optimization flow
chart of its parameters is shown in Fig. 3.

The simulation parameters were applied to the model, and the calculated results
were compared with the experimental measurement results to obtain a comparison
diagram, as shown in the Fig. 4.

Figure 4 shows the simulation comparison of hysteresis loop measurement under
different magnetic flux conditions. Figure 5 shows the simulation comparison of
magnetostrictive measurement under different magnetic flux conditions. It can be

Fig. 3 Flow chart of particle swarm optimization algorithm
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Fig. 4 Simulation
comparison diagram of
hysteresis loop measurement
under different magnetic flux
conditions. a Comparison
diagram of 0.8 T hysteresis
loop experiment and
simulation. b Comparison
diagram of 1.2 T hysteresis
loop experiment and
simulation

(a) Comparison diagram of 0.8T hysteresis
loop experiment and simulation

(b) Comparison diagram of 1.2T hysteresis
loop experiment and simulation

seen that the calculated results are very close to the experimental results and have a
good consistency. The results show that the model can simulate the magnetostriction
of amorphous alloy with different magnetic flux.
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Fig. 5 Experimental and
simulated comparison of
magnetostrictive curves with
different flux densities.
a Comparison diagram of
0.8 T magnetostrictive curve
experiment and simulation.
b Comparison diagram of
1.2 T magnetostrictive curve
experiment and simulation

(a) Comparison diagram of 0.8T magnetostrictive
curve experiment and simulation

(b) Comparison diagram of 1.2T magnetostrictive
curve experiment and simulation

5 Conclusion

In this paper, the traditional hysteresis parameter k is modified by introducing the
parameter v, and the eddy current loss and residual loss are introduced to simulate the
dynamic magnetostriction of amorphous alloy strip more accurately. Particle swarm
optimization (PSO) algorithm is used to extract the parameters of the model. The
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data of amorphous alloy strip under different excitation sizes were measured and
compared with the results of model calculation.

The results show that the calculated results of the magnetostrictive model based
on the hysteresis model which is more consistent with the physical basis are close
to the measured data. The model established in this paper can be used to simulate
the magnetostrictive characteristics of amorphous alloy materials, which provides
some references for magnetostrictive and noise calculation under high frequency
conditions.
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Design of High Sensitivity Foreign Object
Detection System in Wireless Charging
Based on the Variation of Detection Coils
Impedance

Ying Sun, Jixing Liu, Ce Liang, Guo Wei, Chunbo Zhu, and Kai Song

Abstract Metal foreign objects could enter the wireless power system easily due to
the contactless characteristics of primary side and secondary side. Because of eddy
current loss, metal foreign objects would not only reduce the system output power
and efficiency, but also cause the potential safety hazard. To solve the problem that the
conventional approach has low detection sensitivity and blind zone, a design method
of high sensitivity foreign object detection system is proposed. Firstly, according
to the magnetic induction intensity distribution of the primary coil, the distribu-
tion of detection area and the symmetrical structure of detection coils are designed.
Secondly, the relationship between the parameters of detection coils and detection
sensitivity is analyzed in detailed through the finite element simulation. Then, the
excitation frequency of detection circuit is optimized to realize the highest detection
sensitivity. Finally, the proposed design is verified by experiments on a LCC-LCC
6.6 kW prototype. As for 1 RMB yuan coin in the position of alignment, corner
and 5 mm high, the variation of amplitude of detection signal are 94.1%, 31.8% and
23.18%, respectively.

Keywords Wireless charging · Foreign object detection · Detection coils design ·
Finite element analysis

1 Introduction

Wireless charging technology has gradually become a hotspot of research in recent
years by virtue of its ability to wirelessly deliver high power in a short to medium
distance with high efficiency. The technology is becoming increasingly perfect in
theory [1–7]. But when it comes to the practical application, a variety of working
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conditions are required to be considered, especially the metal foreign object in the
charging area would produce serious security risks [8–12]. Therefore, FOD (Foreign
Object Detection) is one of the indispensable technologies to enhance the safety and
stability of wireless charging system [13, 14]. At present, magnetic flux detection
[15–17] and coil impedance detection [18–20] are the commonly used methods for
metal foreign object detection in electric vehicle wireless charging systems. These
two methods have the advantages of high integration, low cost, fast response, and
good detection effect onmetallic foreign objects. Bothmethodsmake use of detection
coils, but there has been little research on the optimal design of the detection coils.

In this paper, a design method of high sensitivity foreign object detection system
has been proposed. According to the finite element simulation, the effect of metal
foreign object on the impedance variation of different size and structure detection
coils was analyzed in detailed. And the excitation frequency of detection circuit
was optimized by theoretical analysis and experimental test to realize high detec-
tion sensitivity. The proposed method could significantly improve the sensitivity of
foreign object detection and also have good detection effect for some small size
foreign objects and the certain height foreign objects.

2 Detection Coil Sensitivity Analysis

According to Faraday’s law of electromagnetic induction, when a bulk conductor is
placed in an alternating magnetic field or moves in a fixed magnetic field, an induced
current is generated and closed in the conductor. Therefore, the eddy current effect
can be equated to a short-circuit loop currentmodel, where themetallic foreign object
can be equated to a coil and the effect of the metallic foreign object on the impedance
of the detection coil can be analyzed using the mutual inductance model.

As shown inFigs. 1 and2,LD andRD are the self-inductance and internal resistance
of the detection coil. Lm and Rm as the equivalent inductance and equivalent internal
resistance of themetal foreign object.Mm is themutual inductance between themetal

Fig. 1 Model of metal
foreign object coupling to
detection coil

RD

LD

Rm

Lm

Mm

ID Im
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LD

C

Rf

R1

+

UAC

RD

Fig. 2 Detection of coil impedance variation based on parallel resonance

foreign object and the detection coil. ZNONE and ZFOD are the equivalent impedance
of the detection coil when there is no metallic foreign object and when there is
metallic foreign object, respectively. Their expressions could be derived as follows:

ZNONE = RD + jωLD (1)

ZFOD =
[
1 + Rm

RD
· ω2M2

m

R2
m + ω2L2

m

]
RD + jω

[
1 − Lm

LD
· ω2M2

m

R2
m + ω2L2

m

]
LD (2)

β = 1 + Rm

RD
· ω2M2

m

R2
m + ω2L2

m

(3)

α = 1 − Lm

LD
· ω2M2

m

R2
m + ω2L2

m

(4)

where α and β are the rate of change in inductance and the rate of change in internal
resistance of the detection coil, respectively. So that Eq. (2) can be simplified to:

ZFOD = βRD + jωαLD (5)

Define δ as the percentage variation of the impedance of the detection coil after
introduction of the foreign object.

δ = |ZFOD| − |ZNONE |
|ZNONE | =

√
β2RD + ω2α2L2

D −
√
R2
D + ω2L2

D√
R2
D + ω2L2

D

(6)
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The quality factor of the detection coil QD is brought into (6) for further analysis.
Thus, δ could be expressed as:

δ =
√

β2 + α2Q2
D

1 + Q2
D

− 1 =
√

α2 + β2 − α2

1 + Q2
D

− 1 (7)

From (7), the percentage variation of impedance of the detection coil δ is related
to the mutual inductance Mm of the metal foreign object so that Mm, α, β can be
improved by the reasonable design and optimization of the structure and size of the
detection coil.

If the quality factor QD of the detection coil is high enough even QD � 1, then
(7) could be simplified to:

δ ≈
∣∣∣√α2 − 1

∣∣∣ = |α − 1| (8)

From (8), even if the quality factor QD of the detection coil is high enough,
the percentage variation in impedance δ of the detection coil is still limited. As
a result, it is difficult to determine whether there is a foreign object only based
on the impedance variation of the detection coil. Therefore, this paper adopts a
parallel resonant amplifier circuit with an excitation source to amplify the percentage
variation in impedance δ of the detection coil, enhance the noise suppression ability,
and significantly improve the detection sensitivity. The structure is shown in Fig. 2.
The principle is to convert the effect of foreign object on the impedance of the
detection coil into a change in the amplification ratio of the output signal, and then
the foreign object detection is carried out by detecting the change in the amplification
circuit amplitude. The detection sensitivity S can be defined as:

S =
∣∣∣∣UFOD −UNONE

UNONE

∣∣∣∣ =
∣∣∣∣ Uin

UNONE

UFOD

Uin
− 1

∣∣∣∣ (9)

S =
∣∣∣∣∣∣

1√
1 + ω2C2R2

f
δ2

(δ+1)2

− 1

∣∣∣∣∣∣ (10)

where ω, C, Rf is the excitation source angular frequency of the detection circuit, the
resonant capacitor of the detection circuit, and the feedback resistance, respectively.

From (10), a reasonable optimization of excitation source angular frequency ω,
detection circuit resonant capacitance C and feedback resistance Rf could make
sensitivity S much larger than the percentage variation in impedance of the coil δ.
As a result, a high detection sensitivity can be achieved.
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3 Detection Coil Design

In this paper, the WPT3Z2 magnetic coupler in SAEJ2954 standard [13] has been
selected as the experimental prototype and the output power is 6.6 kW. The design
process of the detection coil is shown in Fig. 3.

Start

Simulate the magnetic induction intensity distribution 
of the transmitter

Determine the detection coil symmetry structure type

Preliminarily determine the number of turns, spacing of 
turns and line width of PCB  

Determine the inner and outer dimensions of the detection
coil

Whether the impedance variation of 
the detection coil meet the threshold

Determine the number of turns

Optimize the frequency of the excitation source

Whether the coil quality factor, impedance variation and 
detection sensitivity meet the requirements

End

Whether the induced voltage, signal-to-noise ratio and 
device stress meet the requirements

Yes

No

Yes

No

Yes

No

Fig. 3 The process of the detection coil design



780 Y. Sun et al.

Firstly, in order to reduce the influence of the induced voltage generated by the
power magnetic field on the detection sensitivity, the detection coil utilize the series-
opposition structure to reduce the net magnetic flux. The series-opposition structure
of the detection coil is shown in Fig. 4. The two-substructure coils of each detection
coil should be placed in the area where the magnetic flux of two-substructure coils
are similar. As a result, the induced voltage is similar to 0 V and the effect of the
induced voltage would have minimum effect on the detection sensitivity. According
to the simulation results of the magnetic induction intensity distribution of primary
coil, the arrangement of detection coils could be designed and shown in Fig. 5. The
detection coils in area where coordinate axis Xmeet the condition:−125mm<X <+
125 mm utilize the upper and lower axial symmetry. And the detection coils in other
area utilize the left and right axial symmetric.

Secondly, considering the detection sensitivity of the edge of detection coil, the
coupling degree between metal object and detection coil, the internal resistance of

Fig. 4 The series-opposition
structure of detection coil

d
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pcoil

wcoil

Fig. 5 The arrangement of
detection coils
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detection coil and system EMC, the coil gap d, spacing of turns pcoil and the width
of PCB coil line wcoil are preliminary selected as 1.5 mm, 0.25 mm and 0.5 mm,
respectively.

Thirdly, the finite element simulation model of detection coil is established by
using a copper cylinder of which the diameter is 30 mm as metal foreign object.
With adjusting the outer length L, outer width W, number of turns N, simulate the
impedance variation percentage of the detection coil δ under the two conditions
where foreign object is aligned to the detection coil center and placed on the corner
edge respectively. The simulation results are shown in Figs. 6 and 7. In order to

Fig. 6 δ with foreign object aligned to the detection coil center

Fig. 7 δ with foreign object placed on the corner edge
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extract signal conveniently and achieve high detection sensitivity, the threshold of
impedance variation percentage δ of two conditions where foreign object is aligned
the detection coil center and placed on the corner edge are selected as 15 and 2.5%.

Finally, comprehensively considering the signal to noise ratio, total number of
detection coils, device stress and the parameter consistency of detection coils, the
parameters of detection coil has been selected. The outer length L, outer width W,
number of turns N are 40 mm, 30 mm and 10, respectively.

4 Excitation Source Frequency Selection

As shown in Fig. 2, the root cause of the amplification ratio of the detected signal
is the metallic foreign object affecting the resonant cavity impedance value of the
feedback loop. According to (1), the resonant cavity in the absence and presence of
the foreign object is given by the following equation.

∣∣Z f

∣∣ = 1√(
1
R f

+ RD

ω2L2
D+R2

D

)2 +
(
ωC − ωLD

ω2L2
D+R2

D

)2
(11)

�
∣∣Z f

∣∣∣∣Z f

∣∣ =
∣∣∣∣Z f _FOD

∣∣ − ∣∣Z f

∣∣∣∣∣∣Z f

∣∣ × 100% (12)

where Zf , Zf _FODis the feedback loop RLC parallel resonant cavity impedance
without foreign object and its impedance with foreign object.

Combined with simulation results and actual measurement data of detection coil,
provided that the feedback loop is resonant when there is no foreign object, respec-
tively, to plot the feedback loop RLC parallel resonant cavity impedance change
�Zf /Zf with frequency change curve cluster in the case of the foreign object is
located in the alignment position and the corners. The analysis results are shown in
Figs. 8 and 9 respectively.

After the frequency reaches 10 MHz, �Zf no longer increases with frequency
regardless of whether the foreign object is in the alignment or corner position. The
�Zf is 92 and 63% for the alignment and corner positions respectively, but the excita-
tion frequency is too high to process the signal. Considering the parasitic parameters,
device selection, electromagnetic compatibility and other factors, the frequency is not
convenient for subsequent signal processing. When the frequency is about 2.5 MHz,
the �Zf of the positive pair and the corner position are more than 77 and 32%,
which can accurately identify the presence of foreign objects. Therefore 2.5 MHz is
selected as the best frequency for the system.
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Fig. 8 Percentage change in resonant cavity impedance of the feedback loop for the foreign object
corner detection coil

Fig. 9 Percentage change in resonant cavity impedance of the feedback loop when the foreign
object is in the detection coil alignment

5 Experimental Verification

A 6.6 kW LCC-LCC wireless charging system is shown in Fig. 10, which is used
as the experiment prototype. The wireless power transmission system in this paper
is designed and built according to the parameter requirements of WPT3Z2 [13].
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Fig. 10 Double-sided LCC 6.6 kW wireless power transfer system

Table 1 System parameters Parameters Value

L1 19.5 μH

Cp 181.1 nF

C1 177.3 nF

L2 7.1 μH

Cs 110.6 nF

C2 493.8 nF

Lp 40.1 μH

Ls 38.5 μH

M 7.75 μH

Ip(RMS) 34.02 A

Is(RMS) 51.71 A

RL 6.9 �

Gap 12 cm

Detailed parameters are shown in Table 1. Where, Gap is the size of the air gap.
Ip(RMS) and Is(RMS) are the RMS values of the primary coil current and the secondary
coil current, respectively.

In order to extract high-frequency signals for foreign object detection, the detec-
tion circuit needs to include a bandpass filter to remove the induced voltage and
high-frequency burr noise generated by the magnetic field on the detection coil. The
AD8066 was selected as the operational amplifier for the detection circuit, consid-
ering the induced voltage amplitude, gain, pass band, and device stress. The pass
band of the bandpass filter is 1.5–3 MHz, and the attenuation at 85 kHz is 65 dB,
so that the high-frequency signal can be extracted for foreign object detection. The
structure and parameters of the detection circuit are shown in Fig. 11.

The center region of the transmitter is the most difficult region to detect because
it has the highest magnetic inductance, the detection coil has the highest induction
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voltage generated by the power magnetic field, and the device has the highest with-
stand voltage. The experimental system is shown in Fig. 12. The center of the emitting
end region is taken as an example.

In order to verify the detection performance of the designed system, a variety of
high-purity materials, metal objects of different shapes, as well as common coins and
clips are selected as the metal foreign objects to be detected (where D is the diameter
of the cylindrical foreign object and a is the length of the cubic foreign object edge,
in mm). The geometric centers of the metallic foreign objects are placed at the
center of the detection coils and at the junction of the four detection coils (detection
coil corners) to investigate the optimal and worst-case detection performance of the
foreign object detection system.

The detection results are shown in Figs. 13 and 14. Figure 13a, b show the output
signal waveform of the detection circuit at the center and edge of the detection coil of

Detection 
coils

Energy converter

High frequency 
excitation source

Detection 
circuit

Centre

Corner

Fig. 12 Foreign object detection circuit
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Fig. 13 Peak output voltage of the detection circuit when foreign object is 1-yuan coin a 1-yuan
coin at the center of the detection coil. b 1-yuan coin at the edge of the detection coil
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Fig. 14 The peak-to-peak output voltage of the detection circuit at the center of the detection coil
and at the edge of the detection circuit

a 1 yuan coin respectively. Correspondingly, the detection circuit output signal peaks
decreased from 3.08 V to 178 mV and 2.12 V when there was no foreign object. And
the corresponding percentage change in detection signal peaks was 94.1 and 31.8%.
In addition, taking into account factors such as the presence of a cover plate on top of
the foreign object detection system in the actual product, the test was conducted by
placing a 1 yuan coin in the center of the detection coil at a height of 5 mm, and the
peak-to-peak value of the detection circuit was 0.714 V, with a percentage change of
23.18%.

In Fig. 14, the dashed red line shows the peak value (3.08 V) when there is no
metallic foreign object. The blue and deep red curves show the peak value when the
foreign object is located at the center and corner of the detection coil. The greater the
difference between the red dashed line and the histogram, the greater the influence
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of the metallic foreign object on the peak value of the output signal, i.e., the easier
to detect. The experiment results show that:

(a) When different types of foreign objects are located in the center of the detection
coil, the three types of placed paperclips cause the peak-to-peak variation of
the output signal of the detection circuit to exceed 41.5%, and the other foreign
objects cause the peak-to-peak variation of the output signal of the detection
circuit to exceed77.3%, so that the presence of foreign objects can be accurately
detected.

(b) When different types of foreign objects are located in the corner position of the
detection coil, except the cylinders of three different materials with a diameter
of 20 mm (D = 20 mm) and paperclips are difficult to detect, other foreign
objects make the detection circuit output signal peak amplitude change ofmore
than 19.2%, can achieve accurate detection.

6 Conclusion

This paper proposed adesignmethod for high-sensitivity detection coil basedonfinite
element simulation (FEM), which solved the problems of low detection sensitivity
and the existence of blind spots in traditional detection methods.

Firstly, the detection area is divided and the symmetric structure of the detection
coil is designed according to the magnetic induction distribution of the transmitter
coil. Secondly, the influence of the size and structure of the detection coil on the
impedance variation percentage is simulated by FEM and the parameters of detection
coil was selected according to the simulation results. Thirdly, the effect of excitation
source frequency on the detection sensitivity was analyzed and optimized in detailed.
Finally, the proposed design is verified experimentally on a LCC-LCC6.6 kWsystem
prototype.

The experiment results illustrate that the proposed foreign object detection system
has good sensitivity to detect coins and other foreign objects, and the detection system
can accurately detect small-sized foreign objects such as paperclips when they are
aligned to the detection coil. The experiments prove that the proposed design method
can realize the high-sensitivity and accurate detection of many types of foreign
objects in wireless charging systems, and at the same time, the proposed design
method with universal applicability can be applied to different types and power
levels of wireless charging systems.

Acknowledgements This work was supported by General Program of National Natural Science
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Harmonic Suppression Method of High
Speed PMSM Based on LC Filter
and Adaptive Notch Filter

Xiaodong Zhao and Jinhua Du

Abstract The stator inductance of high-speed PMSM is usually very small. When
voltage source inverter (VSI) is used to drive, a large number of high-frequency
current harmonics will be generated. A high speed PMSM harmonic suppression
method based on LC filter and adaptive notch filter is proposed in this paper. Firstly,
the mathematical model of high speed PMSM is established. Secondly, the LC filter
circuit is introducedbetween the three-phasewinding and the inverter, and the transfer
function of the system is deduced, and the amplitude frequency characteristics of the
system are analyzed. It is found that the introduction of LCfilter can suppress the high
frequency harmonics generated by the system, but the resonance peak appears in the
system. After that, an adaptive notch filter is set in the current loop of the motor, and
the LMS algorithm is used to suppress the resonance peak generated by the system.
Finally, the simulation results show the feasibility and effectiveness of this method,
which makes the current harmonics of high-speed PMSM control system smaller,
dynamic response performance and anti-interference ability enhance.

Keywords High speed PMSM · LC filter · Resonance peak · Adaptive notch filter

1 Introduction

High speed permanent magnet synchronous motor (HPMSM) has the advantages
of high power density, high reliability, fast operation speed. And the high-speed
permanent magnet motor can be directly connected with the load. So it is widely
used in compressor machine tool, vacuum cleaner, generator and other fields [1].
However, due to the structure characteristics and operation state of the motor, the
stator inductance of high-speed permanent magnet synchronous motor is usually
very small, generally less than 0.5 mH. When the voltage source inverter is used
for driving, because of the high switching frequency of the inverter, a large number
of current harmonics will be generated near the switching frequency and its integer

X. Zhao (B) · J. Du
School of Electrical Engineering, Xi’an Jiaotong University, No.28 Xianning West Road, Beilin
District Xi’an 710049, China
e-mail: zxd152130@stu.xjtu.edu.cn

© Beijing Oriental Sun Cult. Comm. CO Ltd 2021
W. Chen et al. (eds.), The Proceedings of the 9th Frontier Academic Forum of Electrical
Engineering, Lecture Notes in Electrical Engineering 743,
https://doi.org/10.1007/978-981-33-6609-1_72

791

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6609-1_72&domain=pdf
mailto:zxd152130@stu.xjtu.edu.cn
https://doi.org/10.1007/978-981-33-6609-1_72


792 X. Zhao and J. Du

multiple frequency, which will cause the current distortion in the motor winding.
A large amount of harmonic current will produce large noise, core loss and torque
ripple, which will reduce the motor performance and system efficiency [2, 3]. In
order to suppress the current harmonics of the motor, the most direct method is to
connect three identical inductors in series in the three-phase stator winding of the
motor. Using this method, the equivalent inductance of the motor can be increased,
and the harmonic component in the electronic current can be reduced in Ref. [4].
However, with this method, the volume and weight of the system will be increased
due to the inductors in series. In Ref. [5], a LC filter is introduced between the three-
phase stator winding and the inverter. Compared with the three-phase inductors in
series in the stator winding of the motor, the volume and weight of the system can
be reduced. But at the same time, the introduction of LC filter makes the system
have resonance frequency. In order to suppress the resonance peak generated by
LC filter, many papers have proposed damping technology for suppressing resonant
peak in Ref. [6–8]. In Ref. [9], a passive damping method with parallel resistors
at both ends of LC filter capacitor is proposed. Although the method can suppress
the resonance peak, it also has a strong suppression effect on the system harmonics
in the high frequency band. However, the parallel resistance will produce excess
energy loss in the resistor, which will reduce the efficiency of the system. In Ref.
[10], an active damping method is proposed by using transfer function equivalent
method to feedback the current or voltage of the filter capacitor to simulate the
resistance, which does not need to consume the extra energy of the system, and can
achieve the suppression of the system resonance peak. However, this method needs
to add additional sensors, which increases the volume of the system and increases
the possibility of interference.

In this paper, a high-speed PMSM harmonic suppression method based on LC
filter and adaptive notch filter is proposed. The LC filter is used to suppress the
high frequency harmonic current component produced by the motor system, and the
adaptive notch filter is set to suppress the resonance peak generated by the LC filter,
and the anti-interference ability and dynamic response performance of the motor
control system are enhanced. In the second part of this paper, the mathematical
model of high speed permanent magnet synchronous motor is established. In the
third part, the high-speed permanent magnet synchronous motor system with LC
filter is analyzed, and the damping technology of resonance peak suppression is
analyzed. The fourth part introduces the principle of adaptive notch filter. In the fifth
part, the simulation is carried out. The effectiveness and feasibility of the proposed
method are verified.

2 Mathematical Model of HPMSM

In order to simplify the analysis of high-speed PMSM and establish its reliable
mathematicalmodel, the following assumptions aremade. The saturation ofmagnetic
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circuit is ignored; eddy current and hysteresis loss are ignored; the rotor of PMSM
is not damped; symmetrical three-phase sinusoidal waveform current.

In the three-phase static coordinate system, the voltage equation of three-phase
winding of high-speed PMSM can be expressed as:

u = Ri + dψ

dt
(1)

where u are phase voltage of three phase winding. And i are phase current of three
phase winding. ψ are flux linkage of three phase winding. R is stator winding
resistance.

Because PMSM is a complex nonlinear system, it is necessary to establish
HPMSM mathematical models in different coordinate systems to design the later
controller by using vector control method.

In the two-phase rotating coordinate system, according to the transformation of
equal amplitude coordinate, the following current expression is obtained as:

[
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iq
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= 2
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In the two-phase rotating coordinate system, the flux linkage equation is as
follows:

{
ψd = Ldid + ψf

ψq = Lqiq
(3)

The voltage equation in the two-phase rotating coordinate system is obtained as:

{
ud = Rid + Ld

did
dt − ωeLqiq

uq = Riq + Lq
diq
dt + ωe(Ldid + ψf)

(4)

The equation of electromagnetic torque Te is as follows:

Te = 3

2
pniq

[
id

(
Ld − Lq

) + ψf
]

(5)

where ud, uq are stator voltage component on d-q axis; so as id, iq for stator current
component; and ψd,ψq for flux linkage component; ψf is flux linkage which is
generated by permanent magnet; Ld, Lq are winding inductance component.
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3 HPMSM System Based on LC Filter

A group of three-phase LC filter circuit is connected between PWM inverter circuit
and high-speed PMSM, which can be used to suppress high-frequency harmonics in
current. The A-phase structure of motor drive system is shown in Fig. 1.

From Fig. 1, the following equation can be obtained:

uc = L
dia
dt

+ Ria + ea (6)

ia1 = ia + C
duc
dt

= LC
d2ia
dt

+ RC
dia
dt

+ ia + C
dea
dt

(7)

ua = uc + L1
dia1
dt

= LL1C
d3ia
dt3

+ RL1C
d2ia
dt2

+ (L1 + L)
dia
dt

+ Ria + L1C
d2ea
dt2

+ ea (8)

The transfer function of the motor control system can be obtained as:

φ(s) = Ia(s)

Ua(s)
= 1

LL1Cs3 + RL1Cs2 + (L1 + L)s + R
(9)

The amplitude frequency characteristic curve is shown in Fig. 2.
It can be concluded from Fig. 2 at low frequency, the system can be simplified

into a first-order inertial system, the transfer function of the system is equivalent to:

Fig. 1 Structure diagram of
A-phase drive system of high
speed PMSM based on LC
filter

HPMSMPWM inverter LC filter
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Fig. 2 Amplitude frequency
characteristic curve of high
speed PMSM control system
using LC filter
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φ(s) ≈ 1

(L1 + L)s + R
(10)

From Eq. (10), the cut-off frequency of the motor drive system is obtained as
follows:

ωb ≈ L + L1 −
√

(L + L1)
2 − 4R2L1C

2RL1C
≈ R

L + L1
(11)

It can be seen from Fig. 2 that the LC filter causes the motor control system to
have resonance frequency at high frequency, and the phase changes by −180° at the
resonance frequency. Because the phase jump −180° is a negative crossing, it will
produce a pair of closed-loop poles in the right half plane, which makes the whole
system unstable. Therefore, it is necessary to analyze the resonant frequency. At
high frequency, the system can be simplified as an integral link and a second-order
oscillation link in series. The equivalent transfer function is as follows:

φ(s) ≈ 1

s
(
LL1Cs2 + RL1Cs + L + L1

) (12)

From Eq. (12), it can be concluded that the resonant frequency of the motor drive
system is:

f = 1

2π

√
L + L1

LL1C
− R2

2L2
(13)
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4 Adaptive Notch Filter

4.1 Adaptive Notch Filter

In order to suppress the resonant peak of high-speed PMSM system under LC filter,
the active dampingmethod based on capacitor current proportional feedback needs to
add sensors at the filter capacitor, which increases the cost of the system and reduces
the reliability of the system. An adaptive notch filter is used to suppress the resonance
peak generated by LC filter without adding additional sensors. The adaptive notch
filter can also adjust the adaptive coefficient according to the adaptive algorithm and
the change of the external environment, so that the characteristics of the notch filter
can be changed with the changes of harmonic and noise, so that the system has a
certain degree of adaptability and achieves an optimal filtering effect. Figure 3 is a
block diagram of the adaptive notch filter.

Among them, x(t) is the input signal, which can be regarded as the original signal
superimposed with the interference signal, s(t) is the target signal, n(t) is the interfer-
ence signal to be filtered by the adaptive notch filter, rs(t) and rc(t) are the reference
signals with the same frequency as the interference signal. ω1 and ω2 are the adap-
tive coefficient, y(t) is the weighted signal of rs(t) and rc(t), and e(t) is the output
signal of the adaptive notch filter. The signal is the original signal after filtering out
the specific frequency harmonic.

The adaptive algorithmof the adaptive notch filter is LMSalgorithm.According to
the principle ofminimizing themean square error e2(t), theLMSalgorithmwill adjust
the adaptive coefficient ω1 and ω2 through the error signal e(t) and the reference
input signal rs(t) and rc(t). The specific algorithm of LMS can be sorted into formula:

⎧⎪⎪⎨
⎪⎪⎩

y(k) = ω1(k)rs(k) + ω2(k)rc(k)
e(k) = x(k) − y(k)
ω1(k + 1) = ω1(k) + μe(k)rs(k)
ω2(k + 1) = ω2(k) + μe(k)rc(k)

(14)

where μ is the iteration step size of the algorithm, k is the iterative sequence, and
there is t = kτ and τ is the sampling interval. According to Eq. (14), the equivalent
transfer function of the adaptive notch filter can be obtained:

Fig. 3 Structural block
diagram of adaptive notch
filter
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e(s)

x(s)
= s2 + ω2

o

s2 + μA2

τ
s + ω2

o

(15)

4.2 Control System Design

The control system structure of the system is shown in Fig. 4. The inner loop of the
control system is the current loop and the outer loop is the speed loop. The PI control
is used in the inner and outer loops. In order to suppress the high-order harmonics
in the system, a LC filter is added between the inverter and the motor. In order to
suppress the resonance peak generated by the introduction of LC filter, d-axis and
q-axis adaptive notch filters are added in the current loop.

Take the q-axis adaptive notch filter as an example, its structure is shown in Fig. 5.

1. Calculation of resonant frequency

From Eq. (13), it can be seen that the resonant frequency value of motor control
system in three-phase static coordinate system, but due to the addition of adaptive
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notch filter in d-axis and q-axis, it is necessary to convert the resonant frequency
value from three-phase static coordinate system to dq coordinate system. Because
the three-phase winding of PMSM generally adopts star connection, three-phase
symmetry and half wave symmetry, the three-phase current of PMSM generally does
not contain even harmonics and odd harmonics with integral times of 3. Considering
the harmonics, the three-phase current of PMSM in three-phase static coordinate
system can be expressed as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ia = i1 cos(ωt + θ1) + i5 cos(−5ωt + θ2)

+ i7 cos(7ωt + θ3) + i11 cos(−11ωt + θ4)

+ i13 cos(13ωt + θ5) + · · ·
ib = i1 cos

(
ωt + θ1 − 2

3π
) + i5 cos

(−5ωt + θ2 − 2
3π

)
+ i7 cos

(
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) + i11 cos

(−11ωt + θ4 − 2
3π

)
+ i13 cos

(
13ωt + θ5 − 2

3π
) + · · ·

ic = i1 cos
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) + i5 cos
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+ i7 cos

(
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3π
) + i11 cos

(−11ωt + θ4 + 2
3π

)
+ i13 cos

(
13ωt + θ5 + 2

3π
) + · · ·

(16)

In Eq. (16), i1, i5, i7, i11 and i13 represent the components of fundamental wave,
5th harmonic, 7th harmonic, 11th harmonic and 13th harmonic in three-phase static
coordinate system. According to the rotating magnetic field theory of AC motor,
the fundamental current of PMSM is the same as the rotation direction of the rotor,
the 5th harmonic current is opposite to the rotation direction of the fundamental
wave, and the rotation speed is −5ω; the 7th harmonic current and the fundamental
rotation direction are the same, the rotation speed is 7ω, and so on. According to
the coordinate transformation formula of Eq. (2), the current is transformed into dq
coordinate system, which can be expressed as follows:

⎧⎪⎪⎨
⎪⎪⎩

id = id1 + i5 cos(−6ωt + θ2) + i7 cos(6ωt + θ3)

+ i11 cos(−12ωt + θ4)+i13 cos(12ωt + θ5) + · · ·
iq = iq1 + i5 sin(−6ωt + θ2) + i7 sin(6ωt + θ3)

+ i11 sin(−12ωt + θ4)+i13 sin(12ωt + θ5) + · · ·
(17)

From Eq. (17), it can be obtained that for the 5th and 7th harmonic of PMSM,
the rotation angular velocity is −5ω and 5ω respectively in dq rotating coordinate
system; in dq rotating coordinate system, the rotation angular velocity of the 11th
and 13th harmonic becomes −12ω and 12ω; for (6n − 1) and (6n + 1) harmonics,
the rotation angular velocity becomes −6nω and 6nω.

Therefore, the values of filter inductance L and filter capacitor C in LC filter can
be adjusted appropriately so that the resonant frequency obtained by Eq. (16) is as
close as possible to (6n − 1) and (6n + 1) harmonic frequencies of motor current.
In dq coordinate system, the resonant frequency of motor current is converted into
6n harmonic frequency.
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2. Generate reference input signal

After calculating the resonant frequency f of the motor control system, the reference
input signals rs(t) and rc(t) with frequency f are generated by the controller.

3. LMS module

According to the formula of LMS algorithm shown in Eq. (14), the adaptive coef-
ficient ω1 and ω2 is continuously adjusted is updated iteratively so that the cosine
weighted signal y(t) is close enough to the harmonics to be filtered out, and the output
e(t) does not contain harmonics.

5 Simulation Experiment

In this paper, a high-speedPMSMvector controlmodelwith speed and current double
closed-loop in id = 0 is built. On this basis, LC filter and adaptive notch filter are
introduced to compare and analyze the speed, current and THD of the motor during
operation. In addition to the initial load of 0.8 N·m, the motor is loaded to 2.3 N·m
when t = 0.6 s. The parameters used in the simulation are shown in the Table 1.

1. The traditional high-speed PMSM vector control model with speed and current
double closed loop in id = 0 is built, and LC filter and adaptive notch filter are
not introduced. The simulation results of speed, current and THD during motor
operation are shown in Fig. 6.

2. The traditional high-speed PMSM vector control model with speed and current
double closed loop in id = 0 is built, and the LC filter is introduced. The simu-
lation results of speed, current and THD during motor operation are shown
in Fig. 7. From the analysis and simulation results of current and THD, it is

Table 1 Parameters used in
simulation of high speed
PMSM control system

Parameters Value

Pole number 2

Permanent magnetic linkage/Wb 0.0414

Rated speed/(r/min) 15,000

Stator resistance/� 0.37

Stator inductance Ld/mH 0.427

Stator inductance Lq/mH 0.427

Moment of inertia/(kg m2) 0.0005

Adaptive notch filter step size 0.005

Filter inductance/mH 0.7

Filter capacitance/μF 5

Switching frequency/kHz 10
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Load

Phase A current

Phase B current

Phase C current

(a) Speed curve  (b) Current curve (c) Current THD  analysis

Fig. 6 Correlation waveform of high speed PMSM under traditional control. a Speed curve.
b Current curve. c Current THD analysis

Load

t/s

(a) Speed curve (b) Current curve (c) Current THD  analysis
4×10

Fig. 7 High speed PMSMsystem correlationwaveformbased onLCfilter. a Speed curve.bCurrent
curve. c Current THD analysis

concluded that the introduction of LC filter can suppress the high frequency
harmonics of the system. However, the resonance frequency of the system
deteriorates the performance of the system. At the resonance frequency, the
resonance peak appears in the current. The harmonic reaches 28% of the funda-
mental wave and the THD reaches 30.71%, which is far more than the harmonic
content before the filter is introduced.

Compared with the speed waveforms in Figs. 6 and 7, there is overshoot in the
speed regulation after the introduction of LC filter. When the sudden load is applied,
the time for the speed to decline and the system to return to the stable state is increased,
and the dynamic response performance and anti-interference ability of the system
become worse.

From the simulation results of current and THD in Fig. 8, it is concluded that the
introduction of adaptive notch filter can suppress the resonance peak generated by the
introduction of LC filter. The THD of the current is only 3.66%, and the harmonic
content of the current is greatly reduced. Compared with the speed waveforms in
Figs. 6 and 8, when the sudden load is applied, the speed drop is only 120 r/min, and
the time for the system to recover to the stable state is 0.05 s, so the dynamic response
performance and anti-interference ability of the system are significantly enhanced.
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Load

i/A

t/s

(a) Speed curve                       (b) Current curve (c) Current THD  analysis

Fig. 8 Correlation waveform of high speed PMSM system based on LC filter and adaptive notch
filter. a Speed curve. b Current curve. c Current THD analysis

6 Conclusion

This paper presents a high-speed PMSM harmonic suppression method based on
LC filter and adaptive notch filter. The introduction of LC filter can suppress the
high-frequency harmonics of the system, but the system also introduces the resonant
frequency. At the resonance frequency, the system produces a resonance peak, which
worsens the performance of the motor system. An adaptive notch filter is set in the
d-axis and q-axis of the motor, which can suppress the resonance peak generated by
the introduction of LC filter, so as to suppress the harmonic current. The simulation
results show that compared with the traditional double closed-loop control method,
this method not only suppresses the harmonic current, but also enhances the dynamic
response performance and anti-interference ability of the system, which verifies the
effectiveness and feasibility of this method.
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Research on Key Position of Hot Spot
Temperature of Dry Type Transformer
in Distribution Network

Xin Liu, Pengfei Song, Youqin Zhang, and Naming Zhang

Abstract The power transformer is one of the important equipment in the distribu-
tion network system and its safe and stable operation has an important impact on the
reliability of the entire distribution network system [1]. The hot spot temperature of
the transformer is one of the important factors that affect the insulation life of the
distribution network transformer. In this paper, the magnetic field distribution of the
dry-type transformer is obtained by using finite element software through electro-
magnetic field simulation calculation, so as to obtain its core loss and coil loss, and
the temperature distribution of the dry-type transformer can be accurately calculated
through the heat flow field, thereby obtaining the hot spot position of the trans-
former, which provides theoretical basis for online hot spot temperature monitoring
of transformers.

Keywords Dry-type transformer · Magnetic field · Temperature field · Hot spot
temperature

1 Introduction

The temperature of the dry-type transformer is one of the important factors affecting
the insulation life of the transformer, and the temperature of the key point directly
affects the operating life of the transformer. Under common conditions, the trans-
former is most prone to aging and insulation problems at the location with the
highest temperature. The research shows that the unstable operation or damage of
dry-type transformer is mainly due to the winding temperature of the transformer
exceeds the heat-resistant limit of the insulating material [2]. For the transformer
with A-class insulation, the aging speed of the insulation will be double [3], For the
former distributed optical fiber sensor temperature measurement system, or the use
of thermal imager, although the internal temperature or external surface tempera-
ture of the dry-type transformer can be quickly obtained, the highest temperature of
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transformer has always existed in the transformer, which can’t be measured accu-
rately. How to get the maximum temperature of dry-type transformer is an important
subject.

At present, the hotspot temperature calculation methods for transformers at home
and abroad are mainly divided into four categories: multi-physics modeling calcu-
lation methods, artificial intelligence algorithms, empirical formula methods and
thermal circuit model methods [4]. The team of Professor Chen Weigen from
Chongqing University applied generalized neural networks and support vector
machines to the prediction of transformer hotspot temperature, and achieved better
results [5]. The team of Professor Ruan Jiangjun from Wuhan University adopted
the three-dimensional electromagnetic fluid temperature field coupling calculation
method combining finite element method and finite volume method to analyze the
internal oil flow distribution of oil immersed transformer under different working
conditions According to the characteristics of winding temperature distribution, a
hot spot temperature inversion model of oil immersed transformer based on multi
physical field calculation and fuzzy neural network algorithm is proposed [6]. Over-
heating of windingwill not only cause accelerated aging of insulation, and then affect
its life, but also cause serious safety problems. A series of malignant accidents will
occur every year at home and abroad because of winding overheating, this led to huge
economic losses [7]. The simulation object is a three-phase dry-type transformerwith
a rated power of 100 KVA and a rated voltage of 315 V/400 V. The connection mode
is triangle star connection. The low-voltage and high-voltage windings are all made
of aluminium foil. Each aluminium foil is insulated by ceramics. Ceramics are often
made of non-silicate chemical raw materials or synthetic raw materials, and have
many advantages such as excellent insulation, corrosion resistance, high tempera-
ture resistance, high hardness, low density, and radiation resistance [8]. Insulation
paper is used for insulation between winding layers of transformer. The high-voltage
winding of dry-type transformer has three layers with 105 turns, and the secondary
side winding has three layers of 78 turns. The cross-sectional area of high-voltage
winding is 34.04 mm, and the cross-sectional area of secondary winding is 44.47
mm. The three-dimensional structure of dry-type transformer is shown in (Fig. 1).

2 Dry-Type Transformer Structure Modeling

During the operation of the transformer, there is an alternating magnetic flux in the
iron core with the same frequency as the power supply, resulting in eddy current
loss and hysteresis loss in the iron core [9]. There is a load current in the winding,
resulting in load loss on the primary and secondary side coils. The rest are DC loss,
eddy current loss on the winding and eddy current loss on metal devices.
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Fig. 1 Three-dimensional
structure diagram of dry-type
transformer

2.1 Magnetic Field Calculation and Loss Analysis of Dry
Type Transformer Under Short Circuit Test

In the case of transformer secondary side short circuit, when the primary side voltage
is applied to the primary side and the secondary side current is the rated value, this
case is the transformer short circuit test. In this case, due to the small resistance of
the secondary side winding, when the primary side voltage is low, the secondary
side can generate the rated current. From formula (1), it can be seen that because the
voltage of the primary and secondary windings is low, the magnetic field in the iron
core is relatively small, and the primary voltage of the transformer is 7.6 V through
simulation.

{
E1 = 4.44 f N1φm

E2 = 4.44 f N2φm
(1)

According to the simulation, themagnetic field distribution is shown in Fig. 2. The
magnetic field in the iron core is small and the loss is small. The current of primary
and secondary winding is rated value, so the loss of transformer is mostly copper
loss of winding. The loss on the winding can be obtained as 1570 W by integrating
the volume loss density with the finite element software.
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Fig. 2 Distribution of
effective value of magnetic
field intensity in short circuit
experiment

2.2 Magnetic Field Calculation and Loss Analysis
of Dry-Type Transformer Under no-Load Test

In the no-load test, the applied voltage of the primary side is 315 V, and the voltage of
the secondary side is 400 V. According to formula (1), the magnetic field generated
is similar to that of the normal operation, and the loss of the iron core is basically
the same as that of the normal operation. In the no-load condition, the current of
the primary and secondary sides of the transformer is relatively small, so the loss of
the primary and secondary windings is ignored. The simulation results show that the
primary side current is 8.9 A. The magnetic field density distribution is shown in the
Fig. 3.

Under no-load condition, the maximummagnetic field density of the core column
is 2.5 T, the maximum flux density is distributed at the corner of the transformer core,
and the main flux range of the rest is about 1.5 T. The tangent plane of the magnetic
core is shown in Fig. 4, and the magnetic field in the coil is shown in Fig. 5.

As the no-load loss is mainly the core loss, there are two commonly used loss
calculation methods for the iron core made of silicon steel sheet. One is the empirical
formula as follows:

⎧⎨
⎩

Ph = η f B1.6
maxV ∗ 10−3

Pe = ηd2 f 2B2
maxV ∗ 10−3

Pc = Ph + Pe

(2)
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Fig. 3 Distribution of
effective value of magnetic
field intensity in no-load
experiment

Fig. 4 Effective value of
magnetic field strength of
iron core in no-load
experiment

The other is obtained from the loss curve [10]. The loss curve of silicon steel sheet
used in this paper is shown in the Fig. 6. In the finite element software, the core loss
is calculated as follows:
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Fig. 5 Effective value of
magnetic field strength of
windings in no-load
experiment

Fig. 6 Ceramic insulation
dry-type transformer core
loss curve

3 Numerical Calculation of Temperature Field of Dry-Type
Transformer

During the operation of dry-type transformer, heat is generated by the core due to
hysteresis loss, eddy current loss andwinding resistance and lead loss. Part of the heat
is stored in the heating body of the dry transformer, which makes the temperature of
the heating body rise, and the other part of the heat disperses into the surrounding
medium to increase the temperature of the surrounding medium [11]. The solid heat
transfer layer flow field of transformer is to calculate the temperature of transformer
through the loss of transformer. Thewinding loss and core loss are calculated by elec-
tromagnetic field calculation, and the temperature field of transformer is calculated
as heat source. Heat transfer to the surrounding can be divided into three basic forms:
heat conduction, thermal convection and thermal radiation [12]. The heat transfer in
the dry-type transformer is mainly realized by heat conduction. At the same time,
there are heat convection and heat radiation between the equipment surface and
the outside air. The temperature rise of dry-type transformer mainly includes the
temperature rise of iron core and winding [13].
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The low-voltage winding and the high-voltage winding of the transformer transfer
heat by means of heat conduction. The heat conduction formula is as follows. The
surface of the transformer in the air transfers heat in the form of thermal convection,
and the formula is as follows (Figs. 7 and 8):

q = −k∇T (3)

Fig. 7 Winding temperature
distribution of ceramic
dry-type transformer

Fig. 8 Temperature
distribution of ceramic
dry-type transformer core
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Fig. 9 Transverse temperature distribution of dry-type transformer winding

ρCpu · ∇T + ∇ · q = Q (4)

The axial temperature distribution of dry-type transformer is shown in Fig. 9. The
aluminum strip and ceramic in the dry-type transformer dissipate heat faster than the
insulation paper, so there is a certain temperature difference in each layer of winding,
and there is a large temperature gradient at the insulation paper.

From the above Fig. 9, it can be seen that the temperature of high-voltage winding,
low-voltagewinding and iron core is unevenly distributed [14]. Low-voltagewinding
temperature is higher, high-voltage winding temperature is relatively minimum. The
hottest spot temperature of the transformer is 260 °C, which is located in the low
voltage winding.

The correctness of the model is verified bymeasuring the temperature distribution
of the transformer as shown in Fig. 10.

4 Conclusion

Based on the finite element simulation, this paper analyzes the magnetic field of
ceramic dry-type transformer, studies the magnetic field distribution and loss size of
the transformer in short-circuit test and no-load test, and studies the temperature field
of ceramic dry-type transformer based on this. The results show that the magnetic
field mode value at the inner corner of the transformer is larger than that at the outer
corner, and the core loss is larger at the inner corner. The temperature distribution
of ceramic dry-type transformer is higher than that of common resin cast dry-type
transformer. However, due to the high-temperature resistance of ceramic material, it
can operate normally. The hot spot temperature of a dry-type transformer is not on
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Fig. 10 Temperature distribution of transformer in actual operation

its surface or core [15], it is located on the second layer of the low-voltage winding,
and the maximum temperature is 263.21 °C.
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The Effect of Laser Parameters
on the Ultrasonic Signal of Laser
Ultrasonic Detection of GIS Basin-Type
Insulator

Guanliang Li, Xiaojing Li, Haifei Wu, Shuai Li, Xin Huang, and Hui Xia

Abstract Laser ultrasonic technology has the advantages of non-contact, remote
detection, wide frequency band and high spatial resolution, and is widely used in the
field of material nondestructive testing. At present, GIS basin insulator defect detec-
tion method is affected by environmental electromagnetic interference and cannot be
on-line. As a non-contact detectionmethod, laser ultrasonic detection technology has
the potential advantage of on-line detection. However, the detection technology of
basin-type insulators based on laser ultrasonic is still in its infancy. Firstly, the theo-
retical model of laser ultrasonic excitation GIS basin insulator is established. Then
the characteristics of excited ultrasonic signal are studied according to different laser
energy, pulse width and laser rise time. Finally, it is concluded that the incident laser
parameters will directly affect the amplitude and frequency of the excitation ultra-
sound through simulation analysis, which provides a basis for selecting the optimal
laser excitation parameters for the laser ultrasonic testing of the basin-type insulator.

Keywords Nondestructive testing · Laser ultrasonic detection technology ·
Multi-physical field coupling modeling · Ultrasonic signal characteristics

1 Introduction

Gas Insulated Switchgear (GIS) is as important as transformer in transmission and
distribution system [1, 2]. Basin insulator is the core component ofGIS system,which
plays the role of supporting conductor, isolatinggas chamber and electrical insulation.
Statistical analysis shows that basin-type insulators are the weakest insulation link in
GIS, and their defects account for a large proportion in GIS faults [3, 4]. Especially,
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the flashover voltage will decrease rapidly when metal particle pollution and GIS
internal surface burr and protrusion occur. Moreover, in case of failure of basin-
type insulators, the maintenance time is much longer than that of traditional air-
insulated substations [5], so it is very important to detect the defects ofGIS basin-type
insulators.

At present, there are many researches on nondestructive testing of metal materials
[6–10], but there are no reports on laser ultrasonic testing of epoxy resin materials
for basin type insulators. In this paper, a multi-physical field coupling model for
laser ultrasonic testing is established, taking the basin-type insulator material as the
detection object. Then the ultrasonic signal characteristics of different laser energy,
pulsewidth and laser rise timeare studied toprovide theoptimal excitationparameters
for further on-line laser ultrasonic testing of basin-type insulators.

2 Laser Ultrasonic Multi-physical Field Coupling Modeling

The process of laser ultrasonic excitation of base-type insulators is described. The
insulator is irradiated by high-energy pulsed laser, which causes vibration on the
surface and inside of the insulator based on photoelastic effect. Considering that
the insulator is a solid material, ultrasonic modes such as longitudinal wave, shear
wave and surface wave are generated simultaneously inside the insulator after laser
excitation.

The pulsed laser energy is irradiated on the surface of the material, which can be
expressed by a heat source function Q. The control equation is composed of the heat
transfer equation and the displacement field equation, as follows

ρ0Cp
∂T

∂t
= ∇ · (κ∇T ) + Q (1)

μ∇2u + (λ + μ)∇(∇ · u) = ρ0
∂2u
∂t2

+ β∇T (2)

where ρ0 is thematerial density of the uniform basin-type insulator,Cp is the isobaric
heat capacity constant, κ is the material thermal conductivity, T is the temperature
field distribution, λ,μ are the material’s Lame coefficient, u is the distribution of
the displacement field generated in the laser irradiated solid, β is the thermoelastic
coupling coefficient, also known as the volume expansion coefficient, which can be
written as β = (3λ + 2μ)α, where α is the coefficient of thermal expansion, where
α is the coefficient of thermal expansion, sometimes also called linear expansivity,
which indicates the degree of expansion or contraction of the material.

For the laser heat source function Q:

Q = βe−βz I0(1 − R) f (x, y)g(t) (3)
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f (x, y) = e− x2+y2

w2

g(t) = t

tex
e− t

tex

where f (x, y) is the spatial distribution function of the pulsed laser, g(t) is the
time distribution function of the pulsed laser, and β is the attenuation coefficient, its
reciprocal 1/β is the depth of light penetration. I0 is the laser power density whose
unit is W/m3. R is the reflectivity of light on the surface of the basin-type insulator
composite material. w is the half width of the laser beam, tex is the rise time of the
laser energy, also known as the pulse width of the laser.

As shown in Fig. 1, the two-dimensional simulation model is established. The
model is a rectangle with a length of 6 mm and a width of 3 mm. The material
characteristics are shown in Table 1.

Fig. 1 The geometric region of the simulation model

Table 1 Material properties Parameter properties Numerical value

Density ρ/(kg m−3) 2200

Young’s modulus E/(GPa) 20

Poisson’s ratio υ 0.3

Coefficient of thermal conductivity
κ/(W m−1 K−1)

0.25

Constant pressure heat capacity
C/(J kg−1 K−1)

1500

Coefficient of thermal expansion
α/(1/K)

18 × 10−6
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3 Influence Analysis of Laser Excitation Parameters

3.1 The Effect of Laser Energy

The laser energy density I0 is set to 1× 1011 W/m2, 2× 1011 W/m2, 5× 1011 W/m2,
10 × 1011 W/m2, the laser rise time tex is set to 10 ns, the laser half-width w is
0.2 mm, and the model is parametrically scanned and analyzed. With the increase of
laser energy density, the instantaneous temperature rise at the laser incident point is
shown in Table 2.

It can be seen from Table 2 that the increase of temperature is approximately
linearly related to the laser energy. Moreover, displacement changes at distances of
1, 2 and 3 mm from the laser excitation point are extracted through simulation, as
shown in Fig. 2.

It can be seen from Fig. 2 that the longitudinal wave and shear wave can be clearly
distinguished by the displacement curve. The displacement diagram clearly shows

Table 2 The maximum
temperature at the incident
point

I0 (W/m2) Tmax(°C) �T = Tmax − T0

1 × 1011 43.5 23.5

2 × 1011 67.1 47.1

5 × 1011 137.9 117.9

1 × 1012 255.8 235.8

Fig. 2 Vibration displacement signals under different laser energy parameters at different receiving
points
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the position of the longitudinal and surface waves. Moreover, the laser energy has a
linear relationship with the peak vibration displacement generated. When the energy
is doubled, the vibration displacement is also doubled.

3.2 The Effect of Laser Rise Time

The laser rise time tex is set to 7, 10, 15 ns, the laser energy I0 is set to 1 × 1011

W/m2, the laser half width w is 0.2 mm, and the model is parametrically scanned and
analyzed. And the temperature change at the incident point was observed, as shown
in Table 3.

As shown in Table 3, with the increase of rising time, the temperature of laser
excitation point also increases. And the laser rise time and the temperature change
approximate linear relationship.

As shown in Fig. 3, vibration displacement curves at different receiving points
are obtained. As can be seen from the figure, the peak value of shear wave excited

Table 3 Maximum
temperature at different rise
times at the incident point

tex (ns) Tmax(°C) �T = Tmax − T0

7 36.5 16.5

10 43.5 23.5

15 55.3 35.4

Fig. 3 Displacement signals with different rise times and different receiving points
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Fig. 4 Temperature change curve at laser excitation point

by laser ultrasound increases with the increase of rising time, and the relationship
between them is approximately linear.

3.3 The Effect of Laser Half Width

The laser half width w is set to 10, 20, 50 ns, and the laser energy I0 is set to 1 ×
1011 W/m2. The rise time tex is set to 10 ns.

As shown in Fig. 4, the temperature change curve with time at the excitation point
corresponding to different laser half-width. As can be seen from the figure, the laser
half width has no obvious effect on the temperature change.

As shown in Fig. 5, when the laser half width changes, the displacement signals
received at different positions will also change. When the laser half width is
increased, the frequency of vibration displacement signal produced by laser ultra-
sound decreases, which will lead to the resolution reduction of defects. Therefore,
laser excitation parameters should be considered for defect types in actual detection.

4 Conclusion

In this paper, a two-dimensional laser ultrasonic multi-physical field coupling model
is established for the epoxy resin material parameters of the basin-type insulator.
Then, based on this model, the vibration displacement signal characteristics of epoxy
resin materials under different laser excitation parameters were studied, and the
following three conclusions were drawn. First, the incident laser energy and the laser
rise time will directly affect the laser excitation temperature and the amplitude of



The Effect of Laser Parameters on the Ultrasonic Signal … 819

Fig. 5 Vibration displacement signal curves at different receiving points with different laser half-
width

the laser ultrasonic signal. Second, the laser half width directly affects the vibration
displacement frequency of laser excitation. With the increase of the laser half width,
the lower the laser ultrasonic frequency is, the lower the defect detection resolution
will be, but the detection depth will increase. Therefore, it is necessary to select an
appropriate beam half-width for excitation to obtain effective vibration displacement
and velocity images for epoxy resin composite materials and defect characteristics.
In addition, the effect of laser energy density should also be taken into account.
Otherwise, laser energy rice vinegar will make the temperature of the center too high
and cause damage to the material.
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An Analytical Core Loss Admittance
Calculating Method and an Equivalent
Circuit Modeling Method of Induction
Motors Fed by Converter Considering
Space-Time Harmonics

Meihui Jiang, Jiawei Yi, Dongdong Zhang, Xinzhi Guo, and Qiang Qin

Abstract Induction motors fed by PWM inverter have great advantages in speed
control. However, the output voltage waveform of PWM inverter have a great influ-
ence on the loss characteristics of induction motor. For control the overall loss of
motor and inverter effectively, a fast-analytical calculationmodel of iron losses based
on the output voltage of inverter is proposed. In the proposed model, the influence of
the output harmonic voltage of the inverter and the spatial harmonic components on
the iron losses are considered. Based on the proposed analytical calculation method
of iron loss, the equivalent circuit model of induction motor considered the iron
losses is obtained in this paper. To verify the validity of this model, the iron losses
of a 5.5 kW inverter-fed induction motor, under different operation conditions are
calculated using the proposed model, classical iron loss model and piecewise vari-
able coefficient model (based on time-step finite element method), respectively. The
results show that the accuracy of the proposed model is acceptable. The conclusions
of this paper can provide theoretical support for the optimal control of overall losses
of the inverter and motor.

Keywords PWM · Induction motors · Core losses · Harmonic fields · Inverter

1 Introduction

With the development of frequency conversion drive technology, the motor is mostly
driven by PWM voltage source inverter to meet the need of frequency conversion
speed regulation [1–3]. The output voltage of PWM inverter contains a lot of high-
order harmonics, which makes it very difficult to calculate the iron loss of induction
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motor quickly. At present, the most accurate method for iron loss calculation is
generally based on the finite element method [4–6]. But the calculation amount
of the iron loss model based on the finite element method is too larger. In order
to effectively control the overall loss of motor and inverter, it is necessary to put
forward an analytical calculation method of iron loss, which takes the output voltage
or current of the inverter as variables.

There are a lot of iron loss models. Most of these models are derived from Stein-
metz equation [7]; subsequently, Jordan divides the iron loss into hysteresis loss and
eddy current loss, which is called the classical iron loss model [8]. However, the
classical iron loss model is more accurate in predicting the iron loss of NiFe alloy,
while the accuracy of iron loss prediction of SiFe alloy is poor [9]. In addition, the
accuracy of the classical iron loss model can only be guaranteed when the magnetic
density and frequency of the motor core are low [10, 11]. In order to take into account
nonlinear characteristics of ferromagnetic materials, [10] and [11] propose an iron
loss model in which an additional magnetic density term is added to the classical
eddy current loss term. Ref. [12–14] adopts compensation algorithm to take into
account the iron loss of harmonic. In addition, many scholars have studied the core
loss caused by local hysteresis loop distortion [15, 16] and loss caused by rotating
magnetic field [17], and put forward corresponding improvement measures. In recent
years, many scholars have put forward many new ideas for the complex analysis of
the motor magnetic field [18–20], which provides a theoretical basis for the motor
iron loss model.

In order to effectively control the overall loss ofmotor and inverter, a fast analytical
calculation model of iron loss with inverter output voltage as variable is proposed in
this paper. Based on the piecewise variable coefficient model, the flux density and
frequency variables in the model are replaced by voltage and speed variables, and
the influence of time and space harmonic is considered. Based on this method, an
equivalent circuit model for induction motor fed by PWM inverter are presented.
Finally, this paper calculates the iron loss of a 5.5 kW induction motor fed by PWM
inverter under different supply voltage and switching frequency by using the different
models, The results show that the proposed model has higher accuracy.

2 Calculation Method of Iron Loss of Variable Coefficient
Induction Motor Considering Time Harmonic

2.1 Piecewise Variable Coefficient Iron Loss Model
Considering Harmonics

According to [13], the expressions of eddy current loss PEL (W) and hysteresis
loss PHL (W) of the piecewise variable coefficient iron loss model are shown in
expressions (1) and (2) respectively.
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∑
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where A j is the area of the jth grid element in the finite element model, Bm( j,n) is
the equivalent axial length of the induction motor, K1( j,n) is the amplitude of the
nth harmonic flux density of the jth grid element. The values of K1( j,n), β1( j,n) and
K2( j,n), β2( j,n) are determined by nf 1 and Bm( j,n).

2.2 Relationship Between Supply Voltage and Core Flux
Density

Under the condition of neglecting the stator winding voltage drop and leakage flux,
according to the law of electromagnetic induction,

B(t) = 1

N ∗S

∫
v(t)dt (3)

where N* is the equivalent turns per phase of the stator in series, S is the equivalent
cross-sectional area of the motor core, v(t) is the phase voltage of the stator winding,
t is the time, and B(t) is the magnetic flux density. By applying Fourier transform to
the output voltage of the inverter and according to the relationship between speed
and frequency, the amplitude of the Nth harmonic flux density can be obtained from
the following formula:

Bm(n) = 30

N ∗Sπp

Vn

n�1
(4)

where �1 is the synchronous speed of the induction motor, f 1 is the fundamental
frequency of the supply voltage, p is the number of poles of the motor.

2.3 Calculation of Stator Iron Loss Considering Time
Harmonic

When calculating the equivalent area of the motor core, the nonuniformity of the
magnetic density distribution in the tooth and yoke of the induction motor is ignored.
Under the above conditions, the stator eddy current loss and hysteresis loss expressed
can be calculated by substituting Eq. (4) into Eqs. (1) and (2) respectively,
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where S1 is the equivalent cross-sectional area of the stator core.

2.4 Calculation of Rotor Iron Loss Considering Time
Harmonic

Considering the time harmonic, the rotor eddy current loss PEL2 expressed by the
supply voltage is shown in the following formula,

PEL2 = keρlmS2 p2C2
τ

3600

∑

n

ϑ1(n−1+s)V
2
n

(
n − 1+s

n

)2

(7)

where s is the slip and S2 is the equivalent cross-sectional area of the rotor core.
Similarly, the rotor hysteresis loss PHL2 can be calculated, as shown in the

following formula,

PHL2 = khρlmCα
τ pS2

60

∑

n

ϑ2(n−1+s)

(
Vn

�1

)α(
n − 1 + s

nα

)
�1 (8)

3 Calculation Method of Additional Iron Loss of Induction
Motor Considering Space Harmonics

3.1 Surface Additional Loss

Compared with the iron loss generated by the first harmonic magnetic field, the iron
loss caused by the 5th, 7th order space harmonic MMF can be ignored [21]. Because
the rotor of induction motor generally adopts semi-closed slot or closed slot, the
surface loss caused by the rotor tooth harmonic on stator can be ignored. The surface
loss (W) caused by the stator tooth harmonic on rotor can be obtained as follow [22,
23],
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where� is themotor speed;K0 is the coefficient related to thematerial and processing
factors of silicon steel sheet [22]; β01 is a function of the slot width of the stator; Kδ1

is the air gap coefficient when the stator is slotted and the rotor surface is smooth,
and. the specific values can be obtained from the table [22], t1 and t2 are the tooth
pitch of stator and rotor respectively; D2 is the radius of the rotor; lm is the effective
shaft length of the motor; b02 is the slot width of rotor; α

′
p is the calculated pole

arc coefficient, which is related to the saturation degree of the stator and rotor teeth
magnetic density; lδ is the air gap width of the motor,KL1 is the load factor of surface
loss.

3.2 Calculation of Tooth Pulsation Loss

According to [22, 23], the tooth pulsation loss PpsL of the motor stator and the
tooth pulsation loss PprL of the motor rotor are shown in formulas (10) and (11),
respectively.
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[
0.0175KL1Z

2
2
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Nβγ2lδ
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]
V 2
1 �2 (10)
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]
V 2
1 �2 (11)

4 Equivalent Circuit Model Construction of Induction
Motor Considering Space-Time Harmonics

The equivalent circuit model of induction motor considering iron loss is shown in
Fig. 1. In the figure, Rs is stator winding resistance, Rr is rotor winding resistance,
Lls is stator winding leakage inductance, and Llr is rotor winding leakage inductance.
In this model, the iron loss of the motor is equal to the loss caused by the iron
loss admittance on the induced potential Em1. Taking stator eddy current loss as an
example, the equivalent deformation of formula (7) can be obtained,

PEL1 = GEL1E
2
m1 = keρlmS1C2

τ p
2
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V 2
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sR 1sL rR 1rL

Fig. 1 Equivalent circuit diagram of induction motor considering iron loss

where GEL1 is the equivalent admittance of stator eddy current loss considering time
harmonics. From Eq. (16), the expression of GEL1 can be obtained as follows:

GEL1 =
keρlmS1C2

τ p
2

3600

∑
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(
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)β2(n)

)
V 2
n

E2
m1

(16)

According to the above formula of iron losses of each component, the other
equivalent admittances GHL1, GHL1, GEL2, GHL2, Gsurf, GpsL, GprL can be obtained in
the same way.

5 Experimental Verification

The experimental platform is shown in Fig. 2. In this paper, the iron loss of a 5.5 kW
induction motor fed by PWM inverter with specifications as shown in Table 1 is
calculated respectively by using themodel presented in this paper, the classicalmodel
based on time-stepping finite element method and the piecewise variable coefficient
model.

ohmmeter

Torque 
meter

thermodetector Torque 
sensor

tested motor

Power 
analyzer

DC motor

Experimental 
data recording

Fig. 2 Test bench of 5.5 kW induction motor
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Table 1 Specification of the
5.5 kW induction motor

Poles 4

Phase 3

Slot number of stator 36

Slot number of rotor 32

Outer diameter of the stator 210 mm

Inner diameter of the rotor 136 mm

Effective shaft length of motor 115 mm

The air gap length 0.4 mm

Rated current 11.64 A

Rated voltage 380 V

Stator winding connection mode Delta

Rated speed 1440 r/min

The comparison between actual measurement and simulation is shown in Figs. 3
and 4. It can be seen that:

Fig. 3 Comparison of
predicted and tested iron
losses under sinusoidal
voltage
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Fig. 4 Comparison of
predicted and tested iron
losses under PWM voltage
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Table 2 The simulation time of the CIL model, the PVCIL model and the proposed model

Model type Classical model Piecewise variable coefficient iron loss
model

Proposed model

Simulation time 3.70 h 3.71 h 1.52 min

1. When the sinusoidal supply voltage is low, the accuracy of the three models
is high; when the voltage is high, the classical model has a large error due to
not taking into account the harmonic loss, while the calculated values of the
analytical calculation model in this paper and the piecewise variable coefficient
model are still close to the measured values, as shown in Fig. 3. When the
induction motor is powered by PWM inverter, the error of analytical calculation
model and piecewise variable coefficient model is still small, but the accuracy
of classical model becomes poor, as shown in Fig. 4.

2. When the sinusoidal supply voltage is high and the PWM inverter supplies
power, although the analytical calculation model in this paper has higher accu-
racy, the error is larger than the piecewise variable coefficient model. This is
mainly because the model ignores the mismatch of the core magnetic density
distribution of induction motor stator and rotor.

In order to verify the calculation efficiency of the iron loss model based on the
analytical method, we use a high-performance computer (two Xeon e5-2690 V3
CPUs, 256 GB RAM) for simulation. The calculation step is 4 μs. The calculation
steps are 55,000. The comparison of simulation time is shown in Table 2. It can be
seen from Table 2 that the calculation time of iron loss model based on analytical
method is more than 90% less than that based on finite element method.

6 Conclusion

In order to effectively control the overall loss of motor and inverter, a fast analytical
calculation model of iron loss with inverter output voltage as variable is proposed in
this paper. The main conclusions are as follows:

1. In this paper, the iron loss model is based on the piecewise variable coefficient
model. The influence of harmonic voltage output by the PWM inverter and
the additional surface loss and pulse loss caused by the spatial tooth harmonic
component of the stator and rotor teeth are considered.

2. The equivalent admittance equation takes the motor speed, voltage and other
centralized parameters as variables, which can provide a model basis for the
overall energy saving of the inverter motor drive.

3. A comparison test of 5.5 KW asynchronous motor fed by PWM inverter is
carried out The results show that the analytical model has high accuracy on the
basis of reducing calculation time by more than 90%.
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The Application of Genetic Algorithm
in the Structural Optimization
of Permanent Magnet Synchronous
Motor

Song Huang, Tian Sun, Shuhong Wang, Nana Duan, and Bowen Shang

Abstract The objective and constraint conditions for the optimal design of perma-
nent magnet synchronous motors (PMSM) are generally non-linear numerical func-
tions and multi-extreme functions of design variables. It is difficult to obtain optimal
design parameters. This paper has completed the compilation of the electromagnetic
calculation program for the motor, and introduced the genetic algorithm into the
optimization design program, and we specifically use the genetic algorithm to opti-
mize the magnetization length of the permanent magnet, the width of the permanent
magnet, the air gap and the pole arc coefficient in the motor, and the goal was set to
obtain the maximum efficiency. From the results, the optimization effect is signif-
icant, which fully demonstrates that the genetic algorithm can effectively improve
the efficiency of the permanent magnet synchronous motor and shorten the design
cycle.

Keywords PMSM · Genetic algorithm · Parameter optimization · Efficiency
optimization · Electromagnetic calculation program

1 Introduction

The increasing performance of rare earth permanent magnet materials and the
advancement of power electronic equipment have created good conditions for the
design, manufacture and application of permanent magnet synchronous motors.
Compared with traditional electric excitation motors, permanent magnet motors,
especially rare earth permanent magnet motors, have the advantages of simple struc-
ture and reliable operation; small size and light weight; low loss and high efficiency;
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the shape and size of themotor can be flexible and diverse [1–4]. However, the design
procedure of PMSM is complicated and depends on the accumulation of design
experience. Therefore, it is absolutely necessary to optimize the design process of
PMSM.

The optimization of the permanent magnet synchronous motor design program
is a multi-objective non-linear optimization process. The traditional optimization
methods can no longer meet the needs of motor design. In the literature [1], genetic
algorithm, simulated annealing algorithm and differential evolution algorithm are
compared, and it is concluded that the approximation strategy of artificial intelli-
gence algorithm is sufficient and extraordinary for the design and optimization of
PMSM; The Taguchi method is used to optimize the air gap length, pole arc coeffi-
cient, permanent magnet thickness, stator tooth width and slot width of the fractional
slot concentrated winding permanent magnet synchronous motor [3], but Taguchi
algorithm requires a lot of orthogonality experiment; Ref. [5] compares the appli-
cation of differential evolution algorithm and response surface algorithm in motor
design. When there are many optimization variables, the differential evolution algo-
rithm is a better choice. This paper introduced genetic algorithm to optimize the
design parameters of permanent magnet synchronous motors. Genetic Algorithms
(GA) is a search algorithm based on the principle of natural selection and natural
genetic mechanisms. It simulates the evolutionary mechanism of life in nature. Opti-
mizing design parameters to achieve specific goals in artificial systems. The basic
idea of GA is to map the problem space to the coding space through coding opera-
tions, and then perform three genetic operations of selection, crossover, andmutation
in the coding space and its cyclic iterative operations to simulate the genetic evolution
mechanism of organisms to obtain the optimal solution [6, 7]. This paper applied
genetic algorithm to the optimal design of PMSM, which improves efficiency and
shortens the cycle of the motor design.

In this paper, we equate the permanent magnets as the source of magneto-
motive force and establish the magnetic circuit model of the permanent magnet
synchronousmotor. Thedesignprogramof the permanentmagnet synchronousmotor
was designed through the magnetic circuit calculation model, and the accuracy of
the design program was verified by comparison with the finite element calculation
results. Then the genetic algorithm is introduced into the motor design program, and
the magnetization length, width of the permanent, pole arc coefficient, and air gap
size are optimized to obtain maximum efficiency. The optimization results are veri-
fied by the finite element calculation, which fully shows that the genetic algorithm
is effective for the optimization of the design parameters of PMSM. It can simplify
the design process and shorten the motor design cycle.

2 Structure of PMSM

The structure of PMSM consists of three parts: a fixed part, a rotating part and an
auxiliary part. The fixed part includes stator frame, stator core, stator winding, end
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1-permanent magnet, 2-stator winding, 3-stator, 4-rotor core, 5-air gap

Fig. 1 The structure of PMSM

cover and bottom plate. The rotating part includes the rotating shaft, the rotor core,
the rotor winding, and the cooling fan. The rotor core adopts a solid structure or a
laminated structure. Figure 1 depicts the cross section of a PMSM, which consists
of two parts: the rotor and the stator, including permanent magnets, windings, stator
core, rotor core, air gap. When the three phase current flows into the three phase
symmetric windings of the PMSM stator, the magnetomotive force generated by
the current synthesizes a rotating magnetomotive force with a constant amplitude.
Because its amplitude is constant, the trajectory of this rotating magnetomotive force
forms a circle, which is called a circular rotating magnetomotive force. The magnetic
field generated by the permanent magnets on the rotor and the rotating magnetic field
generated by the circular rotating magnetomotive force of the stator interact at the
air gap. The result of the interaction of the two magnetic fields is an electromagnetic
torque that drives the motor to rotate.

The magnetic field generated by the permanent magnet interacts with the rotating
magnetic field generated by the armature winding to produce torque. Therefore, the
selection of the parameters of the permanent magnet has a significant impact on the
performance of PMSM. In the optimization of the motor structure, it is necessary
to optimize the size and shape of the permanent magnet. In theory, the smaller the
air gap, the higher the efficiency of the motor. However, due to the limitation of
the production process, the air gap cannot be infinitely small, so the size of the air
gap is also a parameter that needs to be optimized. This paper has completed the
optimization of the permanent magnet size, air gap size and pole arc coefficient of
the motor.

3 Equivalent Magnetic Circuit of PMSM

We established the electromagnetic calculation model of PMSM by the method of
magnetic circuit equivalent, and completed thepermanentmagnet synchronousmotor
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design program. The equivalent magnetic circuit method equated with the permanent
magnet as a source of magnetomotive force. According to different magnetic circuit
structures, the magnetic circuit was divided into linear magnetic circuit sections.
According to the ampere loop rule of the magnetic circuit, List the magnetomo-
tive force balance equation, and then determined the specific size of the perma-
nent magnets according to the magnetic density requirements of each section of the
magnetic circuit, and obtained the original design data of PMSM.

The equivalent process of the permanent magnet equivalent to the magnetomotive
force source, the magnetic field provided by the permanent magnet to the external
magnetic circuit is represented by the magnetomotive force, that is, is the magneto-
motive force from both ends of the permanent magnet. The virtual intrinsic magnetic
flux comes from the permanent magnet. The permanent magnet is equivalent to a
permanent magnetomotive force source in series with a constant internal permeance
[4], as shown in Fig. 2. It can be expressed as

φm = φr − φ0 = �0(Fc − Fm) (1)

φm is the total magnetic flux provided by the permanent magnet to the external
magnetic circuit, which can be divided into two parts, one is the main flux (the air
gap flux) φδ , and the other is the leakage flux φσ ; The circuit is divided into a main
magnetic circuit and a leakage magnetic circuit, and its permeance is respectively
the main permeance �δ and the leakage permeance �σ .

The equivalentmagnetic circuit under no load is shown inFig. 3, and the equivalent
magnetic circuit under load is shown in Fig. 4. The main magnetic circuit increases
the armature magnetomotive force under load, and the armature magnetomotive
force Fa comes from the magnetic field generated by the armature. It is convenient
for calculation and analysis. We can simplified Fig. 4A to Fig. 4B according to
Thevenin’s theorem. Combining Fig. 4B with Fig. 2, that is, the permanent magnet
magnetic circuit and the external magnetic circuit are connected to form a whole
magnetic circuit, and the total equivalent magnetic circuit of the permanent magnet
motor under load is obtained, as shown in Fig. 5. Set Fa = 0 to obtain the equivalent

Fig. 2 Equivalent of
permanent magnet

cF

mF

mφ

0Λ
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Fig. 3 No-load external
magnetic circuit equivalent
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Fig. 4 Equivalent external
magnetic circuit under load.
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magnetic circuit at no load. For different permanent magnet motors, the specific
composition of the equivalent magnetic circuit will be different.

We use the magnetic circuit method to program the electromagnetic calculation
code of PMSM with MATLAB, and carry on the electromagnetic calculation to the
calculation example. In order to verify the accuracy of our calculation program, we
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Fig. 6 Finite element calculation results. (A)Magnetic flux densitymode distribution. (B)Magnetic
potential distribution

established afinite element calculationmodel, andperformedafinite element analysis
on the electromagnetic field of the example motor. The finite element calculation
results are shown in Fig. 6, Fig. 6A is the distribution of magnetic flux density, and
Fig. 6B is the distribution of magnetic potential.

The comparison between the calculation results obtained by using our own
MATLAB program and the results calculated by the finite element method is shown
in Table 1. It can be seen in the table that the error between our self-programming
calculation result and the finite element calculation result is within 10%, which is a
completely acceptable error range. Only the calculation results of loss differ greatly.
This is because the calculation of loss itself is related to the nonlinearity of the
material, and it is difficult to obtain an accurate model of the magnetic properties
of the material. From the comparison results, the program we completed is accurate
and reliable for the electromagnetic field analysis results of the permanent magnet
synchronous motor.

Table 1 Comparison of self-programming and finite element calculation

Self-programming FEM Difference value |�|
Stator slot fill factor (%) 34.85 33.66 1.19(3.5%)

Air gap flux density (T) 0.71 0.69 0.02(2.8%)

Xad (ohm) 3.45 3.47 0.02(0.5%)

Xaq (ohm) 12.32 12.41 0.09(0.7%)

R1 (ohm) 0.99 0.98 0.01(1%)

Total loss (W) 2507.85 2280.84 227.01(10%)

Output power (W) 15,115.48 14,997.8 117.68(0.8%)

Input power (W) 17,623.32 17,278.6 344.72(2%)

Efficiency (%) 85.77 86.80 1.03(1.2%)
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4 Optimization of Motor Parameters by Genetic Algorithm

Based on the self-programming of the electromagnetic calculation of the motor, we
successfully realized the optimization of the design parameters of PMSM using the
genetic algorithm, and obtained the best design parameters, which provided a new
idea for the design of the motor.

The genetic algorithm maps the search space into a genetic space. Each possible
solution is encoded as a vector, called a chromosome, which is expressed as a string
of binary or decimal numbers. Each element of the vector is called a gene. All
chromosomes form a population, and each chromosome is evaluated according to
a predetermined objective function, and a fitness value is given according to the
result. The algorithm first randomly generates some chromosomes, calculates their
fitness, selects, exchanges, and mutates the chromosomes according to the fitness,
and removes the chromosomes with low fitness, leaving the chromosomes with high
fitness to obtain a new population. Since the members of the new population are
outstanding individuals of the previous generation, they have inherited the fine traits
of the previous generation and are thus significantly better than the previous genera-
tion. In this way, the genetic algorithm iterates repeatedly, evolving towards a better
solution, until it meets a certain predetermined optimization index [8–12].

We use genetic algorithm to optimize the length of the permanent magnet of the
motor in the magnetization direction, the width of the permanent magnet, the size
of the air gap and the pole arc coefficient. The goal is to maximize the efficiency of
PMSM. The mathematical model of efficiency optimization can be expressed as

max η = f(hm, bm, gap, ap) (2)

s.t. 6.5 ≤ hm ≤ 7.5

0.45 ≤ bm ≤ 0.55

0.04 ≤ gap ≤ 0.08

0.6 ≤ ap ≤ 0.85

where η represents the efficiency of the permanent magnet synchronous motor, hm
is the length of the permanent magnetization direction, bm represents the width of
the permanent magnet, gap represents the size of the air gap, and ap denotes the pole
arc coefficient.

After 500 iterations of calculations, the optimized results can be obtained as
hm = 7.4985, bm = 0.5466, gap = 0.0400, ap = 0.6666. At this time, the
efficiency of the permanent magnet synchronous motor is 89.76%. The optimization
results are depicted in Fig. 7.
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Number of iterations

η

Fig. 7 Relationship between genetic algebra and efficiency (η)

5 Conclusion

This paper has completed the self-programming of the electromagnetic calculation
program of PMSM, and compared it with the finite element calculation results, which
proved the accuracy of our PMSM electromagnetic calculation program. Based on
the electromagnetic calculation program, the genetic algorithm was introduced into
the optimization of the design parameters of PMSM, and the efficiency can reach
89.76% after optimization. The process of optimizing the calculation ofmotor design
parameters through the combination of magnetic circuit equivalence and genetic
algorithm can simplify the motor design process and shorten the motor design cycle.
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Design and System-Level Optimization
of Switched Reluctance Motors
for Electric Vehicles Oriented
to Complex Scenarios

Yuhan Yu, Shuhong Wang, Hao Qiu, and Yanlou Song

Abstract The characteristics of the switched reluctance motor (SRM) such as the
highly nonlinear magnetic circuit, severe local saturation and so on restrict the accu-
rate calculation and analysis of its performance. Therefore, the construction of a
mathematical model based on the circuit and electromagnetic field theory, that is
accurate and effective within the acceptable calculation cost is the key and basis for
the smoothly progress of the subsequent electromagnetic characteristics and speed
regulation characteristics analysis and optimization design of the motor. Taking the
three-phase 12/8 SRM as an example, a general calculation program for the initial
calculation of the parameters and performance indicators of the motor is developed.
With the help of the inductance curve family and the flux curve family in the calcula-
tion program, the speed and current double closed loop dynamic simulation model is
established. The simulation results are consistentwith the law,which proves the entire
nonlinear dynamic simulation model effectively realize the unification of accuracy
and speed. For SRM for electric vehicles, research and propose indicators describing
its complex application scenarios, analyze and obtain the influence ofmotor structure
parameters and control parameters onmotor performance to obtain optimization vari-
ables. The hierarchical genetic algorithm of multi-objective optimization strategy is
designed for system-level optimization, so that SRM has the characteristics of small
torque ripple, high efficiency and best robustness in a variety of complex scenarios.

Keywords Switched reluctance motor · Nonlinear model · Optimization

1 Introduction

With the increasing scarcity of natural resources and the increasing demand for
protecting the health of the ecological environment, it is a general trend to use green
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and clean energy to replace traditional petroleum energy. Regardless of the applica-
tion of clean energy to any electric drive product, it is inseparable from the research
on the drive motor as the core component.

Switched reluctancemotor (SRM) has the characteristics of simple and firm struc-
ture, small starting current, good controllability, low cost and high fault tolerance,
which is very suitable for electric vehicles. The drive system composed of it has a
wide range of speed regulation, so it has broad application prospects and huge devel-
opment potential in military and civilian fields such as all-electric aircraft, electric
vehicles, and wind power generation [1]. However, it is well known that the reluc-
tance motor with the characteristics of multi-variable strong coupling and has the
characteristics of high non-linearity of the magnetic circuit, severe local saturation,
large torque ripple, and large electromagnetic noise due to its double salient pole
structure and numerous control parameters. It restricts the accurate calculation and
analysis of its performance, and also limits its application in the field of electric
vehicle drive motors.

For electric vehicles that use SRM as the drive motor, scholars have continu-
ously invested in research and achieved some results in the optimization design of
the motor and control, the entire vehicle electric drive system, the construction of
driving conditions and parameter matching, etc. In [2], a 350W low-power switched
reluctance motor was designed according to the related theory of motor design. The
Taguchi method was used to optimize the design with high motor efficiency as the
optimization goal. In [3], the torque ripple of the reluctance motor was optimized.
Establish a model in finite element and analyze the sensitivity of structural parame-
ters to it, and use integrated optimization software for optimization analysis. In [4],
the author analyzes a special two-phase 4/2-pole SRM and proposes a optimized
air gap structure, in [5], first obtained the preliminary design parameters of the SR
motor according to the traditional designmethod, and then used the improved genetic
algorithm to optimize the design with high efficiency and small pulsation as the opti-
mization goals and obtain the Global optimal solution; However, most of the above
optimization designwork for traditional SRMor SRMwith new topology and special
structure did not design from the actual application background, but only focused on
the design optimization of the motor itself, without considering the actual driving
conditions and Practical application problems such as matching of motor parameters
for electric vehicles.

In [6–8], the main focus is on the collection and analysis of driving condition
data, and the characteristic parameters that can characterize the working condition
are extracted through principal component analysis and clustering, which verifies the
effectiveness of the construction of the working condition. Based on this, the param-
eters of the motor are matched, and the optimal design is made with the best energy
consumption index, the best power distribution method of the hybrid system, or the
best transmission speed ratio. In [9], the author proposes somedesign indicatorsChar-
acterize the performance of the motor, and optimize the structure and size to achieve
the optimal goal, without considering the impact of the actual parameter matching
of the motor. In [10–12], the main analysis is the selection of the rated parameters
and peak parameters in the motor parameter matching. The impact of performance



Design and System-Level Optimization of Switched Reluctance … 843

has guiding significance for the selection, parameter matching and optimization of
electric vehicles. However, the above-mentioned research is conducted on a single
level such as actual working condition construction and motor parameter matching,
and most of them pay attention to the performance indicators of the whole vehicle,
and have not optimized the performance of the motor in various scenarios, showing
certain limitations.

This paper presents a nonlinear model of SR motor is constructed on the basis
of circuit and electromagnetic field theory, and a general calculation program for
the initial calculation of the parameters and performance indicators of the reluc-
tance motor is developed in (2). The model is verified by the calculation result
of the finite element method. In (3), the field characteristic diagram and dynamic
simulation results are summarized, and the influence and sensitivity of the motor
parameters and control parameters on the motor performance index and sensitivity
are analyzed, which lays the foundation for the optimization designed. In (4), Using
random numbers to define the wind resistance coefficient CD, rolling resistance coef-
ficient f and slope i in the working condition to simulate different road conditions
and different working condition types, so as to put forward different requirements
for the vehicle dynamics equation, In the parameter matching link, the motor struc-
ture parameters are used as the optimization variables of the motor construct layer,
and the indicators describing the scene are optimized under the premise of meeting
the dynamic requirements, and then the optimized motor construct parameters are
transferred to the control layer for optimization, and finally get The global optimal
solution of the motor construct and control parameters in this scenario. The summary
and conclusion are presented in (5).

2 SRM Design and Nonlinear Modeling

The SRMspeed regulation system (SRD) consists of four parts: a switched reluctance
motor, a power converter, a control circuit and a position detector. As shown in Fig. 1,
the operation of SRM follows the “principle of minimum reluctance”, that is, the
magnetic flux is always along the path with the least reluctance; after the controller
comprehensively processes the speed feedback signal and the feedback information
of the current sensor and the position sensor, it will control the working state of
the main switching device in the power converter to realize the control of the SRM
operation state, asymmetric The two freewheeling diodes in the bridge circuit play
the role of freewheeling current, and feed the current back to the power supply during
freewheeling. Therefore, SRM has a regenerative effect and high system efficiency
[13], Among them, the three-phase 12/8-pole SRM is composed of 4 coils on the
stator poles 90° in series. The generated reluctance torque is evenly distributed on
the entire circumference, but due to its special breaking control and easy localization
Saturated features, therefore, harmful torque ripples are generated in the commutation
area where each phase is turned on and off and when the current fluctuations caused
by the relative position changes of the stator and rotor teeth are large.
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Fig. 1 SRD speed control system

Mathematically, it canbe regarded as a non-linearmodel composedof circuit equa-
tions, mechanical equations, and electro-mechanical equations with a mechanical-
electrical port.

⎧
⎨

⎩

UA = RAiA + dψA

dt
ψA = ψA(i A, θ)

J dω
dt = Te − TL − Fω

(1)

Te = ∂W
′

∂θ

∣
∣
∣
∣
∣
i=const

(2)

UA is the phase voltage of the A-phase winding, RA is the resistance of the A-phase
winding, i A is the current of the A-phase winding, and ψA is the flux linkage of the
A-phase winding. Due to the non-linearity of the SRM magnetic circuit, the flux
linkage of each phase winding is a function of the relative position angle of the stator
and rotor and the current of the stator winding; the electromagnetic torque Te can be
expressed as a function of magnetic co-energy W

′
as shown in Fig. 2, where F is the

damping coefficient, ω is the angular velocity of the motor.
Although the abovemathematical formula theoretically completely and accurately

describes the electromagnetic and mechanical relationship of SRM, it is difficult to
analyze due to the nonlinearity of the SRM magnetic circuit. However, the accurate
description of the electromagnetic characteristics of SRM directly affects the anal-
ysis, design and application of the motor. Therefore, to build a nonlinear model that
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Fig. 2 Magnetic co-energy
of the area enclosed by the
flux linkage-current curve
during one cycle

is accurate and effective within the acceptable calculation cost based on the circuit
and electromagnetic field theory is the foundation of all future work.

The flux linkage-currentmagnetization curve family is the basis for the calculation
of various performances of the motor. After continuous exploration by predecessors,
it is found that the SR motor needs to obtain the magnetization curves of four special
positions to quickly and accurately fit the magnetization under other rotor positions’

curve.

Lθx = 2
ψ

i
= 4

i
(ψ1 + ψ2 + ψ3 + ψ4 + ψ5) (3)

Take the two special positions in Fig. 3 relative to phase A as an example. The
calculation principle of the magnetization curve at this position is to divide the

(a) Aligned (b) Unaligned

Fig. 3 Two of the special positions: aligned and unaligned. a Aligned. b Unaligned
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magnetic field lines in the model into several different parts and calculate the induc-
tance of the path under each part as magnetic The accumulation of the lead compo-
nent, as shown in the formula 3, can express the permeance of each part by the param-
eters related to the motor structure parameters into an analytical formula through the
variables defined in the magnetic circuit structure diagram. Figure 4 shows the flow
of the flux linkage curve family program construction.

Take the three-phase 12/8 SRM as an example, the structure is shown in Fig. 5.
The initial design parameter and other calculation parameter are shown in Table 1.
With the help of the developed calculation program, the other structural size

parameters of the motor and the inductance and magnetization curves at four special

Fig. 4 Programming process of flux linkage-current curve family

Fig. 5 Prototype structure
diagram
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Table 1 Some parameters of
the prototype

Parameters Value

Ns/Nr 12/8 pole

ds 60.5 mm

βs/βr 15/16 deg

dr 34.5 mm

ys 6 mm

g1 0.4 mm

hs 20 mm

yr 6.7 mm

Fig. 6 Four special position
magnetization curve families

rotor positions are obtained. Based on this, the traditionalmagnetization curve family
ismodeled into theψ−θ−i form, and the fourth-orderRK is used to solve thewinding
voltage balance differential equation, The calculated phase current, composite torque,
and phase inductance curves are shown in Figs. 6 and 7, and comparedwith the results
of the two-dimensional finite elementmethod to verify the effectiveness and accuracy
of the program.

3 Numerical Calculation and Dynamic Simulation

This chapter establishes a two-dimensional switched reluctance motor finite element
model, analyzes the characteristic curve andfield distribution diagramof the switched
reluctance motor obtained under static field conditions, and examines and analyzes
the static characteristics of the selected prototype and the influence of the motor
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Fig. 7 One-phase current, synthetic torque waveform and comparison with FEM results

structure parameters on the performance It provides a theoretical basis for opti-
mized design and development research and subsequent research work of switched
reluctance motors.

As shown in Fig. 8, taking Phase A as an example, when the relative position
of the stator and rotor starts from 0° to 1/6 cycle, that is, 7.5°, as the rotor position
increases, the overlap range of the stator teeth and the rotor teeth increases, and the
magnetic flux leakage decrease, the air gap reluctance is reduced, at this time, the
stator and rotor tooth tips will have local saturation.

As shown in Fig. 9, when the alignment position is reached, that is, 22.5°, the
air gap reluctance is the smallest and the inductance is the largest, and most of the
magnetic lines of force pass and close along the stator teeth and the rotor teeth. At
this time, for the A-phase stator rotor teeth, the bending of the magnetic field lines
is the lowest.

For the static characteristics of SRM, as shown in Fig. 10, near the unaligned
position, because the motor does not enter the saturated working area, the inductance
hardly changes with the current change, as shown in the figure as a plane; near the

Fig. 8 The magnetic density distribution and cloud map when the position is 7.5°
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Fig. 9 The flux-line and magnetic density distribution when the position is 22.5°

Fig. 10 Inductance and torque static characteristic surface

aligned position, The inductance decreases as the current increases. In the unaligned
position and the aligned position, the motor is at the working state exchange point,
and the electromagnetic torque is zero; the motor produces the maximum torque in
the middle area.

In order to apply the corresponding control algorithm, a dual closed-loop dynamic
simulation model of speed and current based on a two-dimensional look-up table of
inductance and flux linkage is built in Simulink, as shown in Fig. 11.

In order to avoid the excessive pulse current peak value exceeding the allowable
value at low speed, the SR motor adopts current chopping control at low speed to
limit the amplitude of the current and provide the largest possible torque, as shown
in Fig. 12.

In the high-speed situation after entering the steady state, the angular position
control method is adopted, as shown in Fig. 13.
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Fig. 11 Double closed loop dynamic simulation model

4 Bi-Level Multi-objective Optimization Based on Complex
Scenarios

Figure 14 is a graph of the ideal driving characteristics of a vehicle. The motor
maintains a low speed and constant torque below the base speed, and is in a constant
power operating mode above the base speed. SRM has excellent speed regulation
performance, low speed, high torque, and high speed and constant power mechanical
characteristics. The characteristics of maintaining high efficiency in a wide rotational
speed and torque working area are also very suitable for electric vehicle drive system
motors.

The actual operating conditions of the vehicle are of vital significance to the
matching of the vehicle power system. This paper uses random numbers to define
the wind resistance coefficient CD , rolling resistance coefficient f and slope i in
the operating conditions to simulate different road conditions and different types
of operating conditions. Therefore, different requirements are put forward for the
vehicle dynamics equations. For example, formulas 4–7 respectively determine the
lower limit of the rated power at the highest vehicle speed, check the peak power with
the full load climbing performance and the acceleration performance of one hundred
kilometers, and determine the peak motor speed at the highest vehicle speed.

Pmax1 =
(

mhg f + CDAv2max
21.15

)
vmax
3600ηt

(4)
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(a) Phase A current under CCC

(b) Total torque under CCC

Fig. 12 Low-speed current chopper control. a Phase A current under CCC. b Total torque under
CCC

Pmax2 =
(

mlg f + δml
dv

dt
+ CDAv2

21.15

)
v

3600ηt
(5)

Pmax3 =
{

m f g f cosα + m f g sin α + CDAv2

21.15

}
v

3600ηt
(6)

nmax = vmaxi

0.377rw
(7)

Tmax =
{

m f g f cos[tan−1(imax/100)] + m f g sin[tan−1(imax/100)] + CDAv2

21.15

}
r

iηt
(8)
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(a) Three-phase current under APC control mode

(b) Total torque under APC control mode

Fig. 13 Angle position control in steady state. a Three-phase current under APC control mode.
b Total torque under APC control mode

Fig. 14 Vehicle ideal
driving characteristic
diagram
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Formula 8 is used to check the peak torque to meet the climbing performance;
through the above formulas, the selection of the rated and peak characteristics is
finally transformed into the matching of the performance parameters of the motor.

The peak operating characteristics of themotor are closely related to the expansion
of the constant power zone coefficient. The parameter matching process in this article
is different from the conventional method. First, after determining the rated power
and peak speed of the motor, determine the optimal rated speed, that is, determine
the optimal expansion constant power zone coefficient β and the optimal overload
coefficient Tol as the target, so as to meet the acceleration performance conditions
as much as possible while reducing the peak power demand of the motor, avoid
unnecessary waste caused by excessive motor power. It can be seen from the driving
characteristics of the motor that in the case of determining the peak speed, appro-
priately increasing the constant power zone coefficient can make the motor meet the
acceleration performance while selecting a smaller peak power parameter, and can
improve the motor rotation in the low speed zone. The torque output characteristics
enable the vehicle to have faster acceleration response capabilities.

The coefficient β and Tol can be defined as:

β = nmax
nb

(9)

Tol = Tmax
Tavg

(10)

However, an excessive value of β will increase power consumption and decrease
the overall efficiency of the motor; it will also cause excessive starting current,
exceeding the threshold of power electronic equipment; and excessive peak torque
will cause themotor Themass and volume increase, and the load on themotor rotating
bearing is increased, and its service life is shortened. Therefore, in the parameter opti-
mization of the body layer, the goal is to find the optimal expansion constant power
zone coefficient and overload coefficient, that is, to match the dynamic demand, and
the following constraints need to be met:

1. The motor efficiency is not lower than the design value, η ≥ ηrate
2. The output torque is not higher than the limit value, T ≤ Tconstraint

After determining the optimal solution of the motor body structure, it is passed to
the control layer, with the opening angle and the closing angle as the optimization
variables, and the motor performance data efficiency and torque pulse action as the
parameters to consider whether the economic and comfort indicators are met, using
genetic algorithms Implement multi-objective optimization.

The implementation process of the optimization scheme in this paper is shown
in Fig. 15. According to the natural sequence, the optimization is divided into the
sequence of the structure parameters first and then the control parameters. The struc-
ture layer meets the dynamic demand as the optimization goal, and the stator and
rotor pole arc coefficients and stator yoke height and the rotor outer diameter are
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Fig. 15 Design-check-optimize process

optimized variables, trying to determine the optimal expansion constant power zone
coefficient within the constrained range, and then transfer the optimized structure
parameters to the control layer, taking the highest efficiency and the smallest torque
ripple as the optimization goals, using multi-objective Genetic algorithm to finds the
global optimal solution.

Taking a certain type of electric vehicle on the market as the basic parameters,
the initial matching results of the driving motor parameters are shown in Table 2
under the complicatedworking conditions of randomly givenwind resistance, rolling
resistance and slope.

Table 2 Parameter initial
matching result

Three-phase 12/8 SRM Value

Rated power 7.5 kW

Peak power 16 kW

Rated speed 2000 rpm

Peak speed 5500 rpm

Peak torque 80 Nm
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Table 3 Optimized
parameters

Parameter Value

Tmax 91.7332 Nm

nmax 5500 rpm

nb 1421 rpm

Tavg 29.18 Nm

R_r 91.27 mm

S_hcs 8.22 mm

S_emb 0.542

R_emb 0.429

Using the developed design program to calculate the motor parameters and estab-
lish a layered optimizationmodel. The optimizedmotor parameters and performance
indicators are shown in Table 3. Among them, S_emb and R_emb represent the stator
and rotor pole arc coefficients, R_r represents the rotor outer diameter, and S_hcs
represents The stator yoke thickness. The results are shown in Figs. 16 and 17. The
results show that the design parameter compromise value found in the first level
enables the motor to have a wide speed range in this scenario, and the rapid peak
torque response capability is the acceleration performance of low speed and large
torque.

After the optimization of the first level is completed, the structure size will be
fixed and the optimization results will be transmitted to the control layer, and the
turn-on and turn-off angles will be used for multi-objective optimization to reduce
the motor torque ripple coefficient and obtain higher efficiency as much as possible,
as shown in Fig. 18. After optimization, themotor efficiency can reach 89.36%,while
the torque ripple coefficient is 1.55.

Fig. 16 Optimized motor external-characteristics curve
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Fig. 17 Wider and more efficient working area after optimization

Fig. 18 Multi-objective optimization after passing to the control level

5 Conclusion

This paper establishes a scheme of SR motor nonlinear modeling and initial param-
eter calculation through the traditional motor design method. Based on this calcu-
lation program, the motor performance and structural parameters are preliminarily
designed.

Afterwards, the FEMwas used to check the influence and sensitivity of the motor
structure and control parameters on themotor performance index, and lay the founda-
tion for the optimization design.Using randomnumbers to define thewind resistance,
rolling resistance and slope in the conditions to simulate random and complex scenes,
and propose several parameters representing dynamics, economy and comfort. In the
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bi-level optimization, the first level uses the motor structure parameters as optimiza-
tion variables, and optimizes the design of the indicators describing the scene on
the premise of meeting the dynamic requirements, and then transmits the optimized
motor structure parameters to the control layer for optimization. Obtain the global
optimal solution of the motor structure and control parameters in this scenario.

Obviously, under actual working conditions, the design and optimization of the
motor and the vehicle drive system are muchmore complicated than the above exam-
ples, but the ideas in this article can be used as a basis for a preliminary optimization
design plan for reference.
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System-Level Optimization of Permanent
Magnet Synchronous Motors for Electric
Vehicles

Yanlou Song, Song Huang, Hongjing He, Yuhan Yu, and Shuhong Wang

Abstract In recent years, affected by factors such as air pollution and fossil energy
shortages, the automobile industry is facing a transition from traditional fuel vehicles
to electric vehicles. Electricity and intelligence have become frontier issues in the
automobile industry. Electric drive system is the core part of electric vehicles. The
actual driving environment of an electric vehicle is a very complex scene. Therefore,
in order to obtain the best performance of the electric drive system, the motor and
its control system should be designed and optimized at the system level combined
with the driving scene of the vehicle. This paper proposes a system-level optimiza-
tion design method for permanent magnet synchronous motors of electric vehicles
based on scenario optimization. Random piecewise functions are used to simulate
the driving scenes of electric vehicles. The system-level optimization is implemented
in a layered manner.

Keywords Electric vehicles · Permanent magnet synchronous motor ·
System-level optimization · Scene optimization · Particle swarm optimization

1 Introduction

Batteries, motors, and electronic control systems are the core parts of electric vehi-
cles. In particular, power endurance is the main factor restricting the performance of
electric vehicles [1]. Therefore, improving the efficiency of the motor can effectively
improve the endurance of electric vehicles. The motor will not always work near the
rated point in the actual driving scene [2].

With the emergence of high-energy permanent magnet materials, and the contin-
uous improvement of the performance price ratio of rare earth permanent magnet
materials, such as neodymium iron boron (NdFeB), permanent magnet synchronous
motors have becomemore andmore attractive. Coupledwith the continuous progress
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Fig. 1 System-level
optimization process of
electric vehicle motors

of new motor topologies and control strategies, permanent magnet synchronous
motors are generally considered to be themost promising solution for electric vehicle.

Permanent magnet synchronous motor (PMSM) has the advantages of high power
density, high efficiency and reliable overall performance. It is an ideal execution unit
for efficient drive and is very suitable for electric vehicle drive systems [3].

The use of permanent magnet synchronous motors in the drive system of electric
vehicles can reduce the weight, size, and efficiency of the vehicle. Permanent magnet
synchronous motors have been widely used in electric vehicles and other demanding
speed control drive systems [4].

Therefore, this paper proposes a system-level optimization method for permanent
magnet synchronousmotors. Figure 1 shows the system-level optimization process of
electric vehicle motors. The optimization process is divided into motor performance
calculation layer, scene optimization layer and control system layer.

2 Motor Performance Calculation

The motor performance calculation layer is the basis of system-level optimization.
The main work of this layer is to do magnetic circuit calculation and finite element
simulation of the motor according to the basic parameters. Then draw the efficiency
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Fig. 2 PMSM vector
diagram

MAP and transfer the efficiency data under different speeds and torques to the scene
optimization layer, transfer the resistance, inductance, flux and other data to the
control layer.

The rotor of a permanent magnet synchronous motor is excited by permanent
magnets [5]. The rotor flux vector is consistent with the position of the rotor poles
[6]. The d-q rotor coordinate system is usually used (fix the d-axis in the direction
of the rotor excitation flux

−→
ψ f , and the q-axis is the anticlockwise direction leading

the d-axis by 90 electrical degrees, the d-q coordinate system rotates synchronously
with the rotor) or αβ stator coordinate system (the α-axis coincides with the a-axis
of the three phase a-b-c stator coordinate system, and the β-axis is 90 electrical
degrees ahead of the a-axis in the anticlockwise direction, the αβ coordinate system
is stationary) [7].

The space vector of the permanent magnet synchronous motor is shown in Fig. 2
[8]. Establish a permanentmagnet synchronousmotord-q rotor coordinate coefficient
model. Voltage, flux linkage, torque and mechanical motion equations are formulas
(1)–(6) [9].

ud = dψd

dt
− ωψq + Rsid (1)

uq = dψq

dt
− ωψd + Rsiq (2)

ψd = Ldid + ψ f (3)

ψq = Lqiq (4)

Te = 3

2
p
(
ψd iq − ψq id

) = 3

2
p
[
ψ f iq + (

Ld − Lq
)
id iq

]
(5)
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J
dωm

dt
= Te − TL − Bωm (6)

In the formula, ud and uq are the d-axis and q-axis components of the stator
voltage respectively. id and iq are the d-axis and q-axis components of the stator
current respectively. ψd and ψq are the d-axis and q-axis components of the stator
flux linkage respectively. Ld and Lq are the d-axis and q-axis components of the stator
inductance respectively. Rs is stator resistance. ψd is the flux linkage produced by
the permanent magnets of the rotor. Te is the electromagnetic torque of the motor.
TL is the load torque. J is the moment of inertia. B is friction coefficient. ωm is rotor
mechanical angular velocity. p is the number of pole pairs. ω = pωm is the electrical
angular velocity of the rotor.

From formulas (1)–(6), the state equation of the permanent magnet synchronous
motor is shown in formula (7).

⎡

⎢⎢
⎢⎢⎢
⎣

did

dt
diq

dt
dωm

dt

⎤

⎥⎥
⎥⎥⎥
⎦

=
⎡

⎢
⎣

− Rs
Ld

pωm 0

−pωm − Rs
Lq

− pψ f

Lq

0 pψ f

J
B
J

⎤

⎥
⎦

⎡

⎣
id

iq

ωm

⎤

⎦ +
⎡

⎢
⎣

ud
Ld
uq

Lq

− TL
J

⎤

⎥
⎦ (7)

3 Scene Optimization

The core of this method is to simulate the driving scene of the motor. The work of
this layer is to use random function to simulate the actual driving scene of the electric
motor. First, a random piecewise function is used to simulate the road slope, friction,
wind resistance and other parameters. Then, convert these parameters into the torque
required to drive the car at different speeds. Next, draw the efficiency MAP based
on the data of the motor layer and calculate the total efficiency of the motor passing
the road at a certain speed. Finally, with the speeds as variables, use particle swarm
algorithm to optimize the total efficiency of the motor. Transmit a set of speed and
torque to the control layer and realize system-level optimization of motor. The basic
process of scene optimization is shown in Fig. 3.

3.1 Electric Vehicle Driving Scene

Step 1, use random piecewise function to simulate electric vehicle driving scene.
Due to the complicated road conditions in the actual driving of electric vehicles,
it is difficult to accurately describe the driving scene with fixed parameters [10].
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Fig. 3 Scene optimization

Therefore, multiple sections of roads are simulated in a randommanner to generate a
set of parameters such as slope, ground friction, wind resistance and so on to describe
the driving scene of electric vehicles.

3.2 Operating Condition of Motor

Step 2, convert the driving scene of electric vehicle into the operating condition of
motor. Use formula to express the torque as a function of speed, that is, calculate the
torque required for electric vehicle to pass through the road at this speed.

This paper mainly considers the central motor of electric vehicles. The best
working area of traditional vehicle engine is 1000–4000 rpm. The output torque is
too low at low speed, and the output torque at high speed attenuates sharply. There-
fore, the traditional engine needs multiple reducers with different reduction ratios,
namely gearboxes. So that the engine speed can be maintained in the best working
area. The speed regulation performance of the electric motor is better than that of
the traditional engine. The electric vehicle does not need a complicated transmission
structure, and only a fixed reduction ratio reducer is enough. Thus, the speed of the
electric vehicle and the speed of the motor are determined by the main reduction
ratio and the size of the hub, and the two parameters are proportional.
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In order to express the torque as a function of speed, vehicle specific power needs
to be introduced, as shown in formula (8). The vehicle specific power (VSP) is defined
as the unit mass of vehicle transportation (including its own weight, passengers and
objects), the instantaneous power output by the engine, in kW/t [11]. It represents the
work done by the vehicle to overcome the frictional resistance of tires, air resistance,
kinetic energy and potential energy changes.

V S P = v(a + gs + gCR) + 1

2
ρa

CD

m
Av3 (8)

In this formula, v is the driving speed of the vehicle in m/s; a is the acceleration
in m/s2; g is the acceleration of gravity, taking 9.81 m/s2; s is the road gradient;
CR is the rolling resistance coefficient; ρa is the ambient air density; CD is the drag
coefficient; A is the windward area, in m2; m is the total mass of the vehicle, in kg.

The VSP is defined as the power required by the vehicle to transport a unit of
mass, so the power can be expressed as formula (9).

P = v(a + gs + gCR)m + 1

2
ρaCD Av3 (9)

The relationship between motor power, speed and torque is shown in formula
(10).

P = n × T

9549
(10)

In this formula, P is the power, n is the speed of motor, T is the output torque.
Since the motor speed is proportional to the speed of the electric vehicle, it is only

related to the reduction ratio and the radius of the hub. So the relationship between
the motor speed and the speed can be expressed as formula (11).

n = i × v (11)

Combining formulas (9), (10), and (11), the relationship between motor speed
and torque can be expressed as formula (12).

T = 9549

[
1

i
(a + gs + gCR)m + 1

2i3
ρaCD An2

]
(12)

Formula (12) is divided into two parts. One part represents the torque required
for vehicle driving on this road condition, its main parameters are slope and road
friction. The other part represents the torque required to overcome wind resistance,
its main parameters are air density, windward area and wind resistance coefficient.
Simplify the constant in formula (12) to get formula (13).

T = k1 + k2n2 (13)
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In this formula, the constant termk1 represents road conditions, such as slope, fric-
tion, etc. And the quadratic term k2n2 represents wind resistance, that is, the higher
the vehicle speed, the greater the torque required to overcome the wind resistance.

3.3 Motor Performance Evaluation

Step 3, motor performance evaluation. After the derivation of the above formula, in
a given driving scene, the torque required to pass the road can be calculated by the
speed. Therefore, the variable for scene optimization is attributed to the motor speed.
For multi-segment roads simulated by a random segment function, motor rotation
speed is given for each road segment to calculate the torque, and then the efficiency
of the motor passing each segment of the road can be calculated from the efficiency
MAP data.

The scene optimization layer uses speed as the variable, and the objective function
is divided into three parts: total efficiency, time factor, and energy consumption factor.
The total efficiency is the ratio of the sum of output power to the sum of the input
power through all road sections [12].

The higher the vehicle speed, the greater the energy required to overcome the
wind resistance. In order to reduce the energy loss, define energy consumption factor
(ECF) as formula (14).

EC F = e

emax
(14)

In this formula, e is the energy loss of passing the road at the target speed, and
emax is the energy loss of passing the road at the highest speed (120 km/h), at this
time, the energy consumed by overcoming wind resistance is the largest.

The efficiency of the motor will decay at high speed, and the energy consumed
by the car at high speed to overcome wind resistance is large. Passing the road at a
lower speed can reduce energy loss, but the low speed of the vehicle can not meet
the actual requirements of transportation, which wastes time, so define time factor
(TF) as Eq. (15).

T F = tmin
t

(15)

In this formula, t is the time to pass the road at the target speed, and tmin is the
time to pass the road at the highest speed (120 km/h).



866 Y. Song et al.

3.4 Particle Swarm Optimization

Step 4, particle swarm optimization. Particle Swarm Optimization (PSO) is a classic
intelligent algorithm [13, 14]. It starts from a random solution and finds the optimal
solution through iteration. The algorithm evaluates the quality of the solution through
fitness, and finds the global optimum by tracing the optimal value currently found
[15]. The speed and position update formulas are shown in formulas (16) and (17)
[16].

vid = w × vid + c1r1(pid − xid) + c2r2
(

pgd − xid
)

(16)

xid = xid + vid (17)

In the formula, vid is particle velocity, xid is particle position, w is inertia weight,
c1 and c2 are learning factors, pid is individual optimal value, pgd is group optimal
value, r1 and r2 are uniform random numbers in the range.

4 Control System

The main work of the control layer is to build a motor module based on the data
from the motor performance calculation layer and build its control circuit. Use a set
of speed values from the scene optimization layer as the target speed, and use the
torque value as the load torque for simulation.

Since the flux linkage produced by the permanent magnets of the rotor is constant,
the rotor flux linkage oriented FOC is adopted in this paper [17]. Set the d-axis of
the two-phase synchronous rotating internal coordinate system in the direction of
the rotor flux linkage

−→
ψ r , and the q-axis is anticlockwise leading the d-axis π/2

electrical angle, as shown in Fig. 4 [18].
The stator flux, voltage and torque equations of the PMSMS in the d-q coordinate

system are shown in formulas (1)–(5). The torque of a PMSM basically depends on
the q-axis component of the rotor flux linkage and the stator current [19]. Since the
rotor structure of the PMSM is a permanent magnet, the amplitude of the generated
flux linkage is basically constant, so the rotor flux orientation method can be used to
achieve high-performance control of the PMSM.

When the id= 0 control strategy is adopted, there is only q-axis component in the
stator current, and the space vector of the stator magnetomotive force is orthogonal
to the space vector of the magnetic field generated by the rotor permanent magnet
[20]. At this time, the stator voltage equation can be rewritten as:

ud = −ωLqiq (18)
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Fig. 4 Rotor flux linkage
oriented vector diagram

uq = Rsiq + Lq
diq

dt
+ ωψP M (19)

The torque equation can be rewritten as:

Te = pψP Miq (20)

It can be seen from the above equations that when the permanent magnet
synchronous motor adopts the rotor flux linkage oriented control strategy, the torque
is proportional to the rotor flux linkage ψPM and the torque component iq of the
stator current. As long as the stator excitation current id can be well controlled, the
amplitude of the rotor flux linkage ψPM is constant, the torque Te is only controlled
by the torque component iq of the stator current.

5 Example

This paper takes a three-phase 4-pole permanent magnet synchronous motor with
rated power of 15 kWand rated speed of 1500 rpm as an example. The key parameters
of the motor are shown in Table 1.

The main calculation results of the motor are shown in Table 2.
The magnetic flux density distribution of the motor is shown in Fig. 5.
Change the input current to control the torque, and change the speed, run the

two-dimensional finite element simulation multiple times, use the results to plot the
efficiency map of the motor as Fig. 6 [21].

According to the efficiency map, run the scene optimization program, and get a
set of results as shown in Table 3.



868 Y. Song et al.

Table 1 Key parameters of the motor

Parameter Value Parameter Value

Rated power 15 kW Rated power factor 0.95

Number of phases 3 Winding configuration Y

Rated frequency 50 Hz Rated phase voltage 220 V

Number of pole pairs 2 Rated phase current 25.66 A

Rated speed 1500 rpm Rated torque 95.49 Nm

Table 2 Calculation results

Parameter Value Parameter Value

Input power 15,605.5 W Armature copper loss 283.399 W

Output power 14,998.8 W Iron-core loss 163.272 W

Efficiency 96.1124% Air gap flux density 0.667467 T

Total loss 606.671 W RMS fundamental induced voltage 222.761 V

Friction and windage loss 160 W Terminal resistance 0.1651 �

Fig. 5 Magnetic flux
density distribution

For this electric vehicle operating scenario, using the optimized speed to pass the
road can get a higher total efficiency. Due to the high vehicle speed, the time factor
is not too small, but the energy consumption factor is therefore higher. Overall,
the electric vehicle scene optimization has achieved its purpose, ensured the total
efficiency of the motor passing this road.

The motor control system uses field oriented control strategy, and its control
system model is shown in Fig. 7. Use the data of the parameter calculation layer
to establish the motor module of the control system. Two PI regulators are used to
achieve double closed-loop control of speed and current.
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Fig. 6 Efficiency map

Table 3 Scene optimization results

Parameter Value

Number of road sections 5

Road length (km) 20.8 11.8 16.7 10.5 10.6

Base torque (Nm) 55.4 64.3 62.1 62.5 58.8

Transmission ratio 10

Wind resistance coefficient 0.002

Speed (km/h) 94.6 106.4 65.7 99.2 60.1

Output torque (Nm) 70.3 83.2 69.3 78.9 64.8

Total efficiency 87.1%

Time factor 0.676

Energy consumption factor 0.865

Fig. 7 Control system
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In order to verify its control effect, the rated motor speed of 1500 rpm is set as the
target speed, and the load torque is 10 Nmwhen starting, and it is increased to 30 Nm
after 0.5 s. The torque and three-phase current waveforms are shown in Figs. 8 and
9.

Fig. 8 Output torque

Fig. 9 Current
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6 Conclusion

This paper proposes a system-level optimization method for permanent magnet
synchronous motors for electric vehicles based on scene optimization, which uses
hierarchical optimization to achieve system-level optimization of the motor. The
performance of the example motor was calculated by the finite element method and
the efficiencymapwas drawn. As the core part of this method, the scene optimization
layer was verified by programming, and a control system was built for the motor. It
provides a design idea for the optimal design of electric vehicle motors.

Acknowledgements This work was supported by the National Natural Science Foundation of
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Modelling and Experimental Verification
on Magnetic Hysteresis Properties of Soft
Magnetic Composite Material

Weijie Xu, Nana Duan, Song Huang, and Shuhong Wang

Abstract This paper in magnetic troduces some research results about the magnetic
characteristics on soft composite (SMC) material. Based on the mechanisms of
magnetic material magnetization, a vectorial hysteresis model is proposed to simu-
late the hysteresis characteristics of SMC material. Meanwhile, by using the three
dimensions magnetic properties test platform, the magnetic features of SMC mate-
rial under different applied magnetic fields, such as alternating field and rotational
field, have been measured. To verify this presented vectorial hysteresis model, a
given SMC material is employed to be simulated and measured under rotating and
alternating excitations, respectively. Compared with the two results, a good agree-
ment can be obtained, which shows the validity and practicability of the proposed
hysteresis model.

Keywords Hysteresis model · Soft magnetic composite (SMC) material ·
Magnetization mechanisms · Hysteresis characteristics

1 Introduction

The SMC materials, which made from highly iron powder with surface coating, are
widely adopted in various scientific and commercial applications for their properties
like high electrical resistivity, low eddy current loss, 3-D magnetic flux, and great
design flexibility [1]. SMC materials can be used for fabrication of various electro-
magnetic devices, such as claw pole and transverse flux machines [2]. Therefore, the
magnetic characteristics of SMC, such as hysteresis, need to be accurately measured
and simulated before used.
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Magnetic hysteresis model has been under research and development since the
30’s, and many models have been presented [3]. The Preisach model, which based
on the superposition of finite set of rectangular operators, is universally accepted
for its simplicity and simplicity. The Preisach model is effective in the simulation
of scalar hysteresis properties, but invalid to describe the vectorial properties [4]. In
addition, the Stoner-Wohlfarth model is other widely recognized hysteresis model.
In this model, a single-domain particle with uniaxial crystal anisotropy is assumed as
a Stoner-Wohlfarth operator. The Stoner-Wohlfarth operator is vectorial inherently,
but inconsistent with the phenomena in cubic textured magnetic materials which
have biaxial anisotropy in each crystal plane [5]. In this paper, based on the physical
mechanism of magnetic materials, an elemental operator with biaxial anisotropy is
introduced to overcome the shortcomings of the previous models.

2 The Measurement System

With the help of the three dimensionsmagnetic properties test platform, themagnetic
properties of SMC material under alternating magnetization and rotational magneti-
zation can be fullymeasured. As depicted in Fig. 1, thismeasurement system consists
of a three dimensions yoke, and three groups of computer controlled excitation coils
around on the yoke can produce different magnetic flux patterns such as alternating,
rotating in a plane and rotating in a three dimensions pattern [6, 7]. The SMC spec-
imen in the center of the system. The components of the sample surface field intensity
H and the flux density B aremeasured by the sensing coils and exploring coils around
the sample, respectively [8, 9]. Therefore, both the alternating and rotationalmagnetic

Fig. 1 The real structure of
the three dimensions
magnetic measurement
platform
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hysteresis characteristics of SMC material can be obtained by this three dimensions
magnetic property measurement platform.

3 Modelling of Soft Magnetic Composite Material

The research of accurate modelling on magnetic properties is crucial to develop high
performance electromagnetic devices, accuratemodelling of themagnetic properties,
such asmagnetic hysteresis, is crucial. In this paper, the iron powder in SMCmaterial
is regarded as a microscopic crystalline particle with magnetocrystalline anisotropy,
as shown in Fig. 2. Thus, based on the physical mechanism, a vectorial elemental
operator with biaxial anisotropy can be presented to simulate the iron particle in
magnetic material [10]. Therefore, the energy of this proposed vectorial operator can
be described as

E = K sin2 θ cos2 θ − μ0Hm cos(θH − θ) (1)

where m is the magnetization of the operator, K is the biaxial anisotropy coeffi-
cient, θH and θ are the applied field and the angles of the resultant magnetization,
respectively, both with respect to the operator’s easy axis.

In the crystal structure, the stable orientation of the magnetization can be calcu-
lated by minimizing the total energy of the elemental operator, which similar to the
determination method in Stoner-Wohlfarth model. Thus, the critical curve, which
separates the regions with different energy extremes can be obtained from

Easy axis

Easy
axis Hardaxis

H

mθ
θ

H

Hard

asi
x

(a) (b) 

-1.5 -1 -0.5 0 0.5 1 1.5
-1.5

-1

-0.5

0

0.5

1

1.5

Easy axis

Hard
 ax

isHard axis

Ea
sy

 a
xi

s

H
m

θ

Hx

H
y

Fig. 2 a The elemental operator under different magnetization axis and b the corresponding
biasteroid curve



876 W. Xu et al.

∂E

∂θ
= 1

2
K sin 4θ − μ0Hm sin(θH − θ) = 0 (2)

∂2E

∂θ2
= 2K cos 4θ + μ0Hm cos(θH − θ) = 0 (3)

The solution of this energy formulas related to Hx and Hy, can be regarded as the
equation of a biasteroid, as shown in Fig. 2b.

Hx = 2K

μ0m
cos3 θ(5− 6 cos2 θ) (4)

Hy = 2K

μ0m
sin3 θ(5− 6 sin2 θ) (5)

where Hx and Hy are the two constituent parts of the applied magnetic field H along
the two orthogonal easy axes.

The biasteroid curve demonstrates biaxial anisotropy, as shown in Fig. 2, with
two orthogonal hard axes and two orthogonal easy axes. This characteristic strictly
agrees with physical mechanism of biaxial anisotropy in each crystal plane for the
cubic textured magnetic.

Different number of the energy minima corresponding to different region. The
number of local energy minima decreases from four to one when the applied field
gradually increases from the central octagonal region to the outside region, as shown
in Fig. 3.

With the new symmetry considerations on the magnetic anisotropy, an analyt-
ical method to demonstrate the vectorial operator has been proposed. A modified
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analytical expression of the hysteresis loop can be obtained by partial approximate
substitutions.

m(H, θH ) = ± sin θH√
(H+hi )

hk

2 ± 2 (H+hi )
hk

cos θH + 1
(6)

where theminus sign is for the lower branch and the plus sign for the upper branch in a
given hysteresis loop, hi is the interaction field on each single elemental operator, and
hk is the normalized anisotropy field varying with the overall anisotropy coefficient.

Then, the total magnetizationM of a magnetic specimen for a given applied field
H can be obtained by the following integral.

M(H) =
˚

m(H, θ)μ(hi , K ) cos θdhidKdθ (7)

whereµ(hi, K) is aGaussian-Gaussian distribution function of the elemental operator
in this model.

4 Results and Conclusion

The magnetic characteristics of SOMALOY™ 500, a kind of SMC material, are
measured by this 3-Dmagnetic property measurement system and simulated, respec-
tively. Good agreements are observed between the measurement and simulation, as
shown in Fig. 4.

In this paper, the research of a hysteresis model, including the principle, numerical
implementation, which based on a biaxial elemental operator, has been proposed to
simulate themagnetic vectorial hysteresis.With the employedof the three dimensions
magnetic properties test platform, the simulation results are fully verified. The simu-
lations agree well with the experimental results of a cubic SMC sample measured by
the test platform. The comparison demonstrates that the hysteresis model presented
in this paper is acceptable and valid for developing high performance electromagnetic
devices.
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