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Preface

Wireless communication and information security are the two most essential terms
in the context of the Internet of Things, cloud computing, data mining, Industry
4.0, implementation of smart cities, etc. These are also the minimum requirement to
understand the design and working of the recent technological advancement from the
Internet of Things to smart cities, from intelligent radar radio to smart transportation,
from connected interoperable devices to smart healthcare systems. As the devices,
technologies to be used in these said applications would be intelligent, cooperative,
connected and interoperable; therefore, it is essential for the scientists, engineers,
industrialist and academicians to fully understand both the fundamentals and also
the implementation and application principles of the emerging trends on wireless
communication technologies and information security. This is so that they can use
most of the appropriate and effective techniques to suit their design application needs.

Trends in wireless communication and information security is a precise yet
complete book covering the wireless communications and intelligent systems, signal
and image processing in engineering applications, data communication and infor-
mation security, [oT and cloud computing, and intelligent electronic devices. This
book marks its signature differently from the similar books available in more than
one way. Each chapter in the book in regard to the fundamentals of technological
aspects or implementation is amply illustrated with design, diagrams and validated
with results. Each chapter comprehensively demonstrates its vision. Unlike most of
the books of similar topics that are either superficially covering the topic in brief or
is too voluminous having redundant information, this book is edited keeping in mind
the research challenges faced by the scientists, research scholars and professors to
be allowing them to propose some solution to the challenges faced working with the
frontier electronics and computer technologies.

The book is divided into five parts covering the major subtopics of enabling
wireless communication technologies and intelligent systems, Internet of Things and

vii



viii Preface

cloud computing, signal and image processing in industrial and real-life applications,
secured data communication and smart devices.

Jharkhand, India Mithun Chakraborty
Jharkhand, India Raman Kr. Jha
Arad, Romania Valentina Emilia Balas
Majitar, India Samarendra Nath Sur

Shillong, India Debdatta Kandar
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Free Space Optical Communications m
to Connect the Unconnected Globally L
in Remote Places: Technology Issues

Relevant to Implementing Systems

Arun K. Majumdar

Abstract In this research work, I discussed the potential of free space optical
communication (FSOC)/optical wireless communication [1-4] as the most viable
technology solution for providing connectivity to almost half of the world population
living in rural areas without any Internet access. This population is obviously missing
out on the life-changing benefits of connectivity from financial services to health and
education, job creation and civic/social engagement, just to name a few. Some of the
reasons behind this “digital divide” include (according to World Economic Forum’s
Internet for All report) ¢ infrastructure (a good, fast connection is not available, no
regular electricity to many people), * affordability (a large percentage of population
living below the poverty line), * education, skills and cultural issues as barriers and
local adoption and use (80% of online content is only available in ten languages).

Keywords FSOC - Wi-Fi hotspots - OWC - AO - SWD-WDM

1 Introduction

How to bridge The Digital divide?

I will focus on the potential technology based on optical wireless communication
(OWC) to provide global Internet connectivity including remote places anytime
anywhere. Connectivity can mean and fall in any of the categories like not connected
(without any Internet connectivity), under connected (limited/intermittent connec-
tivity), connected (access the Internet with medium download/upload speed) and
state-of-the-art connectivity (very good and uninterrupted connectivity). The concept
technology discussed in this paper also addresses how to provide basic connectivity
to the unconnected population.

A. K. Majumdar (<)
San Diego, CA 92111, USA
e-mail: a.majumdar@ieee.org

Colorado State University, Pueblo, CO 81001, USA
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Some Background and Recent Statistics
Demand for High-Speed Communication and Tremendous Growth of Data traffic.

e Over 80% of the world will be connected to the Internet by 2020 via mobile
phones, smart devices, social web, gaming and video-centric applications.

e There will be 5.3 billion total Internet users (66% of global population) by 2023.

e Globally, there will be nearly 628 million public Wi-Fi hotspots

e Mobile plus everyday application services (talking, Facebook, YouTube, Video
entertainment, video gaming, etc.) need high-speed Internet: Global Internet
users will continuously increase and most will be mobile.

e Future data speed of 10 gigabit speeds in the coming years.

e Billions of people in developing world are still without Internet access, new UN
report finds.

1.1 Digital Divide

Global connectivity with high-capacity communications can bridge the digital
divide—critical to economic opportunity, job creation, education and civic engage-
ment.

Potential Technology Solution:
Free Space Optical Communication by Developing Global Internet Connectivity.
Why optical wireless communications (OWC)?

e RF: 300 kHz-300 GHz
e Optical: 300 THz (1 THz = 10'? Hz)
e Aperture size (antenna size/telescope size) and range.

Huge Modulation Bandwidth.

RF and microwaves: bandwidth up to 20% of the carrier frequency.

Optical ~1% of carrier frequency (~10'% Hz), allowable bandwidth 100 THz (~10°
times that of a typical RF carrier).

Shorter wavelength of optical beam helps to stay more focused.

“Global Internet Connectivity” or “Connecting the Unconnected”.

Potential Solution:

e Need to bring reliable and affordable Internet to those without it

e Requires rural backhaul connectivity (FSO links, HAP, Satellite, Underwater):
High-speed backhaul in rural areas

e All optical-based free space optics (FSO) technology for creating a three-
dimensional global communication grid: A powerful tool to address connectivity
bottlenecks and can allow worldwide access to the Internet independent of terres-
trial limitations (wireless links through air and satellite communications providing
access to fixed and mobile services)
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Can handle indoor, outdoor, terrestrial, space and underwater links

Visible Light Communication (VLC) can provide state-of-the-art practical solu-
tions by creating Li-Fi for both fixed and mobile platforms toward all optical
networks for Internet connectivity.

Critical issues to implement FSOC/OWC technology to accomplish global

connectivity.

Atmospheric optical propagation effects due to anisotropic turbulence (non-
Kolmogorov models) (asymmetric slant paths / uplink and downlink) between
fixed or moving platforms for full-duplex communication data transfer direct
effects on FSO link performance (scintillation index, probability of fade, SNR
and BER) for OWC systems beam spread and wander, and influence of wind
speed through anisotropic non-Kolmogorov turbulence: significant effects on
OWC performance

When a constellation of satellites or a number of balloons are used to establish
remote connectivity, optical propagation path/communication links characteris-
tics change: need to use seamless switching methods to handover in the presence
of slightly different propagation paths (for hybrid satellite/terrestrial networks):
angular diversity and temporal variations

Establish efficient and reliable optical networks for terrestrial, air, space and
underwater terminals.
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Reference: Italo Toselli and Olga Korotkova, “General scale-dependent anisotropic turbulence and its impact on free
space optical communication system performance,” JOSA A, Vol 32, No. 6/June 2015
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Global communication networks with a constellation of satellites

Constellation of LEO

Satellites: 1200 km "
L 43

ﬁ“@_‘ 4 4 \\\ faf

4
User Access Nodes

P = @
Terrestrial User L
Internet Gateway Terminal %ﬁ ﬂ C% ﬁ i

A schematic of a basic concept similar to Project Loon to build ring of connectivity in Remote
Areas Balloon

Balloon

Some Urban ,'r ;
Locations I: M
b

2
Source: Arun K. Majumdar, “Optical Wireless Communications for Broadband Global Internet
Connectivity: Fundamental and Potential Applications,” Elsevier, Amsterdam, Netherlands 2019

1.2 Some Final Comments

For very rural and remote areas to establish connectivity, important concerns will be

Very low cost: Smart phones should be available and extremely affordable
Reliability: Engineers and technicians are not available to fix the problems

Some specific potential technology solutions:
Optical satellite and (a constellation of optical satellites) providing Internet

together with free space optical communications are wireless telecommunications
networks to beam data over Earth’s surface at nearly the speed of light, and to provide

cheap, fast Internet to remote areas, airplanes, ships and cars.
The solution to the problem of our world of increasingly digitally interconnected
is light. Visible light communication (VLC) technology has tremendous indoor and

outdoor applications for secure network access (Li-Fi) and extensively adopting in
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retail, hospitals, residential, commercial, smart cities, aviation and many more even
in remote areas. VLC LED-based channels promise to deliver high-speed data in
many environments with high SNR and minimum infrastructure expenses.

Adaptive optics (AO) can offer potential solutions.
Some recent research and development areas which will help in achieving
connecting to remote areas include:
Photonics switching hardware for fast optical networks, for example high-capacity
SDM-WDM optical networks, low-latency Li-Fi mobile networks, vehicular
optical camera communication (OCC) and mobile backhaul, integrated photonic
switch (with the lowest signal loss in high-speed data transmission) development
toward the goal of “fully optical” high-capacity switching
Broadband over power lines and VLC using street lights

e Nanofabrication technology will hopefully be a key enabler to such integra-
tion, reducing cost and power consumption, size and weight. Adaptive optics
(AO) can offer potential solutions for optical satellites or balloons solutions for
accomplishing high data rate in various turbulence propagation paths.

One special example just appropriate for the current COVID-19 situation.

Assuming the all optical wireless communication connectivity is established, this
special example describes a proposed architecture of establishing communication
link for delivering medical consultation services in remote and isolated locations
in both developed and developing countries. The technique is based on multi-hop
relay-based free space optical communication link for delivering medical services in
remote areas [5].
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Puneet and Anamika Chauhan

Abstract DTN is the latest growing technology having unique characteristics such
as longer delays, intermittent connectivity and limited resources or constrained
resources. Delay tolerant networks is a store and forward method which delivered
the messages to the nearest potential forwarder by replicating copies of the original
messages. DTN is created to handle long delays in wireless networks and handle
the intermittent connectivity. An information at particular node is delivered only if
it has higher particular than the current node. DTN is studied and implemented in
opportunistic network environment (ONE) simulator. DTN is having characteristics
like disconnected paths, long delays, higher mobility, uplinks, and downlinks, which
leads to network vulnerabilities. These vulnerabilities lead to the compromisation
of nodes and can cause security threats as these compromised nodes can disrupt
the routing protocols in the network. DTN is exposed to different network layer
attacks. Attacks on network layer like gray hole and black hole attack can destroy
the topology of the network resulting in loss of data and damage to the network.
This paper discusses about the black hole, type of black hole attacks, and different
detection techniques in delay tolerant networks.

Keywords Delay tolerant network (DTN) - Wireless networks + Network
connectivity + Opportunistic network environment (ONE) - ONE simulator

1 Introduction

A DTN is an ad-hoc network which tries to resolve various issues of heterogeneous
networks such as facing failures in point to point and continuous\ connectivity. DTN
is extremely useful in various applications areas such as: providing connectivity in
remote areas where providing an infrastructure connection is costly, wireless sensor
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network for tracking wildlife animals and birds, military communications and control
sensors, and equipment. DTN networks are highly desirable for use in war-prone
areas, remote places in relief efforts, and in disaster scenarios. DTN which is also
known as delay and disruption-tolerant network is used where there is a lack of
connectivity in the network which results in spontaneous end-to-end paths being
insufficient for communication. In such cases where there are no network infrastruc-
tures, a critical mode of communication can be given by DTNs network. DTN is
a complete wireless network as there is no base station as compared to an existing
wireless network.

DTN is a type of architecture in which it can forward, store, or carry the messages.
It stores information in the node buffer until a possible forwarder is found and forward
it to the next node’s buffer which is available in the network [1].

In DTN protocol stack, there is a bundle layer, and in this layer, the messages
are stored as “bundles.” These bundles are sent as soon as they come across with a
receiver node. The requirement for DTN network is due to node disconnection by
equipment failure (Fig. 1).

In DTN, message transmission through intermediate nodes is difficult because
the intermediate nodes can act as a malicious node, a malicious node either drop the
message or not forward the message to the destination.

In DTN, in scenarios where nodes have intermittent and opportunistic communi-
cation connectivity, networks are established. DTN does not have a very large storage
space, very limited power supply, and battery-operated devices may be used. One
of the challenges of DTNS is the intermittent connectivity while another challenge
may be handling misbehaving nodes. Misbehave means acting badly or improperly.
Misbehave node in a network does not perform its task properly. It is possible to
classify misbehaving nodes into two types: malicious and selfish. A selfish node is
one which drops all messages to save its own energy and prefers not to contribute
to the network while forwarding only its own packets or messages. Malicious nodes
acts as a forwarder and sends copies of the original message to as many nodes as
possible. These nodes attempt to hamper various parameters of the network. Mali-
cious nodes attack routine network operations and are not concerned about their
gains in the process. To handle these types of nodes, DTN security protocols must
be more invulnerable and powerful. The existence of such nodes in vehicle DTNs
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results in the loss of crucial data or messages that may trigger more road accidents
or may cause resource wastage in resource constraints DTNs.

The structure of the paper is defined below. Architecture of DTN is discussed
in Sect. 2. While challenges in DTN are discussed in Sect. 3. In Sect. 4, we had
discussed AODV protocols, black hole attacks, and different detection techniques.
In Sect. 5, conclusion and future work is discussed.

2 DTN Architecture

In extreme and challenging environmental conditions, continuous connectivity is not
feasible. DTN research group [2] developed the architectural and protocol design
principles required to address this problem and provide interoperable communi-
cations in such environments. Example-space network (SN), deep space network
(DSN), military equipment, underwater submarines, forms of disaster response, and
ad-hoc sensors/actuator networks.

Initially, Kevin Fall proposed the challenged network in delay tolerant networks in
2003, but it was properly documented and standardized by the DTN research group
as RFC 4838 in 2007 [3, 4]. Message switching abstraction is a key component in
the DTN network and is developed to work as an overlay network. It works on top of
protocol stack for the various types of networks to make provision for the gateway
feature between them, also called ‘bundle layer’ [5].

The DTN architecture requires a small re-vamp of the design of the Internet
protocol layer that had already been developed. Depending on their appropriateness
for each region in the network, the transport layer below the bundle layers is chosen.
Figure 2 gives us an idea or an overlay of how the bundle layer looks like compared
to the Internet protocol layers.

3 Challenges in DTN

We discussed various challenges during data transmission in DTN in this section.
These are the following areas:

i.  Capacity to Store: The capacity to store message of every node is limited or
confined. Due to this, at whatever point an experience happens to the node, the
node attempts to swap each and every information they have in their storage
or buffer. If the nodes have an unlimited storage capacity, the node will flood
it with similar kind of information or messages, and adversity will arise [6].

ii.  Battery or Power Constraints: The battery or power constraint is limited to the
node. So, the node have to perform their operations in that limited battery.

iii.  Network Capacity: Limiting the basic system is also a crucial element in deter-
mining the measure of information that can be transmitted. On the off chance
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Fig. 2 DTN bundle layer architecture

that, in the mid of experience, different nodes are trying to forward informa-
tion, and the system may be congested. Therefore, this component decides
whether or not to divide a message or data packets with a specific end goal of
transmitting it from source to target node.

iv.  Encounter Schedule: Every node has a specific end goal of sending the data
from the transmitter to the destination node, the node will not transmit if the
receiver’s node is unreachable and immediately transmit the message to the
receiver’s node if it becomes reachable.

4 AODYV Protocol

4.1 Ad-hoc on Demand Distance Vector Protocol (AODV)

Route Discovery

It uses route request (RREQ) packet which is broadcasted by the sender’s node for the
discovery of the route in the network. After that, the participating nodes continuously
look over the routing table to get the path for the receiver’s node [7]. In the end, the
route reply packet (RREP) is transmitted to the sender’s node, if it discovers a better
and updated route in the network. When multiple route requests are received, then the
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node chooses the shortest route for data transmission. Figure 3 indicates the details
in RREQ and RREP.

Maintenance of Route

The nodes in mobile ad-hoc network (MANET), as the name suggests have mobility.
The routes are being divided into sender and receivers if there is any change in the
topology [8]. At this point, the route error (RERR) packet will be produced if there
is any breakage in the route.

4.2 Black Hole Attack

The malicious node can provide a manipulated metrics to other nodes that comes
into contact with the malicious nodes and attracts packets from the attacks which is
done by black hole. In this attack, most of the data packets of the participating nodes
are attracted by the malicious nodes. The node forcefully tries to create a path by
its own. When the path is created, then instead of forwarding packets the malicious
node drops them, thus creating a black hole.

The effect of black hole is that it exploits routing protocols like AODV, and its
functionality in the network is degraded.

Black hole types [9].

Single node black hole

There is only one malicious node present between the transmitter and the destination
(Fig. 4).

Source | Source | Destination | Destination | Lifetime
IP Sequence IP Sequence
Number Number
(a)
Source | Source | Destination | Timestamp | Lifetime
1P Sequence | Sequence
Number Number
(b)

Fig. 3 Packet in AODV a RREQ, b RREP
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Fig. 5 Multiple black hole node

Multiple Black Hole

There are many malicious node present between the sender and the receiver
(Fig. 5).

Origin node ‘O’ tries to find a path for data transmission to the target node ‘7" as
shown in Fig. 6. It begins the process of route discovery by transmitting the packet
of RREQ across the entire network. From Fig. 6, we can see that nodes ‘B’ and ‘1’
accept the RREQ data packet from origin ‘O’. Black node is a hostile node, and
hence, it immediately produces RREP data packets without examining its routing
tables.

Origin node ‘O’ immediately receives RREP from the black node, so it initiates
data transfer to the black node, presuming it generates the shortest route to target
node ‘T’. Malicious black node discards the data packets, instead of sending those
to the target node “T’, thus the decrease of overall throughput in the network can be
seen (Table 1).

T LRy

R

—_—
— DATA

Fig. 6 Black hole attack in AODV
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Table 1

Comparative analysis of black hole attack

15

Sr. no.

Techniques

Routing protocol

Simulator

Results and remark

1

Reply based on
destination and next hop
information scheme
[10]

AODV

NS-2

Throughput is
increased in ADOV,
and the overhead is
minimized. Malicious
node is not found
which act in group

Scheme based on
shared hop and
sequence number [11]

AODV

NS-2

Verity routes from 80
to 99% due to long
delays, the last
sequence number can
be put in the table by
the attacker

2-ACK scheme [12]

Dynamic source routing
(DSR)

NS-2

Packet delivery ratio
(PDR) is achieved up
to 91% even if the node
is malicious at 40%
challenging to derive
triplet information

Ignorance scheme [13]

ADOV

NS-2

Minimize additional
overhead, PDR
increased by 19% node
packet loss in the
network increased by
4%

Sequence number and
voting scheme based
on neighbors [14]

AODV

False detection rate is
reduced, and malicious
node was not found in
the group

Neighbors opinion
scheme [15]

AODV

With minimal delay
and overhead, better
security is achieved,
and PDR is high with
few additional delay

Packet delivery
information
scheme [16]

PROPHET

NS-2

100% is the detection
rate, false positive rate
is less, More
independent
examination method

Sequence number
scheme [17]

AODV

NS-2

More packets
delivered, data packet
drops are dependent on
the number of nodes
and speed

Ranks given to nodes
(18]

Modified AODV

Can judge new nodes
as a black hole, energy
efficient

(continued)
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Table 1 (continued)

Sr. no. | Techniques Routing protocol Simulator | Results and remark
10 Using ‘NTT’ & ‘PB’ AODV, TSDRP NS-2 Present in large
for Neighbor trust network, robustly built,
values [19] overhead increased
additional node
calculations
11 NHBADI [20] AODV NS-2 Delay decreased,
packet delivery fraction
(PDF) increased
12 Using threshold levels | AODV, SRDAODV NS-2 Increase in packet
for secure route delivery fraction (PDF)
discovery (SRD) [21] and overhead
13 Using ‘fm’ and ‘rm’ for | Modified AODV NS-2 Increase in PDF and
Neighbor trust values overhead. Nodes must
[22] perform additional
calculations
14 Base node sends bogus | AODV NS2-2.34 | Increase in throughput,
RREQ packets [23] packet delivery ratio
and slight increase in
delay. Cannot protect
against black hole node
without base node

5

Conclusion and Future Work

The paper describes, various attack in DTN, its architecture, and its challenges that
are presented. This review paper also describes about malicious and selfish nodes
which is a major security challenges. This paper also compare black hole attack
detection schemes with results, and limitations have been provided. In future, it is
intended to propose a new methodology that detects black hole nodes and prevent
network from black hole node attack.
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A Survey on Open-Source SCADA m
for Industrial Automation Using L
Raspberry Pi

Khaidem Bidyanath, Athon Abonmei, and Simon Tongbram

Abstract Modern industries require advance monitoring, controlling, and reliable
supervision of the various industrial processes. In today’s world, industries use
computer-integrated manufacturing (CIM) to create an automation process of produc-
tion systems with the use of computers. Besides the use of CIM, industries also use
programmable logic controller (PLC) for industrial automation in supervisory control
and data acquisition (SCADA) system. These systems, i.e., CIM, PLCs are expensive
and use specialized advance software which becomes a barrier for most of the medium
and small size industries for their automation process. In this survey paper, different
authors replaced programmable logic controller (PLC) by Raspberry Pi which is a
small computer. Replacing PLC by Raspberry Pi reduces the cost of constructing an
automation system and also has its own built-in Wi-Fi, USB, Ethernet, Bluetooth,
HDMLI, etc. This paper surveys different methods for creating an automation system
for the industrial process using various specialized software using SCADA along
with Raspberry pi (a low-cost computer which can act as a soft PLC).

Keywords CIM - SCADA - PLC - Python * Raspberry Pi

1 Introduction

Industrial automation is the phenomenon of using control systems such as computers,
robots, etc., in industries for handling different processes without the use of manual
labor. Operators, automation systems, monitoring systems, etc., and many other
systems are involved in a production line which produces lots of data. To handle
these enormous amounts of data, the methods of CIM systems are being used and
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are explained in [1]. In SCADA systems, the hardware components of industries
and factories are being controlled in real time with the transfer of data. Supervi-
sory control and data acquisition (SCADA) are a control system architecture that
uses computers, data communication systems and graphical user interface (GUI)
for supervisory monitoring and controlling of several processes and activities and
also uses other devices such as PLC and PID controllers to interface with the indus-
trial processes. Today’s industrial automation system came into existence through
different stages, and these different stages of automation system are discussed in [2].
With the advancement of microprocessors and microcontrollers, several new tools
such as PLCs come into existence.

Different methods for automation systems for industries are available such as [3]
presents the development of a SCADA system using relays in smart transmission
system laboratory. Paper [4] discusses the method for constructing a SCADA system
for controlling a boiling system. In the SCADA system, all the workstations are
connected to a centralized control unit or system such as PLC, and this is explained
in [5]. Paper [6] introduces a SCADA device that behaves as a remote terminal unit
(RTU) and also collects the required information from the PLC.

In [7], an open-source SCADA system is constructed which is associated with
OPC-UC middleware solution. The paper [7] gives details information about the
various structures for programmable control systems such as structured text (ST),
ladder diagram (LD), sequential function chart (SFC), instruction list (IL), function
block diagram (FBD). In [8], the concept of industrial automation in small-scale
industries like paper cutting using a programmable logic controller (PLC) is intro-
duced. The paper [9] introduces a method for controlling the flow of water for a
specific amount of time using solenoid which is being controlled by PLC. Similarly,
[10] gives the idea of controlling water flow using PLC and SCADA. The idea of
human—machine interface (HMI) is used in [11].

This survey paper is divided into six sections: Sect. 1, introduction, Sect. 2, impor-
tant terms and definitions discussing some terms used in SCADA system and indus-
trial automation, Sect. 3, analysis of the systems discussing some methods for the
industrial automation using SCADA system, Sect. 4, discussing the implementa-
tion methods of the proposed systems, Sect. 5 consequence: discussing the results
obtained from these proposed systems, and Sect. 6, conclusion.

2 Important Terms and Definitions

2.1 Supervisory Control and Data Acquisition (SCADA)

It is a computer system for collecting and evaluating actual-time information.
SCADA systems are mainly used for observing and manipulating electrical appli-
ances or devices mainly in industries like machinery, energy, oil refining, and
conveying, etc. The basic SCADA system consists of a programmable logic controller
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Fig. 1 Raspberry Pi

(PLC) or remote terminal unit (RTU). PLCs and RTUs gather the information from
the industrial appliances or devices, sensors, and transfers these collected messages
to the computer with SCADA software.

2.2 Raspberry Pi

The Raspberry Pi is one of the cheapest computers which helps students in learning
computer programming and even professionals in their projects. Raspberry Pi runs
on open-based software and allows mixing and matching software according to our
work (Fig. 1).

2.3 Programmable Logic Controller (PLC)

A PLC is a computer mainly construct to perform accurately even in rigid external
environments which mainly include high temperatures extremely dry seasons, rainy
seasons, etc. PLC’s main function consists of automation of the factory activities
such as the conveying systems. It can also be set up and modify according to the
function and requirement of the activity or function of the plant. The main advantage
of using PLC is that it can be re-programmed for other tasks.
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2.4 Computer-Integrated Manufacturing (CIM)

Computer-integrated manufacturing indicates the utilization of computers for
machinery and computerization of various industrial activities. CIM consists of
different systems like computer-aided design (CAD) and computer-aided manufac-
turing (CAM) which gives less amount of error and decreases the use of human
involvement in the industrial processes. It is mostly used in automation, rockets,
space constructing factories, etc.

2.5 Python

Python is a simple and an object-oriented programming language. Python is easy to
learn and simple programming language compared to other programming languages.

2.6 Remote Terminal Unit (RTU)

A remote terminal unit is an electronic device that consists of a microprocessor. The
device is connected or interfaced with different objects such as sensors. The whole
RTU acts as a part of a SCADA system and controls the electrical devices from the
incoming information of the sensors.

2.7 Master Terminal Unit (MTU)

In the SCADA system, the master terminal unit commands the RTUs which are
installed at remote places to gather the messages or information, stores them and
processes the information to human interfaces, and helps to take control decisions.

2.8 Opc-Ua

OPC unified architecture is a machine-to-machine transmission manner for industrial
automation construct by the OPC Foundation.
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3 Analysis of the Systems

In this survey section, different industrial automation systems proposed by different
authors are being discussed.

In industrial automation, there are compatibility issues while combining different
systems, so, paper [12] uses the free OPC-UA project in the SCADA system to
avoid compatibility issues that is communicating between different systems. The
OPC server of this proposed system is being developed in Raspberry Pi, and they
use Linux as their operating system for the Raspberry Pi. For this proposed system,
the OPC-UA server has the ability to controlling databases using MySQL, real-time
monitoring of the systems. The main aim of developing this SCADA system is for
controlling a DC motor with the help of a motor driver.

The diagram of the system for the suggested system of [12] is given below (Fig. 2).

Industrial automation can also be done with the help of the Internet such as [13]
uses the World Wide Web for collecting real-time data from the devices (Fig. 3).
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The above diagram uses Raspberry Pi as a controller for controlling various
sensors, i.e., temperature sensor, vibration sensor, etc. The data collected by the
sensors is being transferred to the controller, i.e., Raspberry Pi and is received by
the computer of the user with the help of IoT. The user can control the actions of the
sensors through the computer’s user interface.

The paper [14] created a SCADA system for industrial automation without the
use of OPC server and OPC client, which makes it very easy to monitor and control
the whole system. The main aim and objective of [14] is to observe and manipulate
the devices remotely without the use of manual labor. In this system, the Raspberry
Pi acts as a programmable logic controller (PLC). Their proposed system consists
of controlling a DC motor, a gas sensor, and a solenoid valve. The data from these
devices are transferred directly to the Raspberry Pi acting as a PLC. The data received
by the Raspberry Pi is then transferred to the server. From the computer, the devices
are being monitored and controlled remotely. The server of [ 14] is being created with
the use of Microsoft Surface Studio (Fig. 4).

4 Implementation of the SCADA Systems

In this survey section, the implementation process of different systems is being
explained in detail. The architecture of the system implementation of [12] is
performed with the interactions of the three levels, i.e., field control, which consists of
different types of sensors, control level, which helps in controlling the various devices
used in their proposed system, and supervisory level which helps in collecting data
from various devices and monitoring the whole systems. This system develops the
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SCADA or human—machine interface (HMI) in Python and is being developed as an
OPC client which is going to connect to the OPC server for collecting the actual-
time information of the various devices. This specific system has its fault sensing
technique (i.e., AFTC system).

Paper [13] uses Python language for the user interface of the SCADA system.
All the sensors of the system of [13] are connected to the Raspberry Pi, which
acts as a controller. The information collected from the sensors is transferred to the
microcontroller, i.e., Raspberry Pi, and the data can be seen on a screen.

[14] creates its server using Microsoft Azure. For the proper working of the virtual
machine, the authors installed UBUNTU on the virtual machine. To monitor the data
about the devices, a graphical user interface is created using Microsoft Visual Studio.
For the Raspberry Pi which is going to act as a PLC, the authors installed Raspbian
Stretch on the Raspberry Pi. For receiving data from the gas sensor, an analog-to-
digital converter is used (ADC). The authors use the pulse width modulation method
for controlling and monitoring the DC motor.

5 Consequences

In this survey section, the results and consequences of the SCADA system proposed
by different authors are being discussed with details. Paper [12] develops their system
perfectly by controlling the DC motor. One of the most important advantagess of
[12] is the detection of faults, and the type of faults will be displayed on the human—
machine interface (HMI) of the SCADA system.

The SCADA system of [13] for the industrial automation system controls the
sensors which are connected to the Raspberry Pi. Sensors such as temperature sensors
and proximity sensors are being controlled in real time. The system of [13] supports
the monitoring and controlling different devices from a computer with the use of the
Internet for transferring of data. This proposed system is low cost and gave an idea
about adding different kinds of sensors to an industrial system for the monitoring
and controlling purposed.

Paper [14] controls their devices, i.e., DC motor, gas sensor, and solenoid valve,
with the help of GUI that they developed. For their system, when they set the motor to
a specific rpm, the DC motor starts rotating at that specific rpm, for the gas sensor, the
alarm turns on when the sensor detects any faults and finally for controlling the water
level, the solenoid valve is set at a specific range. When the water level falls below
the minimum set point, the valve automatically turns on, on the other hand, when the
water level is higher than the maximum setpoint, the valve turns off automatically.
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Conclusion

In this survey paper, we came to know that the use of Raspberry Pi as a controller for
SCADA is the best option because of its multiple features and low cost. The use of
Internet or IoT communications using Raspberry Pi for creating a SCADA system
is easy in construction for controlling some sensors for small systems. IoT for data
transfer is very secure. With the above mention features that we observed from the
use of Raspberry Pi, it is much efficient and less complex.
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for WIMAX and 5G Applications
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Juin Acharjee, and Kaushik Mandal

Abstract In this paper, a unique, simple, and concise structure of a circularly polar-
ized (CP) cylindrical dielectric resonator antenna (CDRA) usable for wireless band
applications is proposed. The CDRA is excited by a meandered-shaped microstrip
feedline ending with a circular extension. The combined effect of this feeding mech-
anism along with a partial ground plane satisfies the criteria for generating circular
polarization. The proposed design is operating in the frequency range of 2.80—
3.41 GHz centered at 3.39 GHz with an axial ratio (AR) bandwidth of 9.14% and peak
gain of 3.9 dBi. The designed structure exhibits 3-dB axial ratio beamwidth (ARBW)
of 42° and 102° with AR, of 0.54 dB and cross-polarization discrimination (XPD)
of 30 dB and 31 dB in two principal planes at ¢ = 0° and ¢ = 90°, respectively.
The reconfigurability between left-hand CP (LHCP) and right-hand CP (RHCP)
field can be obtained by taking the mirror image of the extended meandered-shaped
microstrip feedline. The antenna can be preferred for different wireless applications
such as WiMAX and 5G.

Keywords Circular polarization * Dielectric resonator antenna - Cylindrical
DRA - Axial ratio - Axial ratio beamwidth + Cross-polarization discrimination

1 Introduction

In the last few decades, dielectric resonator antenna (DRA) has been extensively
researched by scientists due to its beneficial features such as higher impedance band-
width, small space requirement, negligible conductor loss, significant gain improve-
ment, and ease of applying various excitation techniques [1, 2]. A circularly polarized
(CP) wave radiates power in the horizontal and vertical planes as well as every plane in
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between it, and the plane of polarization rotates in a pattern by making one complete
revolution during each wavelength. For CP, an antenna must support two orthogonal
modes (perpendicular field of equal amplitude) with a 90° phase difference between
them [3]. The antenna is insensitive to transmitter and receiver orientation, offers less
sensitivity to propagation effects, and is suitable for satellite communications [4].
As a result of the mentioned reasons and considering its operating range, it can be
concluded that CP is necessary for smooth and hassle-free wireless communication
for WIMAX and 5G applications. CPDRA has gained immense popularity in the
field of wireless and satellite communication over linearly polarized DRA as it is not
affected due to polarization mismatch and nullifies the effect of multipath interfer-
ence [5, 6]. CPDRA can be achieved in various ways. Researchers have found that
one of the ways by which CP can be achieved in DRA is by varying the coupling
slots [7-9]. Another technique that has been found is by varying the feed structure
used to excite the DRA and by changing the dimensions of the ground plane to
achieve CP [10-12]. For instance, a question-mark shaped feed has been used which
provides a quadrature-phase difference between two orthogonal modes, thus gener-
ating CP [13]. Similarly, a rectangular feed has been modified by removing parts of
it to obtain the required conditions to generate CP [12]. CP has also been achieved by
restructuring the shape of the DRA [14-16]. Very recently insertion of slots for CP
generation is one of the reported techniques [17, 18]. A single feed CP rectangular
DRA using the new coupling method of dual-mode slot-line ring resonator (SSRR)
has also been investigated [19]. Conformal rectangular open half-loops can also be
used for excitation [20].

In this article, the design of a cylindrical DRA (CDRA) with a modified feeding
structure for realizing CP is presented. A meandered-shaped microstrip feedline is
used to enhance the electrical length. The feedline is ended with a circular exten-
sion that produces mutual coupling with the partial ground plane to realize CP. All
the simulations are conducted in full-wave-based ANSYS HFSS. Large separation
between the LHCP and RHCP justifies the performance of CP in the operating
frequency band.

2 Circularly Polarized Dielectric Resonator Antenna
Design and Analysis

2.1 Antenna Design

Figure 1 shows the geometrical structure of the proposed CDRA. Easily available
low-cost FR4 substrate with dielectric constant ¢, = 4.4, height 7 = 1.6 mm is used
as the base of DRA, and the feedline is printed on it. A cylindrical-shaped dielectric
resonator is designed using the substrate Arlon AD410 with relative permittivity of
e, = 4.1, height H = 20.8 mm, and loss tangent tan § = 0.003. A meandered-shaped
microstrip feedline of length 67.5 mm with a circular extension of radius » = 5.2 mm
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Fig. 1 Antenna configuration a Top view, b Side view, ¢ Bottom view [The optimum dimensions
of antenna elements are listed as follows: Lgyp, = 40 mm, Wgyp, = 40 mm, 2 = 1.6 mm, L,,» =
I1mm, Ly =11.5mm, L,y =16 mm, L; = 16 mm, L,, =7 mm, L;» =6 mm, L = 67.5mm, F; =
3mm, Fp=Fp =F,, =F,» =2mm, G, =20 mm, H =20.8 mm, R =9.2 mm, D = 18.4 mm,
D; =10.8 mm, d = 10.4 mm, r = 5.2 mm]

is placed on one side of the substrate to excite the CDRA. A partial ground plane
of dimensions 20 mm x 40 mm is placed on another side of the FR4 substrate to
generate orthogonal components of electric fields by the mutual coupling effect with
the modified microstrip feedline.

The stepwise improvement of the proposed CP CDRA from the reference antenna
is depicted in Fig. 2. Initially, in Fig. 2a, a meandered-shaped microstrip feed is
applied to the CDRA which is taken as reference 1. In Fig. 2b, the CDRA is excited

Wsah

S11 (d8)

Axial Ratio (48)

25 30 35 40 45 S50
Frequency (GHz) Frequency (GHz)

(d) (e)

Fig.2 Stepwise improvement of CP CDRA feeding mechanism: a Reference b Design 1 ¢ Proposed
design and response characteristics d Reflection coefficient e AR bandwidth



30 A. Paletal.

through a meandered-shaped microstrip feedline ending with a circular extension
identified as design 1. For the reference antenna and design 1, a full metallic ground
plane is used. In the final design in Fig. 2c, a partial ground plane has been taken
for proper mutual coupling with the placed CDRA. With the improvement of the
structure, stepwise improvement of their response in terms of reflection coefficient
and AR bandwidth is depicted in Fig. 2d and e.

2.1.1 Antenna Parametric Analysis

Some of the parameters of the proposed structure play an important role in the
performance improvement of the designed CP CDRA. The effects of these parameters
are discussed below.

Effect of Change in Radius of Circular Extension

In Fig. 3, the effect of changing the radius of the circular extension of the feedline is
shown. In Fig. 3a, reflection coefficient is shown for the different values of the radius
of the circular extension. For a radius of 4.7 mm, the —10 dB bandwidth obtained
is 640 MHz. On increasing the radius to 5.2 mm, a slight reduction in impedance
bandwidth (IBW) is observed. However, on increasing the radius to 5.7 mm, the
IBW is diminished by 210 MHz resulting in a bandwidth of 400 MHz. Figure 3b
depicts the AR bandwidth for varying radii. For radii of 4.7 mm and 5.7 mm, the AR
bandwidth is 284 MHz and 293 MHz, respectively. However, for radius of 5.2 mm,
the secured AR bandwidth increases to 310 MHz. In Fig. 3c, the value of 3-dB
ARBW is illustrated for ¢ = 0° and ¢ = 90° after changing the radius of circular
extension. It is observed that for only » = 5.2 mm, the 3-dB ARBW is greater than
100° and 42° for ¢ = 90° and ¢ = 0°, respectively.

Effect of Change in Height of DRA

The effect of change in the height of CDRA on various parameters is depicted in
Fig. 4. It is observed in Fig. 4a that the IBW is maximum when H = 20.8 mm. For
H = 19.2 mm and 22.4 mm, the bandwidth is 546 MHz and 560 MHz, respectively.
The AR Bandwidths for H = 20.8 mm and 22.4 mm are approximately the same, but
itis a bit wider for H = 19.2 mm as shown in Fig. 4b. However, when compared to H
= 19.2 mm and 22.4 mm, the convergence of IBW and AR bandwidth is more for H
= 20.8 mm. From Fig. 4c, it can be observed that the 3-dB ARBW for H = 19.2 mm
at ¢ = 0° is less than that of H = 20.8 mm while that of H = 22.4 mm is same as
that of H = 20.8 mm. The 3-dB ARBW for ¢ = 90° is maximum for H = 19.2 mm
and 20.8 mm. Hence, optimum results are obtained for when H = 20.8 mm.
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Fig. 3 Effect of change in radius of circular extension in a Reflection coefficient b AR bandwidth
and ¢ 3-dB ARBW in different planes

3 Result and Discussion

The proposed designed structure provides IBW of 19.55% (2.80-3.41 GHz) and
AR bandwidth of 9.14% (3.22-3.53 GHz) as observed in Fig. 5a. The resonating
frequency is achieved at 3.39 GHz with an ARmin of 0.54 dB. Justification of the
generation of CP at the operating frequency is reflected in Fig. 5b. It shows that for
different planes, a large variation of the elevation angle AR achieved is below 3 dB.
The CP radiation patterns for the primary planes ¢ = 0° and 90° are displayed in
Fig. 6. In the boresight direction, the difference between LHCP and RHCP, i.e., XPD,
is 30 dB and 31 dB, respectively.

Less variation of gain throughout the operating frequency band is observed which
also justifies the stable performance of the proposed antenna as shown in Fig. 7.
The maximum realized gain at the operating band is 3.9dBi. Radiation efficiency
variation from 85.5% to 94%, which is acceptable for practical applications, has also
been portrayed in Fig. 7.
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Fig. 6 Simulated CP radiation patterns of proposed design at 3.39 GHz for the plane of a ¢ = 0°
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The recognition of CP nature can be easily understood by observing the electric
field distribution with changing phase angle as shown in Fig. 8. Clockwise movement
of field distribution is observed which ensures LHCP radiation. The alteration of CP
nature (LHCP to RHCP) can be adjusted by considering the mirror image of the
extended microstrip feedline.

Table 1 shows the performance analysis of the proposed antenna in comparison
with the other similar reported structures.
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Fig. 8 Electric field distribution at the CP frequency of 3.39 GHz for & = a 0° b 90° ¢ 180° d 270°

4 Conclusion

In this article, the design of a CDRA with CP characteristics of higher XPD perfor-
mance is presented and analyzed. Due to the mutual coupling effect between the
partial ground plane and meandered-shaped microstrip feedline, orthogonal fields
with equal magnitude and opposite phase are being generated. The obtained IBW
and AR bandwidth are 19.55 and 9.1%, respectively. A gain of 3.9dBi is procured at
the operating frequency 3.39 GHz with a substantial amount of ARBW (42° at ¢ =
0° and 102° at ¢ = 90°). LHCP is observed at the upper CP band, whereas RHCP
can be obtained by the mirror image of the extended microstrip line. Owing to its
operating range, the proposed design is expected to be purposive as an economical
alternative in WiMAX and 5G applications.
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PPM-SIM Based FSO System Under )
Various Environmental Conditions Gedida

Pritam Keshari Sahoo

Abstract This manuscript investigates various performances of pulse position
modulation—subcarrier intensity modulation (PPM-SIM) model under various envi-
ronmental conditions. The considered PPM is pulse shaped by half-cosine pulse
and modulated over an orthogonal subcarrier signal. This system is analyzed under
various atmospheric turbulences like log-normal (weak) and gamma-gamma (strong)
for various environmental conditions like rain and dense fog of minimal visibility.
The impact of environmental conditions on the performance parameters like bit error
rate (BER) and information capacity is numerically analyzed for a comparative anal-
ysis. This manuscript aims to study the feasibility of a spectral efficient PPM based
free-space optics (FSO) system for various adverse weather conditions.

Keywords FSO - PPM - Log-normal - Gamma-gamma - Spectral efficiency - BER

1 Introduction

FSO is the communication system where free-space (i.e., air/vacuum) is used as the
communication medium. FSO is an optical communication system where data are
transmitted through free-space medium using light as the propagating wave. Its func-
tion is analogous to fiber optics communication apart from the transmission medium.
High information capacity, immune to electro-magnetic interference, unregulated
frequency spectrum, low installation cost, etc., are the attributes through which the
FSO system has gained popularity since some decades past. Atmospheric turbulences
due to temperature and pressure variation and presence of foreign elements like rain,
fog, and haze limit the propagation distance of optical signal up to few hundred
meters [1]. The FSO channel is a random time-varying channel model represented
by log-normal and gamma-gamma mathematical models, respectively, for weak and
strong atmospheric turbulences [2, 3].
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Going through performance study of various modulation techniques since 2010
[4-11], pulse position modulation (PPM) has obtained maximum preference due to
its superior error performance results. Because of the above cause, authors [2] have
proposed a hybrid modulation technique based on PPM for cellular back-haul appli-
cation. Further, the authors [12] have proposed a new kind of system design by which
the poor spectral efficiency of PPM can be overcome and to make it eligible as a spec-
tral efficient modulation for cellular back-haul application. Though, PPM has been
studied under various atmospheric turbulences such as weak and strong, its perfor-
mances for various weather conditions are left untouched. Hence, this manuscript
analyzed the error performance study and maximum capacity study under the influ-
ence of atmospheric turbulences and various weather conditions like dense fog and
rain. At the end, a conclusive statement on performance degradation in dB for rain
and dense fog is drawn for the PPM based back-haul FSO system model.

2 System and Channel Model

The considered system is a PPM based system [12], where every PPM symbol is
pulse shaped by a half-cosine signal. This method is to reduce the inter channel
interference (ICI) caused by frequency deviation due to fading. The system model in
[12] has multiplied a subcarrier orthogonal frequency to each parallel output line of
the PPM encoder. This novel model of PPM encoder has shown significance spec-
tral advantages over traditional PPM encoder [13]. During the propagation of laser
beam, optical signal undergoes fading. For weak atmospheric turbulence, this fading
channel model can be represented by log-normal distribution, and for strong atmo-
spheric turbulence, gamma-gamma model is widely accepted. Though, the authors
have analyzed the system performances under diverse atmospheric turbulence condi-
tions, the weather conditions like dense fog and rain are not considered as a part of
deteriorating factor for the light wave. This manuscript incorporates the effects of
fog and rain on the exposed light signal.
The attenuation due to fog and rain is given by (1) [14, 15]

) = ﬂ(i)s (1)
Vi ="5"1550

V is the visibility in km, A is the operating wavelength in nm, and § is the parameter
related to the particle size distribution and V. Kim model is suitable for low visibility
due to dense fog and heavy rain. § by the Kim model is given by.

3= 1.6 V >50km
13 6 km <V <50 km
0.16 V +0.34 l1km<V <6km

(continued)
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(continued)

V-0.5 0.5km<V <1km
0 V <0.5 km

In this manuscript, we have chosen the value of § = 0.16 V + 0.34 for rain
attenuation at a visibility between 1 and 2 km. However, for dense fog attenuation,
8 = 0 at a visibility within 0.2 km. Hence, for dense fog situation, the atmospheric
channel attenuation becomes independent of wavelength.

The overall error probability under the weak and strong atmospheric turbulence
is given by (2) and (3)

(M—1)
N
1 | RGvI (ﬁx,aﬁr!’-z)
Po= e | 1 (1 berse KoL
- 207
S dojc, + =
2
(@+6-3) e P
- ) Ggg 8(RGyI) 2 -5 2, -3 1 3)
/AT @I () > (aﬂ)z[zc%cﬁ“%] e
where
4kpT F,
O—nzi — ZquFARVIO exp(ﬁ(fzxi + uz)Af + BTAf (4)
I

3 Result and Discussion

Figure 1 represents the BER plot as a function of received average irradiance for weak
and strong atmospheric turbulence. The numerical results prove their ideality under
the rainy atmospheric condition of visibility within 2 km. For weak atmospheric
turbulence, i.e., scintillation, half-cosined PPM is about 8 dBm power efficient over
PPM at a fixed BER level of 10", For higher atmospheric turbulence, i.e., when
we consider gamma-gamma channel model, the improvement in half-cosined PPM
persists, but at 5 dBm more power efficiency.

The BER plot as a function of received average irradiance for weak and strong
atmospheric turbulence is shown in Fig. 2. The numerical results prove their nature
likewise in Fig. 1. Under the dense fog atmospheric condition of visibility within
0.2 km, the obtained results show a significant degradation in error performances.
For weak as well as strong atmospheric turbulences, half-cosined PPM and PPM are
about 20 dBm less power efficient over rainy atmospheric condition.

This result in Fig. 3 compares the error performances under rainy and dense
fog environmental condition. For weak atmospheric turbulence, the system BER
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performance decays at a rate of 10° times for dense fog environment over rainy
environment at a distance of 2 km. In other way, we roughly can conclude that at a
reference bit error rate of 107!, the light can travel 500 m more in rainy condition
than in dense fog condition.

This result of Fig. 4 is the evaluation of average link capacity comparison for dense
fog and rainy environment under weak atmospheric turbulence. Because of the high
signal-to-noise ratio (SNR) value of half-cosine PPM, it maintains highest capacity
of about 1 and 2.5 Gbps more data rate over PPM-MSK and PPM, respectively, at
10 dBm received optical power. Though, the improvement in data rate is observed
with increase in received optical power, the system rate is approximately 15 Gbps
higher in case of rainy atmospheric condition over dense fog condition.
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4 Conclusion

In this manuscript, authors have explored the environmental attenuation on a new
model of HC-PPM-OFDM without serial conversion of PPM. Authors have numeri-
cally studied and compared some vital parameters like BER and capacity under both
rainy and dense fog weather conditions. Finally, we conclude that the fog attenu-
ation is more deteriorating than the attenuation by rain. Fog attenuation can limit
our transmission distance up to 1.6 km which is around 600 m less than the rain
attenuation.
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Single Layered Mantle Cover )
for Cloaking at Dual Frequencies L
in Antenna Application

N. Kumutha and N. Amutha

Abstract A single layer of modulated meta-surface is proposed for cloaking the
conducting object (satisfying the quasi static condition) at two frequencies. In order
to study the cloaking behavior in practical scenario, the cloaking effect of modulated
meta-surface is verified using dipole antenna. The modulated meta-surface structure
designed using CST microwave studio suite can cloak the conducting object from
two different frequencies of 4 and 5 GHz. The simulated result of the S parameter
and radiation patterns verifies the cloaking effect at these dual frequencies. Though S
parameter verifies the cloaking effect at dual frequencies, results of radiation pattern
of dipole antenna clearly differentiate the cloaking phenomenon with that of the
resonating behavior of cloaked structures.

Keywords Mantle cloak + Microwave cloak - Modulated meta-surface + Frequency
selective surfaces + Dipole antennas

1 Introduction

Many work toward microwave electromagnetic cloaking in antenna application
using transformation optics [1], transmission line networks [2], microwave network
cloaking [3, 4], mantle cloaking [5, 6], had been reported in past decade. However,
recently these methods are applied for hiding a passive object from an electro-
magnetic source, thereby reducing the radar cross section [7-11] as well as the
interference between two neighboring antennas [12-16].
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Later, the concept was extended to multi-frequency cloaking of transformation
theory [17]. Also, meta-material-based LC circuits of ten layers were made to cover
an object for cloaking at dual frequencies [18]. The multi-frequency cloaking concept
was also reported for optical frequencies using multiple layers [19]. In microwave
network cloaking method, the multi-layer covers were reduced to a single layer for
the plane wave and electric line source excitation by varying the width of microstrip
lines that interconnects the metallic patches [20] and also by introducing a U shaped
slot over metallic patch [21]. However, due to the bulky nature of meta-material, Alu
et al. in 2015 introduced the mantle cloaking technique for multiband applications
through two layers each with different FSS of meta-surface cover [22]. In 2016, two
different configurations each with three different meta-surface covers were wrapped
around the radiator for cloaking at dual frequencies [23].

In early literature, dual frequency in case of mantle cloaking is achieved through
two or more layer. By considering the advantages of mantle cloaking such as a thin
cloaking material and efficient cloaking for radiating elements, an attempt of dual
frequency cloaking using a single layer meta-surface mantle cloaking was proposed
and verified with the electric field distribution and radar cross section for a plane
wave illumination source [24]. However, the practicality of plane wave source is
seldom apparent [25]. Hence in this paper, the single layer meta-surface for dual
frequency cloaking is verified by applying the electromagnetic field source, say for
example dipole antennas. The dipole antenna operating at 4 and 5 GHz frequencies
was considered for study.

2 Design of Dual Band Single Layered Meta-Surface Cloak

For an object to be made invisible, scattering of intended waves by the object has
to be reduced. The intended waves can be an optical wave, microwave, etc. The
principle of reducing the total scattering in mantle cloaking is that the scattered field
of the covered object is compensated using the scattered field of the patterned cloak
surface.

Consider that the TM wave from an electric source is illuminating the conducting
cylindrical object. In order to satisfy the quasi static condition (object size < oper-
ating wavelength) of mantle cloaking, the smaller sized cylindrical object of radius
‘a’ is covered by a dielectric cylinder of radius ‘a.’ as shown in Fig. la.

The incident electric field in the form of the superposition of the cylindrical waves
can be written as [26],

[o.¢]
EY = Egsing Y j"Jy(kipsinf)e /hecosfeinvelor
n=—oo

The scattered Z components in the form of electric and magnetic fields for the
regions 1, 2 and 3 can be written as [26],
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Similarly, the ¢ components of electric and magnetic field for the incident
and scattered fields in all the three regions are calculated. The eight unknowns
al, bl all, b, AL B gl pIl are found out with the help of boundary condi-
tions like the tangential electric and magnetic fields are continuous at the material
interfaces.

(da ATBLH BB 3 e inagie]
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The scattered wave impedance can be obtained by taking the ratio of Z component
of scattered electric field and magnetic field. Among the eight unknowns, the param-
eters a!, b! determine the wave impedance. Assuming the zero reflection, reactance
rather than impedance is considered. From the above matrix, the scattering reactance
of the dielectric cover along with a conducting cylinder is obtained as in Table 1.

This reactance should be compensated by the surface reactance of the patterned
dielectric cover for scattering cancellation. The frequency selective surface (FSS)

Table 1 Parameters forthe 5 oo [ Value inmm | f = 5GHz (0 | f = 4 GHz (.
modulated meta-surface cloak o _
appro.) = 60 mm) =75 mm)
Length of an |65 - -
object (L)
Radius of an | 3.23 AM18 123
object (a)
Radius of a 3.86 A5 M19
cloak (a.)
Scattered - 310 390
reactance (2)
Gap (G) 2 A/30 A37
D 10 M6 M7
D, 8 AT A9
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was then introduced in the dielectric cover for creating the compensating surface
reactance. In this paper, 1D conformal metallic strip of FSS structures is considered.
The corresponding surface reactance is given as [27],

— jnocT 1
X, = —
o(f,+1)D logcsc(%)

The cloaking at dual frequency was performed by modulating the metallic strip.
It is done by varying the geometry of unit cell as shown in Fig. 1b. This geometry
variation creates impedance difference that leads to changes in phase velocity and
finally the propagation path of the surface wave varies.

Consider an electric field source of dipole antenna operating at a frequency of
5 GHz. Assume, the excitation source is hidden by a finite length of the conducting
cylindrical object, and so the object is covered by a patterned FSS dielectric cover
as shown in Fig. 2.

The calculated scattered reactance of the covered object for the dimensions
provided in Table 1. In order to compensate this reactance, the proposed FSS structure
was designed.

The corresponding equivalent circuit of the modulated structure as designed in
ADS software is as shown in Fig. 3. Similarly, an antenna of 4 GHz operating
frequency is considered.

Fig. 2 Scenario of
modulated meta-surface
cloak with 5 GHz dipole
antenna

2ac
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Fig. 3 Equivalent circuit of AN AN
surface reactance calculation R1 R2
52.60Q 52.74Q
Fvvoss]) R
L1 L2
0.194 nH 0.111 nH
| ||
11 [}
Cl c2
7.041 pF 8.916 pF

3 Numerical Results and Discussion

This section numerically verifies the cloaking at dual frequencies using CST
Microwave Studio Suite. An electric field excitation from a dipole source of 5 GHz
is excited toward the bare finite conducting cylindrical object and the cloaked object
of the modulated 1 D patterned FSS structure, and simulated results were recorded.
The similar simulation was performed with 4 GHz dipole antenna.

Figure 4 shows the simulated results of both 4 and 5 GHz for the proposed
FSS structures. The degradation performance in the scattering parameter of ‘without
cloak’ identifies the hindrance of a conducting object. But with the proposed FSS
covered object, restoration of the antenna parameters at 4 and 5 GHz can be obtained
as similar to the isolated source. This verifies the cloaking effect of the patterned
structure. From Fig. 4, the resonating behavior of 4 GHz antenna is also identified at
6 and 6.8 GHz.

Due to the resonating behavior of FSS structures, the S parameter result alone does
not verify the cloaking effect. It can be further validated by the radiating property of
the dipole antennas. Though the simulated S parameter of Fig. 4 shows the resonating

S-Parameters [Magniude in dB]

— [sokted 4

1| = Isolated_5

— With Coakat 4 GHz|

| jak at 5 GHz

35 - . . t - - -
3 35 L 45 5 55 6 6.5 7
Frequency / GHz

Fig. 4 Simulated S parameter for the dipole antenna of 4 and 5 GHz frequencies
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Fig. 5 Radiation pattern for Farfield Directivity Abs (Phi=0)
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180
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effect at 4, 5, 6 and 6.8 for 4 GHz dipole antenna, the cloaking effect can only have
been identified at 4 and 5 GHz as in Fig. 4. Due to the different geometrical variation
of a unit cell, both the resonating and cloaking effect can be identified at 4 and 5 GHz
frequencies as in Fig. 5.

Figure 6a and b shows the radiation pattern at phi = 0° and phi = 90° for various
frequencies. The theoretical radiation patterns of dipole were preserved for phi = 0°
and phi = 90° only at 4 and 5 GHz frequencies compared to the other frequencies.
The cloaking effect at dual frequencies was thus verified.

4 Conclusion

In this paper, the cloaking phenomenon for the proposed cloaking cover design at
dual frequencies of 4 and 5 GHz was verified by exciting using a practicably accepted
electric field excitation of dipole antenna. The simulated results of S parameter and
radiation patterns differentiate the resonating and cloaking effects by the proposed
mantle cover. Thus, the properly patterned modulated FSS structures in a single layer
using mantle cloaking technique can cloak at dual frequencies. This can be further
extended to multiband with more modulated patterned meta-surface structure in a
single layer.
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Fig. 6 Radiation patterns Farfield Directivity Abs (Phi=0)
for various frequencies with 0
modulated FSS structured Phi= 0 30 30 Pphi=180
cloak a phi = 0° and b phi =
90° 60 60
— farfield (f=3) [1]
9 go | === farfed (f=6.052) [1]
= =« farfield (f=6.792) [1]
= i = With cloak for 4.1 GHz
120 120 |=—— With doak for 5 GHz
150 150
180
Theta / Degree vs. dBi
(a)
Farfield Drectivity Abs (Phi=90)
0
Phi=90 30 Phi=270
60/ . . \60
90 90 [« farfield (£6.052) [1]
= =« farfield (f=6.792) [1]
-~ s — With doak for 4.1 GHz
N 120 | weh doak for 5 GHz
150 150
180
Theta / Degree vs. dBi
(b)
References

1. Pendry JB, Schurig D, Smith DR (2006) Controlling electromagnetic fields. Science 312:1780-
1782

2. Alitalo P, Luukkonen O, Jylha L, Venermo J, Tretyakov SA (2008) Transmission line networks
cloaking objects from electromagnetic fields. IEEE Trans Antennas Propag 56(2):416-424

3. Wang J, Qu S, Ma H, Zhang J, Wang X, Xu Z (2013) Super thin cloaks based on microwave
networks. IEEE Trans Antennas Propag 61(2):748-754

4. WangJ, Qu S, Ma H, Zhang J, Wang X, Xu Z (2015) Design of super thin cloaks with arbitrary
shapes using interconnected patches. IEEE Trans Antennas Propag 63(1):384-389

5. Alu A, Cloak M (2009) Invisibility induced by a surface. Phys Rev B 80:245115

6. Chen PY, Alu A (2010) Patterned metallic surfaces to realize 1-D, 2-D and 3-D ultrathin
invisibility cloaks. In: IEEE international symposium on antennas and propagation society
(APSURSI) 2010. Canada

7. Kwon D-H, Werner DH (2008) Restoration of antenna parameters in scattering environments
using electromagnetic cloaking. Appl Phys Lett 92(11):113507

8. Vehmas J, Alitalo P, Tretyakov SA (2011) Transmission-line cloak as an antenna. IEEE
Antennas Wireless Propag Lett 10:1594—1597



Single Layered Mantle Cover for Cloaking at Dual Frequencies ... 51

9.

10.

11.

12.

13.

15.

20.

21.

22.

23.

24.

25.

26.
217.

Vehmas J, Alitalo P, Tretyakov SA (2012) Experimental demonstration of antenna blockage
reduction with a transmission-line cloak. IET Microwave Antennas Propag 6(7):830-834
Monti A, Toscano A, Bilotti F (2012) Metasurface mantle cloak for antenna applications, IEEE
international symposium on antennas and propagation. APSURSI, USA

Jiang ZH, Sieber PE, Kang L, Werner DH (2015) Restoring intrinsic properties of electro-
magnetic radiators using ultra light weight integrated metasurface cloaks. Adv Funct Matter
25:4708

Teperik T, de Lustrac A (2015) Electromagnetic cloak to restore the antenna radiation patterns
affected by nearby scatter. AIP Adv 5:127225

Monti A, Soric J, Alu A, Bilotti F, Toscano A, Vegni L (2012) Overcoming mutual
blockage between neighboring dipole antennas using a low-profile patterned metasurface. IEEE
Antennas Wirel Propag Lett 11:1414

. Bernety HM, Yakovlev AB (2015) Reduction of mutual coupling between neighbouring strip

dipole antennas using confocal elliptical metasurface cloaks. IEEE Trans Antennas Propag
63(4):1554-1563

Kumutha N, Hariharan K, Manimegalai B (2015) Reduction of interference between two neigh-
bouring antennas by a modulated metasurface. In: IEEE international WIE conference on
electrical and computer engineering (WIECON-ECE). Bangladesh, pp 247-250

. Monti A, Soric J, Barbuto M, Ramaccia D, Vellucci S, Trotta F, Alu A, Toscano A, Bilotti F

(2016) Mantle cloaking for co-site radio-frequency antennas. Appl Phys Lett 108:113502

. Gao Y, Huang JP, Yu KW (2009) Multifrequency cloak with multishell by using transformation

medium. J Appl Phys 105(12):124505

. Shao J, Zhang H, Lin Y, Hao X (2011) Dual-frequency electromagnetic cloaks enabled by

LC-based metamaterial circuits. Progress Electromag Res (PIERS) 119:225-237

. Alu A, Engheta N (2008) Multifrequency optical invisibility cloak with layered plasmonic

shells. Phys Rev Lett 100:113901

Wang J, Qua s, Xu Z, Zhang A, .Ma H, Chen H (2013) Multifrequency super-thin cloaks.
Photon Nanostruct Fundament Appl. 12:130-137

Archana R, Srivastava KV (2017) Dual-band cloak using microstrip patch with embedded
u-shaped Slot. IEEE Antennas Wireless Propag Lett 16:2848-2851

Soric JC, Monti A, Toscano A, Bilotti F, Alu A (2015) Multiband and wideband bilayer mantle
cloaks. IEEE Trans Antennas Propag 63(7)

Jiang ZH, Werner DH (2016) Dispersion engineering of metasurfaces for dual frequency quasi-
three-dimensional cloaking of microwave radiators. Optics Express 24(9)

Kumutha N, Hariharan K, Amutha N, Manimegalai B (2017) Dual band single layered meta-
surface cloak. In: Presented at IEEE international microwave and RF conference (IMaRC).
Ahmedabad, India

Wait JR (1958) Transmission and reflection of electromagnetic waves in the presence of
stratified media. J Res Nat Bureau Stand 61(3)

Balanis CA (1989) Advanced enginnering electromagnetics. Wiley, New York, USA
Padooru YR, Yakovlev AB, Chen PY, Alu A (2012) Analytical modeling of conformal mantle
cloaks for cylindrical objects using subwavelength printed and slotted arrays. J Appl Phys
112:0349075



Optical Noise Cancellation Using )
Artificial Neural Network e

Sarita Kumari

Abstract This paper represents the study of magneto-optic sensor behavior using
terbium-doped glass (TDG) rod as Faraday rotator. The performance of photo-
detector is affected by different types of noises present in the optical path/medium.
An artificial neural network has trained for cancelation of noise present in optical
signal. The trained network has been able to perform de-noising of optical signal
with mean of error in network to 0.44%.

Keywords Magneto-optic sensor + TDG + ANN - Noise cancelation + Faraday
rotation

1 Introduction

The magneto-optic (MO) sensor is based on Faraday effect [1-3], which says that the
plane of polarization of any linearly polarized light beam passing through Faraday
rotator is altered under the presence of strong magnetic field. It can be used for many
non-contact-type applications in the field of sensing, industry, astronomy, biomed-
ical, etc. The sensor can be used for measurement of various parameters like displace-
ment, current, pressure, temperature, vibration etc., in real time. It has many advan-
tages over any other traditional sensor such as no effect from external electromagnetic
and stray capacitance, electrical isolation, and large bandwidth. The integration with
digital control system is easier for any monitoring and remote sensing and control
purpose. It uses both magnetic and optical phenomena for the measurement.

ANN is a prototype of human brain which can process almost all kinds of input—
output relationship. It has becomes very popular for problem-solving tool in almost
all the fields. It can solve very complex problem and can work on nonlinear behavior
of the system. ANN is widely applicable for forecasting, identification and control,
classification, and optimization [4].
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Mathematically, a neuron k can be described by Eq. (1) and (2), where X;—X,, are
input signals, Wy —Wy, are synaptic weights of neuron, by is bias, ¢(e) is activation
function, and Y is the output.

Ue= ) WyX; (1)
j=1
Y = Ui + bi) @)

Noise is unwanted signal which interferes with original signal in measure-
ment or communication process. Noise cancelation technique aims at removing
or minimizing the unwanted parameters or noises present in the signal. There are
different types of noises like white noise, colored noise, thermal noise, shot noise,
electromagnetic noise, etc. [5].

Various works in the field of ANN and noise reduction have been done by
the researchers worldwide. M. basu and team have developed an analytical neural
network for ALU of microprocessor [6]. Fatemeh Bagheri et al. have implemented
Hopfield neural network for modeling of ECG signal and to remove noisy signal for
the same [7]. Lubna Badri analyzed and compared recurrent and multi-layer back
propagation ANN for noise removal [8]. Many researchers have applied functional
link artificial neural network (FLANN) for channel equalization for digital applica-
tions [9], nonlinear noise removal [10], prediction of machinery noise for opencast
mines [11], etc.

In this article, the noise cancelation of optical signal using artificial neural network
is proposed. The neural network has been trained in an application specific manner,
using a data preprocessing that is implemented before the training takes place; hence,
dimensionally increasing the data that is to be input into the ANN. The construc-
tion of the ANN is made of standard artificial neurons utilizing tan-sigmoid and
linear transfer functions in the hidden and output layers, respectively. This also
enables simpler circuitry, using a reduced number of components. Once the network
is trained, the weights and the biases can be used to construct the electronic circuits
for the individual neurons. Simulations have been performed to test several deep
learning ANN architectures with two hidden layers employing a maximum of 20
neurons per layer.

2 Theory

The linearly polarized beam having intensity /, incidents on the magneto-optic
element with o, azimuth. The Stokes vector S,y of the output beam is given in

Eq. (3).

Sout = ToMyna Mot Sin (3)
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where M, M an, are Mueller matrices of Faraday rotator and analyzer, respectively.
Sin is the normalized Stokes vector of linearly polarized input beam which is given

by Eq. (2)-(4).

1 0 0 0
0 cos26 —sin26 0
Mo = . “4)
0 sin20cos26 O
00 01
1 COS 2, sin2,, O
I 1] cos2,, — cos?2, 082, sin2,, 0 5)
T2 sin2,, €082y, 8in2,,  sin®2,, 0
0 0 0 0
1
- c'os 2a, ©)
sin 2,
0

where o, is the transmission angle of the analyzer and 6 is the Faraday rotation angle.
A linear horizontally polarized monochromatic beam is applied as input and the
expression for detected intensity can be calculated by combining Eqs. (3)...(5), and

(6).
Iy
I = ?[1 +cos2(0 — a,)] 7
Keeping «, = 0 in Eq. (7), we get,
[ = Iycos®6 (8)

Equation (8) follows the Malus’s law which states that the intensity I of the light
transmitted by the analyzer is directly proportional to the square of the cosine of
angle analyzer and the polarizer [3].

The plane of polarization of incident polarized light is rotated by an angle 6 in the
presence of uniform magnetic field. The rotation depends on magnetic field B and
path length of light passing through the sensor L. Vet 1S proportionality constant
known as Verdet constant. Due to temperature dependency of Verdet constant, the
Faraday rotation can be applicable for temperature measurement also.

0 = Vierda BL (9)
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3 Experimental Setup

The schematic diagram of the experimental setup is shown in Fig. 1.

The setup consists of a source to generate the highly coherent and monochromatic
beam of light, a sheet polarizer to convert un-polarized light beam to linearly polarized
light beam, and TDG rod as a Faraday rotator sensor is placed inside the externally
powered solenoid coil to generate magnetic field. Another polarizer, i.e., crystal
polarizer is placed after sensor called as analyzer. The optical signal from analyzer
is sensed by PIN photodetector and converted into electrical signal for measurement
and computation purpose.

A 5 mW diode-pumped solid-state laser having 635 nm wavelength is used for
analysis. The laser light becomes polarized after passing through the sheet polarizer.
TDG rod (Magneto-optic sensor) is placed inside the solenoid coil within the region
of uniform magnetic field (1.2 cm), i.e., 4.6-5.8 cm starting from one end of solenoid.
The optical signal is received on crystal polarizer and HP PIN photodiode is used to
sense the optical signal. The output of PIN photo diode detector is used as the input
of neural network.

The specification of solenoid coil used in experimental set-up is given in Table 1.

It is observed that photodiode output depends on the state of polarization of the
optical signal. Number of experiments was performed and the experimental data was
plotted using MATLAB software. The signal from photodetector is fed as the input
to the neural network system. The output of photo diode detector was recorded for
different analyzer angles keeping polarizer at horizontal position (¢, = 0).

95 mm
3

Polanizer

| Solenoid coil
e rad |

=]
L

Unpolanzed beam beam

Solenoid coil

Regulated Power
Supply

Fig. 1 Experimental setup

Table 1 Solenoid details Length Diameter Number of turns Material

95 mm 12 mm 2600 Copper
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Layer Layer
Input Output
1 1

10 1

Fig. 2 ANN architecture using two hidden layers

4 Simulation

MATLAB neural network toolbox was used to perform the simulation. Neural
network is trained in an application-specific manner, using a data preprocessing
that is implemented before the training takes place, hence dimensionally increasing
the data that is to be input into the ANN. The construction of the ANN is made of
standard artificial neurons utilizing tan-sigmoid and linear transfer functions in the
hidden and output layers, respectively. This also enables simpler circuitry, using a
reduced number of components. Once the network is trained, the weights and the
biases can be used to construct the electronic circuits for the individual neurons.
Several simulations were performed to achieve the best possible network architec-
ture shown in Fig. 2. The two-layer ANN is designed. First network has TANSIG
neuron and the second layer has PURELIN neuron. Multiple layers of neurons which
have nonlinear transfer function train the ANN for linear and nonlinear relation of
input—output functions. Feed-forward back propagation method is applied for this
ANN where the signals are sent in reverse direction for learning.

5 Result and Discussion

The relationship between changes in analyzer angle with respect to per unit change in
photodetector output is shown in Fig. 3. It represents theoretical result in comparison
with the experimental result which follows the Malus’s law as mentioned in Eq. (6).
It states that the intensity of plane-polarized light that passes through an analyzer
varies as the square of the cosine of the angle between the plane of the polarizer
and the transmission axes of the analyzer. It also represents the predicted plot from
artificial neural network which shows very high accuracy with theoretical result. This
means that the network has been trained quite well.

Figure 4 represents the regression plot for training, validation, and testing purpose.
It also represents overall regression factor which is 99.9% after applying the ANN.
The trained network was a deep learning neural network with two hidden layers
having 20 neurons in each layer.
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Fig. 3 Normalized output 12
intensity versus analyzer
position curve 1 ]

08

06

04

02

Normalized detector output

0 — Experimental plot 1
——— Theoretical plot
- ) . | ==~ Predicted plot from ANN
i) 50 100 150 200
Analyzer angle {degrees)

Fig. 4 Regression plots
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6

Conclusion

ANN can find pattern or input—output relationship among many non-linear and
dynamic systems. The neural network was trained well and successfully canceled
the optical noise involved in the detector output signal. The mean value of network
error was calculated as 0.44%.
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Digital Chaos Encryption-Based )
Sub-Block Partition by a Hybrid PTS L
Approach and PAPR Reduction Using

HSOSS Algorithm

Mrinmoy Sarkar, Asok Kumar, and Bansibadan Maji

Abstract Decreasing the peak-to-average power ratio (PAPR) is a great challenge
for data communication using OFDM. Here is introduced a new hybrid optimized
partial transmit sequence (PTS) for minimizing the PAPR, where data encryption
is done with 4D DFT-based hyper-chaotic sequence. An innovative hybrid seagul
optimization and salp swarm (HSOSS) optimization are proposed here to produce
a phase weight factor for the PTS. Several sizes of the subcarrier are investigating
the new approaches performance. The proposed model is implemented in MATLAB
platform and performances are calculated with factors like bit error rate (BER) with
respect to signal-to-noise ratio(SNR), PAPR complementary cumulative distribution
function (CCDF) in regard to SNR, and the finally, based on the computation time,
final results are compared.

Keywords OFDM - PAPR - PTS - HSOSS - CCDF - SNR

1 Introduction

In wireless communication system, OFDM is considered as an effective tech-
nology for the high-speed data rate. Worldwide interoperability for microwave access
IEEE.802.16 [1], wireless local area network (WLAN) IEEE.802.11 [2], and digital
video broadcasting (DVB) are the several communication frameworks based on the
OFDM systems known as transmission data technology. The elevated PAPR is the key
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difficulty of the OFDM systems, and the high power amplifiers (HPAs) are occurred
by high PAPR multicarrier signal [3].

PAPR is calculated per OFDM symbol, which is used for enumerating envelope
fluctuations. The amount of CCDF minimization measured the capability of PAPR
reduction [4]. One of the well-known PAPR minimization approaches is named PTS
approach. The time-domain (T.D), modulation (IFFT), and frequency-domain (F.D)
are the three aspects used to review the various ordinary and modified-PTS schemes.
In distinct sub-blocks, the addition of power of time domain is also known as cost
function, which is generated to reduce the complexity in PTS [5].

The improved DFT-based and chaotic chirp matrix approaches [6] are proposed
to simultaneously achieve security performance and PAPR reduction. Moreover,
orthogonal-phase (Q) and chaotic self-phase (I) encryption approach are also
proposed to realize scheme encryption using linking symbols in the time and
frequency domain [7]. PTS, trellis-assisted constellation subset selection (TACSS)
and non-linear commanding transforming, active constellation extension (ACE) [8],
selected mapping, peak windowing, tone injection, coding, filtering and clipping,
and clipping are the various solutions introduced to eliminate the high PAPR issue
in OFDM. PTS is the most efficient and attractive scheme among these schemes,
because, which has high PAPR reduction without signal distortion. With several
evolutionary algorithms for optimization named genetic algorithm (GA), particle
swarm optimization (PSO), and artificial bee colony (ABC) [9].

2 Related Works

Arun Kumar and Manisha Gupta [10] have suggested a PTS and SLM PAPR mini-
mization for FBMC. An elementary successive optimization approach was intro-
duced for implementing the proposed model, which enhance the performance and
the difficulty of design was less.

The combination of PTS and Gaussian pulse-based TR approaches was introduced
by M. Vijayalakshmi and K. Ramalinga Reddy for reducing the PAPR [11].

A new PTS scheme based on multi-population cultural algorithm adopting knowl-
edge migration (MCAKM) has been introduced by Tarik Hadj Ali and Abdelkrim
Hamza for best phase rotation factors search [12].

A proficient PTS scheme based on particle swarm optimization (PSO) was intro-
duced by Mehdi HosseinzadehAghdama and Abbas Ali Sharifi for minimizing the
PAPR [13]. The modulated signals in OFDM were transmitted by a huge amount of
subcarriers, which have maximum PAPR.

Minimum-complexity side data-free new PTS approach was proposed by Samriti
Kalia and Alok Joshi to diminish PAPR in OFDM Systems [14]. A new PTS approach
without side information and with reduced complexity was proposed here.
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Fig. 1 Schematic block diagram

3 Proposed Methodology: A 4D Hyper-Chaotic-Based
Hybrid Optimized PTS for PAPR Reduction

In this research, data encryption is taken by the 4D digital hyper-chaos, and then a
new hybrid sub-block part ion is taken by the PR-IL-PTS approach and finally, the
phase weighting factors are optimized by HSOSS algorithm for PAPR minimiza-
tion. Hence, the data transmission in OFDM system is securely transmitted and the
minimization of PAPR is also achieved.

The overall schematic model of proposed PTS approach is demonstrated in Fig. 1,
A pseudo-random binary sequence (PRBS) is given to the serial to parallel (S/P)
converter after the QAM modulation. The converted sequences are given to the
chaotic TS with DFT for the security purpose, which is given to the sub-block parti-
tion by HPR-IL-PTS. Inverse Fast Fourier Transformation is performed on the parti-
tioned signals, and then each signal is multiplied with weight factors generated with
HSOSS algorithm. Now the minimum PAPR signal is proceeded. Then the signals are
converted parallel to serial stream and guard bands are provided with cyclic prefix.

4 Implementation: Results and Discussion

The correlation parameters are used to produce better performance in PAPR mini-
mization. The performances are demonstrated in terms of CCDF, BER, CCDF in
terms of number of subcarriers, CCDF as regards sub-blocks, PAPR reduction with
respect to number of iterations, CCDF in terms of sub-block partition methods,
and total generation cost and time complexity. The proposed model is compared
with existing PAPR reduction methods such as original OFDM, PTS, GWO-PTS,
HWOMFO and it shows the proposed scheme outcomes are maximum compared to
others. Data encryption is done by the 4D chaotic hyper TS and the sub-blocks are
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partitioned effectively by HPR-IL-PTS approach and it compared with original PR-
PTS and IL-PTS and the phase weighting factors are obtained by HSOSS algorithm.
The BER performance in OFDM with respect to SNR in dB is shown in Fig. 2;
it shows that the proposed model achieved less error rate. The main goal of this
research is to obtain very less BER and PAPR reduction. This figure shows that the
proposed model achieves best performance than the other existing approaches. At
SNR = 4.3 dB, then, the BER value of the proposed model is 10-8, but the actual
OFDM has 107!,

Figure 3 demonstrates the CCDF in terms of SNR in dB; it shows the comparison
of CCDF of proposed approach with existing approaches. The proposed scheme
HSOSS is compared with existing models such as original OFDM, PTS, GWO-PTS,
and HWOMFO. The proposed model achieves low CCDF at SNR = 4 dB, this
performance is better compared to that of actual OFDM. For the proposed model,
the SNR = 4 dB, then the CCDF value is 107!7.

Figure 4, here the proposed model compared with existing HWOMFO and PS-
GWO. It is the convergence diagram; it gives convergence rate of PAPR with respect
to the number of iterations. Compared to PS-GWO, the proposed model achieves

10° "
——@— Original OFDM
—— PTS
PTS-GWO
1 0—2 L —p— HWW O MF O -
E —— HSOSSA
=
= -4 E
~ 10
107 ¢ E
1078 -
o 2 a 6 8 10

Fig. 2 BER with respect to SNR in dB

10°
—fp—— O riginal OFDM
—f— PTS
GWO-PTS
. —— H W O M F O
1075 | —Pe—— HSOSS —
=
=
8 10710 i
10—15 |- -
P e 4o
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Fig. 3 CCDF versus SNR Performance in dB
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easily convergence rate. The proposed (HSOSS) model gets converge rate at the
twentieth iteration, but PS-GWO gets converge at thirtieth iteration.

CCDF versus SNR performance for different subcarriers is shown in Fig. 5. The
subcarriers taken from 16 to 256 and the proposed scheme’s CCDF value are shown
by every subcarriers.

Figure 6 shows the CCDF performance in terms of PAPR for different sub-blocks
at initial condition. The sub-block partitions are done by the hybrid PR-IL-PTS part
ion approach. Blocks are divided by 2, 4, 6, and 8 sub-blocks; compared with original
OFDM, the sub-block partition approach has better CCDF performance. The PAPR
value is 3.8 dB, and then the CCDF is 107°.

Comparison of CCDF performance of proposed algorithm with respect to SNR is
demonstrated in Fig. 7. Here, the proposed sub-block partition approach is compared
with existing partition approach PR-PTS and IL-PTS. The proposed sub-block
partition method archives very less CCDF compared to other two approaches.

10° —
1071 |-
=
S 1072
S
For 16 Subcarriers
10—3 - For 32 Subcarriers
For 64 Subcarriers
For 128 Subcarriers
For 256 Subcarriers
10—4 1 1 1 1 1 1
(1] 2 4 6 8 10 12 14

SNR (dB)

Fig. 5 CCDF of PAPR performance with respect to SNR for different subcarriers
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Fig. 6 CCDF performance in terms of PAPR for different sub-blocks at initial condition
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Fig. 7 CCDF with respect to SNR for sub-block partition approaches

5 Conclusion

The new hybrid optimized PTS approach is introduced in this research for decreasing
BER and PAPR in OFDM. The sub-blocks are partitioned efficiently by HPR-IL-PTS
approach, which achieves the maximum performance. The optimal phase weighting
factors are obtained by a new hybrid SOSS algorithm, which proceed the scheme
with low PAPR. The encoded signals are modulated using QAM modulation. Next,
the signals are encrypted by 4D hyper-chaotic sequences. The chaotic TS is inserted
with DFT for the encryption. Then, the encrypted signals are efficiently partitioned.
The new hybrid optimized PTS approach is introduced in this research to diminish
the PAPR and BER in OFDM. The sub-blocks are partitioned efficiently by HPR-
IL-PTS approach, which achieves the maximum performance. After the partitions,
the IFFT is used over the modulated signal, and the cyclic prefix is inserted here. In
the receiver side, the reverse process of transmission takes place.
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Millimeter Wave: A Novel Approach )
for Integrating Radar i
and Communication for Autonomous

Driving

M. Chakraborty, A. Banerjee, D. Kandar, and B. Maji

Abstract Joint operation of radar and communication is one of the most essential
arena of research for the past two decades in the field of intelligent transporta-
tion systems. For commercial viability, the joint system must be cost effective with
lesser complexity, minimized intercarrier interference between the systems so that
the same can be used autonomous driving of smart transportation system. Here, we
have proposed a joint radar communication platform using 77 GHz millimeter wave
vehicular radar. The reason behind choosing this radar to provide a common plat-
form is that this radar has become very popular as vehicular radar nowadays. We have
used the chirp signal as a common carrier frequency for radar and communication;
but, unlike the radar, the chirp frame used to modulate the communication data is
made orthogonal. The two chirp signals of identical frequency are added together
and transmitted. Because of the orthogonal relationship between the radar and the
communication signal, intercarrier interference is reduced. As well as the FMCW
chirp radar is inherently Doppler tolerant, therefore, precision velocity estimation is
also possible. Subsequently, in this work, we have assessed the behavior of 77 GHz
automotive FMCW radar with single antenna as well as with multiple antennas.
These high-frequency radars can combat the harsh environmental conditions such as
low-light quality and poor weather. Hence, 77 GHz FMCW radar sensors are chosen
in the automotive applications. Results proved that FMCW automotive STAP radar
gives enhanced performance in respect of target car appearance in Doppler processing
and the range-Doppler coupling compensation with low bit error rate.
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1 Introduction

Specific vehicular safety applications including revenue collection at toll plaza at
5.9 GHz spectrum are enabled with existing sensing and communication technology
in intelligent transportation systems [1] but they suffer from a very low data rate.
Although on the positive side, they are having low latency. The advanced intelli-
gent transportation system requiring the vehicles to deal with heavy data traffic from
cloud, live data stream from the radar sensors of itself, and other vehicles, cameras,
LIDER, data with the road side unit, data from satellite, etc. [2, 3]. Management of
this information flood for real-time decision making requires a vehicular technology
having large bandwidth support with very low noise performance. Intelligent trans-
portation system featured with this vehicle to anything (V2X) real-time sensing and
communication can be deemed fit by simultaneous millimeter wave (mmW) sensing
and communication [4, 5]. The accurate range estimation by almost few centime-
ters [6] due to the highly directional beam of mmW radar sensor at 77 GHz make
it a viable candidate for the vehicular safety applications. Wireless communication
at mmW suffers due to high attenuation loss [7, 8]. To combat this loss increasing
signal to noise ratio, directional adaptive beam forming with signal combining [9] is
implemented at the receiver. Again the receiver improved performance is obtained by
the application of channel estimation [10]. Although it is affected by the scattering
due to the large attenuation loss and high absorption loss at the operating wavelength
[11, 12]. The beam formation[13, 14] and combination are constrained by few RF
blocks at the front end in millimeter wave transmitter and receiver containing high
speed A/D converters which consumes measurable power as well as incur high costs.
The authors have proposed here an intelligent transportation system in road scenario,
whereby a vehicle containing radar with motion detects two moving cars as targets,
using 77 GHz mmW radar sensor [15, 16], estimates their velocity and distance
information and communicates with the fixed road side unit by forming directional
beams, assuming the mmW road side units or base stations are enabled with beam
forming capability.

The rest of this paper is organized as follows. Section 2 presents contribution
in the field of joint radar communication applications with problem identification,
Sect. 3 describes the system model for joint radar radio, Sect. 4 presents the proposed
model with its advantages, and finally, Sect. 5 gives the conclusion with the novelty
of the proposed work.
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2 Related Contribution

Joint operation of radar and communication was the topic of concern since last decade
for many applications like autonomous driving, cooperative driving, anti-terrorism,
human lives protection in earthquake affected areas, etc. Many researchers have
put their effort in finding the solution possible for the relevant problems. In the
literature of Sturm and Zwick [17] using OFDM radar, the authors have detected
static or dynamic objects with the radar. In [18] published work by M. Braun, C.
Sturm has designed radar subsystem but limited with channel design, bandwidth,
design of radar frame, etc. In the literature [19] of Y. L. Sit, L. Reichardt, C. Sturm
multiobject detection in a multipath scenario is established using OFDM radar. But
these articles did not address the issue of joint simultaneous radar sensing and wireless
communication considering the intercarrier interference. The researchers have shown
radar sensing but did not present reception of communication information. In the
literature of Y. Nijsure, Y. Chen, S. Boussakta [20], the authors have demonstrated the
design of joint radar communication using UWB PPM, but the system was limited by
different pulse delay for binary communication data and communication data rate,
radar target detection probability, and proof of detected targets in range—Doppler
map. Literature [21] of F. Hu and G. Cui have used the concept of joining the radar
and communication by using stepped frequency continuous waveform as a carrier
to modulate the communication data. The limitations of the designed system were
AWGN channel which is considered; only single static target was detected. In [5],
P. Kumari and J. Choi have proposed an IEEE 802.11ad-based radar sensing long-
range using 60 GHz radio. But they did not present how the radar and communication
waveforms are separated in transmitter.

2.1 Problem Definition

Going through the relevant literatures, the problem areas identified as joint opera-
tion of radar sensing and wireless communication without intercarrier interferences
between the systems managing the issue of scarcity of spectrum for operation in a
user populated environment.

2.2 Proposed Solution

Joining the radar sensing and wireless communication is proposed to be implemented
using the millimeter waveform (mmW). The major problem of spectrum scarcity can
be eliminated using the millimeter wave spectrum band. Because the mmW spectrum
is not populated with users, hence in the idle spectrum, it would be easy to achieve
550 MHz bandwidth at a time. Along with that the proposed system mixes radar and
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communication with phase angle separation making the system adequately protected
from intercarrier interference (ICI).

3 System Modeling

As part of the system design, we model radar model with target, its transmitter
receiver, and communication system model. This section will discuss these system
modeling.

3.1 Radar System Model

We have chosen to operate with the frequency modulated continuous wave [FMCW]
radar [22, 23] because of its low power requirement and smaller size and it can easily
be installed in the vehicle. The FMCW radar transmitter transmits a continuous wave.
A sinusoidal signal is used to modulate the baseband. The received echo is same as
transmitted wave delayed in time by At which is related to the range. Because the
signal is always sweeping through a frequency band, the frequency difference at any
moment during the sweep remains constant and is usually called the beat frequency
which can be translated to range.

3.2 Target Modeling

The target vehicles are modeled as car 1 and car 2 having their area in square meter.
The distance of target car 1 is 150 m from the vehicle containing the radar with a
speed of 90 km per hour, whereas the distance of target car 2 is 100 m with a speed
of 150 km per hour. The channel for the radar imaging is taken as free space.

3.3 Radar Transmitter

Uniform linear array of 12 elements, each of the elements are isotropic radiator, and
spacing between any two is lambda/2. Radar is installed on a vehicle having platform
velocity. We have assumed that the radar is a mono-static frequency modulated
continuous wave radar, operating at 77 GHz. The radar can distinguish two targets
at distances of 300, 500 m, and estimates the relative velocity and Doppler.
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3.4 Radar Receiver

Receiver collects the reflected target car signatures. De-chirp operation is performed
on the echo signal and buffered for each sweep of the transmit signal. This de-chirped
signal helps to find the beat frequency and Doppler shift resulting in an estimation
of range and speed of each target.

3.5 Communication System Model

As the communication with the road side unit is done using mmW, therefore, it is
assumed that the fixed road side units which are forming a part of the vehicular
cloud are also enabled with mmW transceiver. Also, there should be a mechanism
for frequency down conversion to exist in these fixed RSUs, so that they can further
communicate with the base transceiver stations (BTS). For implementation, we have
assumed here that the front end of the communication system of the mobile vehicle is
configured to have multiple input single output (MISO) transmit beam formation and
a (Fixed) road side unit (RSU) enabled with single antenna and working as a receiver.
The transmitter transmits OFDM data frame at the base band level. The mobile unit
transmitter contains multiple antenna (12 element) with a transmit power of 9 W and
gain —8 dB. The communication unit of the mobile vehicle will continuously form
the beams while approaching or leaving a RSU for maintaining high signal to noise
ratio.

4 Proposed Model

The integration of radar sensing and wireless communication is proposed here by
using the common waveform, i.e., FMCW chirp. The FMCW chirp signal is used
for vehicular target detection, and the same waveform is utilized with its 90° phase
shifted version for transmission of OFDM communication data. As shown in the
following block diagram of Fig. 1 in the transmitting section of the proposed joint
RADAR RADIO system, the chirp generator output is fed simultaneously to the
first input of the summer block and the 90° phase shifter circuit. The phase shifter
output is fed to the modulator whose other input is the base band communication
OFDM data frame. The output of the modulator is fed to the second input of the
summer. Hence, the base band communication data is used to modulate the 90°
phase shifted version of FMCW chirp signal. The output of the summer which is
the joint RADAR RADIO signal is passed through a microwave circulator and is
transmitted through the antenna to the multipath channel. This makes the radar and
the communication signals orthogonal to each other which eliminate the probability
of intercarrier interference (ICI) between the radar and wireless communication.
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Fig. 1 Proposed FMCW RADAR RADIO block diagram

This meets the proposed objective of using a common waveform and removal of ICI
dictating the novelty of the proposed system.
4.1 Signal Modeling at the Transmitter

The baseband OFDM data frame for N contiguous subcarriers at zth time instant is
represented as,

N-—1
1 ,
S.(1) = (ﬁ) § :Xz,keﬂ”knT (D
k=0

where X, is the symbol of the kth subcarrier, j = \/—1. And its spectrum is given
by

= Sin(w (f — fi)T)
S(f) =) XuVT————2— 2
D= L X T =0 7 @

FMCW radar signal generated is shown in Fig. 2
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Fig. 2 Generated FMCW waveform for transmission

t2
SFMCW—radar(t) = VCCOS { 27chf + k?} (3)

90° phase shifted FMCW signal used for modulating communication data is

> n
SFMCW—phased (t) = VcCos { 27 fet + kE + E} 4)

Assuming the serial data sequence required to be transmitted is {dy, di, da, ...
dn_1}, where each of the di is a complex number such that dy = (ax +j - by).
Hence

N-1

Dy = Z Zdnefj%tnk/N

=
(=

=

-1
=Y de /P hhfor k=10,1,2,...(N—=1) (5)

n

Il
=}

where f, = i and t; = kDT, DT is symbol duration. Considering the real part of
the data, Dy is Yy = Re

N-1

{Di} =) [anCos2r fti + b, Sin2n f, 1] (6)
n=0

The modulated communication data is of the form
N-1
SEMCW—comm () = {Z[anCOSZUfnlk + b, Sin27 f,, 1] }
n=0

2 o
VeCos { 2m fet + kE + ) (7
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Hence, the transmitted single carrier RADAR RADIO signal is

2
t
SRADAR RADIO (1) = V¢ Cos { 2nfot + k2}

e

N-1 2

t

+ ’ § [anCos27 futy + by Sin27 futy | ].Vccos { 2n fot +k? + 2} (8)
n=0
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Figures 3 and 4 show the complex FMCW radar signal waveform and OFDM
communication signal modulated on the same frequency modulated continuous wave
carrier, respectively. Each of these figures shows the signal in time domain, its spec-
trum, and the phase angle versus frequency plot. From these two figures, it is obvious
that the radar and the communication signals are differentiated in their phase angle.
Hence, when these two signal waveforms are added to generate a complex integrated
radar radio signal, intercarrier interference between these two systems is reduced.

4.2 Receiver Processing for Radar and Communication

The proposed RADAR RADIO system assumes that enough isolation is provided
between the transmit and receive antennas with a low or no side lobes present in
the antenna pattern, so that the leakage power from the transmitter to receiver is
almost zero avoiding receiver saturation, and receiver internal circuitry is adequately
protected from damage as well. The mono-static radar receiver receives the target
or object intercepted echo signal. For simplicity of the system, we assumed that
the target signature is received only at the direct path, neglecting the reflected path
contribution. The received signal is first passed through the circulator and reaches to
the radar receiver, where it is matched filtered and correlated with a delayed version
of the transmitted FMCW chirp signal used for radar. The output of the matched
filter is

o0

y(t) = /h(r).h*(t —1)dT 9)

—00

where h(7) is the signal and 42* (¢ — 7) is the complex conjugate impulse response
of the matched filter.

The signal is passed through a bank of matched filter for multiple target detection
and subsequently passed through a detector circuit where the target range and velocity
are estimated.

For the communication receiver, coherent demodulation specifically quadrature
demodulation is utilized; i.e., the incoming complex signal is multiplied with 90
degree phase shifted version of the FMCW radar chirp signal, and the result is
passed through a band pass filter tuned to the carrier frequency of the OFDM data
frame. The output of the filter is demodulated by an OFDM demodulator to retrieve
the communication data (Fig. 5).

This will not deteriorate the performance of the radar target detection as we are not
interested in small object location change in millimeter (which may be reflected by
the phase difference between the zx chirp and rx chirp frame) in the on-road scenario
(Where the minimum range of the vehicles/objects are to be several meters or more).
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5 Conclusion with Novelty

We proposed the joint radar communication operation by millimeter wave. This
is the best possible way of integrating the two systems together because nowadays
vehicular radars are millimeter wave radars. Now, if the same millimeter wave carrier
is used to carry the OFDM communication data, then a wide communication band
width can be achieved with a very low BER by using multiple input multiple output
antenna. MIMO inherently reduces interference, noise, clutter by the application of
transmit, and receive beam formation technique. Also the spectrum scarcity issue
will not exist in millimeter wave system operating at 77 GHz. In this system, the
RSU are to be enabled with millimeter wave communication. The only hurdles to
remove are the possible conversion of the ultra-high-frequency communication to
high frequency for communication between RSU in vehicular cloud and the BTS of
the current cell.
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Throughput Analysis of MIMO HetNet )
System with Lattice Reduction Aided e
Precoding

Samarendra Nath Sur, Rabindranath Bera, Biswajit Dara,
and Mithun Chakraborty

Abstract Massive multiple-input and multiple-output (mMIMO) and heteroge-
neous networks (HetNets) are the most promising solutions for achieving high spec-
tral efficiency and are the main ingredient for the 5th generation (5G) communi-
cation system. In this paper, the sum-rate of the mMIMO-HetNet system has been
investigated. Considering the existence of small cell networks in future generation
cellular systems, interference suppression is a point of concern. In the paper, we
have considered lattice reduction aided precoder (LRP) for the system performance
improvement.

Keywords Massive multiple-input multiple-output (mMIMO) - Heterogeneous
network (HetNet) - Millimeter wave (mmWave) - Lattice reduction - Precoder

1 Introduction

The recent surge in the data intensive applications, the 5G cellular networks have
gained tremendous attention. In order to satisfy the users demand in terms of coverage
and capacity, massive MIMO (mMIMO)and HetNets have gained significant atten-
tion [1-5]. And this combination is considered to be one of the promising solutions
for the 5G networks to achieve the desired spectral efficiency [1, 6-10].

In a mMIMO system, the base station (BS) exploits the advantages of large num-
bers of antennas for the improvement of spectral efficiency. Whereas, in the case
of HetNet, where small cells provide local capacity enhancement. Therefore, by
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exploiting the superiority of both the systems, a combined mMIMO-HetNet system
[11] has been considered as a key ingredient for future generation communication
systems.

Now in the case of a small cell, inter-tier, and intra-tier interferences can cause
significant degradation in spectral efficiency [12]. In this architecture, the interfer-
ence associated with the mMIMO base station (MBS) and small cell base stations
(SBSs) is the main issue to overcome [13]. Therefore, efficient interference mitiga-
tion techniques to be explored.

Over past decades lots of precoding algorithms have been reported in the lit-
erature. The simplest type is matched filtering (MF) precoding and it relies upon
the CSIT [14]. Similar to MF, ZF precoder is also a popular method to eliminate
interference based upon the availability of CSIT. This precoder is ineffective for
inter-user interference (IUI). But its effectiveness depends on the perfect knowledge
of channel state information. As per the studies in [2, 15], in the case of a HetNet
system, ZF precoder is not suitable for the removal of IUI and inter-cell-interference
(ICD). Signal-to-leakage-plus-noise-ratio (SLNR) maximization precoding [16, 17]
is an effective method to mitigate IUI using CSIT. Further, MMSE based precoder
is used to mitigate ICI. Similar to the single cell, SLNR precoding scheme is further
extended to multi cell precoder, known as multi-cell minimum mean square error
(M-MMSE) precoding [18, 19]. But all these schemes do not always maximize the
sum spectral efficiency. In order to enhance the spectral efficiency, weighted MMSE
precoding [16, 20] has been proposed. And also some extensive researches have been
proposed and reported in [20, 21] to maximize the spectral efficiency of the system.

In this context, mMIMO is an effective and efficient technology to address the
issue of interference. But having a large number of antennas is only possible in
the case of macro-cell BSs. In the case of a HetNet, implementation cost and the
complexity put limits in the number of antennas in BSs corresponding to the small
cell. Under such condition conventional precoder like zero forcing (ZF), minimum
mean square error (MMSE) will not be effective [17]. In this paper, authors have
evaluated the performance of the mMIMO-HetNet system with lattice reduction
aided (LRA) precoder [22-24]. Here authors have analyzed the gain in spectral
efficiency of the system with LRA aided ZF and MMSE receivers. Lattice reduction
(LR) [25] is an efficient tools to improve the system performance with low complexity
[26-28]. Over decades different variants of LR algorithms have been proposed but
in this paper, authors have considered Lenstra-Lenstra-Lovhave been proposed but
in this paper, authors have considered Lenstrasz algorithm (LLL) algorithm [29]
for the design of the precoder. We assume that each BSs, within the small cell and
macro cell, have the full knowledge of the channel state information (CSIT). Details
Description of the system has been discussed in the system model section.

This paper is organized as follows. Section 2 explains the mMIMO-HetNet system
model. Section3 describes the transmission model related to macro-cell and small
cells. Section4 shows the simulation results. Finally, Sect. 5 concludes this paper.
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2 System Model

Figure 1 shows a typical model for mMIMO-HetNet network. As in the figure, it
consists of a macro-cell base station (MSB) with a massive MIMO antenna system
and some full duplex small cell base stations (SBSs). Here, MSB consisting of N
antennas to extend support for K number of single antenna macro-cell users (M-
UE) and S number of single antenna small-cell users (S-UE). Here SBSs support its
corresponding S-UE in full duplex mode. As in [30], we have considered that SBSs
are capable of operating in out-of-band full duplex mode (OBFD), where access link
and backhaul link are conducted in orthogonal channels and also in in-band full-
duplex mode (IBFD), in which the access link and the backhaul link is established
over the same frequency band. For the analysis purpose, here in this paper, OBFD
SBS is represented as Soppp and for IBFD it is Sigpp To have a more practical
environment, here, we have considered the co-tier and cross tier interferences. And
also, path loss, shadowing effect and small scale fading effects are considered to
configure the wireless channel. Here we have compared the performance of the LR
aided ZF precoder with the linear counterparts. And also we have considered that CSI
is fully available at MSB and transmission across the tiers is perfectly synchronized.
Along with the LRP, here in this paper, to maximize the overall system throughput,
a greedy algorithm based centralized coordination scheme has been utilized.

3 Transmission Model

In this section, we will discuss the transmission model for the mMIMO-HetNet
network [30].

MSB

SBS'\@?‘\'\ @SBS
83 DS'UE /g\ﬂ S-UE

D M-UE

Fig. 1 mMIMO-HetNet system model



84 S. N. Suret al.

3.1 For Macro-Cell

In the case of the macro cell transmission model, MSB is responsible to support
M-UE and all the M-UE will experience interference originated from surrounding
SBSs. Therefore the receives signal at the kth M-UE can be represented as

yu-vek(t) = Hp_mucWxp—mu (1) + Z Hs_pu jixs-mu,j(t) +n) (1)

J€SoBFD

where, Hp_pyy . represents the channel matrix corresponding to MBS and the kth
M-UE. W represents downlink precoder having dimension [N x K]and xg_yy rep-
resents the [K x 1] symbol vector. Similarly, Hs_yy, jx denotes the channel matrix
between jth SBSs and kth M-UE and xp_,p represents the transmitted symbols
from the small cell base station jth SBSs. The term n(¢) corresponding to the noise
vector.

3.2 For Small-Cell

As, in [30], the received signals for OBFD and IBFD configurations are represented
here. In the case of the OBFD mode of operation, SBSs suffer from co-tier inter-
ference originated from SBSs, which are operating in IBFD mode. Therefore, the
received signal at the SBSs can be represented as

ygBFsB,]]?(f) = Hp_s5 ;Gxp_s(t) + Z Hg_g inxs—sun(t) +n(t) )

neESBFD

Here, Hp_s_ ; is for channel matrix between MBS and the jth SBS and precoding
matrix is presented by G. xp_g is the symbol vector from MBS to SBSs. And Hg_g
denotes the channel matrix related to paths between jth SBS and nth SBS and it
results in co-tier interference.

Now, the S-UEs are suffering from both co-tier interference and cross-tier inter-
ference. under the OBFD mode of SBS operation. Therefore the received signal
corresponding to S-UE can be represented as

y?f%‘},j (t) = Hs_sy, jjXxs—su,;j () + Z Hs_ sy, jpxs—su.p(t)
peSosrn\J (3)

+ Hp_sy,jWxg_mu,j(t) +n(t)

where, Hg_gsy, j; represents the channel vector related to the paths between jth SBS
and corresponding S-UE. This channel matrix is related to the SBS operating under
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OBFD mode. And Hy_gy, ;, depicts the channel matrix between the pth SBS and
jth S-UE. Similarly, Hp_gy, ; relates to the channel matrix between the MBS and
the jth S-UE.

And to mitigate the interference, proper design of precoder (W) is required. And
in this paper we have explored LRP.

In case of IBFD, the received signal at ith SBS is given by

yé%%]?i (t) = Hp_s5,iGxp_s(t) + Z Hs_siqxs_su,q() + VIiw(@) +n(t) 4)

qE€SiBrD \i

As in [30], /I;;w(¢) represent the self interference vector. The received signal
suffers from both co-tier interference and self-interference. Similarly, under IBFD
mode of operation, the S-UE suffers from both co-tier and cross-tier interference and
under such condition the received signal can be represented as

)’E;(?E,i(f) = Hs_syiixs—su,i(t) + Z Hs_sy,igXs—su,q(t)
qE€SiBrp\i 4)

+ Hp_sy,iGxp_s(t) + n(r)

4 Performance Evaluation

Table 1 represents the parameter used for simulation and analysis. As presented in the
table, here, we have used a circular cell structure. And from the channel perspective,
we have considered Rayleigh distribution as small fading characteristics and also we
have taken into account LOS/NLOS path loss and shadowing factors.

Figure2 shows the variation in downlink throughput with the variation in the
number of antennas in MSB. During the simulation, we have considered 10 M-UEs
and 20 single antenna S-UEs. The effectiveness of the LR aided ZF precoder (LR-ZF)
is clearly visible from the Fig.2. One important point to observe here is that, with
the increase in the number of MBS antennas, the change in the throughput is very
slow. And also if you compare the throughput corresponding to ZF and LR-ZF with
respect to lower bound (LB), the achievable gain due to precoders is clearly visible.

To have results as in Fig. 3, we have taken 10 M-UEs and 20 antennas at the MBS.
Asin Fig. 3, the growth in the downlink throughput is almost linearly with the change
in the number of single antennas SBSs. Out of these results, one can easily conclude
that LR-ZF provides the best precoder in comparison to other precoder systems.

From the above results, it is clear that lattice aided precoders have more interfer-
ence rejection capabilities than the convention linear precoder. This is because of the
fact that the lattice reduction method produces more orthogonal basis vectors and it
helps to mitigate the effect of the interferences.
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Table 1 Simulation parameters

S. N. Suret al.

System parameters

Transmitted power MBS: 46 dBm
SBS: 24 dBm

Bandwidth 20 MHz

Carrier frequency 2 GHz

Noise power spectral density —174 dBm/Hz

Network topology

Macro-cell radius = 1000 m

Small-cell radius = 40 m

Propagation parameters

Channel

Rayleigh fading, Path loss, Shadowing

MBS-M-UE/S-UE

PL_{Los}(d) = 30.8 + 24.2log{10}(d)[dB]
PL_{NLos} (d) = 2.7 + 42.8log{10}(d)[dB]
Shadowing Factor = 6 dB

SBS-M-UE/S-UE

PL_{Los}(d) =41.1 +20.91og{10}(d)[dB]
PL_{NLos}(d) = 32.9+ 37.5log{10}(d)[dB]
Shadowing factor = 3 dB/6 dB

Fig. 2 Downlink throughput
variation with number of
antennas at MBS

5 Conclusion

Throughput (bit'siHz)

10 200 30 40 50 60 70 &80 90 100
Number of Antennas (N)

g5 i |

In this paper, we have analyzed the performance of the mMIMO-HetNet system.
The main focus of this paper is to show the improvement in the throughput due to
the utilization LR aided precoder. Effectiveness on the LR aided precoder has been
established by comparing its performance with its linear counterparts (ZF/MMSE).
From the simulated results it is clearly proven that LR-ZF performs much better than
conventional ZF/MMSE precoder.
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Abstract Radar was associated with military industries in earlier centuries. This
day’s several industries, like automobile, mining, medical, etc., are also using radars.
It is becoming very popular for contact less bio-medical investigation on human
body, because of its less microwave energy radiation over short distance. Contin-
uous monitoring of cardio respiratory activity, breast tumor diagnostics, imaging of
blood circulation are few immerging areas of research in bio-medical applications.
Continuous wave, frequency modulated, ultra-wideband, these are few popular radars
which researcher start implementing in bio-medical application. Now recent radar
topologies, mainly advance antenna technologies, like MIMO, array and Phased
MIMO radar are also becoming very popular in medical applications because of
effective performance ability in low signal-to-noise ratio environment. On the other
hand, advance computational techniques like soft computing is also becoming part
of the modern radar which can improve noise performance Doppler tolerance in
bio-medical application.
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1 Introduction

The idea of remotely monitoring human body functions was generated in nineteenth
century [1, 2]. In twenty-first century, radars are penetrated into civilized society
from war field. In several ways, radars are helping society in regular activity. Bio-
medical is one of the areas in which radar researcher puts a significant effort to
make a difference. Non-contact continuous less harmful human body monitoring the
idea of nineteenth century now became a key target using radar imaging. In a short
distance scenario, a radar signal illuminating a human body for imaging is a very
low-power microwave signal and less harmful than a X-ray imaging, but at the same
time a very challenging job also. Continuous heartbeat monitoring, breast tumor
and other tumor diagnostics, imaging of blood circulation are few challenging areas
for active researchers. Low-intensity bio-medical signal detection and processing
using modern radar are the main area of work. Initially, researchers start working
with popular radars like CW [3], FMCW [4], UWB [5], Doppler [6], etc. In case
of heartbeat monitoring or pulse rate monitoring, Doppler processing is one of the
common practices. The main objective of the work is divided into three parts: (1)
clear target identification: In an active zone, several living and non-living targets are
present, so it is essential. (2) Mutual interference rejection: It is very important in
case of adjacent subject elimination and(3) Vital signs or symptoms identification
with minimal noise and less errors. But always these objectives become challenging
due to low SNR bio-medicals signals. So, researcher starts thinking about multi-
antenna techniques which can improve low noise signal detection and also thinking
about soft computing toll which can efficiently process bio-medical radar data to
provide error less monitoring of physiological functions. Multi-antenna techniques
are already well established for low SNR signal in communication, even in radar
also. The same multi-antenna radar can be very useful for bio-medical radar also.
From here, use of MIMO, array and phased MIMO radar are in research for bio-
medical applications. This radar uses multiple number of antennas in the transmitter
and receiver side. The number of antenna elements creates simultaneous transmis-
sion and reception paths to improve the SNR and robustness of the signal [7]. The
challenges under this part, to reduce the numbers of antenna in MIMO array config-
uration [8], reduce the interferences between collocated transmit received antenna
elements [9] and calculations of coupling behaviors which effects on array perfor-
mance [10]. By overcoming these challenges, modern radars are capable to handle
with bio-medical signals like heartbeat. Heartbeat and respiration, both information
can be trace from chest displacement which is a non-contact measurement. Heart-
beat variation is ranged between 0.2 and 0.5 mm [11], but respiration displacement
is higher than heartbeat; now, to filter out this type of different signal, radar system
needs strong computational tools in which soft computing is helping a lot now a
days. Soft computing tools like neuron network can help to classify bio-medical
radar signals in a very efficient way.
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2 Bio-medical Applications

2.1 Pathological Applications

In every medical emergency, doctors mostly depend on pathological test, which
need body contact activity with patient, time consuming and expensive. Microwave
imaging is getting popular for last few years for pathological applications. This
type of pathological test is done with the help of radar by illuminating human
body using closely spaced antennas and acquisition of the signal echo. Wisconsin-
Madison University, Bristol University and Calgary University developed the best
cancer detection system following confocal microwave imaging (CMI) technique.
Similar pathological test is done on human bladder, hemorrhagic stroke in the head
[12] and various others.

2.2 Remote Monitoring on Health Condition

Remote monitoring of health condition known as vital sign monitoring is basi-
cally contactless and continuous monitoring of our body parameters like heartbeat,
breath and respiration activity. Not only that, bio-medical radar also experimented to
measure blood vessel movements and to sense speech. This information is generally
extracted by processing the radar echo in time domain. This continuous monitoring
is very much effective to prevent infant death syndrome (SIDS) or sleep apnea; even
this can be used in automobile industry which can monitor and alert drowsy driver
to avoid critical situations.

3 Radar Topologies of Different Times for Bio-medical Uses

3.1 Continuous Wave Radar

Continuous wave frequency modulated (FMCW) radar is one of the popular radars
under this category in which Sy is considered as radio frequency wave which is
transmitted over space and the reflected signal from object is denote by S;.

t
S, = wr’ cos¥(t), where #(t) =27 / F(Hdt (D
0

S,(¢) is the received signal by radar which consist of:
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sp(1) = Zcm cos Bt — ) (2)

Here, c,, reflects strength independent to each target and t signal transmission
from the radar toward the target and back. In a micro-power, FM radar is designed
and developed to measure human heart rate and monitor respiration. Respiratory
and cardiac rates are measured using radar as well as using conventional method.
Multiple objects are tested from a single measurement under same research article
using FM radar. A good range resolution capability is noted in this experiment.

3.2 Doppler Radar

Doppler radar is a type of continuous wave radar; it uses the Doppler effect signal for
motion detection. Doppler radar can extract distance and phase information which
helps to measure the vital signs of human body. Researchers are targeted to solve
several problem areas listed below using Doppler radar: (1) clear target identification;
(2) elimination of mutual interference, especially in the case of two adjacent subjects
within range resolution limit; and (3) vital sign retrieval with minimal ambient noise.
Doppler radar generally follows a three-step process in medical signal analysis.
In the first step, the data acquisition takes place using radar hardware for which
the human object needs to place very nearby to the transmitting antenna. Next,
feature extraction takes place in which signal parameters are analyzed using different
algorithms. Frequency estimation is generally done by MUSIC algorithm, and FFT
algorithm is generally used for phase history profiling. These signal information are
required in range integration for vital signs extraction. Respiration and heart rate
retrieval can be done using auto-regressive (AR) method, which comes under the
final step.

Commonly, the chest displacement due to respiration and heartbeat variation is
ranged between 4 to 12 mm and 0.2 to 0.5 mm consequently. On the other hand,
variation of respiration rate in rest position is between 0.1 and 0.3 Hz, while the
interval of heartbeat rate varies between 1 and 3 Hz. Therefore, the signal contains
both respiration and heartbeat where the respiration displacement is large than heart-
beat because of that a filtering technique is needed to filter noise and unwanted signal
from raw detected signal.

3.3 UWB Radar

An extremely short pulse is the key to generate an extremely high bandwidth. The
radar system is categorized in terms of functional bandwidth (Bp) as given below:

Narrowband (NB) if 0 < Bg < 0.01.
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Wideband (WB) if 0.01 < Br < 0.25.
Ultra-wideband (UWB) if 0.25 < Bg < 2.00.

The UWB radar is developed using strobed sampling method for detection of heart
rate through wall. A human object is placed opposite side of a clay brick wall, and the
reflected pulses from the object return into the received antennas through the wall.
Now, the radar receiver will receive two types of signal due to two different types of
reflection object. The signal reflected back from the wall can be treated as stationary
signal which has a time variant characteristic, and the part of the transmitted signal
reflected back from human object can be treated as nonstationary signal in which
phase variation will occur due to human heartbeat and respiration.

These radars are exposed to a human body for perimeter monitoring; here health
hazard issue taken under consideration, this happen due to microwave radiation
towards human body, by the radar. In [13], safety aspect of people is taken under
consideration for UWB radar. In this article, the compliance of electromagnetic fields
radiated by a UWB radar as per International Commission on Non-Ionizing Radiation
Protection (ICNIRP) is evaluated. UWB radar SAR limit averaged over whole body
(SARwg), SAR as averaged over 10 g in the head and trunk (SAR j¢¢) and in the limbs
(SAR g1 are reported under these article. The radiation limit of UWB radar used
for medical signal processing and perimeter monitoring of human body between 3.1
and 10.6 GHz shall not exceed the EIRP value of —41.3 dBm,

3.4 Modern Radar in Critical Medical Applications

Modern radars are enabled with multiple antennas and more advanced signal
processing. This type of radar is used for two-dimensional or three-dimensional
imaging of the human body which can be used for medical diagnosis. Mainly, two
types of microwave imaging techniques are used in breast cancer detection; first is
tomography and another confocal imaging. A complete electrical profile of breast is
attempted to map in tomography imaging which needs an antenna array to receive a
passive electromagnetic field of the body [14]. In the confocal imaging, location of
the significant scatters is mapped, which also explore the antenna array.

The multi-antenna system will increase the cost, size and complexity. So our aim
is to design an array system with a minimum number of elements. The number of
the antenna element can be determined by sidelobe level (ISL) idea, which can be
calculated from Eq. 1:

ISL = —20 log,y N& 3)

where minimum number of element is represented by Ng.
Transmit and received antenna number can be derived from Eq. 4:

Ng = N7y - NRx “)
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Nr, is the number of transmit antenna element, and Ng, is number of received
antenna element.
The total number of antenna in antenna array is:

N = Nry + Ng, (5)

Here, the main challenge comes to choose the number of antenna elements and to
deal with coupling between them to construct the antenna array. Phased array creates
a problem due to network feeding loss, and also, there is some problem of far field as
the object is closely placed to the antenna in medical diagnosis. Near field-focused
antennas are in research for a long time for this type of application. Array configu-
rations of NF-focused microstrip antenna are very useful to concentrate the signal
power in a specific small geographical area using the beam forming method. This
can heat a convicted tissue without affecting the adjacent one by concentrating the
microwave energy into a specific spot, here are the advantages of modern technologies
in radar.

3.5 Intelligent Radar

The strong computation techniques are used to process complex data matrix, received
from multiple antenna in modern radars. Another complex computation is used these
days to introduce intelligence in radar system. The modern radars are becoming
intelligent day by day in which artificial intelligence (Al), deep learning and machine
learning are becoming important parts of the system. In two ways, intelligence can
be incorporate in radars, (i) by improving the pulse compression technique, which
is unique target detection ability, used in most of the radar system, (ii) by reducing
the repetitive task and increasing the diagnostic precision in medical radar.

In article [15], the improvement in pulse compression technique using artificial
neural network (ANN) is shown. Adaptive filter algorithms are very useful to find
optimum matched filter coefficients for pulse compression technique. This can be
efficiently designed using multi-layer perceptron networks with adequate weight and
bias parameters under ANN. Back-propagation algorithm (BPA) is used to imple-
ment multi-layer perceptron networks. It is an intelligent pulsed compression process
which can be used for intelligent radar which researchers are targeting near future.
How ANN can improve the performance and how to optimize the filter coefficient
that is analyzed using convergence rate analysis. This is done by varying neurons
and hidden layers and by applying different adaptive filter. Noise performance and
Doppler tolerance test is also done to determine the performance enhancement
(Fig. D).

Al or ML algorithms can analyze a pattern similarly to the way a doctor analyze
it; this is another vital area in which intelligence is contributing a lot. In article,
convolutional neural network (CNN) is discussed which can help for radiology.
Convolutional neural network (CNN) is the widely used deep neural network in the
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Number of SNR=1| SNR=5 | SNR=10 | SNR=15 | SNR=20 | SNR=25

neurons in dB dB dB dB dB dB
the HIDDEN
LAYER

1 0.2697 13.965 37.8197 | 41.6916 | 43.2368 | 43.5327
3 1.1668 | 19.8091 | 37.8114 | 40.8114 | 42.1449 | 42.8214
5 41712 | 20.1232 | 38.7173 | 41.4815 | 42.6685 | 43.2707
7 2.041 21.6259 | 39.8674 42.653 43.7414 | 44.2466
9 5.3084 | 27.8965 | 41.0523 44.582 45,9905 | 46.7106
11 3.5948 | 14.7718 | 32.9811 | 44.0575 | 46.1658 | 46.4402
13 9.0224 21.303 37.0488 | 43.7983 | 46.2642 | 46.7362
15 3.7224 | 15.8543 | 35.0372 | 44.1597 | 46.3064 | 46.5465
17 3.8924 | 16.8811 37.886 44,3849 | 45.8557 | 46.1104
19 5.6383 20.9294 | 36.2993 | 43.0907 | 45.8804 | 47.3765
20 4.0719 | 16.1363 | 33.6252 | 43.4301 | 46.2728 | 46.8659

Fig. 1 Signal-to-sidelobe ratio (SSR) improvement for pulse compression technique using MLP

area of image classification, object detection, text recognition, action recognition and
many more CNN was initially inspired by visual cortex of animals, For large volume
images like RGB images, ANNs lead to an explosion in the number of weights
which requires more memory and computation data. This problem can be solved
using CNNs by using the sparse connections and parameter sharing. Like ANNSs,
CNN s also have neurons, weights and objective. The major properties of CNNs are
the presence of sparse connection between the layers and the weights which are
shared between output neurons in hidden layer (Fig. 2).

Convolution is basic component of CNN which performs feature extraction; it is
basically combination of nonlinear and linear operation. The input is an image that
will hold pixel values. It has three dimensions such as width, height and depth (RGB

= il A0 | =

F;:{‘—

Forward propagation

¥
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!

Fig. 2 Overview of a convolution neural network (CNN) architecture and the training process
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channels); example is [5S0 x 50 x 3] [16]. The convolutional layer will compute the
output of neurons that are connected to local regions in the input. The layer’s param-
eters are composed of a set of learnable filters (or kernels), which convolved across
the width and height of the input volume extending through its depth, computing
the dot product between the entries of the input and the filter. This produces a two-
dimensional activation map of that filter, and as a result, the network learns filters
that trigger when it detects some particular type of feature at some spatial posi-
tion in the input. The function called rectified linear unit (ReLU) layer will perform
elementwise activation function. ReLU is defined in (6),

(x) = max(0, x) (6)

This function is zero for negative values and grows linearly for positive values.
This will not affect the volume size. The pooling layer outputs the maximum activa-
tion in a region. This down samples the spatial dimensions such as width and height.
The output layer is the fully connected layer which is similar to the final layer of the
neural network. This layer used commonly used softmax activation to output proba-
bility distributions over the number of output classes. Few popular CNN architecture
is available in the market; those are LeNet, AlexNet, VggNet, GoogleNet, ResNet.
These can be very much helpful in medical imaging.

4 Conclusion

Like every sector, radar industry is also needed to be intelligent, in which the use
of AI-ML is incensing day by day. In this article, the authors try to find out the
angles in which intelligence can be incorporated in radar. Basically, two directions
are highlighted in this paper in which the work is going on. In one way, radar baseband
is becoming more adaptive by using adaptive filters, and also, ANN techniques are
used for improving pulse compression technique which is the heart of the modern
radar. This type of works are increasing the detectibly and decreasing the chance
of false alarm rate. Few works are discussed in this direction, which helps us to
find a new area in radar domain. In other direction, CNN technique is discussed for
improving the radiometric imaging and can be very helpful in medical radar. In this
part, Al will help a lot to reduce the repetitive work, and using a huge number of
training databases, a preface radio diagnosis is possible in medical field. Basically,
this article discusses about the Al techniques, namely ANN and CNN, that can be
very useful, especially for medical radar, which will help us a lot for heart rate
monitoring, breast cancer detection and many more.
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Ensuring Reliability in Vehicular )
Collision Avoidance Using Joint RFID ek
and Radar-Based Vehicle Detection

Pallabi Biswas, Mithun Chakraborty, Rabindranath Bera,
and Shubhankar Shome

Abstract RFID tags are very essential for new generation automated vehicles. In
this paper, three generations of RFID have been discussed with focus being on third
generation that is used for vehicular applications. The main sensor for target detection
in autonomous vehicle is automotive radar. Here, RFID-based vehicle detection and
radar-based vehicle detection and their applications have been explored.

Keywords RFID - RADAR - Millimeter-wave - IFF - Smart vehicle

1 Introduction

A radio frequency identification (RFID) system works on the principle of a wireless
radio link between a tag or transponder which contains details of the device to be
identified, and a reader, that has transmitter and receiver [1]. RFID application at
ultra-high-frequency (UHF) range is very popular worldwide for tracking of objects
upto a range of 10 m. But large readers with big antennas are a drawback for UHF
RFID. So, recent researches are concentrating more on the millimeter-wave range
that has smaller antennas with highly directional narrow beam to detect targets. The
use of radio waves started with the invention of radar around World War II. Radar
works on the principle of searching and detecting a target with the help of radio
waves and analyzing the received echo signal to obtain parameters of the target. First
usage of RFID was the identification friend/foe (RFID) technology with passive
RFID which was developed in Britain. This IFF technology is a surveillance system,
present at aerodrome that uses millimeter-wave to identify whether any incoming
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aircraft is from an ally country or an enemy. This technology can be incorporated
in smart vehicles for detection of target vehicles using radar and RFID. This paper
is arranged in following manner, Sect. 2 overviews the working principle of RFID,
Sect. 3 explains automotive radar, and Sect. 4 presents the innovative work initiated
by the authors.

2 RFID

RFID transponders are mainly used for observation and tracking of objects. A reader
is able to scan multiple tags simultaneously. The characteristics of RFID that make it
better than barcodes are the non-line-of-sight operation, high-speed operation, ability
to read, and write to tags and is provided with an unique ID.

A reader is made up of an antenna emanating EM waves and a RF module.
RFID can operate either in near field where antenna operates in low or high-range
frequencies or in far field where frequency range is ultra-high frequency (UHF)
or microwave frequencies. In case of near-field operation, antenna on the reader
produces EM field that causes inductive coupling of tag, and this changing magnetic
flux induces current in tag. Subsequently, tag data is modulated to communicate
with reader. In case of far-field tag-reader, communication is based on backscattered
signal [2]. Tags could be initially in sleep mode and woken up by a UHF carrier
signal transmitted by reader. Then, reader could transmit a query signal and obtain
backscattered signal from tags and other clutter. After processing of backscattered
signals, tags can be detected and localized, and finally, communication between
reader and tag is established, as shown in Fig. 1. Field energy decreases proportionally
to 1/R? in near field and to 1/R in far-field scenarios.

Distance limit between near and far field, R = 2D? /A (1)

Transmitter I?"Cksmuered

s signal

signal -

Transmitter Directional
Coupler
& T — | Memory
""""""""" —9 [ -

Receiver .—]

RFID READER N /RFID TAG

Dipole
Antenna

Fig. 1 Basic model of RFID functional block
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where D = diameter of antenna, A = wavelength of radio wave.
Every RFID tag on an object has a unique code called electronic product code
(EPC) consisting of EPC standard of 96 bits.

The first 8 bit header defines the tag version number

Next comes the EPC manager of 28 bits containing the manufacturer’s identifi-
cation

This followed by object class of 24 bits having product identification

Lastly, the serial number containing the unit ID of 36 bits.

There are three types of tag, namely passive which collects power from reader’s
radiated power, semi-passive where battery provides power and active where battery
provides power—transmitter present in tag. The power transmitted from reader and
received by tag can be demonstrated as,

5\2
Prec = PPAGTXGtag(m> 2)

where Ppay = power of amplifier, Grx = gain of transmitter antenna, G,; = gain of
tag, A = wavelength of carrier signal, and d = distance between reader and tag.

2.1 RFID Generations

The three generations of RFID based on uses and technical constraints have been
given in Table 1.

Table 1 RFID use cases

RFID uses RFID Ist generation | RFID 2nd RFID 3rd generation
generation
Identification Yes Yes Yes
Tracking No Yes Yes
Localization No No Yes
Bandwidth Low (KHz) Low (KHz) Wide (GHz)
RF carrier Low at 13.56 MHz UHF carrier at MMwave carrier at
900 MHz 60 GHz
Antenna beamwidth Wide toward Omni Narrow Pencil beam (2°)
directional
Triangularisation Not applicable Not applicable Beamsteering so one
reader is sufficient, thus
lowering the cost. For
UWB RFID, three readers
are required
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From Table 1, it can be observed that although generation-2 RFID can detect and
track the tag position, it does not support localization of tag. Due to low bandwidth in
UHF architecture, beamsteering for direction of arrival (DOA) measurements is not
accurately measured. RFID of third generation provides ranging accuracy to tag local-
ization by modulation of backscatter signal. But range-based localization requires
range measurements from minimum three readers present at each concerned loca-
tion. Thus, high-directivity millimeter-wave antennas can be integrated into RFID
system, enabling the reader to scan surrounding environment and identify, track, and
localize tagged objects.

Demonstration of first-generation RFID is the student attendance system used in
college [3]. The system consists mainly of a RFID reader, a microcontroller board, and
a LCD screen, and every student has her RFID tag each with a unique identification
code. When the tag is brought near to the reader, it is identified and name of the
student is displayed on screen. Another application is the contactless debit/credit
cards like the contactless VISA cards which uses RFID and near-field technology
for transactions. The consumer needs to bring the card within range of the terminal
equipped with RFID reader and make payment safely.

Application of the second generation of RFID is the automatic toll collection
system [4] already introduced in India. In this case, the RFID reader set up at toll booth
will read the prepaid RFID tags attached to a vehicle’s windshield, and automatically,
the required toll amount will be deducted from the owner’s linked bank account. This
process will also ensure:

e Reduce traffic congestion at toll booths
e Save time and fuel
e Stolen vehicle detection since each vehicle is assigned a unique RFID tag number.

Manufacturers like Alien technologies have designed EPC Class 1 generation-
2 RFID tag IC named as HIGGs 3 [5]. The IC provides 800 bit memory, reading
sensitivity upto 18.0 dBm, and writing sensitivity upto 13.5 dBm, with enhanced
security using a non-digital and non-duplicable ‘finger-print’ for better security.

The third generation RFID, along with providing localization, is applicable for
longer-range communication due to millimeter-wave carrier. So, it can be used
as vehicular RFID for identification of vehicles on road leading to safer travel.
Millimeter-wave portable RFID reader containing antennas with almost pencil beam
can scan the surrounding to identify and localize tags. The tag is identified by
backscatter method as done with UHF carrier. The reader transmits a train of N pulses
modulated by reader code ‘r,,” (n =0, 1, ... N), to every steering direction. After
every pulse transmission, reader’s antenna is switched from transmitter to receiver
to receive backscatter signal. The ith tag modulates the incident signal according to
code (¢,?) and stored data information d,,. For localization, code synchronization is
done, where received signal is multiplied with sequence composed by reader code
and ith tag’s code. Finally, reader transmits another pulse train to obtain the data
stored in the tag, and received signal is filtered and time sampled to obtain necessary
information. Figure 2 shows the process diagram.
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Fig. 2 Millimeter-wave RFID reader tag architecture for localization and communication

Guidi et al., [6] had validated this theory by placing fixed tag in a room and a
single movable millimeter-wave reader. It can be compared to aroad scenario with tag
representing 1 fixed vehicle and shifting positions of second vehicle, i.e., the reader.
Since millimeter-wave is used, localization error is minimum and range resolution is
maximum. Exploiting this, they have positioned the vehicle very precisely only in x,
y directions for performing two-dimensional localization. They had accounted for 36
steering directions for each position of reader, with angle step of 10° that covers the
azimuth plane. Their outcome is interesting which shows that signal to noise ratio
(SNR) is good if error in estimation of ranging, and steering angle is corrected. So,
there is a reduction in false alarm rate. We have similar hardware equipments in our
laboratory, so we have initiated related experiment which is stated later.

2.2 Vehicular RFID

Applications of vehicular RFID [7] mainly include management and control of
vehicles, managing fleet of vehicles, and vehicular law maintenance.

Control of vehicles: identification and localization of authorized vehicles
Managing fleet of vehicles: tracking of different types of vehicles, controlling
traffic lights, speed identification, and automatic toll booth operation

e [aw maintenance: tracking of stolen vehicles possible because each vehicle has
aunique RFID tag, also identification of owners whose road tax payment are due

Vehicular RFID can be used to measure the velocity of a vehicle by calculating
the Doppler frequency shift from the backscattered signal.
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3 Automotive RADAR

Automotive radars [8] are usually designed for working in 24 and 77 GHz frequency
ranges. This spectrum is known as millimeter-wave frequencies as the wavelength lies
in millimeter range. The advantages of operating in this band are wider bandwidth,
better range resolution, and smaller sensor size suitable to be fitted in cars. Automo-
tive radar is capable of performing functions like: (a) resolution of target (ability to
identify separately two closely-spaced targets), (b) range resolution (ability to obtain
different range values), (c) velocity of target measurement, and (d) determination of
direction of arrival (DOA) of target echo. Along with these extremely important func-
tions, the radar is robust to dirt, fog, and darkness and thus can operate unhindered
under all weather conditions. So, for Advanced Driver Assistance System (ADAS)
applications, namely Adaptive Cruise Control, park assist, front and rear traffic alert,
blind spot detection, etc., in smart vehicles, radar is the primary sensor.

4 Work Initiated by the Authors

The work is based on third generation millimeter-wave RFID technology which
is applicable for longer-range target detection, tracking, and localization. So, this
RFID can be implemented in smart vehicle architecture for precise road vehicle
identification with reduced false alarm rate. The working principle is similar to
that of IFF technology. As per the paper discussed before, RFID can be used to
identify tagged target vehicles. The reader can be mounted on another vehicle which
is enquiring for information. Target detection is achieved by correlation of reader and
tag codes. If the correlation value is 1, then the target is assumed to be ‘friend’ who
can be identified and is willing to share its information. But if the correlation value
is near to 0, then the target is assumed to be a ‘foe’ who does not want to be detected.
Then, mode of operation will be changed to mm-wave radar, like a 28 GHz radar in
our case, to obtain the range profile, velocity, and DOA of the target. The radar will
send radio waves to the target, and on analysis of the received echo signal, target
state parameters are obtained. Thus, using both RFID and radar modes, the problem
of vehicle detection and localization will be solved with negligible false alarm rate
leading to lesser collisions and safer driving.

5 Summary/Conclusion

This paper reviews the three generations of RFID, based on uses and technical
constraints. The advantages of third generation mm-wave RFID are longer oper-
ational range, localization of tags, and beamsteering functions, along with smaller
reader. The vehicular RFID can be implemented into vehicles for performing various
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tasks like other tagged vehicle identification and for automatic toll booth operation,
and so on. The authors have initiated an innovative architecture where RFID and
radar modes can be utilized in a switching manner to obtain information on a target
vehicle. If the tag on target responds to reader on enquiring vehicle, RFID commu-
nication link is established. Otherwise, the enquiring vehicle will be equipped with
radar also which can obtain the range, speed, and direction of the target, thus offering
safety measures in driving.
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of Rice Grain Using Image Processing L

Suman Kumar Bhattacharyya and Sagarika Pal

Abstract In this article, eight Indian rice grain samples have been taken for dimen-
sional measurement and analysis for gradation with respect to their quality. Two
categories of rice grains like parboiled and non-parboiled type have been considered
here. Various dimensional parameters have been measured after purchasing the rice
grain from the market in dry condition as well as after hydrothermal treatment for
preparing it as food for consumption. The structural parameters of the rice kernel
before and after hydrothermal treatment have been measured and analyzed. Different
dimensionless parameters like aspect ratio, shape factor, compactness, roundness,
eccentricity, solidity, and bounding box have been derived from the basic dimen-
sional characteristics of the rice grain sample like length, width, projected area, and
perimeter. Image processing and machine learning have been applied successfully to
analyze the data and to take the decision about the gradation of samples. Accuracy
of the gradation observed in the present work is 90.476% which is quite good. The
observed gradation for unknown samples have been validated with respect to the
market price and customer choice.

Keywords Rice grain dimensions + Hydro thermal treatment - Derived
parameters *+ Gradation * Image processing + Machine learning

1 Introduction

Maximum people in the world depends on the rice grain (Oryza sativa L.) for their
day today meal. Its food value is also appreciable among the cereals. So, the food
market is very much dependent on rice quality.
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Researchers have already covered a long way of food grain quality analysis. Rice
grain quality has been measured through feature selection with the hydrothermal
treatment in [1]. Active counter and statistical histogram-based models have been
used for removing the background in image processing [2]. Modeling and measure-
ment of dimensional changes in the rice kernel have been done during soaking through
moisture absorption and cooking through gelatinization condition in [3, 4]. Grading
system of rice grains using quality analysis of grain image with pattern processing
has been done in [5, 6]. The quality of rice grain through feature selection with
vision-based inspection systems have been analyzed in [7]. Appearance and implicit
properties of the rice kernel have been correlated with the soaking and cooking time
in [8]. Computer vision-based system has been used for sorting rice grains through
various physical characteristics in [9, 10]. Potential application of computer vision
in quality inspection efficiently estimates the quality of the rice grain which has been
shown in [11]. Machine vision technology by selecting feature points in the rice
image has been implemented in [12]. In [13], hydrothermal effects for analyzing
quality characteristics of milled and cooked rice have been done.

In the present work, different dimensional parameters of rice image [ 14] before and
after hydrothermal treatment have been measured, compared, and analyzed to take
the decision about the classification as per grade of sample. Decision tree algorithm
[15] using classification and regression tree (CART) method has been applied for
gradation of rice samples. The used method for gradation has been successfully
applied on unknown samples and validated with respect to the market price.

2 Methodology

In this work, physical parameters of rice samples like length (L), width (W), projected
area (A), and perimeter (P) as well as derived parameters like aspect ratio (AR),
shape factor (SF), compactness (C), roundness (R), eccentricity (E), solidity (S),
and bounding box (B) have been considered for measurement. Customers normally
observe the rice grain during purchase and finally judge the quality during consump-
tion as food after hydrothermal treatment. That is why in the present method, above
parameters have been measured after purchasing the rice grain from the market in
dry condition as well as after preparing it as food for consumption for final quality
determination and gradation.

2.1 Rice Samples for the Experimentation

Five parboiled and three non-parboiled Indian rice samples have been taken in this
work for initial machine learning. Selected parboiled samples are Sarna, Basmati,
Ratna, IG-Basmati, IR 36, and non-parboiled samples are Gobindavog, Atap and
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Table 1 Range of market price for the selected rice grains

Rice Sarna | Basmati |Ratna |IG Basmati |IR36 |Atap | Gobindavog | New Atap
sample

Rs./kg | 25-32 | 65-75 35-45 | 70-80 35-42 | 30-40 |85-95 38-50
Market | III I I I 1| I I I
grade

New Atap, respectively. The price and gradation of these selected eight rice samples
as per market are shown in Table 1.

At a time, 40—45 numbers of grain kernels have been taken for experimentation.
Kernels have been organized randomly but not connected with each other. It has been
assumed that no cracks are there in these samples. Distilled water has been used for
hydrothermal treatment.

2.2 Steps Followed During Hydrothermal Treatment of Rice

Soaking is the first phase of the continuous hydrothermal treatment. In this stage,
rice grains of a sample have been taken into a beaker with water for water absorption
in normal room temperature (22-25 °C). This phase has been allowed for 30 min
time duration. In second phase of hydrothermal treatment, the soaked rice samples
obtained after 30 min of water absorption have been heated with excess water. The
parboiled samples have been heated for 50 min, and non-parboiled rice samples have
been heated for 20 min after soaking until the highest expansion of the rice kernels
has been achieved determined by gelatinization of the sample. The gelatinization
temperature is different for different samples. In the third phase, after the highest
elongation in cooking phase, the rice grains have been separated from hot water
and put into a dry plate for subsequent cooling. After completion of the third phase,
images have been captured for the samples and processed for measuring dimensional
parameters like L, W, A, P in terms of pixels and derived dimensionless parameters
like AR, SF, C, R, E, S, B. The detail of these parameters are indicated in Table 2.

2.3 Image Analysis for Parameter Measurement

The image processing techniques, applied for analyzing all the image data obtained
in the present observation are mentioned in the following sequence of steps.

Step-1: Image acquisition: A high quality dual digital camera having resolution of
(720 x 1520) pixels have been used through proper lighting for capturing all the
images. The captured images for a typical sample are shown in Fig. la.
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Table 2 Various dimensional parameters related with physical attributes of rice grain

Parameter Used expression Explanation

Length (L) L Major axis length

Width (W) w Minor axis length

Projected area (A) | A Area of the grain region in the binary image

Perimeter (P) P Boundary length in binary image

Aspect Ratio (AR) | AR = % Ratio of length and width, indicates how long
and thin is the kernel

Shape Factor (SF) | SF = LQW Shape factor indicates the exact appearance of
the kernel

Compactness (C) C= %2 Compactness means how far the grain is “closed
and bounded”

Roundness (R) R 47;*;‘4 Roundness measures how closely it approaches
to the perfect circle

Eccentricity (E) E=2%= “za_bz Ratio of the distance between foci (2c), and the
length of its major axis (2a)

Solidity (S) S = m Solidity is area fraction of the projected area as
compared to its convex hull. Convex hull is the
smallest convex region

Boundingbox (B) |B=LxW A bounding box is the rectangle with the smallest
possible surface area that bounds the shape

(a) Dry rice grain

(e)Segmentation &
binarization

(b) Pre-processing

(f) Detected edge

--.."" ~ o \
(d) Background
subtraction

(c¢) Smoothing

2 T

(g) Indexed image (h) Measurement of

kernels

Fig. 1 Sequence of images showing the steps of image processing in basmati rice

Step-2: Pre-processing: Color images have been pre-processed by converting to
the grayscale images and then suppressed the unwanted factors with enhancing the
necessary image features. This step corresponds to Fig. 1b.

Step-3: Apply smoothing: Images have been smoothed by filtering with Gaussian
filter. This process have been used to reduce the noise and contrast to blur the edges
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of the images. The following Gaussian function G(x) is used in this work by the
2

formula as follows, G(x) = o\}2n e” ;0 =2 for the present application.
Where o is the mean distribution value, it is assumed that mean distribution value
x is centered (x = 0). This step corresponds to Fig. 1c.

Step-4: Background subtraction: Background subtraction technique has been applied
to extract the foreground of the images for the aim of object recognition by the
following operation,

PLfO] = PlI®)]— P(B);

where ¢ is the time instant, P[1 (¢)] is the image, and P (B) is the background of the
image, and P[ f (¢)] is the image after background subtraction. This step corresponds
to Fig. 1d.

Step-5: Segmentation and Binarization: Image segmentation has been used to locate
the objects and boundaries in the images.

Fixed intensity value (T') has been evaluated by using threshold value. Binarization
technique has been applied through the choice of intensity between the all background
intensity and all foreground intensity. Then, the input image /1 is being transformed
to an output binary image /2 in the following way,

12G, j) = 1for I1G, j) = T; 12G, j) = 0for I1G,j) <T,

where T is the threshold value.
12(i, j) = 1 for the object element and /2(i, j) = 0 for the background elements.
Output of this step corresponds to Fig. le.

Step-6: Edge detection: Canny edge detection technique has been used to detect the
edges of rice kernels. Horizontal, vertical, and diagonal edges have been recognized
in the image by using the following method.

The edge detection operator returns a value for the first derivative in the
horizontal direction (Gy) and the vertical direction (Gy) from the edge gradient
and direction, tan(f) have been determined using formula, edge gradient (G) =
/Gx% + Gy? and angle (0) = tan™! g—;‘ This step corresponds to Fig. 1f.

Step-7: Image Indexing: Image indexing has been used in this work to measure each
and every rice kernels presented in the image. This method has been applied with the
retrieval of the objects based on spatial relationship and properties. It corresponds to
Fig. 1g.

Step-8: Data receiving and analysis: From the indexed images, dimensional param-
eters like L, W, A, P, and derived parameters like AR, SF, C, R, E, S, and B have
been measured. This step corresponds to Fig. 1h.

Step-9: Gradation: In this study, measured dimensional data from rice grains have
been classified in three grade category like grade-I (very good), grade-II (good), and
grade-III (not so good) as per market and customer choice. This gradation can be
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AR-high, SF-low, C-high, R-low,

GradeI
E-high, S-low, B-high. g

Rice sample Measured  |—! AR-medium, SF-medium, C-medium or

AR, SF, - _ : _
—» C,R.E, low, R-medium, E-medium, Grade-TI

i S-medium or high, B-medium.

AR-low, SF-high, C-low, R-high,
E- low, S-high or medium, B-low.

—p| Grade-III

Fig. 2 Gradation in 3-grades (I, 11, III) as per the measured trend of the mentioned parameters

assumed using the range of obtained dimensional values in the experiment as shown
in Fig. 2.

This experience has been given to the system for grading the rice samples. Decision
tree learning model using classification and regression tree (CART) technique has
been used in this work to get the result of gradation of the rice grain samples. It
uses an index as metric function in classification tree which is sum of the square of
probabilities of each class as shown below,

Index =1 — Z pi2
i=1

where i is the number of classes, p; is the probability, and the range of index
value is [0, 1]. The techniques have been used to separate the training examples
according to the target classification and to measure how well the task has been
achieved through the selected parameters.

3 Experimental Results and Discussions

In the present experiment, the measurement data related with kernel dimensional
parameters like L, W, A, and P along with derived parameters AR, SF, C, R, E, S,
and B of all the parboiled rice grain samples have been taken in dry condition as well
as after cooking through hydrothermal treatment as displayed in Table 3. The same
type of measured data for non-parboiled rice grain samples is shown in Table 4. Itis to
be noted that L, W, A, and P data are indicated in terms of pixel, and other parameters
like AR, SE, C, R, E, S, and B are dimensionless quantity. The experimental data
as shown in Tables 3 and 4 have been used in the machine learning algorithm for
training purpose with respect to gradation of both parboiled and non-parboiled rice
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Table 3 Parboiled rice kernel dimensional data in dry and cooked condition

Parameter | Grain condition | Parboiled rice
Sarna Basmati | Ratna IG-Basmati | IR 36
L Dry 22.98 38.37 27.96 33.91 26.67
Cooked 29.15 86.71 48.29 81.901 41.36
w Dry 20.3 21.3 21.10 21.50 20.7
Cooked 21.88 29.76 25.06 26.41 23.45
A Dry 175.82 263.01 203.17 233.38 195.21
Cooked 210.79 665.01 330.68 568.01 284.35
P Dry 55.95 83.84 63.45 71.05 61.06
Cooked 65.46 160.37 100.02 155.65 86.41
AR Dry 1.132 1.7997 1.3207 1.5728 1.2841
Cooked 1.332 2914 1.927 3.101 1.764
SF Dry 0.3769 0.3215 0.3434 0.3192 0.3524
Cooked 0.3305 0.2577 0.2732 0.2626 0.2932
C Dry 1.4176 2.1278 1.5769 1.7222 1.5211
Cooked 1.618 3.395 3.079 2.091 2.408
R Dry 0.7054 0.4699 0.6342 0.5807 0.6574
Cooked 0.6178 0.2945 0.3248 0.4783 0.4152
E Dry 0.8901 0.9801 0.931 0.971 0.9401
Cooked 0.8304 0.9936 0.9241 0.9852 0.9381
S Dry 0.961 0.8901 0.9301 0.8901 0.93
Cooked 0.9758 0.676 0.9361 0.7782 0.9485
B Dry 466.49 818.05 591.91 731.1 553.93
Cooked 637.8 2580.49 | 1210.15 |2162.9801 969.89

kernels. These training data from these two tables have been applied for gradation
following the assumption as depicted in Fig. 2.

The market price and gradation are strictly dependent on two observations by
the customer, firstly during purchase from shop in dry condition, and secondly after
completion of cooking. Following this fact, in the present experimentation, measure-
ment and gradation jobs have been done in both dry and cooked condition, and then,
the final gradation has been achieved as indicated in Table 5.

The developed machine learning system for gradation has been applied on three
unknown samples during dry and cooked condition, and it is shown in Table 6. The
final gradation obtained from the experimental result is in parity with the quality
detected by the market price and customer choice.

In the present work, the % accuracy has been calculated to measure the degree of
closeness to its actual gradation. In Table 6, sample 1, 2, and 3 have been graded by
the system in dry and cooked condition through the measurement of seven derived
parameters like AR, SF, C, R, E, S, and B. Here, unknown sample 1, 2, and 3 have
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Table 4 Non-parboiled rice kernel dimensional data in dry and cooked condition

Parameter Grain condition Non-parboiled rice
Atap Gobindavog New Atap
L Dry 22.42 25.5 24.94
Cooked 34.28 47.45 36.9
w Dry 21.1 21.2 21.8
Cooked 23.77 23.7 23.07
A Dry 179.01 190.01 188.01
Cooked 300.16 309.01 259.02
P Dry 57.25 60.15 59.5
Cooked 94.28 94.99 77.901
AR Dry 1.0595 1.2037 1.141
Cooked 1.059 1.203 1.141
SF Dry 0.3773 0.3493 0.345
Cooked 0.3773 0.3493 0.345
C Dry 1.4578 1.5159 1.499
Cooked 1.4578 1.51586 1.499
R Dry 0.6859 0.6597 0.667
Cooked 0.6859 0.65969 0.667
E Dry 0.92 0.891 0.85
Cooked 0.8501 0.921 0.89
S Dry 0.909 0.93 0.941
Cooked 0.9401 0.909 0.93
B Dry 474.4072 544.0434 544.9
Cooked 814.835 1195.66 839.7

been correctly graded 12 times, 14 times, and 12 times, respectively, among the total
14 cases of observation for each sample. For three unknown samples, total observed
cases are 42 (i.e., 14 x 3 = 42), among which 38 (i.e., 12 + 14 + 12) number of
cases have been correctly recognized, and rest 4 cases are wrongly recognized. So,
the calculated values of % accuracy and % error in the present work are shown in
Table 7.

4 Conclusions

In the present experiment, Indian methods of food preparation of rice grain, i.e.,
soaking, cooking, and subsequent cooling, have been followed during measuring the
dimensional parameters of cooked grain related to quality aspect.
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Table 6 Gradation of unknown rice samples as per learning process

Derived Grain condition Gradation of unknown parboiled rice samples
parameter Sample 1 Rs Sample 2 Rs. Sample 3 Rs
42-52./kg 70-80/kg 30-40/kg

AR Dry 1I 1 1
Cooked I 1 m

SF Dry 1I 1 I
Cooked 1 1 11

C Dry 1I 1 1
Cooked I I m

R Dry 1I I 1
Cooked I 1 1I

E Dry 11 1 m
Cooked I I 1

S Dry 1I 1 1
Cooked 1I I 1

B Dry 1I 1 11
Cooked 1 1 111

Final grade I 1 1

Table 7 System performance accuracy

Total number of cases | Correctly graded | Wrongly graded | Accuracy (%) | Error (%)
42 38 4 90.476 9.524

A common practice of the customer is that they initially judge the quality of
grain through dimensional observation of dry grain during purchase but they finally
validate the quality of the same grain after cooking, i.e., during consumption as food.
Following this fact, each and every measured dimensional parameter value has been
taken in dry as well as in cooked condition as depicted in Tables 3 and 4.

In the previous research for gradation of rice grains, all different samples have
been considered only in dry condition; i.e., after purchase from market, but in the
present research, gradation has been done in dry as well as in cooked condition, and
then, both the observations have been taken into consideration for final gradation of
the rice samples. Here lies the novelty of the present work. Accuracy of the gradation
performed by the present work is 90.476% which is quite good. The observed grada-
tion with unknown samples truly validate the quality determined by market scenario
and customer choice.



Dimensional Analysis and Gradation of Rice Grain Using Image Processing 119

References

10.

11.

12.

14.
15.

. Bello M, Baeza R, Tolaba M (2004) Quality Characteristics of milled and cooked rice affected

by hydrothermal treatment. J Food Eng 72:124-133

. ParveenE, Alam A, Shakir H (2017) Assessment of quality of rice grain using optical and image

processing technique. International Conference on Communication Computing and Digital
System (IEEE), pp 265-270

. Yadav B, Jindal V (2007) Modelling changes in milled rice (Oryza sativa L.) kernel during

soaking by image analysis. J Food Eng 80:359-369

. Yadav B, Jindal V (2007) Dimensional changes in milled rice (Oryza sativa L.) kernel during

cooking in relation to its physiochemical properties by image analysis. Sci Direct J Food Eng
81:710-720

. Patil V, Malemath V (2015) quality analysis and grading of rice grain images. Int J Innov Res

Comput Commun Eng 3:5672-5678

. Ajay G, Suneel M, Kumar K, Prasad P (2013) Quality Evaluation of rice grains using

morphological methods. Int J Soft Comput Eng 2:35-37

. Chetima M, Payeur P (2012) Automated tuning of a vision based inspection system for industrial

food manufacturing. In: Proceeding of the IEEE international instrumentation and measurement
technology conference (I2MTC’2012), pp 210-215

. Jinorose M, Prachayawarakorn S, Soponronnarit S (2014) A novel image-analysis based

approach to evaluate some physicochemical and cooking properties of rice kernels. J Food
Eng 124:184-190

. Verma B (2010) Image processing techniques for grading & classification of rice. In: Inter-

national conference on computer and communication technology (ICCCT), Allhabad, India.
IEEE, pp 220-223

Zareiforoush H, Komarizadeh M, Alizadeh M (2009) Effect of moisture content on some
physical properties of paddy grains. Res J Appl Sci Eng Technol 1(3):132-139

Zareiforoush H, Minaei S, Alizadeh M, Banakar A (2015) Potential application of computer
vision in quality inspection of rice: a review. Food Eng Rev 7(3):321-345

Neelamegam P, Abirami S, Vishnu PK, Valantina S (2013) Analysis of rice granules using
image processing and neural network. In: Conference on Information and Communication
Technologies (IEEE), pp 879-884

. Hamad S, Zafar T, Sidhu J (2018) Parboiled Rice metabolism differs in healthy and diabetic

individuals with similar improvement in glycaemic response. Nutrition. 47:43-49
Gonzalez RC, Woods RE (2018) Digital image processing, 4th edn. Pearson, London
Mitchell MT (2019) Machine learning, Indian edition. McGraw Hill Education, New York



Feature Dimension Reduction )
for Efficient Classification L
of Dermoscopic Images with Feature

Fusion

Rik Das, Anish Anurag, Govind Kumar Jha, and Mahua Banerjee

Abstract Dermoscopic images carry rich information to identify the malignancy in
patients at initial stage. Research initiatives in the domain of content-based image
classification can be instrumental in identifying fatal diseases like skin cancer by
exploring the dermoscopic image database. This paper has carried out feature dimen-
sion reduction for representation of significant content-based image descriptors to the
classifiers. The approach has resulted in designing an early fusion based classifica-
tion model with reduced computational overhead to enhance accuracy of malignancy
detection at its inception.

Keywords Skin cancer - Melanoma - Computer aided diagnosis - Principal
component analysis * Feature fusion

1 Introduction

Recent advancements in medical imaging have kindled the scope for computer-
aided diagnosis (CAD) of life-threatening ailments like cancer. Researchers have
made commendable progress in the domain of content-based image classification in
identifying benign and malignant categories of the terminal disease [1]. Melanoma
is widely known as one of the fatal forms of skin cancer which has claimed innumer-
able lives. However, timely recognition of the disease has resulted in cure for 99%
of the cases within an interval of 5 years of survival. The prime reason of delayed
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Fig. 1 Illustration of images from PH2 dataset

identification is the extended time for consulting an expert due to their tight schedule
of practice [2]. This has stimulated the researchers to design automated system for
primary identification of the lethal syndrome by means of content-based image iden-
tification. Several attempts are designed to enhance the accuracy of malignancy iden-
tification of the disease by designing informative descriptors from the images of the
infected portion of the skin. This work has attempted to explore the effect of feature
dimension reduction and early feature fusion for identification of malignancy for the
melanoma disease. The experiments are conducted with a public dataset named PH2
dataset for which an illustration is shown in Fig. 1 [3].

The results of the experiment have revealed that reduction of feature dimension
has resulted in identification of significant feature values influencing classification
results. Moreover, reduced feature dimension has lessened the time for classification,
which has in turn reduced the runtime of the categorization algorithm.

2 Literature Review

Early skin cancer detection is an emerging field of research in which a compara-
tive study of color constancy, and lesion analysis is carried out [4]. Feature extrac-
tion techniques for analysis of dermoscopy images are surveyed to determine the
robustness of state-of-the-art techniques [5]. Dermoscopy images are classified using
neural networks for melanoma identification [6]. High precision of for melanoma
classification is achieved using deep convolutional neural networks [7]. Synergic
deep learning techniques are adopted for classification of skin lesion in dermoscopy
images [8]. Birthmark mole detection in clinical images are conducted for early
melanoma detection [9]. The process has converted the images to monochrome for
extraction of significant feature vectors. Feature vectors are extracted from color,
shape, and text after performing segmentation of the dermoscopic images [10].
Neural network-based deep ensemble model is evaluated for skin lesion classifi-
cation in dermoscopic images [11]. Efficient classification of skin lesion is carried



Feature Dimension Reduction for Efficient Classification ... 123

out using attention residual learning [12]. Computer-aided diagnosis of skin cancer
has outclassed trained dermatologists with the use of deep neural networks [13].

However, implementation of deep neural networks for melanoma detection is
mostly infeasible in real time due to its resource hungry nature. The high processing
requirements of deep networks makes it challenging to design light weight devices
for instant melanoma detection.

In this work, the authors have addressed this issue and have attempted to carry out
melanoma detection with lightweight handcrafted features by means of dimension
reduction. The results are promising and have revealed high precision for melanoma
detection.

3 Classification Techniques

Feature vector extraction is the foremost step and a precursor for the task of content-
based image classification. Dermoscopic images in PH2 dataset are preprocessed
prior to feature extraction. The dataset comprises of 200 images on the whole spread
across 80 images each for common nevi and atypical nevi and the rest 40 images are
of melanoma. The images are segmented using ground truth mask available with the
dataset as shown in Fig. 2.

Images are rotated in the range of -180° to 180° for generating 12 diverse forms
which for each image as in Fig. 3.

This has augmented the dataset and the total number of images becomes 2400.
Each image is further resized to 256 * 256 dimension.

&’

L d

Dermoscopic Image Segmentation Mask

Resultant Image

Fig. 2 Image segmentation
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)

Fig. 3 Image varieties created with angular rotation

Two different feature extraction techniques, namely, histogram of oriented gradi-
ents (HOG) and color histogram (CH) are used to extract feature vectors from the
dataset.

Henceforth, the feature vectors are reduced in dimension by applying principal
component analysis (PCA) [14].

Finally, the two different feature vectors, namely HOG and CH are fused
horizontally after their dimensions are reduced.

Classifiers of two different varieties, namely support vector machine (SVM) and
logistic model tree (LMT), are applied to evaluate the classification accuracy of
the original feature vectors, their reduced dimension varieties, and the fused feature
vectors.
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4 Classification Techniques

Classification is carried out with tenfold cross-validation for each of the feature
extraction techniques. Primarily, the feature vectors with default dimension are eval-
uated for classification accuracy. Further, PCA is applied for dimension reduction
of the feature vectors, and the classification accuracy with reduced dimension of
the feature vectors is calculated. Finally, the features with reduced dimension are
fused horizontally and are tested for classification accuracies. Time taken to build
the classification model in each of the cases is recorded for comparison.

The comparison of accuracies of different feature extraction techniques are shown
in Fig. 4.

An integrated comparative result of accuracies, dimensions, and time taken to
build classification models is given in Table 1.

The results in Table 1 have revealed highest accuracy for the feature fusion tech-
nique in case of both the classifiers. Although, the classification results with single
feature (CH) is almost equivalent to feature fusion in case of LMT, but a significant
difference is noticed for SVM. This is because the fused features have captured and
represented both the color properties and gradient orientation of the images simul-
taneously to the classifier. Hence, the classifier is able to identify the images with
more clarity and consistency across diverse environments compared to any of the

Accuracy of Classification with different feature vectors

12

Accuracy

SVM | LMT | SVM | LMT S\'MI LMT

HOG . =
mo | | s | St | T
PCA B

® Accuracy| 0.520 | 0.813] 0.892 | 0.987 [ 0.822 | 0.835 | 0.868 [ 0.878 | 0.899 | 0.088

Fig. 4 Comparison of accuracies for different features
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Table 1 Comparison of accuracy, dimension of feature vectors, and time taken for building
classification model

Features Classifiers Accuracy Dimension Time (s)
HOG SVM 0.829 576 13.95
LMT 0.813 71.64
CH SVM 0.892 64 0.23
LMT 0.987 10.23
HOG applied with PCA SVM 0.822 250 3.36
LMT 0.835 20.39
CH applied with PCA SVM 0.868 50 0.21
LMT 0.878 4.76
Feature fusion SVM 0.899 300 3.82
LMT 0.988 47.73

individual feature descriptors which have represented either the color properties or
the gradient orientation at a given instance.

Additionally, it is observed that reduction of dimension of the feature vectors with
application of PCA has retained significant feature components by eliminating the
ones which do not have much influence on classification decision. The time taken
for building classification model by the reduced feature vectors is considerably low
compared to their original counterparts. Fusion-based features have consumed lesser
time in building classification model compared to the original HOG features, but have
surpassed the time taken by CH.

Finally, feature dimension in fused feature is much lesser than original HOG
features but the accuracy of classification is higher, which indicates toward the
efficiency of fusion-based approach.

5 Conclusion

The paper has proposed a design to implement computer-aided diagnosis for classifi-
cation of melanoma with dermoscopic images. Conventional classification method-
ologies consider single feature vector as representation of the image data to be clas-
sified. However, all the feature values do not have significant weight to influence
classification decision. This work has reduced the dimension of features by applying
PCA and has reduced the classification time without compromising accuracy. A
feature fusion-based approach with reduced features is also shown for enhancing
classification accuracy with less computational overhead.
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Feature Edge-Detail Preservation )
of Random-Valued Impulse Noise i
in Images

Patitapaban Rath, Rajesh Siddavatam, and Pradeep Kumar Mallick

Abstract In this paper, we put forth a progressive, decision-based, two-phase image
denoising algorithm for eliminating random-valued impulse noise from images. The
manner in which this algorithm deals with noise is a completely pristine method
when compared to the other existing image denoising algorithms. In the primary
phase, the noise is dealt at a coarse level; in other words, the noisy pixels that are
easily differentiable from the neighborhood are eliminated. In the secondary phase,
fine-level image denoising is performed. In other words, the left-over fine scale noise
in the detected corrupted pixels of the first phase, which cannot be straightforwardly
differentiated from the surrounding pixels, is eliminated. In both the phases, separate
mechanisms were followed to eliminate noise in the interior regions and edge regions.
Hence, the algorithm is edge-detail preserving. Images with very high noise levels,
in other words, with 70% noisy pixels were restored successfully. Speaking in terms
of quantitative significant measures, the restored images in most cases were better
than those of the other existing filters.

Keywords Image denoising + Random-valued impulse noise + Mean structural
similarity index (SSIM) - Localized pixel intensity variation (LPIV) filter
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1 Introduction

Impulse noise is broadly classified into salt-and-pepper noise and random-valued
impulse noise. In images corrupted by salt-and-pepper noise, the noisy pixels can
take only the maximum and the minimum values in the dynamic range, while in the
images corrupted by random-valued noise (RV noise), they can occupy any value in
between the minimum and maximum values in the same dynamic range.

Hence, practically speaking, handling RV noise would be quite tedious. The
sources of impulse noise have been explained in [1].

Among the various existing denoising methods, the median filter is used exten-
sively because of its effective noise subduing potential and computational effec-
tiveness. Its denoising power and computational efficiency are elaborated in [3, 4],
respectively.

However, the main drawback of a standard median filter is that it is effective only
for low-noise densities [5] and the vital original information of the image is lost
because it is not a decision-based filter. The other drawback of the median filter was
that it was not decision based; in other words, it cannot preserve original information.

In order to ameliorate denoising, many other impulse detector filters were
proposed. The weighted median filter [6] and adaptive median-based filters [7] were
partially decision based. The adaptive median-based filter using second-generation
wavelets [8], multi-state median filter [9], the homogeneous information-based filters
[10, 11], the adaptive center-weighted median filter [12], the peak-and-valley filters
[13, 14], the signal-dependent filter [15], the iterative method proposed by Luo [16]
and other algorithms like [17-21] are decision-based algorithms. Among the two-
phase algorithms, the three-state median (TSM) [22], the adaptive center-weighted
median (ACWM) [12], the Luo filter [23], the genetic programming (GP) filter [24]
are worth stating. The effective detection technique to replace RV noise in images
with high noise levels is an open challenge. A partial differential equation-based
technique [25] is an interesting method proposed in recent times, which uses a new
defined set of controlling functions for impulse noise removal.

As already said, dealing with RV noise is relatively tedious in contrast to salt-and-
pepper impulse noise [26].

We hereby propose the localized pixel intensity variation (LPIV) filter which has
been proved successfully by Kireeti Bodduna and Rajesh Siddavatam et al. in [27],

[28, 29]. The credibility of cardinal splines for interpolation in impulse noise-
related problems was again tested by Rajesh Siddavatam et al. in [29].
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Our work introduces a two-phase mechanism for random-valued noise removal.
In the first stage, the noisy pixels were dealt with at a coarse level. Noise at a very
fine level still persists in those detected pixels after the first phase. So in the second
phase, for those pixels which were detected as noisy in the first phase, the second
part of the proposed algorithm is applied. The fact that edge pixels and interior pixels
were separately dealt with in both the phases of the algorithm is the prime reason
for edge-detail preservation in the restored images. We make use of dyadic wavelets
of canny to determine whether a particular pixel belongs to the interior region or the
edge region.

The outline of this paper is as follows: The proposed algorithm and the significant
measures are discussed in Sect. 2. The results along with conclusions have been
discussed in Sect. 3.

2 Proposed Algorithm

The noise detection job is performed by the LPIV filter [29]. It designates each
and every pixel in the window as a noisy pixel or a noise-free counterpart. Once
a pixel is detected as noisy, it is replaced by interpolating the noise-free pixels in
the neighborhood with cardinal splines. By neighborhood, we mean the particular
window in the image where the algorithm is currently active.

2.1 Coarse Level Image Denoising—I

This is the first phase of the algorithm where the noise is removed in local neigh-
borhoods where the noisy pixels can be identified with certainty. “The underlying
idea of the localized pixel intensity variation (LPIV) filter is that the gray-scale pixel
intensities in a local neighborhood vary insignificantly. Thus, for every central pixel
in a window, we find the noise-free pixels in that window. Subsequently, using these
noise-free pixels, we calculate a local threshold. Depending on this threshold, we
decide the fate of the central pixel whether it is corrupted by noise or not. If corrupted,
we replace it by interpolating the noise-independent pixels.

If the center pixel belongs to the interior region of the image, a threshold of T1
+ O is used, where [ is the flexibility parameter for interior regions andis constant
for a particular image, but different for various images. Rajesh Siddavatam et al.
computational results showed that when it is varied between 20 and 60 dB we obtain
better restored images. To be more precise, a particular value of in this range gives
best interpolation results as elaborated in [29].
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In the second case, if the center pixel belongs to the edge region of the image, a
threshold of T1 4 O is used, where [ is the flexibility parameter for edge regions
[29].

The novelty here lies in the fact that the threshold selected is a function of the
window. In other words, the threshold is calculated locally but not globally like in
some of the erstwhile proposed filters. This paves way for better detection and hence
better restored images.

2.2 LPIV 1 for Interior Regions

INPUT: Coarse scale denoised image Y (i, j). This algorithm is simulated for only
those interior pixels which were detected as noisy in the first phase. Again, we define
the 3 x 3 window Q = {(s,1)| — 1 <s,t < 1} centered at (O, O). Here, the center
element is the noisy interior pixel detected in phase 1.

Step A:

VDG, j)e) (.j)e).

1

(For the detected interior region noisy pixels in phase 1).

Z(1) = Q(0,1)
Z(2) = Q(0, — 1)
Z(3) = Q(~1, 0)
Z(4) = Q(1, 0)

b« (—Ba’ +2 Ba® — Ba)

b« [2- B3+ (B —3)a?+1]

b<I[(B -2’ + (3 ~28) + pa]

b < (Bo® +2pa’)

pt.=bo * ZC 1) + by * Z(2) + by * Z(3) + b3 * Z(4)

2(0,0) = pt.

OUTPUT: Interior region fine scale denoised image Y _ (i, j).

2.3 LPIV 2 for Edge Regions

INPUT: Interior region fine-level denoised image Y (i, j). This algorithm is simu-
lated for only those edge pixels which were detected as noisy in the first phase. Again,
we define the 3 x 3 window Q = {(s, 1)l—1 < s, < 1} centered at (0, 0). Here the
center element is the noisy edge pixel detected in phase 1.



Feature Edge-Detail Preservation of Random-Valued Impulse Noise in Images 133

Step B:
VDG, jy e (i.j)e).
2
e Z(1)=2(0,1)
e Z(2)=2(0,-1)
e Z(3)=Q(—1,0)
e Z(4)=2(1,0)
o b« (—Ba®+2Ba’— Ba)
e b« [2-p3+(B—3)a®+1]
e b« [(B—2'a®+ (3 —2B)? + Ba]
o b <« (Ba’+2Ba?)
e pt.=by* Z(3 D+ by *ZQ2)+ by, *Z(3) + by * Z(4)
e Q(0,0)=prt
e OUTPUT: Edge region fine scale denoised image > (i, j). The image »_ (i, j)

is the final restored image (Table 1; Fig. 1).

3 Results and Conclusions

Figures 2, 3, 4 and 5 show the final restored images from various noise levels of
Lena, Bridge, Peppers and Airplane. Tables 2, 3 and 4 give the comparative analysis
with other existing algorithms. The PSNR values are quite impressive keeping in
mind the corresponding amount of noise 60% in the original images.

Summarizing the results from the above figures, it can be clearly seen that when the
noise density increases, the PSNR and MSSIM values decrease. As the noise density
increases, the amount of original information that is available to us decreases. The
standard test images were procured from the University of Southern California image
database. All the images were 8-bit images with dynamic ranges from O to 255. Peak
signal-to-noise ratio (PSNR) and structural similarity index measure (SSIM) [32]
have been used as quantitative yardsticks to measure the restored images.

Table 1 Parametric values used in the initial iteration of both LPIV 1 and LPIV 2 for various
images

Image o B y (dB) § (dB)
Lena 0.5 -1.8 25.0 325
Bridge 0.4 -23 45.0 60.0
Peppers 0.5 —1.8 25.0 325
Airplane 0.4 -2.5 3255 475
Bridge 0.5 -2.1 25.0 62.5
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PSNR Vs a(Lena 10% Noise) PSNR Vs B(Lena 10% Noise)
34.6 34.47
34.4 34.46
342 34.45
34 34.44
3338
34.43
336
334 34.42
332 34.41
33 344
3238 34.39
0 02 0.4 06 08 1 12 12 14 16 18 2 22 24 26
a: Cardinal Spline Interpolation Parameter B: Cardinal Spline Interpolation Parameter
PSNR Vs y(Lena 10% Noise) PSNR Vs §(Lena 10% Noise)
346 346
304 34.55
345
342
34.45
34 34.4
338 34.35
136 343
34.25
334
342
332 34.15
7 12 17 2 27 32 37 42

15 20 25 30 35 40

¥: Cardinal Spline Interpolation Parameter &: Cardinal Spline Interpolation Parameter

Fig. 1 Parameter optimization for Lena image to obtain optimal PSNR by varying «, 8

Fig. 2 a Noisy image Lena: 60%, b LPIV1 (25.96 dB), ¢ LPIV2 (25.90 dB), d original image,
e SSIM Map (MSSIM = 0.8906)

(a) (b) ) (dy ()

Fig. 3 a Noisy Bridge: 60%, b LPIV1 (21.4 dB), ¢ LPIV2 (22.57 dB), d original image, e SSIM
map (MSSIM = 0.7886)
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Fig.4 a Noisy Peppers: 60%, b LPIV1 (24.99 dB), ¢ LPIV2 (22.14 dB), d original image, e SSIM
map (MSSIM = 0.8448)

(a)

Fig. 5 a Noisy Airplane: 60%, b LPIV1 (23.76 dB), ¢ LPIV2 (24.7 dB), d original image, e SSIM
map (MSSIM = 0.8719)

The proposed localized pixel intensity variation (LPIV) filter has two-way mech-
anism of denoising random-valued impulse noise, and it has been found that the
obtained restored images are either superior to those produced by other theoretical
models in most cases or almost similar to the results of other works in a very few
cases. When compared with other algorithm results (Tables 2, 3, 4 and 5), in a total
of 30 cases, in 20 cases LPIV (either LPIV1 or LPIV2) gave best results and in 7
cases, PDE (NSDD + NTVD) gave better results while in only 3 cases GP gave best
results. Another advantage of using this method is that it does not involve any time-
consuming theoretical equations. Hence, the computational efficiency is impressive.
Finally, our proposed methodology also suffices for color images (by extending the
LPIV to three dimensions). Future work can be done in applying this filter to 3D
mesh models and point cloud graphic models.
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Sparse Auto-encoder Improvised m
Texture-Based Statistical Feature Gt
Estimation for the Detection of Defects

in Woven Fabric

Sourav Tola, Sugata Sarkar, Jayanta K. Chandra, and Gautam Sarkar

Abstract Machine-intelligence-based detection of woven fabric enhances the
quality of fabric. However, the main challenge to the researchers in this domain is the
heuristic components superimposed on the regular grating structure of fabric. Several
statistical and spectral approaches have been tried to solve this issue. In this paper,
an exhaustive set of feature vector derived from distance and orientation-dependent
Haralick parameter is obtained. A sparse auto-encoder having suitable sparsity is
then used to map the derived feature vector into a low-dimensional manifold, while
reducing the over-fitting as well. Finally, the support vector machine is used to clas-
sify the given fabric portion into defective or healthy classes. The method is tested
on three types of woven fabric, containing a wide variety of fabric defects. Perfor-
mance of the developed system is measured through several performance matrices,
and finally, a defect detection success rate of 95% is obtained.

Keywords Fabric defect detection - Gray-level co-occurrence matrix + Haralick
parameter - Sparse auto-encoder - Support vector machine

1 Introduction

The fabric defect can be simply defined as a change in or on the fabric construc-
tion with respect to a defined pattern. It has been estimated [1] that the price of
fabrics is reduced by 45-65% due to the presence of defects. In the textile industry,
the product (end) is inspected for the defects by human or machines [2, 3]. As the
perception of fabric defect varies from individual to individual and often, one indi-
vidual may have different sensitivity from time to time; hence, it becomes a difficult
job to detect defects by human beings. Moreover with the modern weaving machines,
the production speeds and consequently productivity are faster than ever, which is
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far beyond the human perception. The experiments show that the human error rate
begins to rise rapidly as information output approaches about 8 bits/s [4]. Also, the
relatively hostile working environment near the weaving machines is not suitable for
human inspection [5]. Hence, the machine vision system has become an essential
for automatic detection of fabric defect. However, fabric inspection still presents a
considerable challenge, on account of the variable nature of the weave [6, 7].

One of the fundamental features of the gray scale image of woven fabric sample
is texture. The concept of fabric inspection and hence determination of its severity
consists of grading the materials based on their overall texture characteristics such as
material isotropy, homogeneity, and coarseness [8]. Even though for human eyes, it is
very easy to distinguish different textures, yet it is really difficult to put it in the math-
ematical form. Attempts have been made to define texture for its quantitative repre-
sentation [9]. It has been found experimentally that the textures which are visually
distinguishable, like fabric defect on fabric structure, statistical approaches like gray-
level co-occurrence matrix (GLCM) performs better than the spectral approaches like
Fourier transform, wavelet, etc., [10] in regard to the extraction of feature. It has also
been reported that the GLCM is an effective texture descriptor [11].

In case of a machine-intelligence-based automatic defect detection system, there
are two primary steps. In the first step, extraction of relevant feature is required, and in
the next step, a classifier is required for the classification of the fabric sub image into
defective or healthy classes. Moreover, it is also required to eliminate the redundant
features out of the exhaustive set of features to enhance the classification accuracy
[12] and to reduce the computational and structural complexity of the classifier.

In this paper from a fabric sub image, feature vector is generated in the form
of Haralick parameters [13] by using the GLCM, calculated over different distance
and orientations of sub image pixels. Redundancy of relevant features is reduced
by sparse auto-encoder, by adjusting its sparsity, that makes a trade-off in between
reduction of feature and over-fitting [14]. Finally, the support vector machine (SVM)
is used for classification purpose, which attempts to maximize predictive accuracy
while automatically avoiding over-fit of the data, by the transformation of hypothesis
space to a high-dimensional feature space, defined by a weight vector and bias term
by using the statistical learning theory [15].

2 Feature Extraction and Classification of Fabric Sub
Image

Since the defect on a fabric sample is defined as deviation of local fabric texture with
respect to the global grating structure of fabric, hence for the fabric defect detection
the fabric sample is required to be divided into fabric sub images in such a way, so that
the defect becomes global or dominant in the sub images containing defect, and at
the same time, these contain the primitive fabric grating structure for healthy portion
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[16]. Now from each sub image, GLCM based texture feature vector is derived for
classification of fabric sub image into defective and healthy classes.

2.1 Determination of Haralick Parameter for Defective
and Healthy Portion of Fabric Image

The GLCM, representing the distribution and relationship of pixels [17] in a fabric sub
image, either belonging to healthy or defective fabric portion measures texture char-
acteristics by the probability of occurrence of pixel intensity pairs, at different orien-
tations and distances. Let the GLCM of pth gray scale fabric sub image belonging
to gth class is represented as, CMp|, o = [cm}ijro], where cm$ ;e is the (i, j)th
entry of CMj|,9,and 1 < p < P,1 < g < 2, P is the number of fabric sub
images in each type of fabric, which can either contain defective or healthy fabric
portions out of the Q fabric classes.cm?|;;,¢ is obtained by counting the number of
occasion a pixel with value i is adjacent to the pixel with value j having a distance
and orientation of r&#, respectively, in between i and j. Considering Ng as gray
level of a fabric sub image, from the elements of C MZ |0, the following statistical
parameters, i.e., features for the fabric sub image, known as Haralick parameter are
evaluated as,

Hipla =D D il (1)
Jj

i

Hilro ==Y cmijro-log(cm®|ijro) (1b)
i
chl
Hilg= Y n’.Cl, (n) (1c)

n=I

Z Z (G- pemblijre) — pni - us,

L

HY lo = (1d)

H o =YY (i —pi)? (le)

i
1
H\lro = Z Z mcm%jre (1)

9y — Ng q dp o _ Ng q qp —

where Cyp(i) = Z,‘:] cmplijro, Cy"(j) = Zj:l cmplijro and CxLy(k) =
q : S g9 4 9 4 4

Zi,j:lifj\zk cmplijre, Vi — jl = 0,...,Ng — 1 and us,, uy,, o5, oy, iy, are

mean and variances of Cy,, C}, and mean of C M}|, o, respectively. Equation la—1f

denote energy, entropy, contrast, correlation, variance, and local homogeneity of the
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fabric sub image, respectively, which actually denotes textural uniformity, disorder
or complexity of the woven fabric, the spatial frequency of the woven fabric, linear
dependence of gray-level values in the texture, spread of data in the texture with
respect to its mean, and homogeneity of the woven fabric, respectively. Value of r
depends on the grating structure of the fabric sub image. In case a single period of
grating, structure of the fabric sub image occupies larger space, i.e., if the coarseness
of fabric sub image is more, the value of r should be increased for accommodation of
the fabric structure. Since the objective is to work with the exhaustive set of feature of
a fabric sub image, hence r is varied beyond a certain critical value (r¢), depending
on the coarseness of the fabric sub image and for each value of r, 6 is varied at an
angle of 0°,45°,90°, 135°, and 180°. Corresponding to each set of » and 6 Haralick
parameters are calculated, the collection of which gives a texture-based feature vector
Vi e RN of pth gray scale fabric sub image belonging to gth class. The size
of fabric sub image and r are so chosen that V! € %"*") becomes independent of
coarseness of fabric, i.e., same for all fabric type, which in turn makes the algorithm
de-sensitive to the size of fabric sub image [18].

2.2 Elimination of Redundant Features by Using Sparse
Auto-Encoder

As the objective is to create a trade-off between the reduction of the computational
cost of the system and over-fitting, hence requirement becomes to represent the
feature vector (V € RPN = [V]]) in a low-dimensional hyper-space while
reducing its over-fitting. To do so, the sparse auto-encoder is used. The activation
from a hidden neuron of the sparse auto-encoder is given by,

N
hle = f(Z i vgm) e il 2
i=1

where Vg li.x and a; ; are the input from ith input neuron to the kth hidden neuron
and the corresponding weight value at ¢th iteration and f'(.) is the activation function
of the kth hidden neuron. Then, concatenating all the activations of all the hidden
neurons, the vector i, € R>*M i obtained, such that M < N. Finally, considering
all fabric sub images, the fabric feature matrix 7 = [h%] € RP-2*M 5 obtained,
which then becomes the input of the support vector machine (SVM) classifier. The
decoder part of the sparse auto-encoder is only to estimate the closeness of the encoder

input (V) and decoder output (\7), i.e., to calculate the data loss, DL = (V ~ 17).

4
The sparse auto-encoder also introduces the regularization factor h|, = h plk, where

g
very low value of &, |, implements the concept of sparsity, which in turn reduces the
over-fitting [19].
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2.3 Classification of Fabric Sub Image by Support Vector
Machine

Being the problem a two class classification problem, SVM classifier is used [20].
The classifier is trained in a supervised way with h = [h%] € R C*M) a5 the input
and the binary target values, representing defective or healthy portions as the output.
The time complexity of SVM denoted as O (n®) [21] largely decreases as M becomes
less than N. But again M cannot be reduced arbitrarily as in that case the problem
of over-fitting becomes dominant. The SVM classifier (g(W, b)) attempts to execute
the following linear equation,

minimize(l(W, &, b)) = {%nwn2 + 3 aildi(WT -k + )] — 1} (3)

where W € RUXM) is the weight matrix, b € RU*D is the bias term, d; € RI*D
is the target value corresponding to ith training sample, «; is the ith Lagrangian
multiplier, and sv are the support vectors, i.e., the closest data points to the linear
hyper plane of either class. The above equation tries to maximize the separation
between support vectors, subject to the constraint (d; (W7 - hg, + b) > 0), i.e., the
misclassification is a minimum.

However, for nonlinearly separable cases, applying the Cover’s theorem, the
nonlinearly separable problem in a low-dimensional space is casted nonlinearly in a
higher-dimensional space to make it linearly separable by using the following kernel
trick.

K(hz|deriveda h([Ig) = CDT(hi“derived) . Cb(h‘[])) (4)

where 7 |gerivea € H*T) is the input variable obtained from A% € RM and @ (.)
is the set of nonlinear transformations that transforms h% to h%|4erivea, such that
T > M. Figure 1 is showing the sparse auto-encoder model with SVM classifier.

3 Experimental Results

The proposed method was tested on 160 fabric images containing different types of
fabric defects taking place on three different types of fabric from TILDA database
[22]. The selected fabric types vary from each other in terms of their coarseness.
Images in TILDA database are 8 bit gray and of size (768 x 512) pixels. The concerned
fabric types are shown in Fig. 2.

During training, 150-dimensional feature vector was developed for five different
inter-pixel distances beyond the critical value and five different angle of orientation
of the pixels. 450 such feature vectors from 450 fabric sub images of concerned fabric
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Fig. 1 Sparse auto-encoder model with SVM classifier

Fig. 2 Types of fabric sub images

types containing concerned types of defects were used for the training purpose. A
sparsity factor of 0.05 was chosen, which was found to eliminate problem of over-
fitting, while it reduced the feature space from 150 to 70 dimensions. These 70
dimensional feature vectors were used for training the SVM. Table 1 contains the
test result.
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Table 1 Test results

Types No. of No. of TP = FP = FN = TN = DSR (in
samples |samples | DD/AD (in | DD/ADF | DDF/AD |DDF/ADF | %) = (x
tested detected | %) (x) (in %) (y) | (in%) (a) |(@{n %) (b) |+ b)/2

Oil mark | 44 44 94.1% 4.2% 5.9% 95.8% 95%

Snarls 12 11

Small 9 9

holes

Slub/ fly |15 13

Thick 10 9

yarn

Knots 3 3

Broken |23 21

pick

Short 20 18

pick

Healthy |24 23

DD Detected defective, AD actually defective, ADF actually defect free, DDF detected defect free,
DSR detection success rate

Table2 Comparative study — ~ Obtained DSR (in %)
of the proposed technique
with a few other techniques Deotale et al. [23] PCA:50.3
ICA: 64.1
VQ: 74.9
GLCM + Gabor + RDF: 84.5

Comparison of the proposed technique with other techniques applied for same
database is given in Table 2.
Figure 3 shows a few of the test results.

4 Conclusion

In this paper, attempt was made to generate the exhaustive set of feature vector
from the fabric sub images required for the detection of defect on woven fabric.
Moreover, it was also a target to rely on the texture-based statistical method, as
intuitively it can be inferred that the textures of the defective and healthy fabric sub
images would vary significantly. For this reason, distance- and orientation-based
Haralick parameter was determined. For the reduction of the computational cost, a
low-dimensional representation of the feature vector was required without increment
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(a) (b)

(c) (d)

()

Fig. 3 Test result. First column: fabric images containing defects, Second column: detected fabric
defect by the proposed method, after binarization through proper thresholding

in over-fitting of data. For this purpose, a sparse auto-encoder with suitable sparsity
was used. Being the problem a binary one, finally the support vector machine was
used for classification purpose. Performance of the developed system was measured
through several performance matrices which showed the success of the same.
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Evaluation of ML-Based Sentiment )
Analysis Techniques with Stochastic oo
Gradient Descent and Logistic

Regression

Mausumi Goswami and Pratik Sabata

Abstract In recent times, along with the expansion of technology, the Internet also
has flourished exponentially. World is more connected today not only through the
technology, but also through sharing sentiments to express views, either be construc-
tive or destructive in front of the world through social media. Twitter, Facebook,
Instagram, etc., are being used as social media to reach the world. The study of
understanding people’s emotions, intentions, attitudes from unstructured data is
opinion mining/sentiment analysis. This is an application of NLP or text mining.
In this paper, an attempt is made to realize sentiment analysis’s multiple dimensions
using approaches such as ML and NLP-based techngies like word frequency and
TF-IDF. Using ML approach, experiments were conducted, and the performance
of the predictions was visualized. Three different datasets are used. A comparison
of logistic regression (LR) and stochastic gradient descent (SGD) algorithms are
compared using two different document representation. An extensive comparison
is carried out using three different types of dataset. Amazon instant video datasets,
bank dataset and movie reviews datasets are being used for the same. Analysis of
performance is accomplished by using different graphs. The results indicate that
logistic regression performs better than stochastic gradient descent for movie review
dataset by using word frequency and TF-IDF-based approach.

Keywords Sentiment classification + Opinion mining - Machine learning -
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1 Introduction

With the recent advancement in technology, World Wide Web has also increased
indefinitely [1]. Nowadays, in various social networking platforms such as Insta-
gram, Twitter, Facebook, etc., people are more expressive on their views on different
products or services [1]. Hence, it becomes vital for companies to understand
various concerns faced by consumers for a particular service/product. Companies
can perform analysis such as sentiment analysis [2—6], to understand the customer
views [1]. In this work, a comparative analysis of sentiment analysis is done.

2 Background

Term frequency and word frequency are being used for text document representation.
Opinion mining or sentiment analysis [1, 7-25] used text data. Sentiment analysis [1,
7-15] for simplicity can be thought as realizing people’s intensions, views, characters
from unstructured data. SA can be performed by various methods as mentioned above.
These methods are discussed in detail in the following sub-section.

Lexicon-Based Method

Lexicons are the set of words of meaning, recognized and precompiled. In this
approach, we use text to extract sentiment [1, 7-20] and then evaluate its polarity
[12]. An alias is a knowledge-oriented method. The approach using lexicon can be
decomposed: approach utilizing dictionary and approach utilizing corpus [12]. From
the literature [12], view-related terms were classified. A detailed study has been made
in the literature [12] to find words with the same meaning and words with a different
meaning. Then, a collection of words of views is prepared, and then, extra relevant
words of views in a broad corpus dependent upon its context are gathered [12]. A
trivial collection of terms representing opinions is collected manually to perform a
lexicon approach [12]. This collection is therefore gradually built through the quest
for its synonyms and antonyms within popularly used tools [12].

Machine Learning-Based Method

ML suggests a way to solve sentiment [1, 7-15] classification [16-25]. The first step
is to create and instruct the model with the training dataset. The next step is to predict
the sentiment [1, 7-25] of the test dataset from previous knowledge [12]. This method
is categorized as follows: supervised, unsupervised and reinforcement learning [13].
In supervised learning, we use data that are labelled for our model. In unsupervised
learning, we use data that are not labelled for our model. In reinforcement learning,
purpose is to achieve the target in dynamic space and is based on reward-based system
[13].
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Deep Learning-Based Method: A Subset of ML

This method [26-30] is a man-made intelligence system that mimics the human
brain’s workings in data processing and generates patterns that are used for making
decisions [14]. DL is a subcategory of AI/ML which are competent in learning from
labelled or unlabelled data without supervision [14]. DL emphasizes multi-layered
technique to hidden layers that are present in the neural network [21]. Traditional
machine learning approaches identify and extract features either manually or by
using the methods of selecting features [21]. Nonetheless, features are identified
and automatically retrieved in deep learning models, ensuring greater accuracy and
performance [21].

Deep Neural Networks (DNN)

A DNN contains atleast two layers. Few of these layers are hidden [21]. To process
data in several different ways, deep neural networks use sophisticated mathematical
modelling [21]. It is an adjustable model as it contains various layers in the processes.
These layers are input, output and hidden [21].

3 Methodology

The steps followed to apply some of the measures to the datasets mentioned
concerning real-life examples are explained below.
Algorithm:

Input: n, D
n: number of documents, D: Collection of documents

Intitialization: Intializing parameters based on the model

Procedure:

Step 1: Read D, collection of documents

Step 2: Select important features from D

Step 3: Build Model Feeding the training data to the Logistic Regression Algorithm

Step 4: Logistic Regression model’s performance is checked by giving input as the testing dataset
Step 5: Model’s performance is evaluated & visualized

Step 6: Build model using Stochastic Gradient Descent by using SGD algorithm

Step7: Test the model and compute accuracy

Step 8: Compare accuracies of both the approaches
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4 Experiments and Results

In this section, the experiments and results are discussed.

4.1 Datasets Used for SA

We briefly describe the text [31, 32] datasets that have been used for experimenta-
tion purposes. Here, we have used three datasets for carrying out the analysis. The
first dataset used for sentiment analysis is Amazon instant video datasets [33]. This
dataset is a limited portion of products manufactured by Amazon. It contains 37,126
product reviews with information like reviewerlD, reviewername, overall(rating),
helpfulness, etc [33]. The satisfaction of a customer with the product is calculated
based on the rating given by the customers. We use this dataset to predict whether
the user is satisfied with the Amazon instant video or not, based on the rating and
reviews. This is yet another application of sentiment analysis using which a company
can decide their customer’s satisfaction with their product. We represent this dataset
as DS_AIV. The second dataset is bank dataset [34]. The bank dataset contains
738 records, that contain the interest rate, credit, durations, previous month details,
etc [34]. It contains information about the customer’s previous transaction that is
represented as successful or unsuccessful. Using this information, we wish to know
whether the bank marketing strategy was successful or not [34]. This can be an
example of a classification problem. We represent this dataset as DS_BANK. The
third dataset is movie reviews from Twitter [35]. This dataset contains 50,000 movie
reviews. This dataset has a mixture of positive and negative reviews. We can represent
this dataset as movie reviews. The details of all datasets that were used for analysis
are portrayed in Table 1.

Table 1 Details of all the two datasets are given below

No. |Name of datasets | Dataset dize | Application

DS_AIV 37,126 Sentiment analysis using LR
2 DS_BANK 738 Sentiment analysis using LR
Movie reviews 50,000 Sentiment analysis using LR and stochatis gradient

descent
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4.2 Experimental Setup

This experiment is carried on a system with the configuration as specified below.
The system should have storage of 1 TB (recommended) with a RAM of 8 GB for
the smooth functioning of the programmes. The system should have a processor
higher than intel i3 6th generation. For running the programmes, the system should
have anaconda 3 installed with python version 3.8. The python programme can
be run in Jupyter notebook (that comes with anaconda, with most of the libraries
preinstalled); otherwise, it can be run in the platform provided by Google that is
Google Collaboratory, but it requires a stable Internet connection to run it.

4.3 Results

The efficiency of classification of sentiments can be measured through four factors,
they are determined as follows:

Model_Acc = (TruePos_DS + TrueNeg_DS)
/(TruePos_DS 4 TrueNeg_DS

+FalsePos_DS + FalseNeg_DS) (D)
Model_PR = TruePos_DS/(TruePos_DS + FalsePos_DS) 2)
Model_Rec = TruePos_DS/(TruePos_DS + FalseNeg_DS) 3)

Model_Fscore = (2 x Model_PR x Model_Rec)/(Model_PR + Model_Rec)
“4)

The results are illustrated in the form of tables indexed with 2, 3, 4 and 5. It
also shows the confusion matrix that is useful for calculating the performance of
the classifier. The details of dataset, cases, ratio, records, training, testing, accuracy
(%), etc., are showns as CC1,CC2,CC3,CC4,CCS5, CC6, CC7, respectively, in Table
2 and 5.

Table S1: Summary 1
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Table 2 Performance of DS_AIV

CCl CcC2 | CC3 CC4 CC5 cc6 | ccr

DS AID | 1 50:50 | 37126 | 18563 | 18563 | 90.45

DS AID | 2 70:30 | 37126 | 25988 | 11138 | 90.63

DS AID | 3 80:20 | 37126 | 29701 | 7425 |90.14

DS AID | 4 90:10 | 37126 | 33413 [3713 | 88.34
Table 3 Confusion Matrix of DS_AIV Table 4 Confusion Matrix of DS_BANK

: Ratio | TP | FN | FP | TN
Ratio | TP | FN | FP | TN
50:50 | 641 | 1616 | 156 | 16150 S0:30 1 155129 1 24 1 162
70:30 | 491 | 909 | 134 | 9604 70:30 193 | 18 113 | 98
80:20 | 406 | 621 | 111 | 6288 80:20 | 60 | 10 | 11 | 67
90:10 | 257 | 374 | 59 | 3023 90:10 | 29 13 |9 |33

Table 5 DS_BANK

CCl1 cc2cc3 [ccs [ccs [cee | ey

DS BANK | 1 50:50 | 738 | 369 [369 | 85.67

DS BANK | 2 70:30 | 738 [ 517 | 221 | 86.03

DS BANK | 3 80:20 | 738 [592 | 146 | 8581

DS BANK | 4 90:10 | 738 [ 666 | 72 83.78

Accul'acy : SGDWF, LRWF, LRTFIDF, SGDTFIDF
1
4. F
0
SGDWEF LRWEF LRTFIDF SGDTFIDF
Fig. 1

Table S1: Summary1 shows comparison of stochastic gradient descent and logistic
regression. Performance is compared using word frequency-based approach and
term frequency—inverse document frequency-based approach. Stochastic gradient
descent using word frequency is represented as SGDWE, logistic regression using
word frequency is represented as LRWE, logistic regresession using tf-idf is LRTF
and stochastic gradient descent using word frequency is represented as SGDWF.
Performance of LR supercedes performance of SGD as shown in Fig. 1.



Evaluation of ML-Based Sentiment Analysis Techniques ...

Table S2: Summary 2

159

Training Vs Testing of DS_AIV

40000
0
50:50:00 70:30:00 80:20:00 90:10:00
M Records M Training Testing
Fig. 2 Training & testing dataset
Accuracy (%) of DS_AIV Line chart : TP, TN,FP,FN of DS_AIV
91 20000
90 10000 \
0
89 . - . .
<,>Q ,\Q %0 0)0
88
0 2 4 6 e TP e FN FP emmm=TN
Fig. 3a Accuracy graph Fig. 3b TP,TN,FP,FN

Comparison of Accuracy in case of LR and SVM
0.7512 0.75

0.5829

svm_bow_score Ir_bow_score Ir_tfidf_score svm_tfidf_score

Fig. 4 Comparision of accuracy in LR & SVM

In Table S2: Summary 2, the effect of change of training and testing data is
demonstrated by using graphs. Also, a bar graph compared the performance of linear
stochastic gradient descent (SVM) and logistic regression. Figure 4 demonstrates
that logistic regression using bag of words frequency and tf-idf frequency showed

better performance than linear SVM.
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Table 6 Summary 3 summarizes the results of the experiemtns conducted with
DS_BANK dataset. It is observed that accuracy is best achieved in case 2 ( 70:30).
In case of DS_AIV.

Table 6: Summary 3

DS_BANK : Training Vs Testing DS_BANK: Accuracy (%)
800 87
600
86
20 I II II II
200 II 85
0 I I |
\} \} \} \} 84
S S S S 83
) A £ B
82
B Records M Training M Testing 1 2 3 4
Fig. 5 Fig. 6
DS_BANK TP,FP,TN,FN DS_BANK : optimal accuracy and
200 training
150 1000 88
100
50 I I 86
0 Hm TS I__I m _0 500
. I 84
\} \} \}
SRS 0 82
S o5 » >
& N N o 1 2 3 4
ETP ERFN mFP BTN N Training e Accuracy (%)
Fig.7 Fig. 8
DS_BANK TP,FP,TN,FN DS_BANK: TP Vs TN
200 200
v I I 100 .\.\
0 | ] I-_I I__I m _0H 0
R A S vy ST ST DT
C)Q /\Q ‘bQ O)Q %Q . /\Q . %Q : O)Q :
ETP MFN mFP ETN TP an@u=TN
Fig. 9 Fig. 10

The table contents in Table 6: Summary 3 are arranged in row major order. In
first row of Table 6, we have Fig. 5. DS_BANK: training versus testing and Fig. 6 .
DS_BANK: accuracy included to demonstrate comparisons visually. In second row,
we have Fig. 7. DS_BANK: TP,FP,TN,FN and Fig. 8 . DS_BANK: optimal accuracy
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and training are included. Figure 9. DS_BANK: optimal accuracy and testing, Fig. 10.
DS_BANK: TP versus TN values are plotted to realize the trends.

5 Discussion and Conclusion

In this paper, we explored what sentiment analysis is and why sentiment anal-
ysis is so essential in modern companies or customer retention firms. We have
discussed different approaches through which sentiment analysis can be performed.
A comparative study has been carried out to understand Machine learning tech-
niques for sentiment analysis in detail. Figures 1, 2, 3a, 3b, 4,5, 6, 7, 8, 9 and
10 are used to visualize the statistics. Sentiment analysis acts as business intelli-
gence for market research. A comparison of stochastic gradient descent and logistic
regression performance is conducted by using word frequency-based approach and
term frequency—inverse document frequency-based approach. Stochastic gradient
descent using word frequency is represented as SGDWEF, logistic regression using
word frequency is represented as LRWE, logistic regresession using tf-idf is LRTF
and stochastic gradient descent using word frequency is represented as SGDWF.
Performance of LR supercedes performance of SGD.The best accuracy is obtained
in case 2 for two different datasets. Logistic regression performed pretty well, but
by using other machine learning models such as SVM with kernel function, Naive
Bayes, etc., may also be applied to inspect if the performance could be increased.
In furture work, first, we plan to apply the word embedding approach for sentiment
analysis as it is simple and has high speed. After this, we plan to use the ANN
approach for sentiment analysis, followed by RNN using LSTM. Sentiment analysis
using primary datasets collected in real life is also going to be considered in future
work.
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A Comparative Analysis of Sentiment )
Analysis Using RNN-LSTM and Logistic | %o
Regression

Mausumi Goswami and Prachi Sajwan

Abstract Social media analytics makes abig difference in the success or failure of an
organization. The data gathered from social media can be used to get a hit type product
by analyzing the data and getting important information about the need of the people.
This can be done by implementing sentiment analysis on the available data and then
accessing the feelings of the customers about the product or service and knowing if
it is actually being liked by them or not. Tracking data of the customers helps the
organization in many ways. This study was done to get familiarized with the concept
of data analytics and how social media plays an important role in it. Furthermore,
Web scraping of Twitter and YouTube data was done following which a standard
dataset was selected to do the other analytics. The field of sentiment analysis was
used to get the emotions of the people. Logistic regression and RNN-LSTM models
were used to perform the same, and then, the results were compared.

Keywords RNN-LSTM - Logistic regression * Descriptive analytics * Predictive
analytics - Sentiment analysis

1 Introduction

Social networks data is the raw data that is gathered from the day-to-day social media
activities of a person. How long is the person using a channel for, what all channels
are being used, what they are being used for, everything is tracked in social media
data. It seems each time we visit a site or write a message, it creates a digital foot
print. Recently, it has grabbed a lot of interest due to the recent news broadcasted
using TV and other media platforms. The raw information includes: shares, mentions,
comments, clicks, chats, etc. Data analytics is used to analyze this raw information
to come up with a conclusion, to find some trend in the data and get answers. Big
companies do data analytics on raw data to get the right customers and the market.
Influencers can find out who their followers are using data analytics. A person who
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performs data analytics is called a data analyst. A data analyst can do the following:
Use different API services to get the raw data from all the social media channels like
Twitter, Facebook, and YouTube. Process the primarily structured data by applying
regression, classification, and correlation to get a deep extrospection of the people. Do
sentiment analysis on unstructured data, i.e., textual comments, to get the sentiments
depicted in them. Utilize tools available for gathering, analyzing, and exploring the
raw data for research and other purposes.

This study was done to get familiarized with the concept of data analytics and
how social media plays an important role in it. Furthermore, Web scraping of Twitter
and YouTube data was done following which a standard dataset was selected to do
the other analytics. The field of sentiment analysis was used to get the emotions of
the people. Logistic regression and RNN-LSTM models were used to perform the
same, and then, the results were compared.

2 Motivation and Background

Sentiment analysis has always been a topic of interest for many people as it can
be used in many possible ways. The main reason that this study was started was to
see how machine learning and deep learning can be used to depict mental health
using social media data. Mental health is the topic of concern at this time and since
sentiment analysis can be used to analyze the same, the study became interesting day
by day. Mental health is really important, and hence, this study was done in order
to help such people. After scrapping some data and performing analysis, the study
shifted to a more prominent dataset that is available worldwide.

The study contributes toward encouraging people to perform machine learning
on social media data so as to help people in a way no one would have imagined. This
study also focuses on comparing machine learning and deep learning in order to
help people identify which one would fit their data the best. Logistic regression and
recurrent neural network were used to complete this study and make it understandable
for everyone. Structured data is quantitative data having predefined data models that
can be analyzed easily. Structured data is usually made up of only texts, and hence,
it is easy to search for a specific thing in it. This type of data can generally be
extracted from relational databases and data warehouses. SQL is used to manage
such data which has a high level of organization. It can be easily understood by
machine language which is an attractive feature of structured data. Structured data is
considered the most conventional type of data storage as the earliest forms of database
management systems (DBMS) had the option to store and analyze it. Structured data
includes all the information that can be stored in SQL in the form of a table having
columns and rows, e.g., relational data. Unstructured data refers to the data that is not
organized or has a predefined data model. The data that comes under unstructured
can be anything from a text, an image, sound, video, or other formats. Basically,
the data that cannot be classified to fit into one model is unstructured data. It is
qualitative data that cannot be analyzed by using the traditional methods. The amount
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of unstructured data generated today is more than 80% of the total data. Unstructured
data if harnessed properly can give a very deep understanding of a human that we
can never get from structured data. The storage and processing of such kind of data
has become really easy in these years with new tools in the market that can be used
for these unstructured data,e.g., word processing, emails, etc.

3 Related Work

To enhance this study, a few studies were reviewed to get a better understanding of the
different approaches to sentiment analysis. A trend of using deep learning models to
increase the efficiency of sentiment analysis came into notice. One such comparative
study was done by Nhan, Maria and Fernando [1] on deep learning models. They
basically took eight datasets and identified popular approaches that are being used
recently for sentiment analysis. They chose three approaches: CNN, RNN, and DNN
and applied them to all the eight datasets to perform sentiment analysis [2—12]. They
realized that RNN has a much higher computational time, but it is reliable when
word embedding is used. CNN presents a balance between CPU runtime and accu-
racy while DNN is the simplest model of them all and gives results very quickly, but
its accuracy is average. RNN with TF-IDF offers the least accuracy when compared
with others while CNN results in the best accuracy. The type of dataset chosen is what
makes the main difference. A study was done between SWEM, CNN, and LSTM
models on 17 datasets [13] that reported LSTM models which are hard to optimize
when compared with CNN or different variations of word embeddings. SWEMs gave
either better or comparable performance to CNN and LSTM in most of the datasets.
Another study [14] took into consideration the main approaches to sentiments anal-
ysis, i.e., Lexicon-based, machine learning-based, and rule-based approach. They
studied their pros, cons, efficiency, accuracy, and other factors to get results. They
realized that machine learning is the best approach, and hence, they performed many
machine learning algorithms like SVM, KNN, and NB on the dataset to further
check which model will fit the best in order to improve the efficiency of sentiment
analysis [2—12]. Comparative study of classification algorithms [15] that are used
in sentiment analysis was done to select the most efficient classification algorithm.
Naive Bayes classifier [16-20], max entropy classifier, boosted trees classifier, and
random forest classifier are the classification algorithms used in this research. These
algorithms were analyzed on the basis of simplicity, performance, accuracy, memory
requirement, and other important factors. At the end, the conclusion was drawn that
the selection of the algorithm truly depends on the type of dataset and what kind of
classification is required. All the classification algorithms used have their own pros
and cons, and hence, all the other important factors should be taken into consideration
before selecting a particular classification algorithm.
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4 Methodology

In this section, the steps followed during the process are explained. The sentiment
analysis using logistic regression is performed as follows:

1.
2.

The first step is tokenization of the dataset which is done using CountVectorizer.
This is followed by preprocessing of data by removing the stop words, correcting
misspelled words, stemming, converting everything to lowercase, and removing
punctuations.

After that, word grouping is done using the Bag of Words method, and feature
weighting is done using IDF and TF-IDF.

The equation for implementing IDF and TF-IDF in Scikit-learn is:

idf(t,d) =1 1+ nd 1 1
lf(,)—0g<m>+ (1)
tf —idf(t,d) =tf@,d)x@{df (t,d)) 2)

After that, text data is transformed into tf-idf vectors, and then, it is classified
using logistic regression.
At the end, model evaluation is done, and then, classification report is prepared.

Sentiment Analysis Using RNN-LSTM

The preprocessing of data is done by correcting misspelled words and converting
everything to lower case.

Then, it is passed through an embedding created by us using the dataset, and then,
they are converted to lower case. The bigger the vocabulary size, more words from
training sets are used, and more the embedding dimension, more the computation
power is required.

The vocabulary size is defined, so that if sequence length is more than that, then
post truncation will take place.

After this, the data is passed through the TensorFlow tokenizer for tokenization,
and all the words are mapped to different indices through a reverse word index
dictionary.

Then, it is modeled using an embedding layer, LSTM bidirectional layer, and
dense layer.

At the end, the model for predictions is made, and a confusion matrix is created.

To maintain clarity of the diagrams, few abbreviations are used. Here, a list is

shown: A-Input dataset, B-Preprocessing, B1-Correction of misspelled words, B2-
Conversion of words to lower case, C- Embedding, D-tokenization using TensorFlow
tokenizer, E-Train the model using RNN-LSTM, and F- Evaluate the model. The flow
chart of the technique is demonstrated in Fig. 1.
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Fig. 1 Flowchart of
RNN-LSTM
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In this section, the experiments and results are discussed. The system in which most
of the work was done is a hardware from Dell with Windows 10 having an i3 Intel
core processor, 4.00 GB RAM, and 1 Tb hard disk space with a 64-bit operating
system. For training machine learning models, Jupyter Notebook with Python 3.8 was
used, and the deep learning execution work was done on cloud-based Colaboratory
(Colab) by Google Research. Colab can be used to run Python code on the browser
without actually having a setup on the system. It is used a lot to perform machine
learning and deep learning. Colab is based on Jupyter and is free of cost. The package
used to perform logistic regression is Scikit-learn, and for RNN-LSTM, Keras and
TensorFlow have been used. The work started off by doing Web scraping of the
dataset from Twitter and YouTube. Developer accounts for both the social media
platforms to use the data collection APIs that were created. For extraction of datasets
like Olympics data, cricket data with 50 rows each was done as a start. Performance
of basic statistical analysis and text mining on the collected datasets using R and

5 Experiments and Results



170 M. Goswami and P. Sajwan
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Table 1 Dataset description S. no Dataset name Description
1 DS1_mr IMDB movie review dataset

sentiment analysis using Python was observed. The word cloud representation is
shown in Fig. 2.

Since this is an ongoing work, hence, standard datasets to do our computations
and to realize how prediction works were taken, and the main topic that should be
focused on was selected, i.e., sentiment analysis [22-34]. The dataset [21] name with
description is given in Table 1.

To perform a comparative study, DS1_mr dataset obtained from Stanford Univer-
sity was used. This dataset is a binary sentiment classification dataset which has
50,000 highly polar movie reviews and includes unlabelled data as well. The dataset
contains reviews of different movies, and the samples are divided into positive and
negative. This dataset was chosen as it is very easily available to everyone and anyone
can use it to perform tasks. A glimpse of it is shown in Fig. 3.

Two models were trained (logistic regression, RNN-LSTM) on the dataset to
perform sentiment analysis. Logistic regression is a machine learning approach while
RNN-LSTM is a deep learning model. One model from machine and deep learning
each was taken in order to compare the results and contribute in improving sentiment
analysis tasks.

Firstly, sentiment analysis using logistic regression was performed, and the results
were recorded. After that, the dataset was trained to perform sentiment analysis using
RNN. Different percentages for training and testing were taken into consideration.
Both the models were made to run five times each with Case-1: 50% training and 50%
testing, Case-2: 70% training and 30% testing, Case-3: 80% training and 20% testing,
Case-4: 90% training and 10% testing, and Case-5: 95% training and 5% testing.
The accuracy was recorded along with a confusion matrix. A confusion matrix (also
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Fig. 3 Dataset snapshot i i
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called error matrix) is used to visualize the performance of an algorithm mostly
supervised learning algorithms. The rows of the matrix represent the predicted class
instances, while the columns represent the actual class instances or it can be vice
versa too. It consists of True Positive (TP), False Positive (FP), True Negative (TN),
False Negative (FN). All these values were recorded and accordingly the following
graph is constructed as shown in Fig. 4.

Even though the accuracy shown in the graph might be low for RNN-LSTM, it
is a deep learning model, and the better it is trained, the better will be the accuracy.
The logistic regression model is in its highest accuracy, and no matter how much
it is trained, it will hardly increase. Hence, if the deep learning model is trained in
a better way like by using GloVe embeddings which has almost all the words in
the world or bidirectional encoder representations from transformers (BERT) which
is an NLP pretraining technique by Google, then a way better accuracy for a deep
learning model when compared to a machine learning model can be achieved. This
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basically proves that an algorithm should be selected not only on the basis of the
dataset chosen but also on the kind of classification required to be done. This also
emphasizes that NLP based document representation techniques have an impact on
the accuracy of classification.

6 Discussion and Conclusion

A comparative analysis was performed which started with Web scraping of the
datasets, and then, a standard dataset was chosen for a comparative study between
sentiment analysis using logistic regression and RNN-LSTM. All the important
aspects were explored, and the results are analyzed along with the visual represen-
tations. Figure 1 has demonstrated the flow of the methodology, Fig. 2. has demon-
strated the word cloud representation, Fig. 3. has shown a snapshot of the dataset,
Fig. 4. has compared the accuracy. This comparative analysis has shown that the
accuracy of RNN-LSTM approach gets better with each epoch. Total five different
cases were considered. Each has shown that with more training, the accuracy was
improved. The accuracy of the logistic regression classifier was close to 0.90. For
further studies, Web scraping of a large dataset to perform the same has been taken
into consideration. Topics like 1. Lightweight deep learning algorithms which is
modeling using a normal classifier and then using deep learning for only a part of the
modeling to keep the computation low and 2. Transfer learning which is basically
storing some knowledge and using it later were also explored and will definitely be
included in the future work. Sentiment analysis using word-embedding-based model
called SWEM has also been selected as a topic for future work as word embedding
has more computational efficiency compared to RNN-LSTM as it has less parame-
ters. RNN suffers from vanishing gradient descent problem; hence, LSTM came for
rescue. Now, RNN-LSTM also is not very good with hardware as they are compu-
tationally expensive. Attention is proposed very recently and selected as a topic to
explore for future work.
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Abstract With the appearance of technology, the present age has changed signif-
icantly. We see a colossal amount of advancement in all fields and spheres of life,
starting right from making life more convenient than ever to making the impos-
sible possible. So, we came up with an idea to develop an application which would
help blind people recognize objects around them and help them walk around freely
avoiding obstacles around them. This proposed support system would help the blind
people perceive the surroundings and help them interact with the system about the
objects around them. This application is not only for blind people. It has many other
applications too. The same concept can be used for autonomous driving, to locate
objects in the surroundings and to avoid them and move in a clear path. The proposed
system uses the concept of augmented reality and deep learning to detect objects and
their distances from the system. Apart from this, the system would help to locate
text and differentiate between similar-looking objects like currencies. The android
environment is used for the development of the system. The system is validated with
rigorous real-time testing.

Keywords Deep learning - Augmented reality + ML kit + Arcore - MobileNet v1 -
TensorFlow lite
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1 Introduction

Significant advancement in deep learning (DL) during the last few years helps us
to create complex machine learning (ML) models for detecting objects in images
regardless of the required characteristics. This development has empowered engi-
neers to replace existing heuristics-based systems in favor of ML models [1] with
enhanced performance. As people are using their mobile phones to a larger extent
and expect increasingly advanced performances from their mobile applications, the
industry needs to adopt more advanced technologies to meet up to expectations. One
such adaptation is using ML algorithms for object detection [2, 3].

Once the objects are detected, the actual distances between the user and objects
need to find out that helps the user to react accordingly. Ultrasonic sensors may be
an option for it but they cannot be used in places where there are objects in nearby.
In this context, application would be a potential solution applying augmented reality
(AR) [4]. AR can run on almost all android devices. A basic android device is cheap
and is owned by almost every person. Properties of AR such as placing, scaling,
and occlusion help us detect the places and also interact with different objects in
it. Using different AR algorithms, we can find the distance between the objects [5].
Augmented reality aims in establishing a relationship between virtual worlds to the
real world. Consequently, its objective is to provide information written directly in
the physical environment [6]. AR can also be applied to computer-assisted commu-
nication techniques; it does not matter from AR-film interactions. AR is interactive
in real-time and is registered in 3D [7]. AR helps in education [8]. Our proposed
system is on healthcare for assistive technology. Surely, it will help in recognizing
objects and track them in a 3D space [9, 10].

The proposed system will allow a person to know about the location of an object
via audio output. It will help the persons to find surrounding objects without the help
of others and devise a path to walk accordingly. It will help them locate text and
differentiate between similar-looking objects like currencies. The system works best
in a closed room with multiple objects.

The organization of the paper is as follows, and the next section discusses the
literature review of related work done in past. Section 3 discusses the applied methods
for object recognition. Section 4 explains proposed methodology. Section 5 discusses
result, testing, and validation. Section 6 draws the conclusion.

2 Literature Review

A literature survey was conducted on existing technologies and their drawbacks and

also reviewed several solutions that can be used to overcome these problems.
Object detection and its implementation on android devices have been proposed

by Zhongjie Li and Rao Zhang. They identified the integration of neural networks
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with mobile devices. The proper understanding of the workings of neural networks
in android devices has been achieved.

Mobile object detection using TensorFlow Lite and transfer learning by Oscar
Alsing, Stockholm, Sweden, 2018 [11]. TensorFlow Lite can run on less powerful
mobile devices, unlike TensorFlow. The TensorFlow Lite can run on less powerful
mobile devices, unlike TensorFlow.

Assistive system for visually impaired using object recognition has been devel-
oped by Kumar [12]. The introduction to object recognition and its challenges are
described in the proposed model. The proposed model helps in challenges faced
while using image recognition.

Real-time object detection and recognition model for blind people has been devel-
oped by Mohammad AL-Najjar et al. [13]. Object detection and recognition method-
ologies for the visually impaired have been discussed. The proposed model helps by
supporting a proper understanding of the implementation of different technologies
to assist the blind.

Assistive technology for individuals with blindness and vision impairment by
Dana A. Draa, MA, CRC, COMS visual impairment services team. The actual find-
ings here are current trends in technology for the blind and visually impaired propri-
etary versus conventional. It helps to get the answer why do the assistive technologies
need for the visually impaired?

In a different study by van Voorst [14], it is quite easily explained why augmented
reality has become a general indoor and outdoor navigation solution. As a solution,
it proposed that augmented reality can be used as a solution for finding distances at
the indoor and outdoor locations to establish the decision for the use of ARCore for
handheld devices.

Design and implementation of text-to-speech conversion for visually impaired
People have been done by Isewon et al. [15]. The findings of the article are the use of
text-to-speech (TTS) synthesizer as an assistive technology for the visually impaired.

3 Methods Applied

3.1 Object Recognition

Object recognition is a significant piece of our vision framework to get by in this
world, human, and different animals can play out this assignment immediately and
easily, yet this is a difficult issue for a machine because each article in the 3D world
can cast the endless number of 2D projections because of relative changes, change in
light, and camera perspective. Figure 1 shows the steps for object recognition. Object
recognition is a comprehensively considered field, there are many articles accessible
on this topic, and all of these are isolated into shallow learning object recognition
strategies and deep learning object acknowledgment techniques. In unsupervised
learning, the system is prepared with unlabeled information, and it requires some
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Trained
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Image extraction features output

Fig. 1 Object recognition pipeline

investment that too without the utilization of named data [16]. In our undertaking,
we have utilized MobileNet V1 which utilized depth-wise convolution followed by
point-wise convolution. It is a pre-trained object detection model that was optimized
to work with TensorFlow Lite.

3.1.1 Object Recognition Pipeline

The mechanical advancements [17] urge us to build up a framework for the less
favored gathering of individuals and the individuals who have debilitations. Many
electronic assistive systems that have been developed for them, but only a few of
them incorporate computer vision- based machine learning algorithms and the new
technology of augmented reality together. Recent developments allow us to incorpo-
rate these technologies in our mobile device such as android smartphones which can
help us replace existing technologies such as a camera mounted on a glass system,
using ultrasonic sensors, helps to reduce the use of wearable technologies.

3.1.2 ML Kit

ML kit [2] is part of the firebase ecosystem and offers a wide range of machine
learning features that offer facial recognition, text barcoding, text recognition, image
tagging, intelligent response, external language, and identification models. The ML
kit also supports special model integrations such as TensorFlow Lite models. All
of these APIs are capable of operating offline, which gives us the advantages of a
machine learning model without ever having an Internet connection. ML kit makes it
easy for us to apply machine learning techniques in our proposed model by bringing
Google’s machine learning algorithms such as Google cloud vision API, Tensor
Flow Lite [18], and the android neural network API, together in a single SDK [17].
In our proposed model, we have used specifically used image labeling, landmark
recognition, and object detection and tracking to get the idea of where, which object
is placed in an environment.
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Fig. 2 Depth-wise convolution followed by point wise convolution [3]

3.1.3 Tensor Flow Lite and MobileNetV1

TensorFlow Lite [3] is a set of tools that allows developers to run TensorFlow models
on mobile, embedded IoT devices. It works by using on-device machine leaning
inferences with low latency and small binary size.

Mobile NetV1 [1] is a pre-trained object detection model that was optimized to
work with TensorFlow Lite. We have used a quantized model that offers the smallest
model size and fastest performance at the expense of accuracy. Depth-wise separable
convolution is used to reduce the size of the model and its complexity, shown in Fig. 2.

Depth-wise convolution is the channel-wise [DK x DK] spatial convolution. For
example, we have six channels in the above figure, then we will have [6 (DK x DK)]
spatial convolution. Point-wise convolution actually is the (1 x 1) convolution to
change the dimension. From that, we have the depth-wise separable convolution cost
as:

DK.DK.M.DEDF + M.N.DFE.DF (1)

where the left side denotes depth-wise convolution cost and the right side denotes
point-wise convolution cost. M is the number of input channels, and N is number
of output channels, DK denotes kernel size, and DF denotes feature map size.
Batch normalization and ReLU are applied in it after each convolution as shown
in Fig. 1.3.4.2. When 1.0 MobileNet-224 is used, it outperforms GoogLeNet and
VGGNet (Table 1).

Table 1 MobileNet comparison to popular models on the ImageNet dataset [1]

Model ImageNet accuracy (%) | Million multi-adds | Million parameters
1.0 MobileNet-224 | 70.6 569 42
GoogleNet 69.8 1550 6.8
VCG 16 71.5 15,300 138
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4 Proposed Methodology

Similar to Google text-to-speech application, we have proposed our model to give
audio feedback to the user about the objects and distance from the object and what
objects are in which area. The users can double-tap on the screen which will lead to
distance mode and then tap on the screen to find the approximate distance between
the object and the user. Voice feedback will be given to the user about how far the
objects are from the user.

4.1 Data Flow Diagram

See Figs. 3,4 and 5.

4.2 Identification Mode

The object detection and identification process is carried out in this intent. We
have used ML kit to incorporate the TensorFlow Lite model in the application. The
algorithm for the process and the flowchart has been explained below (Fig. 6).

4.3 Distance Mode

The straight line distance between the camera and the object is identified by placing
an anchor over the object. We have used “ARCore” to calculate the relative distance

Fig. 3 Context level DFD

USER
Camera Detected images
input and distance
BLIND
ASSIST
APP

0
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Fig. 6 Flowchart for identification process

to the surface detected by the phone [5]. The phone at first is in identification mode.
On double-tapping the screen, it will go to distance mode and start the plane detection
automatically using AR fragment. After detecting a plane on a single tap, it will find
the distance to that plane and give the output in the form of speech. The flow-chart of
distance calculation is shown in Fig. 7. The position of the anchor in the real world
can be found out by using the “getPose” function with width, height, and depth. We
can calculate the distance using Euclidean distance which says:

Distance = \/(xl —x2) + (y1 —y2) + (z1 — z2) 2)

where x1, y1 and z1 are the “objectPose” and x2, y2 and z2 are the “cameraPose”.

5 Results, Testing and Validation

Results are validated with two different experiments that have been carried out. In the
first experiment, the accuracy of our application is tested using our dataset of 1000
objects, and in the second experiment, the algorithm is evaluated for the Euclidean
distance. We have identified five different scenarios and then evaluated on it [19-21].
Object category classification accuracy formula given the following equation:

C tly classified object:
Accuracy = orrectly classi e. objects 100 3)
Total no. of objects
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Fig. 7 Flow-chart for distance calculation

Distance calculation accuracy can be given by the equation:

Actual distance — Distance in app
DA =100 —

100 4
Actual distance X 4)

where DA is the distance accuracy. The screenshot of the test image and the logcat
is shared below. The application after many trials, runs as desired.

5.1 Results and Validation

(a) Object Classification Accuracy:
Five scenarios in different lighting condition are proposed for test, shown in
Fig. 8.

(b) Distance Accuracy: Similarly, the distance accuracy shown in Fig. 9 is calcu-
lated. We have used five scenarios in different lighting conditions to the
model.

Conclusion for Distance accuracy: Calculating the average of all the tests, we
can find the accuracy to be 82.7%. After conducting all the experiments and testing,
we can conclude that the application is running as desired, and the results can be
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It identified the objects really well.
The pots, patio and greenhouse are
clearly described. In this image
three out of three classifications are
correct.

It recognizes the car well along with
the grille. The racer in this context
can be known. In this image three
out of three classifications are
correct.

Identification mode All the objects are correctly
classified in this image. Three out
of three objects are classified
correctly.

Identification mode It struggles under low light as it

; " can be seen in this case. Lotion is
incorrectly classified and even
though it looks like a water jug, it is
far from it. One out of three objects
is classified correctly.

Conclusion for image labelling:
Correctly classified = 11,

Total no of objects classified = 15.
Therefore Accuracy = (12/15)x100 =
80%

Fig. 8 Object classification accuracy
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100 =96.78%

Distance according to the camera =
0.46 meters

Actual distance = 0.41 meters
Accuracy = 100 - (0.41-0.46/0.41)
x100 = 87.80%

Fig. 9 Object distance accuracy

validated with the same. The application has an object recognition accuracy of 80%
and a distance accuracy of 82.7% which is quite high for an application.

6 Conclusion

In this paper, we have proposed an assistive system for the visually impaired people in
our society, which exploits the new technologies of machine learning incorporated
with augmented reality. From literature survey of existing technologies, we have
concluded that augmented reality was never used to assist the visually impaired. Our
model is one which amalgam AR with other technologies such as machine learning
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to achieve 80% accuracy in image classification and 82.7% accuracy in distance
measurement. But AR core has some limitation like it does not work well with
surfaces with fewer details. It is difficult for the camera to make out the edges. The
model size is a bit large 60 MB. Further optimization will reduce the size of the
application.

References

1. Review: MobileNetV1—depthwise separable convolution (Light Weight Model), https://

towardsdatascience.com/review-mobilenetv 1-depthwise-separable-convolution-light-weight-

model-a382df364b69

ML Kit for Firebase, https:/firebase.google.com/docs/ml-kit

Google Inc. Tensorflow Lite, https://www.tensorflow.org/mobile/tflite/

Google Inc. AR Core, https://developers.google.com/ar/discover

Yusuke S (2020) Measuring distance with ARCore, 16 Feb 2020

Hollerer T, Schmalstieg D (2016) Introduction to augmented reality

Azuma RT (1997) A survey of augmented reality

Ibanez M-B, Delgado-Kloos C (2018) Augmented reality for STEM learning: a systematic

review

9. Silva R, Rodrigues P, Mazala D, Giraldi G (2004) Applying object recognition and tracking to

augmented reality for information visualization

10. Deshmukh SS, Joshi CM, Patel RS, Gurav YB (2018) 3D object tracking and manipulation in
augmented reality

11. Alsing O (2018) Mobile object detection using tensorflow lite and transfer learning. Indepen-
dent thesis Advanced level (degree of Master (Two Years)), 20 credits/30 HE credits

12. Kumar R, Meher S (2015) A novel method for visually impaired using object recognition. In:
2015 international conference on communications and signal processing (ICCSP). IEEE

13. AL-Najjar M, Suliman I, Al-Hanini G (2018) Real time object detection and recognition for
blind people

14. Voorst V, Jeroen PMA, Koopman PWM (2018) Augmented reality as a general indoor and
outdoor navigation solution

15. Isewon I, Oyelade OJ, Oladipupo OO (2012) Design and implementation of text to speech
conversion for visually impaired people. Int J Appl Inform Syst 7(2):26-30

16. Razavian AS, Azizpour H, Sullivan J, Carlsson S (2014) CNN features off-the shelf: an
astounding baseline for recognition. In: CoRRabs/1403.6382 (2014). arXiv:1403. 6382.

17. Batta P, Midha S, Sinha R, Kumar M. All in One Computer Vision Application using ML kit

18. Google Inc. Tensorflow Mobile, https://www.tensorflow.org/mobile/mobile_intro

19. Dimensional Research (2015) Failing to meet mobile app user expectations—a mobile app
user survey

20. Augmented Reality in Android Apps using ARCore, https://medium.com/corebuild-software/
augmented-reality-in-android-apps-using-arcore-c6fba0897cel

21. Android Studio documentation, https://developer.android.com/studio/intro

NN R LN


https://towardsdatascience.com/review-mobilenetv1-depthwise-separable-convolution-light-weight-model-a382df364b69
https://firebase.google.com/docs/ml-kit
https://www.tensorflow.org/mobile/tflite/
https://developers.google.com/ar/discover
http://arxiv.org/abs/1403
https://www.tensorflow.org/mobile/mobile_intro
https://medium.com/corebuild-software/augmented-reality-in-android-apps-using-arcore-c6fba0897ce1
https://developer.android.com/studio/intro

Data Communication and Information
Security



Towards Data Storage, Availability
and Scalability with the Aid
of Blockchain

Meenakshi Kandpal, Rabindra Kumar Barik, Chinmaya Misra,
and Saneev Kumar Das

q

Check for
updates

Abstract Advent of Internet of things (IoT) and the increase of induced data from
IoT’s ecosystem has led towards an exponential increase in data storage in the cloud.
IoT provides a quick and easy access to the data and hence maintaining the security of
data is of paramount importance. In this sensitive scenario, blockchain plays a crucial
role in securing and preventing the data from being tempered or forged. Besides,
all this demand of scaling up of data in each sector is increasing due to increased
amount of data required in market. This paper presents a novel system architecture
to visualize a means to store data with scalability as well as availability with the
security of blockchain in sync. Furthermore, this paper explains the inevitability of
blockchain in solving today’s security issues and provides future research directions

in this context.
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1 Introduction

Blockchain gained popularity after the emergence of bitcoin technology in the
year 2009 by the person or group of people by the pseudonym Satoshi Nakamoto.
Blockchain is the new face of Industry 4.0. Blockchain [1] may be thought of as a
ledger which is distributed, transparent, peer to peer, and consensus-based. Conver-
gence of blockchain in diverse applications proves it to be decentralized and changes
how we view towards the development. Most of the conventional issues of data
failures, i.e. security, privacy, etc., can be eliminated by decentralized way of data
storage [2, 3]. Blockchain has redefined security and has brought into play “trustless
transactions” that can be securely done without the intervention of trusted third-
party. Ethereum is one of the most popular public blockchain-based platforms. Data
is cryptographically stored in blockchain and allows easy interaction with the client
side. Data storage is a major concern in the era of IoT and many such upcoming
technologies. Data in cloud has a security concern, and we need data storage to be
done using a blockchain approach in order to secure the highly indispensable data.

A blockchain can have human readable naming system [4] to have ownership,
readability, and decentralization. A blockchain is a decentralized P2P architecture
where transactions are stored in the form of blocks [5]. These blocks have a world
state and a blockchain state. “Blocks” on the blockchain are made up of digital pieces
of information. Specifically, they have three parts:

i.  Blocks store information about transactions [6, 7] like the date, time, and dollar
amount of your most recent purchase from Amazon. (This Amazon example
is for illustrative purchases; Amazon retail does not work on a blockchain
principle).

ii.  Blocks store information about who is participating in transactions [6]. A block
for your splurge purchase from Amazon would record your name along with
Amazon.com, Inc. Instead of using your actual name, your purchase is recorded
without any identifying information using a unique “digital signature,” sort of
like a username.

iii.  Blocks store information that distinguishes them from other blocks. Much like
you and I have names to distinguish us from one another, each block stores
a unique code called a “hash” that allows us to tell it apart from every other
block [5-7]. Let us say you made your splurge purchase on Amazon, but while
it is in transit, you decide you just cannot resist and need a second one. Even
though the details of your new transaction would look nearly identical to your
earlier purchase, we can still tell the blocks apart because of their unique codes

(Fig. 1).

2 Motivation

The prime motivation behind is the securing of data within cloud in a blockchain
fashion. The data in cloud with the convergence of blockchain becomes more secure
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Block 1 (1 MB) Block 2 (1 MB) Block 3 (1 MB)
Transaction data 1 Transaction data 13 Transaction data 28
Transaction data 2 Transaction data 14 Transaction data 29

Et cetera... Et cetera... Et cetera...

Fig. 1 A structure of a data block in blockchain framework

andreliable. The data must be distributed in such a way that it ensures decentralization
along with scalability, availability as well as reliability.

3 Objectives of the Present Work

The main objective of this research is to use blockchain to solve the problem of
security of data within the cloud. The proposed model uses two complimentary
techniques sharding and swarming to secure cloud data [8, 9]. In sharding, data is split
horizontally, and kept together so that it can be easily retrieved by a decentralized and
distributed application using a unique partition key. The collective storage of shards is
called as swarming. These two techniques help in securing, storing, auditing, scaling
and decentralizing of data in cloud.

4 Enabling Techniques

4.1 Sharding

The blockhain and cryptocurrency developers are trying to improve the speed of
transactions through several ways, and sharding is one of the ways. Sharding is a
solution to scability, latency and transactions throughput issues [5]. It is a concept
that is widely used in databases to make them more efficient and faster. When it is
implemented in blockchain, each block will have only the data part and not the entire
information. The decentralization is still maintained because nodes that maintain a
shard maintain information only on that shard in a shared manner.



192 M. Kandpal et al.

4.2 Swarming

The collective storage of shards is called as swarming. Swarm [9] provides a plat-
form, an infrastructure for the developers for various things such as leveraging,
data streaming, etc. This technique helps in securing, storing, auditing, scaling and
decentralizing of data in cloud.

5 Related Work

Hepp et al. [10] presented a novel method to safeguard physical assets using craque-
lure lacquers (PUFs) to ensure privacy of data. Origin-stamp service is used which
is open trusted timestamping to acquire integrity. Whenever physical products are
linked with blockchain, there will be a requirement of scalability. Moreover, to
increase scalability of blockchain, two complimentary techniques swarming and
Sharding are used.

Phansalkar [11] mainly focuses on integrating two technologies, i.e. Al and
blockchain. Decentralization of blockchain forces Al to do value addition in the field
of security, trustiness and efficiency. This paper also discusses about the intrinsic
difference between Al and blockchain. Finally, the paper discusses where these both
technologies can be used together to get better results such as in financial sector,
healthcare sector, government sector, etc. There are various challenges being faced
whenever traditional Al becomes distributed or decentralized Al

Shafagh et al. [3] bring the concept of blockchain secured cloud data. IOT data
in cloud needs a high-level security for sharing, auditing, etc. Blockchain provides
decentralization, distributed and trustworthiness in IOT-cloud centric data. Author
proposed layered architecture for distributed data storage system for IOT consisting
of control plane (Blockchain, virtualchain) and data plane (Routing, storage).

Shrestha et al. [12] proposed a model for meta products for decentralized data
storage in cloud to ensure privacy and trustworthiness. Traditional model use cloud
model (SAAS) for meta products for data storage and processing. Many limitations
were found in this type of model like only specific platform can be used by specific
product. With the integration of blockchain, a single platform for different users,
developers for different requirements has been proposed.

Liang et al. [13] implemented ProvChain an architecture to collect and verify
cloud-data provenance. From the features of blockchain technology, the record is
with unalterable timestamp, and for each validation of the data, we can generate a
blockchain receipt. This architecture helps in auditing, privacy and availability.

Kaaniche et al. [14] combined hierarchical identity-based cryptography mech-
anism with blockchain technology. This architecture provides a transparent and
trusted environment that helps the service providers to have tamper-proof evidence
of receiving user’s content before processing their personal data. It also ensures a
better confidentiality.



Towards Data Storage, Availability and Scalability ... 193

Eyal et al. [15] presents a new blockchain protocol known as bitcoin-NG to over-
come the problem of scalability that was not there in bitcoin derived blockchain. It
provides same trust model as bitcoin with Byzatine fault tolerant blockchain protocol
that is robust to extreme churn.

Chauhan et al. [16] discussed the number of transactions increasing every day,
and it is the miner who is getting bottle necked. So, the waiting time is increasing. So,
developers of bitcoin proposed a new lightning protocol to overcome this situation.
Similarly, developers of ethereum proposed the method of sharding to overcome the
same (Table 1).

6 Proposed Model

The data of various forms which needs high security is grouped in a data block. The
datais further divided into small chunks called shards. Furthermore, the shards [8] are
individually encrypted and hashed. Then, the data is ready to be inserted and synced
with the blockchain ledger. Then, using a particular algorithm, the data chunks are
distributed and grouped into swarms [9]. Each swarm now consists arbitrary data.
Now, to secure the data, we cannot use a single cloud service provider to store all
the swarms rather each swarm shall be occupied by diverse cloud service providers.
Finally, the data is distributed into various clouds and since control is not within a
single cloud, decentralization is also preserved (Fig. 2).

7 Concluding Remarks and Future Scope

The proposed system architecture is a novel approach towards data storage, avail-
ability and scalability with the aid of blockchain technology. Furthermore, the tech-
niques of sharding and swarming working together provides a future research direc-
tion towards the convergence of blockchain technology in storing secure data which
may include IoT sensory data, healthcare data and many such. The cloud storage
facilities currently available are not fully adequate to provide proper security mech-
anisms, and thus, the use of blockchain is becoming a mandate in today’s era of
highly inevitable data. The future research scope towards the swarming algorithms
to ensure decentralization as well as distribution of data is gaining popularity, and
this paper tries to present a novel approach towards the challenges faced in securing
data.
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Table 1 Classification of literature survey based on work performed
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Author contribution | Data storage scalability Availability
Hepp et al. [10] Proposed a novel
method called
craquelure lacquers
(PUFs) to ensure
privacy of data. Open
trusted timestamping
service called
Origin-stamp is being
used swarming and
sharding
Chauhan et al. [16] Proposed a new
lightning protocol to
overcome the problem
of being bottle necked.
Developers of
ethereum proposed the
method of sharding to
overcome the same
Shafagh et al. [3] Discussed about
blockchain-based
secured cloud data
proposed layered
architecture for
distributed data storage
system for IOT
consisting of control
plane and data plane
Shrestha et al. [12] | Proposed a model for
meta products for
decentralized data
storage in cloud
blockchain provides a
single platform for
different users,
developers for different
requirements has been
proposed
Liang et al. [13] Implemented

ProvChain an
architecture to collect
and verify cloud-data
provenance

Kaaniche et al. [14]

Combined hierarchical
identity-based
cryptography
mechanism with
blockchain technology
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Attacks in Wireless Sensor Networks oosk ko

Vikash Kumar Agarwal, Amit Kumar Rai, and Nitish Kumar

Abstract Wireless sensor networks, because of its low-cost design and ease of repro-
gramming, it is easy for the adversary to conduct jamming or radio interference that
can easily cause DoS attacks. These attacks can be launched against WSNs. The secu-
rity attacks on WSNs are increasing drastically, and these degrade the performance in
terms of throughput, energy consumption and delay. This article models the jamming
attacks behaviour and analyses the WSNs performance. Jamming attack jams the
network traffic by blocking the communication channel. The article explores the
jamming attack modelling and then presents countermeasures against the jamming
attacks. Then, the simulation parameters are presented along with summarizing the
severance of various jamming attacks. Finally, we conclude the paper along with the
future research scope.

Keywords Jamming attack - Wireless sensor networks  Behavioural modelling -
Anti-jamming approach - Denial of service -+ FHSS - DSSS

1 Introduction

Wireless sensor networks (WSNs) have huge range of applications that includes
recording and monitoring of sensitive information. These are used efficiently for
security applications such as surveillance systems of secure areas, children, patients,
etc., due to temporal disruption of streaming data and high QoS requirements of
these applications may lead to disastrous results if there exists security concerns.
Jamming is a process of disruption or prevention of signal transmission by directing
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electromagnetic waves towards any communication system [ 1]. Jamming attack inter-
feres with the radio frequency of the network nodes [2]. Attackers using powerful
jamming may disrupt the normal functioning of the WSNs. Thus, countermeasures
against jamming attack in WSNs are of utmost importance as WSNs may suffer from
several constraints such as limited memory, low computation capability and energy
resources.

Jamming attack can be considered as a special type of denial of service (DoS)
attacks. Woods and Stankovic in [3] defined DoS attack as “event that eliminates or
diminishes the networks performance”.

DoS inhibits flooding network with useless information. The radio frequency
signals of jamming attack correspond to useless information. Thus, jamming is a
special case of DoS attack.

WSNss are deployed in outdoor and hostile environments such as gardens, marine
coasts, large estates, rivers or even battlefields. Such outdoor scenario requires inte-
gration of these applications with geographic information system (GIS) applications.
These provide visual layout of thousands of sensors on single screen. This GIS is
useful for target mobility monitoring in case of machine or human tracking systems.
These GIS applications are not used for indoor scenarios and are limited only to
outdoor scenarios because of two basic reasons. Firstly, obtaining a GPS location
is not possible in indoor environments such as tunnels, building or factories as the
signal strength decreases inside buildings. Secondly, deployment of indoor location
system is expensive and requires huge processing power.

Jamming is the radio signals emission aimed at disrupting the transceivers oper-
ations [1]. Jamming is against any specific target and is intentional whereas radio
frequency interference (RFI) is unintentional and is a result of nearby transmitters
transmitting very close frequencies.

This article is organized as follows. In Sect. 1, we introduce the jamming attack
as a special type of DoS attack. In Sect. 2, we present classification and modelling of
jamming attack. Four types of jamming attacks are discussed in this section: constant
jamming, deceptive jamming, random jamming and reactive jamming. Section 3
explores various types of countermeasures against jamming attacks: DSSS, FHSS,
THSS, CSS and antenna polarization. Simulation parameters and the use of NS-2
to simulate the jamming architecture and countermeasures are presented in Sect. 4.
In Sect. 5, we discuss the effect of jamming attack on the WSNs in terms of energy
consumption, delay and the throughput. The reason for performance degrading under
various jamming attack is also presented in this section. Finally, we conclude our
paper in Sect. 6, where we present the side effects of jamming attacks on the WSNs
performance, and the future research scope is also discussed.

2 Classification and Modelling of Jamming Attacks

Li et al. [4] proposed a concept of perfect knowledge of strategy of both the network
and jammer and the case where these components lack these knowledge. They also
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considered energy constraints of the network and the jammer. They also proposed a
heuristic jamming technique. Xu et al. [5] proposed enhanced detection protocols for
employment of consistency checks. It employs two schemes. The first scheme consid-
ered reactive consistency check using signal strength measurements. The second
scheme considered consistency check using location information. Jamming attack
can be classified into following four types as discussed below.

2.1 Constant Jamming

This jamming technique continuously generates a random data incorporating some
interval between this random data generation. This random data transmission is done
without checking the channel for its idle state that is without following the rules of
MAC protocol [6, 7]. A normal node (n0) before sending data transmits RTS packets
to check the idleness of the channel between destination and source. If the RTS finds
the channel to be idle, the destination node (n5) starts sending CTS packets to normal
node (n0). Suppose a jammer node (n1), at the same time generates random data and
this collides with the CTS arriving from n5. The constant jammer is activated after
particular interval and generates and transmits data in the network. If another node
n2 sends RTS, it starts sending data after receiving CTS. But the data from node nl
collides with randomly generated data. This is constant jamming.

2.2 Deceptive Jamming

This jammer continuously sends random data and injects them to the channel.
Between successive transmissions, it does not keep any gap and injects all the packets.
This continuous stream of data prevents the normal sources to transmit data success-
fully. The deceptive jammer (nl) continuously generates malicious data. A normal
node (n0) sends RTS packets and receives CTS before sending data to the destina-
tion. These packets may generate collision by colliding with the malicious data on
the channel. The continuous generated malicious data from the deceptive jammer
increases the network collision and may result in several nodes in receive state being
placed in the networks.

2.3 Random Jamming

This is the most intelligent jamming technique in which the jammer considers its own
energy and alternates itself between jamming and sleeping after fixed time interval. It
is different from other jamming techniques where the jammer continuously transmits
data without considering its own energy level. Random jamming may behave as both
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deceptive as well as constant jamming. Thus, random jamming detection technique
is more difficult as compared to deceptive or constant jamming techniques. In this,
the nodes randomly generates data after fixed time interval and also leads to collision
after fixed time interval in the same way as a constant jammer. This random jammer
tries to save its energy level intelligently by switching itself to the sleep state. The
random jammer node switches itself to sleep mode after jamming the network for
facilitating energy conservation of the jammer node. After waking up, it may act like
a deceptive jammer or constant jammer. It acts as deceptive jammer by increasing
collision and jamming the network.

2.4 Reactive Jamming

It is difficult to detect reactive jamming as it is more disastrous, considering network
performance. In reactive jamming, the jammer node starts its transmission upon any
event detection on the channel. As this is an intelligent jamming technique, it reacts
only upon observing any kind of events in the network. The reactive jammer nodes
(nl) first analyse the networks state, and if there is no event sensed, it switches itself
to quiet state. When normal node (n0) sends RTS, the jammer node upon sensing
such activity sends the noise packets to the network. There occurs collision between
the noise packets and the CTS packets. The attacker only gets activated only when
the jammer sends any event in the channel.
These jamming techniques can be summarized as follows (Table 1).

3 Countermeasures Against Jamming Techniques

A brief description of various techniques and countermeasures in jamming is
presented below. In this section, countermeasures dealing with possible radio
jamming scenarios are explored.

Table 1 Jamming techniques

Jamming technique | Description

Constant jamming | The MAC protocol is degraded by continuously sending jamming signals
to the channel

Deceptive jamming | It involves constant injection of regular packets without any gap to the
channel. Thus, the normal node is deceived

Random jamming | It alternates between sleeping and jamming modes. The random jammer
performs deceptive or constant jamming for a random time period and then
switches to sleep mode

Reactive jammer | It stays quiet until any kind of event on the channel is detected. It spends
large amount of energy in channel sensing procedure
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3.1 Telecommunications with Spread Spectrum

It is a type of radio transmission technique in which the signals are transmitted over
a large spectral width than the original signals bandwidth when transmitted using
conventional modulation techniques. This is technique of spreading the communi-
cation signals energy over a greater bandwidth. This is done with the help of pseudo
random code and reduces the natural interference risks. It also withstands interfer-
ence and noise at the same time maintains privacy. Security in WSNs is a challenging
task because of its energy constrained hardware and open medium. Jamming disrupts
the wireless communication by reducing the signal to noise ratio. Spreading of infor-
mation of narrow band signal over a wide band spectrum decreases the interference
effects. All these spread spectral techniques employ a pseudo number for controlling
and determining the spread pattern. Spread spectrum withstands high interference,
and this is the major advantage of its usage. It provides a robust security approach
for variety of WSNs applications [8].

3.2 Direct Sequence Spread Spectrum (DSSS)

This technology is mostly used in LAN wireless transmissions. At the sending station,
a data signal is combined with a bit sequence of high data rate. This divides the
user data on the basis of spreading ratio. DSSS enables multiple users to share a
single channel and shows resistance to jamming attacks. It also shows negligible
background noise and timing difference between receivers and transmitters. This
technique mixed data signals with pseudo noise code for interference resistance.
This results in larger signal bandwidth. DSSS, a modulation technique, described
in IEEE 802.11b standards for computer wireless networking, spreads signals over
broadband radio frequencies [9].

3.3 Frequency Hopping Spread Spectrum (FHSS)

This technique transmits radio wave signals that use multiple subcarrier channels in
a frequency band. This is based on pseudo random sequence which is known both
by the receiver and the transmitter. The FHSS is more advantageous than the single
frequency usage. The transmitted signal is made more resistant to interference as well
as difficult to intercept. The radio attack interference is prevented by this technique.
The advantages of FHSS are listed as follows. Firstly, FHSS minimizes jamming and
unauthorized interception of radio transmissions. Secondly, it enables co-existence
of multiple WSNs in the same area. The major drawback of FHSS is that it requires
a wider overall bandwidth than the single carrier frequency [10, 11].
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3.4 Time Hopping Spread Spectrum (THSS)

The time hopping signals are divided into frames in THSS. These frames are again
subdivided into number of transmission slots. One time slot at a time is modulated
in the frames using information modulation. The pseudo noise generator selects the
time interval. These code generators are responsible for performing switching using
a power switch. These switching leads to some output which needs to be demod-
ulated appropriately. These message bursts are rescheduled and stored to retrieve
information. The time axis, in a THSS system, is partitioned into frames, and these
frames are again subpartitioned into slots. There may be several slots possible but
only one slot is used for one use.

3.5 Chirp Spread Spectrum (CSS)

Sliding of the carrier over some specified range of frequencies in a specified or linear
fashion generates a chirp signal. The CSS receiver that employs a filter resembling
time dispersed carrier. In this technique, a signal is broadcasted using the entire
allocated bandwidth. Chirp uses broad spectrum band making CSS multipath fading
resistant and at the same time operating at low power. It does not use any kind of
pseudo random elements, unlike DSSS or FHSS. It does not rely on chirp pulses
linear nature rather it distinguishes signal from noise in the channel. Doppler effect
is very common in several mobile radio applications. CSS overcomes Doppler effect.

3.6 Antenna Polarization

The orientation of radio waves electric field with respect to surface of earth is referred
to as antenna polarization. This technique plays an important role in jamming attack
prevention. It is useful for LOS communications in WSNs. Right circular polarized
antenna is unable to receive left polarized signals, and left circular polarized antenna
cannot receive right polarized signals. Thus, for defending jamming attacks in WSNs,
the nodes must be capable of changing antenna polarization upon sensing any kind
of interference. But this also involves an overhead as the nodes must inform about its
peers to facilitate uninterrupted communications. This change in node polarization
prevents jamming but requires specialized jamming equipment’s capable of rapidly
changing its signal polarization during the jamming process [12].

Various countermeasures against jamming attacks are summarized in the
(Table 2).
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Table 2 Jamming Techniques

Countermeasures Description

Telecommunications with SS | ¢« Reduces the natural interference
risks

¢ Withstands interference and noise
maintains privacy and secrecy in WSNs

DSSS » Enables multiple users to share a single channel
Shows resistance to jamming attacks
Spreads signals over broadband radio frequencies

FHSS

Based on pseudorandom sequence which is known by both the
receiver and the transmitter

Minimizes jamming and unauthorized interception of radio
transmissions

Enables co-existence of multiple WSNs in the same area

THSS

Signals are divided into frames which are again divided into
transmission slots

CSS

Chirp uses broad spectrum band making CSS multipath fading
resistant

Operates at low power

Overcomes Doppler effect

Useful for LOS communications in WSNs
Requires specialized jamming equipments capable of rapidly
changing its signal polarization during the jamming attack

Antenna polarization

4 Using the Template

Here, we have used network simulator (NS-2), a discrete event simulator to simulate
the jamming architecture and countermeasures. We have used IEEE 802.15.4 MAC
radio model for setting the parameters during simulations such as receiving power,
sleep power, transmission power and idle power. This MAC layer is required for
device communications. This provides the physical channels to access all types of
security and transmission mechanisms. In this simulation, there are 50 mobile nodes
that move in 750 x 750 m region for 25 s. Constant bit rate is the simulated traffic
where the sources send their data to the sink. We also considered several jamming
nodes or malicious nodes. The simulation parameters and settings are summarized
in the (Table 3).

The reason for performance degrading under various jamming attack is also
presented in this section. Finally, we conclude our paper in Sect. 6, where we present
the side effects of jamming attacks on the WSNs performance, and the future research
scope is also discussed.
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Table 3 Simulation
parameters
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Parameters

Settings

Interface type

Physical 802.15.4

Radio model

Two ray ground propagation

Link layer

LL

Antenna type

Omni-directional

Queue Priority queue
Channel type Wireless
Interface queue length 50

Number of nodes 50
Transmission range 400 m

Area 750 x 750
Routing protocols AODV
MAC 802.15.4
Initial energy 1007

Traffic source CBR
Sources 4

Packet size 512 bytes
Node placement Randomized

5 Result and Discussion

Itis observed that jamming attack degrades the WSNs performance in terms of energy

consumption, delay and the throughput.

Energy consumption: Energy consumption is highest for the reactive jamming.
The deceptive and constant jamming shows similar increase in energy consump-
tion. Amongst all the jamming techniques, random jamming shows the lowest
energy consumption but still more than the no attack condition.

Delay: The delay involved in reactive jamming is highest amongst all jamming
techniques while random jamming shows the lowest delay.

Throughput: Throughput of no attack condition is highest, and among all the
jamming attacks, the reactive jamming shows the least throughput by far from
all other jamming techniques. Constant jamming produces highest throughput
followed by deceptive jamming and random jamming techniques.

The reason for performance degrading under various jamming attack is explored

below.

Constant jamming: The performance degrading of constant jamming is less than
other types of jamming attack. This is because the network is jammed after regular
intervals in constant jamming.
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® Deceptive jamming: As compared to constant jamming, a deceptive jamming
shows more performance degrading. This is because of continuous noise gener-
ation which increases delay and energy consumption as well as decreases the
network throughput due to large number of collisions responsible for jamming
the channel.

® Random jamming: This jams the WSN randomly using either deceptive jamming
or constant jamming. It is not easy to detect as it shows random behaviour.

® Reactive jamming: This is the most disastrous type of jamming attack. After any
event detection, it introduces noise packets immediately into the network. By
introducing severe collision, it corrupts huge number of packets in the WSNs.

6 Conclusion

Considering the low-cost design of WSNs and the ease with which these can be repro-
grammed, WSNs are susceptible to radio interference attacks. This paper surveys both
defence and attack side of jamming WSNs. The paper models and analyses the side
effects of various types of jamming attacks on the WSNs performance. Increasing the
safety level and avoiding DoS attacks is of utmost importance in WSNs. The attacker
may launch DoS attack by radio channel jamming. Jamming attacks degrades the
network performance in terms of energy consumption, throughput and delay. Reac-
tive jamming degrades the network performance to maximum extent, and random
jamming shows least degradation in the network. This article provides requirements
for efficient jamming defence technique development. The future research will be
concentrated on new jamming possibilities in WSN and developing an efficient
defence mechanism.
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Detecting Acute Lymphoblastic m
Leukemia Through Microscopic Blood L
Images Using CNN

Afrin Alam and Shamama Anwar

Abstract Leukemia refers to cancer, takes place when bone marrow generates
excess amount of abnormal blood cells. These abnormal blood cells grow rapidly
interrupting the functioning of the other normal cells. Hence, body loses its capa-
bility to fight with exterior organism like viruses, bacteria, fungi, and so on, hereby,
affecting the immunity of the person. Leukemia, if not treated on time can lead to
death. This disease affects adults as well as children. Thus, early detection of the
disease would help in proper treatment. The manual diagnosis of this disease is quite
laborious, tedious, and time-consuming which involves blood test and biopsy. Thus,
to overcome these shortcomings, this paper discusses a computer-aided automated
diagnosis system for detection of acute lymphoblastic leukemia (ALL) using deep-
learning models. A pretrained AlexNet model is deployed for performing this task.
Experiment is done using microscopic blood cell images. This overall framework
helps in detecting the malignant cells easily. From the experimental results, it is
evident that this proposed method achieves an accuracy of 98% without the use of
any image segmentation technique or feature extraction technique. Hence, the work
reported in the paper would provide a framework to aid pathologist in diagnosing
acute lymphoblastic leukemia accurately and quickly.

Keywords Leukemia - Feature learning - Convolutional neural network - AlexNet

1 Introduction

Blood is one of the major components of the human body. Leukemia is a cancer
of blood that mainly happens when bone marrow generates excess abnormal white
blood cells [1]. Leukemia are of two types; acute leukemia and chronic leukemia,

A. Alam - S. Anwar (<)

Department of Computer Science and Engineering, Birla Institute of Technology, Mesra,
Ranchi 835215, India

e-mail: shamama@bitmesra.ac.in

A. Alam
e-mail: alamafrin373 @gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021 207
M. Chakraborty et al. (eds.), Trends in Wireless Communication and Information Security,

Lecture Notes in Electrical Engineering 740,

https://doi.org/10.1007/978-981-33-6393-9_22


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6393-9_22&domain=pdf
mailto:shamama@bitmesra.ac.in
mailto:alamafrin373@gmail.com
https://doi.org/10.1007/978-981-33-6393-9_22

208 A. Alam and S. Anwar

based on how fast this disease grows and becomes intense [2]. This acute leukemia is
further divided into two sub-classes: acute lymphoblastic leukemia and acute myeloid
leukemia (according to French American British standard) [1]. Acute lymphoblastic
leukemia is caused due to abnormal growth of lymphoid cell, whereas acute myeloid
leukemia is caused by over-growth of myeloid cells. Leukemia can be diagnosed
by examining the blood smear under the microscope, immunophenotyping, cytoge-
netics, etc. But all these process takes lot of time and are tedious, slow, and costly,
and due to variation in slide preparation, it can give non-standardized and inaccurate
results [1]. Leukemia can also be diagnosed by complete blood count, bone marrow
aspiration, and biopsy [3]. But these laboratory tests are also time taking and has
variability in their results. It also requires advices of experts, who are experienced in
their field [4].

This paper implements a pretrained AlexNet model for identification of blast
cells from microscopic blood cell images. The raw (unprocessed) image is fed in
this model for performing feature extraction and classification task. The experiment
is applied on 368 images of ALL_IDB dataset, achieving accuracy of 98%.

2 Related Work

Since the conception of deep-learning techniques, it has found wide application in
different domains of medical sciences. Some of the notable contribution in ALL clas-
sification has been listed here. Shafique and Tehsin [3] proposed DCNN for detection
of ALL and classifying its sub-types. A pretrained AlexNet model was employed,
and experiment was done using ALL_IDB dataset, achieving high accuracy. Mishra
etal. [5] proposed a method for ALL. Texture feature was extracted by using discrete
orthonormal S transform (DOST). For dimensionality reduction and classification,
linear discriminant analysis (LDA) and Adaboost random forest classifier were used.

Mishra et al. [2] in another work designed an automated detection system for the
identification of ALL. Segmentation was performed by marker-based segmentation
method. Gray level co-occurrence matrix (GLCM) and principle component analysis
were used for feature extraction, and random forest-based classifier was used for
classification task. Negm et al. [4] also proposed a method for the classification
of ALL using k-mean clustering and neural network. Rawat et al. [6] presented a
framework for diagnosis of myeloid and lymphoid cell. In this methodology, first the
nucleus was segmented from the lymphocyte and various geometrical, chromatic, and
texture features were determined. Classification was performed using SVM classifier
which was based on genetic algorithm.

Karthikeyan and Poornima [7] suggested a method for identification of leukemia.
For image segmentation, fuzzy C means and K means were used where fuzzy C
means worked well in comparison to K means. Features such as color and shape
were extracted by using the Gabor texture extraction method. These extracted features
were then fed into the SVM classifier for the classification task. Li et al. [8] presented
a methodology for segmenting WBCs. The method was based on dual threshold
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concept. The framework used RGB and HSV color space, image preprocessing
followed by threshold-based segmentation, post-processing to remove the unwanted
part of the image using mathematical morphology, and median filtering was used.
The experiment gave satisfactory result. A fuzzy-based method was proposed in [9].
Gamma, Gaussian, and Cauchy which are fuzzy membership functions were used for
analysis. It was concluded that Cauchy gave better segmentation results in identifying
leukocyte.

More current work in this domain uses deep-learning techniques for more accurate
classification. Sipes and Li [10] proposed a convolutional neural network model for
the classification of ALL. Similar work using CNN was also presented in [11]. These
deep-learning models did not require any preprocessing or segmentation on the data.
The work reported in this paper implements a variation of the AlexNet CNN model
for ALL classification.

3 Convolutional Neural Network

Convolutional neural network (also called CNN or ConvNets) is a class of machine
learning that has given tremendous success in object recognition and image classi-
fication task. CNN performs two major tasks: feature extraction and classification
[11]. The layers of CNN architecture are convolution layer, pooling layer, flattening
layer, a fully connected network layer, and a dropout layer. The high-level features of
any input image are extracted by the convolution layer, and these extracted features
are further used by the fully connected layer for performing the classification task.
Each layer of CNN is responsible for performing its specific task.

Convolutional layer is responsible for performing convolutional operation. This
operation is mainly done to extract the relevant features from the input image, which
further behaves as an input to the first layer of convolution layer. ReLU layer is gener-
ally used after it. In this layer, operation is applied on each pixel and it suppress all
negative values to zero. It brings nonlinearity into the network [10]. Pooling layer is
responsible for down sampling operation which results in minimizing the dimension
of the feature map. By doing so, it gains the relevant feature from the feature map.
After pooling operation is done, flatten layer converts the multi-dimensional repre-
sentation (array) into a one-dimensional feature vector [11]. Most eminent features
get extracted from the input image by the convolutional and pooling layer, which
is further used by the fully connected layer for downgrading the input image into
different classes to detect the final output categories of the image. Finally, dropout
layer places random values of input elements to zero with a fixed probability. This
layer also solves the problem of over-fitting [10].

AlexNet is a convolutional neural network designed by Alex Krizhesky in
2012 [3]. AlexNet consists of eight layers: five convolutional layer and three fully
connected layer. ReLU layer which is a nonlinear activation function is applied after
every convolutional layer. It is also applied after fully connected layer. The architec-
ture also consists of dropout layer which is applied before first and the second fully
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connected layers. By applying dropout layer, it gives us more robust features of input
image and also solves the over-fitting problem.

3.1 Implementation

The implemented methodology consists of two phases: feature extraction and clas-
sification. The workflow of the methodology is depicted in Fig. 1. The methodology
begins with data acquisition. The ALL IDB dataset was used for this study. ALL
IDB stands for acute lymphoblastic leukemia image database for image processing
and has been obtained through permission from the Department of Information
Technology—Universita degli Studi di Milano, Italy (https://homes.di.unimi.it/sco
tti/all/). ALL_IDB dataset has two distinct version: ALL_IDB1 and ALL_IDB2.
ALL_IDBI1 contains 108 images of which 49 are blast cells and 59 are non-blast
cells. ALL_IDB2 contains 130 blast cells and 130 non-blast cells. This ALL_IDB2
dataset is a collection of all cropped area of interest of normal cell images and of
abnormal cell images of ALL_IDB1. The images are JPG format with 24-bit color
depth having resolution of 2592 x 1944 [12—15]. These images are resized to match
the input layer of the pretrained AlexNet as 227 x 227.

The aim of the work in this paper is to classify a blood smear image from a
suspected leukemia patient. The blood smear image could be of either of the two
categories: a blast cell or a non-blast (normal) cell. Since, the pretrained AlexNet
was trained to predict the outcome of the ImageNet dataset which comprised of 1000
outcomes, modification was made to use the model on our dataset. The modification
was made in the fully connected and output layer, and the model was retrained on the
ALL_IDB dataset. Figure 2 depicts the modified AlexNet model used for ALL_IDB
classification and Table 1 summarizes the layers used in the CNN model for feature
extraction.

Layers 6 and 7 are fully connected layers with 4096 neurons followed by ReLU
layer and dropout layer with a probability of 50%. Layer 8 is also a fully connected
layer with 2 x 4096 neurons, where all features are combined. These combined
features are fed to a softmax classifier at layer 9, which is the output layer performing
the classification task.

CNN Model
Input Image Blast Cell (Leukemia)
PR 2 : utput
. Image Resizing N Feature Feawrel  jassification P
Extraction Vector
2592x1944 3 227x227%3 Non Blast Cell

Fig. 1 Workflow of the implemented method
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Fig. 2 CNN architecture used for leukemia classification

4 Results and Discussions

The implementation of the above CNN model has been done using the deep network
designer tool in MATLAB. The model was trained and validated on 70% of the data
and tested on 30% of the data by varying the number of epochs. Total number of
training data is 258, whereas testing data is 110. The highest accuracy was achieved
on running the model for 20 epochs. Figure 3 shows the accuracy and loss plots
achieved during the training and validation phase. It can be observed from the plots
that an accuracy of 95.45% has been achieved by training the model for 20 epochs.
After successful training of the model, it was tested on the test data reserved for the
purpose and a testing accuracy of 98% was reported.

Further, based on the literature survey mentioned in the prior section, it was
observed that most of the techniques that used the traditional machine learning
approaches had to perform some image processing technique for segmentation. These
techniques also required explicit extraction of the features, for the machine learning
technique to be able to perform classification. The work implemented in this paper
does not require the need of any preprocessing, other than resizing the input image.
The raw (unprocessed) image is fed in this model for performing both feature extrac-
tion and classification task. Table 2 further summarizes the accuracy obtained by the
paper’s methodology and other work presented in the literature.

5 Conclusion

This paper presents an application of the pretrained convolution neural network
model, AlexNet. The model was pretrained on the ImageNet database was giving
an output of 1000 classes. The model was, hence, modified to classify blood smear
images obtained by the ALL_IDB dataset. The model was successfully trained and
could predict the outcome of an image as either an infected or uninfected cell. This
automated system can help the pathologist in diagnosing leukemia efficiently. A
future work might be fruitful by comparing this model with some other architecture of
deep learning. Another future direction will be to diagnose other disease by retraining
the model with less effort.
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Table 1 Feature extraction layers of the implemented CNN model

Layer Input Type Activations Weights
Input Input image size: 227 x 227 x 3| 227 x 227 x 3 -
Layer 1 | Convolution 55 x 55 x 96 Weight: 3 x 3 x 3 x 64
Input image size: 227 x 227 x 3 |27 x 27 x 96 Bias: 1 x 1 x 64
No. of kernel: 96, Filter size: 11
x 11 x 3
Stride: [4 4], Padding: [0 0 0 0]
Activation: ReLU and
normalization
Max-pooling
Size: 3 x 3, Stride: [2 2],
Padding: [0 0 0 0]
Layer 2 | Convolution 27 x 27 x 256 Weight: 5 x 5 x 48 x 128
Input image size: 27 x 27 x 256 | 13 x 13 x 256 Bias: 1 x 1 x 128 x 2
No. of kernel: 2 x 128, Filter
size: 5 X 5 x 48
Stride: [1 1], Padding: [2 2 2 2]
Activation: ReLU and
normalization
Max-pooling
Size: 3 x 3, Stride: [2 2],
Padding: [0 0 0 0]
Layer 3 | Convolution 13 x 13 x 384 Weight: 3 x 3 x 256 x 384
Input image size: 13 x 13 x 256 Bias: 1 x 1 x 384
No. of kernel: 384, Filter size: 3
x 3 x 256
Stride: [1 1], Padding: [1 1 1 1]
Activation: ReLU
Layer 4 | Convolution 13 x 13 x 384 Weight: 3 x 3 x 192 x 192
Input image size: 13 x 13 x 384 Bias: 1 x 1 x192 x 2
No. of kernel: 2 x 192, Filter
size: 3 x 3 x 192
Stride: [1 1], Padding: [1 1 1 1]
Activation: ReLU
Layer 5 | Convolution 13 x 13 x 1256 | Weight: 3 x 3 x 192 x 128

Input image size: 15 x 15 x 384
No. of kernel: 2 x 128, Filter
size: 3 x 3 x 192

Stride: [1 1], Padding: [1 1 1 1]
Activation:ReLU

Max-pooling

Size: 3 x 3, Stride: [2 2],
Padding: [0 0 0 0]

6 x 6 x 1256

Bias: 1 x 1 x 128 x 12
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Fig. 3 The training accuracy and loss plot obtained during training the model

Table 2 Comparison of the accuracy obtained through different techniques

Authors #Ilmages | Technique used Accuracy
achieved (%)

Putzu and Caocci [16] 368 Segmentation, Feature Extraction, |92
SVM

Putzu and Ruberto [17] 245 Segmentation, Feature extraction, 92
SVM

Singhal and Singh [18] 260 Segmentation, Feature Extraction, |92.3
SVM

Rawat et al. [1] 368 Segmentation, Feature extraction, | 89.8
SVM

Bhattacharjee and Saini [19] | 120 Segmentation, Feature Extraction, |95.2
ANN

Our work 368 AlexNet 98
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Anindita Jena

Abstract The renowned security concept called Blockchain is used everywhere
nowadays. The Blockchain technology is introduced to the world after the develop-
ment of bitcoin technology by Satoshi Nakamoto. Recently, many software compa-
nies and online marketing companies are trying to adopt this security technology.
Except these sectors, other domains are also interested in Blockchain like machine
learning, IoT, RFID, etc. In this paper, advancement of Blockchain technology is
discussed in the online market sector. The workflow and system architecture of
application is explained as well as the results of experimentation are visualized. The
procedure to create autonomous Ethereum environment and ether is also explained.

Keywords Blockchain - Ethereum + Smart contract - Ledger technology -
Decentralization

1 Introduction

Blockchain was invented by Satoshi Nakamoto in the year 2008 through bitcoin
technology. Later, Blockchain is used in several areas for diverse purposes. The defi-
nition of Blockchain is described as a decentralized, distributed, digital ledger which
is used to keep all the records related to transactions across number of computers
with ensured security. Multiple number of blocks are connected sequentially with a
chain. First block is known as genesis block. Each block contains block number, block
address, records, previous hash, and current hash as shown in Fig. 1. The previous
hash of a block is stored at current hash of previous block as shown in Fig. 2. There
are N number of blocks that can be connected to a Blockchain network. One block
can be added to a Blockchain network after verifying the block. The addition of a
block in the network is of three types which are described as follows:
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Fig. 1 Generalized structure
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]
Previous hash Previous hash Pravious hash
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Fig. 2 Detailed generalized structure of blocks

1.1 Public (Permission Less) Blockchain

This type of Blockchain that is accessible by anyone and where users are represented
by arandom ID is a public Blockchain. Here, the network easily allows the users for
participating without the initial check. This Blockchain network is based on proof-
of-work (PoW) consensus mechanism. There is another mechanism called proof-
of-stake (PoS) which selects the users who own a stake of the network’s tokens

[1].

1.2 Private (Permissioned) Blockchain

The private Blockchain grants access only to known users, who have rights to
read/write the data. Proof-of-authority (PoA) consensus mechanism is used for the
validation of a single block [1].
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1.3 Consortium Blockchain

The consortium Blockchain is a multipurpose type which is based on both public
(permission less) and private (permissioned) Blockchain. Here, only the verified node
or user can validate the new block [1].

2 Enabling Technologies

2.1 Ethereum

An Ethereum is a platform which generates few ethers for performing specific compu-
tations and for mining of nodes. It is also the only currency which is accepted at
the time of payment during a transaction. The concept of Ethereum was proposed
by Vitalik Buterin in 2013. Ethereum generates a decentralized virtual machine
called Ethereum virtual machine (EVM) which is used for executing scripts in an
international network of public nodes.

The procedure behind creation of an Ethereum is as follows:

Step 1: Code is written in json language for creating blocks in the Blockchain.
The first Blockchain is called as genesis block. The json format code is shown in
Fig. 3.

Step 2: The geth (Goethereum) and Node.js file is installed and enabled both by
doing path setup in environment variables.

3TBSBELST": ("balance™: “1000000000000%)},

Fher e P brgth 1 607 s 1 20 a2 Col:d Sei810 Desifindons  ANGH 08 UTF-A

Fig. 3 Snapshot of json format code
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Step 3: Make a directory file in command prompt by using “geth.” Then, run that
json file. After that genesis block is created, and few ethers will be generated (ETH
= 50) as shown in Fig. 4.

Step 4: Create a geth console project in command prompt (geth —networkeid= 5
— rpc —rpcport 2 console) with this command line as shown in Fig. 5. After this, a
key and an address will be generated.

Fig. 5 Snapshot of generated key and address value
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Fig. 6 Ethereum mist wallet
API for creation of an
ethereum account

LAUNCH APPLICATION

Step 5: Download an Ethereum Mist Wallet which is an Ethereum platform for
creating an account for user that is shown in Fig. 6.

2.2 Smart Contract

The concept of smart contract is simply based on simple contracts. In simple
contracts, it contains all the agreements and rules which are made between two
parties in the presence of a third party. But in smart contract, it does not need a third
party, and it is written electronically. It is constructed in the way that no one can
violate the smart contract, and it is highly encrypted with the concept of Blockchain.

2.3 Other Technologies

While creating a project, it may need JavaScript concept. Here in this paper,
JavaScript is used.

3 Literature Survey

Balaji et al. contrived a systematic application of Blockchain, which was based on
file sharing system. In general, there were two-step processes where a file was needed
to be uploaded to the drive first and then downloaded from there itself. Here, sender
and receiver had to go through two processes, but after using Blockchain, it would
compress the steps into one where sender can transfer directly to the receiver. There
are multiple applications available for file sharing. But in this paper, author used
some cryptographic algorithms and Blockchain concept to provide security in file
sharing system [2].
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Knirsch et al. introduced an implementation of Blockchain for satisfying all the
legal requirement at the time of transferring energy from shared photovoltaic power
plant. In this paper, author described convincing results and some takeaways about
which developers should be aware of [3].

Ochoa et al. developed architecture of Blockchain for using it in IoT. In this paper,
author used a decen tralized application of Blockchain to create an interaction among
device, user, and environment. This paper also described some privacy concerns by
originating different smart contracts at different levels of Blockchain architecture.
The gateway concept was also used in device-user communication, and IPFS service
was used for data integrity [4].

Kumar et al. proposed a decentralized application of Blockchain which was based
on student management system. In the part of implementation of Blockchain, student
records were stored in the form of blocks, and then, it was validated by authorities
of universities with the help of smart contracts. Here, in this paper, there were two
algorithms used for data encryption, i.e., SHA256 and RSA [5].

Nathan et al. introduced a design of a relational database of Blockchain. The
introduced Blockchain relational database was based on decentralized concept which
was controlled by multiple administrations. The ordering of block was based on
consensus mechanism, and implementation of system was based on postgreSQL [6].

Albrecht et al. described some factor related to the implementation of Blockchain.
This paper presented how the Blockchain technology immensely affected the energy
sector. The factors were based on DOI, TOE, and institutional economics. To identify
the factors, authors used use cases in their work [1].

Papadodimas et al. provided some theories related to Blockchain used by IoT.
In the era of IoT technology, the demand of sensor has increased. The sensors are
added to the IoT network, and these networks are growing rapidly. As sensors are
generating tremendous amount of data, IoT needs a security concept in it. For that,
author explained some concepts about IoT sensor data and Blockchain [7].

Aldred et al. proposed a design of a system based on the guiding principles settled
by GDPR in regards to data privacy. Here, Blockchain was used for the removal
of data and accessing of data with high security while considering the integrity of
Blockchain [8].

Helo and Hao proposed a supply-chain concept with the coordination of
Blockchain. There are several challenging features related to supply-chain, and
constructing it is a very complicated task. Multiple parties are added in supply-
chain, and for that, a shared database is also need for it. If a transaction is recorded
once, then it can rarely change in the ledger. In this paper, author collaborated the
supply-chain with Blockchain due to above-explained reason, so that parties could
easily access invoice, check the status and payment records, etc. [9].

Saxena et al. introduced a permissioned Blockchain infrastructure which was
based on energy trading platform. The introduced platform decreased the community
peak load by 46% and weekly electricity bill by 6%. The author also added a real-
world experiment to validate the energy transfer among DERs within a micro grid
[10].



Blockchain Marketplace—A Novel Overview for Real-Time ... 221

Grigore Rosu explained about a novel language, i.e., vyper which was used for
writing the smart contract in Blockchain. In this paper, author provided a brief expla-
nation about vyper language. Currently, vyper is compiled to the Ethereum virtual
machine (EVM) Casper, and it is very helpful to save wasteful electricity expenditure
[11].

4 Proposed Framework

See Fig. 7.
There are four parts in system architecture which are explained below:

a.  User: The person with an address can visit the application browser. The system
which is used by a user can be a node. The node is a validated node after
satisfying the smart contract. Both publisher and subscriber are user in this
application.

b.  'Web-browser: This is used by publisher and subscriber for transaction or other
computational work.

c. Frontend: The frontend part is designed by using HTML and CSS language. It
is designed for publisher and subscriber for viewing the Web page.

d. Backend: Blockchain always works on backend part of every system. It is one
kind of database which stores all records related to transaction. The Ethereum
and smart contact concepts are worked in the backend.

The workflow of marketplace is shown in Fig. 8. Product/object is added by
publisher to the network. Publisher is a node of Blockchain. The product/object
is purchased by subscriber by paying some Ethereum. The transaction process is
validated by smart contract. All the agreement and function are written in smart
contract. The smart contract is tested during the process. If it is yes, then transaction
is successful; otherwise, it is failed.

User

A8 e
1

i
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Fig. 7 Implemented system architecture
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Fig. 8 Workflow diagram for the proposed system implementation

5 Results and Discussions

Ethereum environment can be created by using geth and Node.js tool as explained in
Sect. 1.2. Here, all the private keys, ether numbers, and ether addresses are taken from
Ganache and added to Metamask [12]. Ganache is an application of Ethereum, where
ethers are available for using in projects as shown in Fig. 9. The added configuration
of Metamask is shown in Fig. 10. According to system architecture [12], there is a
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Fig. 9 Visualization of ganache API for available ethers

Ganache 1 #

0 $aTB1541268461D07

View on Etherscan

Export Private Key

Fig. 10 Generated ether added to metamask application

frontend page which is design by using HTML and CSS which is shown in Fig. 11.
While doing the backend setup, you need to create a truffle project environment,
where you need to install all packages of Node.js by using command line: npm
install —g truffle as shown in Fig. 12. In truffle development environment, genesis
block will be created and all details related to block will be shown in your desktop
in command prompt as shown in Fig. 13. After deploying the smart contract and
passing all the test function in truffle environment successfully, you can enable this
Blockchain application. There is a command line “npm run start” which is used
in command prompt to start the application. At the time of transaction between
publisher (seller) and subscriber (buyer), a Metamasknotification will pop-up due to
smart contract. The money transaction is based on ether in this application, and ether
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Fig. 11 Frontend for the implemented system of blockchain marketplace

Fig. 12 Procedure for the installing node.js

is automatically generated as settled by the publisher. There must be a gas fee with
an ether value as shown in Fig. 14. All the transactions are stored in every node of
Blockchain. The records can be mined from any node of Blockchain as shown in
Fig. 15.

6 Concluding Remarks

Implementation of Blockchain in webpage application is the prime focus of this
paper. So that, the marketplace Web page application is taken here for experiment.
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Fig. 13 Visualization of the content inside the block
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Fig. 14 Transaction occurring in the metamask API

The data can also mined by every node of Blockchain. This paper also describes
how a personal Ethereum environment can be created as well as the code. In future,
this paper can be developed by implementing more smart contracts for different
units which will be helpful for large marketplace. The efficacy of Blockchain has
been shown through the implementation portion where we can realize the difference
when no proper and efficient security strategy was involved in marketplace. We
focused on the results generated due to the convergence of Blockchain technology
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in a real-time application. Further research in this direction is extremely necessary
in today’s era where security concerns play a key role in diverse sectors. Also, to
ensure decentralization in Blockchain, sufficient research with mathematical proofs
is necessary.
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Applying Machine Learning Algorithms )
in Network-Based Intrusion Detection e
Systems

Nilesh Kumar Sahu and Itu Snigdh

Abstract The growth of computer networks usage with increase in the number of
applications running on it has increased the network security concerns. Therefore,
the role of Intrusion Detection Systems (IDSs), as special-purpose devices to detect
anomalies and attacks in the network, is becoming important. One of the techniques
is network intrusion detection systems that provide an array of methods to secure
computer systems against network-based attacks. In this paper, we try to present
prediction of occurrence of attacks on a network through analyzing different error
rates during transfer of data from source to destination. We employ different machine
learning models to evaluate the accuracy and prediction of the algorithms.

Keywords Intrusion detection - Machine learning + Anomaly based system -
Accuracy * Prediction

1 Introduction

Internet security and breaches have become a prime concern giving rise to research
in the field of network security. Network security essentially is an amalgam of poli-
cies and practices, adopted to prevent and monitor unauthorized access, misuse,
modification, or denial of a computer network and network-accessible resources
[1]. Therefore, the role of Intrusion Detection Systems (IDSs), as special-purpose
devices to detect anomalies and attacks in the network, is becoming important. The
techniques used for intrusion detection systems are anomaly based, misuse based, or
signature based [2]. Due to high predictability and accuracy, commercial products
adopt misuse-based detection mechanisms [3]. Anomaly based detection is more
appropriate for novel attacks when the data patterns is unknown and unpredictable
[4]. The literatures show that a lot of research has been done in anomaly detection and
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have considered various aspects such as learning and detection approaches, training
datasets, testing datasets, and evaluation methods. Our task is to build a network
intrusion detection system to detect whether there was any anomaly or attacks in the
network. There are majorly two problems undertaken in this article, namely:

Binomial classification: Whether activity is normal or under attack.

Multinomial classification: Whether Activity is normal or has encountered attacks
of the type “DOS” or “PROBE” or “Remote access to Local m/c (R2L)” or
“Unauthorized access to Root (U2R).”

Our article focuses on multinomial classification which would not only tells
whether the network is normal or not but also would predict the type of abnormality
if the network was not normal. For analysis, we consider KDDCUP’99 dataset [5],
which is widely used as one of the few publicly available datasets for network-based
anomaly detection systems. We have applied machine learning algorithms, namely
decision trees, random forest, and XG BOOST to depict the prediction accuracy of
the anomaly detection system.

2 Related Work

Among the two methods, namely signature based and anomaly based, the latter
presents better prospects. Anomalies or outliers are aberrant observations whose
characteristics deviate significantly from the majority of the data or any events that
significantly deviate from normal activity are considered to be suspicious [6]. The
aim of anomaly detection is to build a normal activity profile for a system. Anoma-
lous activities that are not intrusive are flagged as intrusive, though they are false
positives. Actual intrusive activities that go undetected are called false negatives [7].
The anomaly based technique uses statistical methods, cognition models, kernel, and
user intention-based data mining models as well as machine learning-based models
to name a few in the exhaustive list. There are several literatures on the KDD_99
dataset, which include approaches like fuzzy logic, unsupervised learning models,
random forests, and statistical methods [8]. Similarly, fuzzy rough C means (FRCM)
integrates the advantages of fuzzy set theory and rough set theory to predict anoma-
lies in the network data [9]. Random forests and data mining algorithm have also
been applied in misuse, anomaly, and hybrid network-based IDSs.

3 Proposed Methodology

The dataset description has been followed as expressed in the KDDCUP_99 dataset,
wherein the essential features have been summarized in Table 1, and the categories
of attacks that we consider in our article have been outlined in Table 2.



231

Applying Machine Learning Algorithms ...

QJel JOLIAI AISTISOY 1S QeI IOLIDI IS0 IS ‘9Bl IOLIdS™ AIS IS0y IS
‘1B JOIIdS ISOY IS JUNOD~ AIS IO 1S JUNOD ISOY IS QeI IOLIDI AT ‘)Rl JOIId ‘9Jel JOLIDS Al ‘dJel JOII JUN0d Al ‘JUNO ‘SPUId” punoqno” wn
‘SO SS900' ™ WN ‘S[[YS” WN ‘SUONEAId o[ Wn 900t wn ‘pastwordwods wn ‘Surdo] pa[rej wn 0 Quas1 JuowrSeIy 3uoim ‘s0}£qIsp ‘s9)£q oI ‘uonein( | oLownN

ur3o[json3 I ‘urdo[ 3soy” st ‘paydwane ns ‘[[oys 1001 ‘ur pa33o[ ‘pue | Areurg

Je[q ‘Qo1A10g “9dA1[090)01] | [BUTWION

sarnje9y jo odA1 vl T 9IqBL



232

Table 2 Attack class

N. K. Sahu and I. Snigdh

Type Description Relevant features

DOS Depletes the victim’s resources, | “Source bytes” and
thereby making it unable to “percentage of packets with
handle legitimate requests, errors”
e.g., syn flooding

Probing Gains information about the “Duration of connection” and

remote victim,
e.g., port scanning

“source bytes”

Unauthorized access to Root
(U2R)

Unauthorized access to local
super user (root) privileges
Uses a normal account to login
into a victim system and tries to
gain root/administrator
privileges by exploiting some
vulnerability in the victim,

e.g., buffer overflow attacks

“Number of file creations” and
“number of shell prompts
invoked,”

Remote access to Local
(R2L)

Access from a remote machine
intrudes into a remote machine
and gains local access of the
victim machine, e.g., password
guessing

“Duration of connection” and
“service requested” and host
level features —“number of
failed login Attempts”

3.1 Steps Followed

Data Transformation

Since machine learning model is mathematical in nature, the model works effectively
on numerical data. Hence, we need to transform the nominal data to numerical
through one hot encoding method. Separate training set and test set comprising
of total 125,974 training data and 21,550 test data were presented to the models.
Different machine learning algorithms, namely: Decision Tree, Random Forest, and
XGBoost, were used to find the best classification models.

Evaluation criteria

The most important part after applying the classification algorithm was to validate
our model for accuracy. The confusion matrix used in this paper to evaluate our
model is presented in Table 3.

Formulae used

(a) Classification rate/accuracy:

(b) Accuracy = %

(¢) Precision = 5

(d) F_Measure = ZRecallebrecision

(e) True Positive Rate : TPR = %
(f) False Positive Rate : FPR = %
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Table 3 Confusion matrix

T Actual Event (Positive) | Event did not occur
description

(Negative)

Values
Predicted values

Event (Positive) True positive False positive
Event did not occur | False negative True negative
(Negative)

A high value of recall indicates that the class is correctly classified. Precision
depicts the degree of correctly predicting the “actual” positive classes out of all the
positive classes that have been “correctly” predicted. We use two terminologies as
given:

e High recall and low precision: This means that most of the positive samples are
correctly classified but there are a lot of false positives.

e Lowrecall and high precision: This means that our model missed a lot of positive
samples but those we predicted as positive were actually “positive.”

Since it is very difficult to compare two models, having low precision and high
recall or vice versa, we use F-score to make them comparable. F-score helps to
measure recall and precision at the same time. The true positive rate (TPR) is also
called as sensitivity while the false positive rate denoted by TPR is also known as
fall out.

4 Results

As we have already discussed about data sampling, two different datasets were
considered, and the machine was trained on training data and tested on test dataset.
Rather than using the entire dataset, we have considered only the error rates to detect
the faults. We try to observe the performance of the considered models when they are
subject to a subset of critical parameters in the KDD_99 dataset. We try to analyze
whether observing the mentioned parameters are efficient enough to detect network
faults, thereby reducing the computational burden on the model developed. The anal-
ysis of the models has been done on the basis of the aforementioned parameters as
well as the ROC curve. If the area under the curve (AUC) is larger, the model is better.
The “steepness” of ROC curves is also very important, since it is ideal to maximize
the true positive rate while minimizing the false positive rate.

Figure 1 shows the confusion matrix while Fig. 2 shows the different evaluation
criteria. Figure 3 shows the ROC curve, and Fig. 4 shows the accuracy chart for
decision tree, random Forest, and XGBoost, respectively.
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Fig. 1 Confusion matrix of decision tree, random forest, and XGBoost
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Fig. 2 Evaluation criteria for decision tree, random forest, and XGBoost

5 Conclusion

In this paper we obtained that both XGBoost and decision tree achieved the same
accuracy rate, i.e., 83%. However, we also show that if we go through F1-score
of each class, we can infer that XGBoost outperformed the decision tree in overall
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Fig. 4 Accuracy chart

ways. This paper considered all the critical factors in a network which can help us to
predict the intrusion and its types. The models developed can be used in real-world
networks.
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Principal Component Analysis in Body )
Sensor Networks for Secure Data e
Transmission

Manorama and Itu Snigdh

Abstract With the adoption of Internet of Things, the reconciliation of clinical
gadgets and medical treatments’ gear has come to pass superior treatments and diag-
nosis. This would additionally help in remote health monitoring through wearable
gadgets and to counsel specialists through associated applications directly. This paper
deals with the data collected from various sensors that are connected to a body sensor
network and which forward data to destination nodes. With a greater number of sensor
data, it is difficult to analyze whether sensor readings are correct or not? Sometimes,
this becomes tedious if number of sensors is more. In addition, the data may be
corrupt increasing the vulnerability of applications dependent on such data. Hence,
the reduction in the dimension of sensors is required for a robust and accurate deci-
sion making. This paper presents a principal component analysis for the dimension
reduction in sensor networks with the aim to analyze the sensor network data to
facilitate secure data transmission.

Keywords Principal component analysis - Body area sensor network - Wearable
gadgets - Robust - Security * Clinical gadgets

1 Introduction

Internet of Things health care has empowered the cutting-edge advances that are
method for the entire business world with remarkable identifiable smart objects inter-
connected through the Internet. As of late, web foundation is enabled with broad-
ened benefits, for example, network of cutting-edge smart gadgets that improve the
situation of Machine-to-Machine (M2M) capacities [1]. Importantly, the Internet
of Things speaks about one of the most alluring social insurance applications [2].
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Fig. 1 Components of body
area sensor network

Human Being

Data from ‘ Things like

body area Sensors
Sensor and
network actuators

Internet of Things and Wireless Body Area Sensor Networks (WBAN) essentially
gather and move information utilizing a remote or wired system without needing any
human intervention. It could in this manner, oblige numerous applications in clinical
fields, for example, elderly care, fitness programs, remote health monitoring, and
chronic illnesses.

Figure 1 depicts the major components for such remote monitoring capacities in
Wireless Body Area Sensor Networks (WBANS).

Recently, the coronavirus has been declared as a pandemic by the World Health
Organization (WHO), raising genuine worries on the wild flare-up. Citizens of
various countries such as Singapore, China, USA, UK, Iran, Europe, and India experi-
enced the worst outbreak as it has infected thousands of people. Hence, people who
are suffering from these deadly viruses could be remotely monitored by hospital
administration with close observation by sensors. Remote clinical sensors could
gather different physiological parameters, for example, pulse, heartbeat, oxygen
immersion, respiration, and circulatory strain. These sensors are connected to the
subject’s body and could then be interminably observed in a medical clinic or home.

The data generated by different sensors are enormous in terms of volume, variety,
and velocity. For critically analyzing the symptoms, all the data becomes difficult
to handle, for which we need to select a few prominent features or components.
Principal component analysis is therefore used to reduce the dimension of sensors
in order to identify and prioritize the sensor data for relevance in detection of the
disease and send it securely on the network.

This paper has been organized into Sect. 2 that describes the security aspects in
wireless body area sensor networks, and Sect. 3 illustrates the proposed structure.
Section 4 presents the requirements of principal component analysis, with Sect. 5
illustrating the PCA analysis, and Sect. 6 concludes the paper.
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2 Security Concerns in Wireless Body Area Sensor
Networks (WBANSs)

Among the numerous necessities of WBANS, security is the most significant segment.
Security parameters that are significant for WBANSs are secrecy, realness, accessi-
bility, and honesty [3, 4]. For instance, in the event that we consider a basic use
of associated well-being which contains gadgets, for example, an insulin siphon,
hacking for wrong organization of the dose could be hazardous [5]. Another issue
is that of information protection [6] which as a rule identifies data that should not
be openly uncovered. In such cases likewise, the patient’s physiological imperative
signs are basically observed, particularly if a patient is experiencing an infection,
the subtleties of which is not generally proper to uncover. The exposure of such
information could make a patient endure mortification. Any breach in the classified
information [7] would cause them mental pressure and sometimes cause them to lose
their positions. Thus, clinical information should be adequately treated as private. As
Internet of Things healthcare technology utilizes handing off data starting with one
gadget to the next, it is prone to security ruptures and loss of privacy [8] with respect
to the end clients. Other than these potential assaults, certain gadget impediments
that influence performance of WBANSs are battery life and lightweight computa-
tional necessities. Since these works in short range and low data rates, they are very
susceptible to attacks and sometimes lack of correct monitoring. The sensors basi-
cally collect data under intricate environments, and hence, if not able to show the
correct readings, it may create panic among the medical staff unnecessary. This paper
presents a simple technique to counter this problem by enabling a check on sensor
readings for their authenticity as they work in various ambient. We have implemented
a wireless body area network scenario through simulations in NETSIM v11.2 and
apply principal component analysis method to reduce the dimensions of multivariate
components to a smaller number of components for secure data transmission.

3 Proposed Work

Usually, WBANSs comprise of wearable devices that monitor and collect information
about ones’ physiological condition and activities related to diseases. These wearable
health monitoring systems consist of various Micro-Electro-Mechanical Systems
(MEMS) sensors and electronic equipment, signal processing units, communication
modules (both wireless and wired), and actuators. Also, sensors and electronics
require small size, less power consumption and the ability to detect medical signals
such as ECG, EEG, PR, and pulse rate. With these sensors, real-time monitoring
of a person becomes useful in detection and prediction of diseases, as simple as
analyzing posture or as critical as detecting a possible heart attack. For realizing
a remote observation facility for patients, WBAN devices that may be used are
classified as:
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Implant node: Nodes placed in human tissue or just below the skin.

2. Body surface node: This is either implanted human body surface or very near
(less than 2 cms) the body.

3. External node: Such nodes do not touch human body and are rather placed a

few centimeters to or 5 m away from the human body.

The analytical structure depicted in Fig. 2 is simulated in NetSim, and experiments
were conducted to evaluate the effectiveness of our PCA-based susceptibility detec-
tion. In this simulation, a body area sensor network was established by implanting
eleven sensors in a human body. Simulations of 100-500 ms were conducted, and
sensory data were collected at the destination node (server). Figure 3 shows the
sensors which are connected to a person in remote monitoring phase.

The description of different sensors [9-12] with sensor Ids, which were implanted
inside the body and was responsible for collecting the vital information which are
illustrated as:

1. SENSOR ID 1 (SAO, SENSOR): Sa0; sensor is implanted in tissues of the
human cell to find the oxygen label immersion. An SaO2 sensor estimates
oxygen immersion in various tissues.

2. SENSORID 2 (PR SENSOR): Pressure sensors are implanted inside the human
body to measure pressure caused due to inhalation and exhalation in the lungs
of the human body.

I% VITRO SENSOR IMPLANTATIONS
INSIDE HUMAN BODY

TIG ok
TG 0 TG
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A N
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A5 SN

PRESHURE SN0

— . SENSOR DATA COLLECTED ON LOCAL : ;
SENSING LAYER SERVER TO CLOUD HOSPITAL ADMINISTRATION

Fig. 2 Sensor data movement in body area sensor network (analytical approach)
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N

Fig. 3 NetSim simulation of body sensor area network

3. SENSOR ID 3 (ECG SENSOR): The Shimmer3 Electrocardiogram (ECG)
sensor is implanted to record the pathway of electrical impulses through the
heart muscle, and can be recorded on resting and ambulatory subjects, or during
exercise to provide information on the heart’s response to physical exertion.

4.  SENSORID 4 (EMG SENSOR): Electromyography (EMG) records our muscle
movement. In this body sensor network, it is implanted inside of back muscles
of the human body.

5. SENSOR ID 5 and 6 (EEG SENSOR): Electroencephalography (EEG) is
an electrophysiological observing strategy to record electrical activity of the
cerebrum.

6. SENSORID 7 and 8 (EOG(R) and EOG(L) SENSOR): Electrooculography
(EOG) is amethod for estimating the corneo-retinal standing potential that exists
between the front and the rear of the human eye. The subsequent sign is known
as the electrooculogram. EOG sensor collects retinal and cornea information of
both left and right eyes.

7. SENSOR ID 9 (AIRFLOW SENSORS): These sensors use transmitters
for measuring air velocity / flow in building automation, pharmaceutical
applications or clean rooms.

8. SENSOR ID 10 and 11 (THOR and ABS Sensor): ABS sensor detects the
livings of a human being by transmitting the rotational information. Thor sensor
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Fig. 4 Throughput analysis of eleven sensors by NetSim simulation

is basically a thermal sensor which measures temperature. It is a passive infrared
sensor which detects the presence of a human body by sensing through thermal
sensations.

Since there are eleven body sensors are connected together to establish this
network, throughput analysis in real time is shown in Fig. 4.

4 Principal Component Analysis

Principal components analysis, or PCA, is basically a data analysis tool capable of
reducing the dimensionality (number of variables) of a large number of variables
which are interrelated, while holding the basic information (variation) as possible.
Principal component analysis is used for calculating an uncorrelated set of variables
(components or pc’s) [13]. These components are ordered so that the first few retain
most of the variation present in all of the original variables.

The basic equation of PCA is, in matrix notation, given by:

Y=WN ()

where “W” may be a matrix of coefficients that has to be determined by PCA with
“N” as the number of dimensions.
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For the present wireless body sensor network scenario, there are eleven sensors

which are responsible for secure data transmission. Hence, these sensors are
considered as the features or components for principal component analysis.

4.1 Steps for Calculating PCA

[

The dataset has to be standardized.

2. Create a covariance matrix using the standardized data.

3. Calculate eigenvectors (principal components) and their corresponding eigen-
values by using the resulting matrix.

4. Components are to be sorted in descending order by its eigenvalue.

5. Choose the most variance within the data out of N components which is
having better eigenvalue (the largest eigenvalue means the feature explains more
variance).

6. The new matrix is created by using the N components.

Usually, sensory information has high spatial and fleeting connections which
make PCA a necessity for data reduction in sensor systems. PCA was applied on
a lot of perceptions of one variable in every sensor or a lot of sense together, the
way that current body area sensor network applications [14, 15] gather multivariate
information, for example, temperature sensor, pressure sensor, air flow sensors, Thor
sensor, or ABS sensors. These sensors work in very extreme conditions, such as a
Sao, sensor may show erroneous data in high pressure or vice versa. Similarly, in high
temperature, ECG or EEG data may be high or low. So, to observe the correctness
of the sensor readings, we need to keep a check on these sensor’s data. Since we
have eleven sensors implanted inside a body area network [16], it is really a tedious
task to check each and every sensor reading’s all the time. So we have to reduce the
dataset of the sensor by principal component analysis for secure and non-erroneous
data transmission.

5 PCA Result Analysis

Figure 5 depicts the dimension reduction graph of PCA in wireless body
sensor networks. In this graph, we have considered ten features. In this context,
features/components respond to individual sensor IDs. This curve corresponds to
the variance. The sharpness of the curve is leading to a bend at fifth (5th) sensor.
This results in concluding that there are five principal components in this body
area sensor network, which are PC1-Sa02 sensor, PC2-pressure sensor, PC3-ECG
sensor, PC4-EEG sensor, and PC5-EMG sensor (PC stands for principal compo-
nent), out of ten different body sensors. Data sensed/read by these five principal
components are to be sensed first in adverse conditions of the network. Sensors
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are also responsible; if any attack or anomaly happens in the body sensor network,
then these sensors are to be sensed first and reading must be checked in a low pan
gateway as these are principal component. These five principal components are also
responsible for secure data transmission to a sink node/low pans gateway.

The time complexity of principal component analysis of the wireless body area
sensor networks is equal to O (n?). This represents that PCA analysis is valid for
equal to or less than the total number of components. Hence, this analysis is valid
for less than or equal to ten (10) features (as we have ten sensors for analysis) as
principal components. Comparative analysis with other feature selection algorithms
may be practiced as a future work to this application.

6 Conclusion

Dimension or sensor information decrease can be viewed as a technique for a safe
and effective information transmission since it lessens the energy utilization brought.
PCA ends up being a vigorous information decreasing technique in multivariate
information investigation. At sink/destination nodes, the diminished information is
approximated to get the first information with insignificant estimate mistake. Since
corona outbreak has become life threatening, hence safe and secure information
transmission through body network has become utmost essential in remote moni-
toring. Therefore, we can conclude that principal component analysis reduces the
risk of false/inaccurate data transmission in body sensor network.
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Wireless Sensor Networks for Improving
Network Lifetime and Coverage

Pradeep Kanchan, D. Shetty Pushparaj, and Baraa A. Attea

Abstract The optimization technique in which many objectives are simultaneously
optimized is called multiobjective optimization. A wireless sensor network (WSN)
consists of many sensors forming a network. These sensor nodes mainly run on
battery which deteriorates with time. Our aim is to optimize coverage and lifetime of
the network. One of the most effective methods for minimizing energy and increasing
lifetime of nodes is clustering. In this paper, we integrate the two objectives of
improving network lifetime and increasing coverage. We use quantum bits or qubits
in our representation instead of bits. A qubit can be in O state, 1 state or a super position
of these two states at the same time. This is what makes quantum computing-based
algorithms more powerful as we can have more diversity. The proposed algorithm,
quantum inspired multiobjective evolutionary algorithm based on decomposition
(QMOEAD) is compared with LEACH, SEP, NSGAII and MOEA/D on the basis
of coverage and network lifetime. The results show that QMOEAD outperforms the
other algorithms mentioned above.
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1 Introduction

Wireless sensor networks (WSN) are increasingly being employed in diverse fields
like military operations, agriculture, traffic control, etc. Since the sensors are
deployed in hostile environments, it may not be possible to replace them whenever
required. Therefore, energy conservation becomes important.

Clustering is a very effective strategy for energy efficiency ina WSN. In clustering,
the cluster head (CH) gathers data from nodes which are forwarded to a base station
(BS). Sometimes the network may need to monitor a large area and give information
from any part of the monitored area. Then, we can say that the area is being ‘covered’
by the sensors. The nodes which are being covered are called targets. Each node can
cover a certain number of targets. Our objective is to cover as many targets as possible.
Optimizing the energy consumed in the network leads to optimized lifetime of the
network, which is another objective of our work.

Very few works exist which simultaneously consider routing via clusters and target
coverage. Multiobjective optimization enables us to consider the two objectives of
energy conservation using clustering and target coverage at the same time. One of
the well quoted works on multiobjective optimization [1] explains multiobjective
problems as those where we have to simultaneously optimize k objective functions.
Here, optimization may refer to minimizing all the functions, maximizing all the
functions or a combination of minimizing and maximizing all the functions. Multi-
objective evolutionary algorithms (MOEAs) are used for dealing with WSN related
design problems. Multiobjective optimization (MOO) in case of WSNs may involve
optimizing parameters like target coverage, connectivity of the network, lifetime
of the network, network energy, etc. [2]. An evolutionary multiobjective crowding
algorithm (EMOCA) is discussed in [3]. This manages to strike a balance between
dominance and diversity as far as population is concerned. The hybrid MOEA [4]
discusses optimizing lifetime and coverage treating them as multiple objectives to
be optimized at the same time.

Quantum computing algorithms have been used for optimizing WSN. In [5], a
quantum adaptation of artificial bee colony (ABC) algorithm is used for optimizing
the energy consumption in WSN. The work by [6] uses quantum ant colony opti-
mization (ACO) and improves target coverage. In [7], quantum particle swarm opti-
mization (PSO) improves energy efficiency in a clustered WSN. In [8], a scheme is
developed for optimal coverage using quantum PSO.

As per our knowledge, none of research has explored the possibility of using
quantum computing with MOEA/D for solving coverage and lifetime problems in
WSNs. Our paper is concerned with developing a quantum inspired MOEAD for
energy efficient coverage of targets in a WSN which also improves the network
lifetime.

The following are our contributions:

e Representing the WSN using quantum bits/qubits representation.
e Developing a quantum inspired MOEAD for energy conservation and coverage
which also improves the network lifetime. We call this algorithm QMOEAD.
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e Comparing our algorithm with LEACH, SEP, NSGA II and MOEAD.

The organization of the paper is given below. Section 2 contains a review of
the related work. Section 3 explains our algorithm: the quantum inspired MOEAD
(QMOEAD). Section 4 contains the experimental results. Section 5 contains the
conclusion and future directions for research.

2 Related Work

2.1 Coverage

In [9], a novel scheme is introduced where nodes are divided into disjoint sets in
such a way that every set monitors all the targets. At one particular instance of time,
only one set is active. The currently active sensors monitor and transmit the data
collected while nodes from other sets are said to be in a sleep mode which requires
low energy. In [10], a scheme for scheduling is proposed by which a node can be
either in an active mode or in sleeping mode. This is done based on information
regarding coverage got from the neighbouring nodes. In [11], the protocol makes
sure that only some sensors are working while the others are in a non-working or
sleeping mode. At random intervals, these sleeping nodes wake up to check if any
nodes have failed and need to be replaced. The optimal geographical density control
(OGDC) algorithm is proposed in [12] which achieves connectivity and coverage
while minimizing the number of nodes.

2.2 Energy Consumption

The widely quoted [13] proposes an algorithm for energy consumption: the low
energy adaptive clustering hierarchy (LEACH). Here, a single node becomes a cluster
head (CH) with the probability p, and it will broadcast this decision. Those nodes
which are not CH determine the cluster they want to belong to based on which CH can
be reached with the least energy. In [14], stable election protocol (SEP) is proposed.
They introduce a term stability period defined as the time till the death of the first
node. There are two types of nodes—the normal ones and the advanced ones (having
extra energy). Selection of CH is done in random, based on the energy available in a
node. The genetic algorithm (GA) is used in [15] to select CHs while minimizing the
network distance. Here, a bit sequence of 0's and 1’s is used where each bit represents
anode. If the bitis 1, itis a CH; else, it is a normal node. A hierarchical cluster-based
routing (HCR) algorithm is proposed in [16]. Here, the nodes are organized into
clusters with each cluster being managed by a set of associate nodes, the headset
nodes. Each of these associate nodes act as CH at different points using round robin
technique. These clusters are in existence for a longer duration. The harmony search
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algorithm (HSA) based on music is proposed in [17] for optimization in WSN. This
algorithm is successful in optimizing both the distance between clusters and the
energy consumption. The energy aware evolutionary routing protocol (EAERP) [18]
is based on evolutionary computing. The algorithm yields better results than LEACH,
SEP and HCR.

2.3 Energy Conservation and Coverage

The energy aware and coverage preserving hierarchical routing (ECHR) protocol
is proposed in [19]. One CH is selected for each round of the algorithm. Other
nodes transmit data using multi-hop communication. This algorithm succeeds in both
conserving energy as well as maintaining coverage. The techniques discussed in [20]
concentrate on those applications in which full network coverage is desired. Their
work substantiates that using the sensors with low remaining energy and minimizing
usage of sensors in areas which are not densely covered (sparse) will improve the
coverage time.

2.4 Multi Objective Optimization (MOO)

The multiobjective optimization (MOO) technique is explained in [1]. In MOO,
optimization refers to coming up with a solution consisting of objective functions
which can be accepted by a decision maker. It differs from single objective optimiza-
tion where our aim is to maximize or minimize the objective function. A general
multiobjective problem (MOP) can be defined as:

Minimize/Maximize F (x) = (fi(x), f2(x), ..., fu(x))subjecttox€Q (1)

where x is the decision variable, F: Q2 — R" denotes objective functions which are n
in number, €2 denotes the search space and R" denotes the objective space. In MOPs,
we want to find good enough solution/solutions unlike global optimization where we
look for a single solution. Usually, the term Pareto optimum is used to denote such
situations. The non-dominated sorting genetic algorithm (NSGA) for multiobjective
optimization is proposed in [21]. The non-dominated solutions are those which are
superior solutions when compared to all the objectives in search space but inferior
to solutions in the space as far as one or more objectives is concerned. The NSGA
differs from the usual GA in that before selection, a ranking is done for the population
based on the non-domination of an individual. The NSGA has been improved by
[22] who proposed the NSGA 1II algorithm. The multiobjective evolution algorithm
based on decomposition (MOEA/D) is proposed in [23]. Here, the MOP is split into
smaller problems, and these smaller problems are optimized all at the same time.
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The MOEAD in [24] performs optimization of multiple objectives for a WSN—
maximizing network lifetime and maximizing coverage. It proved to be better than
LEACH, SEP and NSGA 1II.

2.5 Quantum Inspired Algorithms for WSN

The quantum artificial bee colony (ABC) algorithm [5] optimizes the consumed
energy. The comparison of results with LEACH and the standard ABC shows the
superiority of the algorithm. Here, the population consists of quantum bits. A particle
swarm optimization (PSO) algorithm inspired by quantum computing for energy effi-
ciency in clustered WSNs is proposed in [7]. The algorithm makes sure minimum
energy is consumed as compared to LEACH and PSOECHS [25]. The quadrivalent
quantum inspired GSA (QQIGSA) is proposed in [26] to be used in precision agri-
culture. The results show that it is superior to the binary genetic algorithm (BGA)
and binary PSO (BPSO).

3 Quantum MultiObjective Evolutionary Algorithm
with Decomposition (QMOEAD)

The proposed algorithm, QMOEAD, is developed for cluster-based routing in WSNs.
The issues of network lifetime and coverage are treated as the multiple objectives.
Our aim is to minimize the energy consumed (which leads to increased lifetime)
and increase the area covered / coverage. We use the MOEA/D as in [24]. They are
assuming a square field for monitoring. There is a base station (BS) with (xgs, yzs)
as its coordinates, a set of m sensor nodes (sy, $2, ..., S;;) With the set ((x;1, Vs1, 751,
Eg1) ooy Xsms> Ysms Tsm» Esm)) denoting the locations (x, y), the radii of coverage r
and the initial energies E of the m nodes.

The set (dy, ... , d;) denotes the 1 targets with locations ((x41, Yq1), --- s(Xdrs Yar))-

We can say that we have achieved efficient coverage if every target is covered by
a minimum of one sensor, and network lifetime is optimized. We want to optimize
coverage area and lifetime of network.

The MOEA/D for the routing protocol is defined as

MOEA/D = (I, ®,T, ¥, 1, N, EP, ¢) 2)

where [ is the individual space. An individual consists of a bit string of size m, which
denotes how many nodes are there in the WSN. The bits of each gene can be any of
the following: —1 in case of a dead node, O in case of inactive node, 1 for a non-CH
node and 2 for a CH node.

We can specify the population of N individual solutions IP = (I, ..., Iy) as
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Vie(l,...,N) and Vje(,...,m), 3)

—1ifE(s; =0)

0if E (s i > 0) with s; Inactive
1if E(sj > O) with s; = NonCH
2ifE(sj > 0) with s;, = CH

li,j = (4)

We are considering only a homogeneous network. During the rounds of the
protocol, dynamic number of CHs are formed. Initially, we form a random population.
Some assumptions are:

e The probability of an alive node becoming active or inactive is equal
e According to [14], an active advanced node becomes a CH with a probability:

Padv/(1 — pagy +(r mod 1/ paay))

An active normal node becomes CH with the probability

pnrm/(1 —p;"rm(r mod ]/pnrm))

Here,

Padv = ((Popt * (1 + )/ (1 + o* Advanced nodes percentage)).
Porm = ((Popy) / (1 4+ a* Advanced nodes percentage)).

The optimal election probability used as in LEACH [13] is:

Popt = Kopt/m‘

where m = Number of nodes in the network.
K opt = Optimal number of clusters given by

% m 2
'Y 211 0.765
®: 1 — R? is used to denote that the objective function vector consisting of E, the
energy consumed and NC, the number of Uncovered targets, has to be minimized.
E consists of the energies used up for transmission, receiving and aggregation of
signals [18].
The total energy for activation of sensor is

E()= () Y Erxscui + Erx + Epa)

i=1 seci
ne

+ (O Erxcui ps) + Tot AE (5)

i=1
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Here, nc denotes how many CHs are active.

s €c; denotes the active non-CHs which are linked to the ith active CH.

Etxn1, n2 18 the energy required for transmission of data from node #; to node n,.
ERx is the energy for receiving data.

Epa is the energy for aggregating the data

2.
EX 1+ e 1*d(s)5,) ifd <d
Erxatn2 = ilm is . ( b 2)4, 0 (6)
Eelecl + Empl d(Sl_Sz) ifd > dy
ERX = E:lecl (7)

The total activation energy, TotAE, for CH and non-CH nodes activated during a
particular round is given by

TotAE:iAE*ai+ZAE*a$ (8)

i=1 seci

where

| lif sensor; will be activated during current round

4= { 0 Otherwise ©)

AE is the activation energy of each node.
An objective function, NC, is defined to minimize number of uncovered targets

NC() = Z Uncovered (targetl—) (10)
i=1
Here,

Uncovered (targeti)

1)

_ [ 0if3s € sensoractive, d(s,t;) <= r,
| 1 Otherwise

d(syt,') denotes the distance between sensor node s and target ¢;.
The set I" consists of the operators used in a GA like crossover, mutation and
selection and is defined as below:

N N
I'= (C(-)c, Mem, SoslCoc, Mom, Sge1 =1 ) (12)

The crossover and mutation operators can modify the routing solutions.
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P 1s a fraction of the pairs of parents of the population chosen for recombination.
For every pair of the parents, two points of crossover r; and r; are selected randomly
from the set (1, ... , m—1). The parents /, and I, are exchanged at the bit positions
between these points. Each new string of bits is also mutated with a probability of
Pm- During mutation, O is converted into 1 or 2, 1 is converted into O or 2, and 2 is
converted into O or 1. The —1 s are not converted. The generation updation is denoted
by:

v :EP— EP

This is the updation of current external population (EP) by removal and/or addition
of dominated and/or non-dominated solutions, also applying I to the current /V. The
criteria for terminating the MOEA/D is:

1: IV = {true, false}
For starting the next round of routing,
®:EP > I*

Is used. This selects a solution /* from the EP. The solution which spends
minimum energy for performing required coverage is selected. It then decodes it
into a clustered solution Vi €{1, m},

Deadif I;x = —1
Inactive if I; * = 0
;= ot 13
s NonCHif I = 1 (13)

CHif I;x =2

The above equations explain how MOEA/D is implemented for a WSN repre-
sented in the form of bits.

In our work, we create a quantum population of bits for representing the WSN
state. A qubit may be in ‘0’ state, ‘1’ state or a superposition of these 2 states. Its
state can be derived from:

[ >=al0 > +|1 > (14)

where o and 8 represent the probability amplitudes of the corresponding states. lal?
is the probability of the qubit being in ‘0’ state, and |81 is the probability of the qubit
being in ‘1’ state.

lal? + 181> =1 (15)
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A quantum gate changes the state of the qubit. We have used rotation gate in our
work. We can write the Q bit string of m bits as a quantum matrix:

O5l| O52|-~~|Olm
16
|:ﬂl|ﬂ2|-~-|ﬂm] (1o

where
>+ 187 =1, i=1,2,3,....m (17)

The rotation gate we have used is

(18)

U(AG) = |:cos(A9i) - sin(A@i)i|

sin(Afi) cos(ABi)

where Af;,i = 1,2,3,....,m is a rotation angle of each qubit towards either O or 1
depending on the sign.

4 Experimental Results

We compare QMOEAD with LEACH, SEP, NSGAIl and MOEA/D. We evaluate with
respect to number of nodes alive and number of covered targets which we optimize
during the rounds of the algorithm. MATLAB R2019a is used for implementing
the simulation. We conducted the experiments with 10 WSNs, each containing 100
sensors and 50 targets in an area of 100 x 100 m?. We have assumed homogeneous
nodes. The details of the radio model used are given below:

E¢jec, the energy dissipated per bit has the value 20nJ/bit. E, which is initial energy
of node has the value 0.1 J. 5, the free space energy has the value 10 pI/bit/m?.
Emp, the multipath energy has the value 0.0013 pJ/bit/m*. EDA, the energy for data
aggregation has the value 5 nJ/bit/report. The sensing radius is 10. The activation
energy is 5.0e’”’. The message size, /, is 4000 bits.

The evolutionary components used are listed below:

The value of p., the crossover probability, is 0.6. The value of p,,, the mutation
probability, is 0.03. The population size, N, is 20. The number of generations, genyax,
is 20. EDA, the energy for data aggregation is 5 nJ/bit/report. The neighbourhood
size, T, is 4.

Table 1 shows the experimental results of comparison with respect to nodes alive
after a number of rounds. The number of nodes alive becomes O only after round 375
in case of QMOEAD, whereas in case of the other algorithms, it happens earlier.

Table 2 shows the experimental results of comparison with respect to targets
covered after a number of rounds. As can be seen from the table, the number of
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Table 1 Comparison of nodes alive after no. of rounds

P. Kanchan et al.

Rounds Alive nodes Alive nodes Alive nodes Alive nodes Alive nodes
LEACH SEP NSGA II MOEAD QMOEAD

25 100 100 100 100 100

50 100 100 100 100 100

75 96.6 96.2 99.6 100 100

100 8.8 8.4 97.4 100 100

125 4 6.6 80.3 100 100

150 0 0 75.66 98.78 100

175 0 0 23.56 87.89 100

200 0 0 0.7 34.89 99.76

225 0 0 0 8.78 90.34

250 0 0 0 1.56 68.46

275 0 0 0 0 54.35

300 0 0 0 0 23.86

325 0 0 0 0 1.77

350 0 0 0 0 0.35

375 0 0 0 0 0

Table 2 Comparison of targets covered after no. of rounds

Rounds | Targets covered | Targets covered | Targets covered | Targets covered | Targets covered
LEACH SEP NSGA II MOEAD QMOEAD

25 50 50 50 50 50

50 50 50 50 50 50

75 50 50 50 50 50

100 25 27.4 50 50 50

125 10 13 49.5 50 50

150 0 0 40.12 49.8 50

175 0 0 37.78 49.56 50

200 0 0 0.67 38.67 49.9

225 0 0 0 14.44 40.67

250 0 0 0 2.45 35.98

275 0 0 0 0 23.56

300 0 0 0 0 12.87

325 0 0 0 0 2.56

350 0 0 0 0 0

375 0 0 0 0 0
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Fig. 1 Alive nodes versus rounds for LEACH, SEP, NSGA II, MOEAD and QMOEAD

targets covered becomes 0 only after round 350 in case of QMOEAD, whereas in
case of the other algorithms, it happens earlier.

Figure 1 shows the results where the number of alive nodes after a number of
rounds are plotted for LEACH, SEP, NSGA II, MOEAD and QMOEAD. The number
of alive nodes becomes zero after larger number of rounds when QMOEAD is used.
Figure 2 shows the scenario where the number of targets covered are shown over
a number of rounds for LEACH, SEP, NSGA II, MOEAD and QMOEAD. Figure
shows that in case of QMOEAD, the number of targets covered reaches zero after
larger number of rounds. The inferior performance of LEACH and SEP is because
they activate all the alive nodes during the rounds. NSGA II and MOEAD perform

better because they activate only a percentage of alive nodes during the rounds. The
QMOEAD adds more diversity because of the nature of the qubits.

5 Conclusion and Future Work

The paper proposes QMOEAD algorithm which simultaneously maximizes network
lifetime and coverage for homogeneous WSNs by treating them as multiple objectives
to be optimized. The algorithm outperforms LEACH, SEP, NSGA II and MOEAD.

Future work may involve exploring the QMOEAD algorithm for heterogeneous
WSNs.
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A Review of Wireless Charging in WSN m

Check for
updates

Supriya Gupta and Md. Amir Khusru Akhtar

Abstract Wireless energy transfer is the transmission of electrical energy without
the use of wires. The use of WET in the management of energy creates a new class
of network, i.e., the wireless rechargeable sensor networks. This paper presents a
systematic review on wireless charging of sensors nodes in wireless sensor networks
and explores the comparison of recognized works. A lot of optimization techniques
for designing energy-efficient traveling paths and optimal stopping locations of the
WCYV has been presented to improve the charging efficiency of WCV. This paper
discusses the current work on movement cost of wireless charging vehicles, optimal
stopping time of WCYV, trajectory design, and conservation of energy. Furthermore,
it also enlightens charger placement problems and charge scheduling problems to
improve the charging performance of WRSNs. Finally, the research challenges in
the field of WRSNs have been proposed.

Keywords Energy-efficient traveling paths - Magnetic resonant coupling *
Wireless charging vehicle - Wireless sensor network - Wireless rechargeable sensor
network

1 Introduction

Wireless sensor technology is one of the most prominent subjects to be dealt with.
Wireless sensor network (WSN) is a complex group of specialized nodes and devices
installed in a background that leads to lots of complexities, which has to be taken care
by the network planners. WSN is implemented in various sectors such as observations
of regions, healthcare sector, emergency alarm in forests, working on the levels of
air pollution, natural calamity detection such as landslide, checking for water levels
as well as quality, and natural catastrophe prevention. The sensor nodes perceive and
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collect data from the environment and then forward it to the base station for further
processing and decisions [1].

In the traditional approach, the wireless sensor is limited by the capacity of the
batteries of the sensor nodes. The application and demand for complex processing on
sensor end increase energy consumption of sensor nodes. Thus, energy conservation
has become the main dimension of WSN in past decade in order to maximize network
lifetime. Several solutions have been proposed such as mobile data sink for data
gathering and trajectory of the mobile sink to balance and maximize network. These
methods enhance network lifetime but battery depletion still causes network failure
[2].

By the advent of wireless charging technology, the sensor node can be charged
wirelessly. As information is transferred wirelessly, energy can also be transferred
wirelessly using electromagnetic fields or magnetic resonant coupling methods.
Replenishment of energy of sensor nodes via magnetic resonant coupling is an
important development in this area. In this method, source coil transfers energy
to the destination coils via electromagnetic fields [3].

The wireless sensor network can remain active for an infinite period if it is charged
periodically. A wireless charging vehicle (WCV) can be used for charging the sensors
nodes without employing any physical connections. The wireless charging vehicle
can be employed in many ways, and the latest advancement is the multi-node charging
technology where we are charging more than one node simultaneously [3]. The
motivation of this chapter is to understand how to use wireless charging technology
as compared to the conventional battery-powered wireless sensor networks. This new
network is called wireless rechargeable sensor networks (WRSNs) [2].

The sections of the paper are arranged as follows. Section 2 talks about background
of wireless rechargeable sensor network. Section 3 discusses charger placement,
charging utilization, and charge scheduling problem. Section 4 presents wireless
charging vehicles. Section 5 presents comparison of various techniques and methods
for WRSN, and Sect. 6 enlightens the research challenges and future scope of WRSN.
Finally, Sect. 7 concludes the paper.

2 Wireless Rechargeable Sensor Network

In the next decade, wireless network relies heavily on sensors to take out practical
information from the surroundings. There is an increasing demand for more complex
sensor nodes for application in various fields which leads to higher consumption
of energy per sensor nodes. Energy conservation of these batteries of the sensor
nodes is really important as replacing them would be riskier and infeasible in many
applications. There are various ways of maximizing network life, one way is to put
the sensor nodes to sleep mode if there is no communication. There is another way
of replenishing energy of batteries which is by environmental energy, for example,
solar energy and wind energy. This source is unreliable, and if energy is unavailable,
then communication between the nodes would lapse [2].
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Based on different situations, wireless sensor rechargeable nodes can be divided
into two categories: periodical WRSN and event driven WRSN [4]. In periodical
WRSN, nodes can be charged in two ways, single node charging method and to
increase the efficiency multi-node charging method in which several nodes are
charged at the same time [5].

There are several important components of wireless rechargeable sensor network.
Charging vehicle is instilled in the system with global positioning system. The vehi-
cles are equipped with cell packs and coils [2].There are numerous solutions provided
for wireless charging vehicles, and wireless charging vehicles can reinstate the power
of nodes in different position in the network by moving channels and attain the goals
as shown in Fig. 1. It is basically a vehicle-type hardware that helps to charge wire-
less rechargeable sensor network [6]. When energy level at any node is low, it sends
a charging request to moving charging vehicle and MCV services the request. To
shorten the charging time and traveling time, there are many theories proposed as the
energy consumption of WRSN is not uniform and balanced. Demand-based charging
method (DBCS) charges only the emergency nodes which shows improved utilization
of energy as compared to nearest-job-next preemption [5].

A base station communicates with the WCV via long-distance communication
and with the sensors via short-distance communication [7]. Base station schedules
future charging activities and is responsible for network management. The network
administrator controls the activities of the mobile charger via base station. If the
charging vehicles run down of the power, it returns to the base station for a quick
cell renewal [2, 8].

On the other hand, a head node gives the status of the node in the subordinate
area, i.e., it aggregates information from each sub-area. A proxy node helps in case
of emergency when a node’s energy level depletes below the given level, so head
nodes act as proxy nodes. It needs to take care off immediately. A node that is not
picked as a head node is a normal node, and the role of normal node is to report to
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Fig. 1 Wireless charging vehicles (WCV)
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head node or send emergency information directly to its proxy node when the power
level of a battery depletes below the threshold value [2].

3 Review of Literature

The wireless sensor network can remain active for an infinite period if it is charged
periodically. By the advent of wireless charging, a wireless charging vehicle (WCV)
can be used for charging the sensors nodes without employing any physical connec-
tions. Thus, it improves the network lifetime of wireless sensor network [9]. Several
methods and models have been suggested in the writings for the betterment of wire-
less rechargeable sensor network. This section highlights the current work on charger
placement problems and charge scheduling problems.

3.1 Charger Placement and Charging Utilization Problem

In wireless charging, chargers are responsible for charging the rechargeable wire-
less devices wirelessly. A lot of works has been proposed in literature for maxi-
mizing the charging utility and diminishing the charging delay. Still charger place-
ment problem is one of the key concerns in wireless rechargeable sensor network
[10]. The work on charger placement can be broadly classified in static and mobile. In
static charging system, a minimum number of chargers are deployed in the network
for charging the devices. In this system, the objective is to minimize the charger
count, and the system must ensure sustainable operation. This system has several
issues such as human health threat due to radiation [11] and the placement issues. In
mobile charging system, several solutions have been proposed such as single mobile
charging scheduling algorithm and multiple mobile charging scheduling algorithm.
The aim is to increase the charging utility and decrease the number of mobile chargers.

A best charger placement for wireless energy transfer [10] has been proposed. This
work focuses on minimization of deployment cost of chargers and maximization of
the total charging levels by considering the budget constraint. This work investigated
optimal charger placement problems in different scenarios such as omnichargers and
directional chargers and proposed four approximation algorithms. Results show that
this scheme outperforms other schemes in terms of location constraint, budget, and
performance.

In order to overcome the charging problems and power capacity constraints, a
novel wireless charging pad deployment in wireless rechargeable sensor networks
has been proposed [12]. It uses one wireless charging drone equipped with multiple
wireless charging pads for charging the drone in crucial time. This method proposes
an effective deployment of wireless charging pad in order to minimize number of
pads and creates feasible routing path for the drone to charge the sensor nodes in
WRSNEs. This work suggests several graph theoretic and geometry methods as well
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as it proposes drone scheduling algorithm and shortest manifold hop path algorithm.
Results show that this plan outperforms other plan in terms of flight distance, network
solidity, and sector size.

Wang et al. proposed a partial charging scheme [13], in which sensor nodes
charged partially to minimize node dead time and to maximize network life span.
In this method, nodes are charged partially according to the priority of uncharged
nodes. The priority of sensors nodes is determined on the basis of their contributions
in charging tasks. The most appropriate sensor nodes are selected, and lesser priority
nodes are excluded from the priority list. This method outperforms other methods
with regard to quicker service time, better survival rate, and lesser waiting queue.

3.2 Charge Scheduling Problem

Wireless recharge scheduling is a NP-complete problem because the defined algo-
rithms are unable to handle large problem instances in practical time [14]. The charge
scheduling problem is based on decreasing the charging cost and charging realiza-
tion time and increasing charging amount and charging stability among the wireless
charging channels [15]. Fan et al. [16] presented a view on wireless power transfer-
based charging scheduling schemes in wireless rechargeable sensor network. This
paper analyzes wireless power transfer (WPT)-based charging schedules in WSNs.
This paper classifies and compares various existing charging network schemes with
regard to the sensor network parameters.

Zhao et al. proposed a spatial-temporal charging scheduling algorithm in wire-
less rechargeable sensor network [7]. This work focuses on charge scheduling
and charging time allocation for enhancing network life span and charging order.
They have presented a mixed integer optimization model for charge scheduling and
charging time allotment subject to the maximization of the charging regulation.
Simulation results show the effectiveness of the algorithm under periodic and hybrid
services.

Wang et al. proposed a sleeping and recharge scheduling algorithm for wireless
rechargeable sensor webbing [17]. This work focuses on wireless charging issue on
the basis of energy preservation and power replenishment scheduling. This algo-
rithm detects the unnecessary nodes and uses a K-covering redundant node sleeping
scheduling algorithm (KRSS) for power reduction. This work proposes distance and
energy-oriented charging scheduling algorithm (DECS) by employing many WCVs.
Imitation experiments show that the proposed KRSS + DECS algorithm is effi-
cient enough to eliminate unnecessary nodes, better in handling node failures, and
enhancing network lifespan.

In order to investigate the issue of charge scheduling and decreasing the number
of charging channels, several works have been proposed. Nguyen et al. suggested a
mobile charger scheduling algorithm (MCSA) to address the periodic energy replen-
ishment with minimum mobile charger (PERMMC) problem [18]. Considerable
simulations show the success of the suggested algorithm.
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A three-layer framework in WRSN has been suggested for moving station data
aggregation so that sensor nodes remain active for an infinite period. The proposed
scheme has three layers such as sensor layer, cluster head layer, and mobile station
layer for minimizing traveling time. It uses a centralized clustering pseudo code to
arrange sensors into collections and proposes an optimization method for scheduling
cooperative charging. This scheme minimizes the total energy consumption and
shows its effectiveness in terms of lesser energy consumption in comparison with
mobile station in WRSN.

4 Wireless Charging Vehicles

The wireless sensor network can remain active for an infinite period if it is charged
periodically. A wireless charging vehicle (WCV) can be used for charging the sensors
nodes without employing any physical connections. The wireless charging vehicle
can be employed in many ways, and the latest advancement is the multi-node charging
technology where we are charging more than one node simultaneously [3]. This
section highlights the current work on movement cost of wireless charging channels
and optimal stopping time of WCV.

4.1 Movement Cost of WCVs

Lots of work have been proposed to minimize the movement cost and recharged
profits.

Wang et al. proposed a moving data congregation structure for WRSNs with
channel movement costs and capacity limitations [19]. This work employed one data
congregation channel and many charging channels. This work organizes sensors
into clusters and proposed a mathematical model to obtain the minimum number
of WCVs. The authors presented this scheduling issue into a profitable traveling
salesmen problem on the basis of refilled energy and vehicle movements. This work
defined and compared two algorithms: a greedy approach that maximizes the profit
and a flexible approach that uses minimum spanning trees. Extensive evaluations and
comparisons show its effectiveness in terms of data gathering and latency.

Wang et al. [20] proposed a blended data assembling plan, where data which are
critical and important are directly forwarded to the base station and data that are not so
time sensitive are assembled by moving collectors, i.e., balancing between routing
cost and latency cost. It also focuses on scalability improvement and number of
moving vehicles (addressed as SenCars). This paper formulates recharge scheduling
into a dual-purpose optimization problem and proposes a two-step estimation algo-
rithm with bounded estimation ratios for each purpose. Their work is on multi-
hops wireless charging for WRSNs based on realistic physics models. Charging
efficiency of a charging vehicle decays as an inverse cube of distance, and this paper
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discusses not only short-range sensor nodes charging, but also long recharge latency
and mid-range wireless charging.

Electric vehicles (EV) have gained notable importance due to their high propellant
economy and low pollution emanations. This paper investigates impact of wireless
charging and mobility of electric vehicle on locational marginal price (LMP). The
load of wireless EV is investigated taking into consideration spatial traffic distribution
and integrating with economic dispatch. Simulations help to evaluate the proposed
network queueing model [21].

Wang and Yang [22] proposed two separate modes: one for data assembling and
the other for replenishing power. This is done in view to avoid long delays which
happens in the merged approach of data gathering and slow refreshing process. In
order to achieve this, it focuses on building a mathematical model in which it harps
on the suitable group size to attain a stability and minimum number of recharging
vehicles that would be needed to cover all the sensor nodes in the given cluster bound.
This combined approach studies the trade-off between data lag and the minimum
number of recharging vehicles given other network parameters.

4.2 Optimal Stopping Time of WCYVs, Trajectory Design,
and Conservation of Energy

Several works have been proposed in the literature to find the best stopping time of
WCYV to recharge sensors at different locations.

A recurrent charging plan for plotting power structured traveling tracks for
multiple WCVs has been proposed in the literature [23]. It organizes network area
into clusters, i.e., into subregions so that charging by multiple WCVs is done in a
power structured manner. To take the advantage of multi-node charging, this paper
aims to find the number of optimal stopping locations based on charging radius of
the nearest neighbor approach (CRNN) to plan power structured traveling tracks
for WCVs. Extensive simulations show effectiveness in terms of node failure rate,
average charging latency, average waiting time, and traveling track distance with
extending number of nodes and available WCVs.

A structured plan for trajectory design of moving chargers in wireless sensor
networks has been proposed [24]. This paper proposes a power retrieval plan for
trajectory design of many WCVs based on the routing burden of the sensor nodes.
Extensive simulations on the suggested procedures outshine the existing plans,
namely HILBERT and S-CURVES over different performance yardstick such as
entire trip distance, average waiting time, average charging latency, entire number
of active nodes, and standard deviation of sensor nodes remaining power. ANOVA
is conducted along with graphical comparison of confidence interval of the means
of all the three plans.

A power structured MCC combined arrangement with extended mobile involve-
ment for next generation webbing has been proposed in literature [25]. This paper
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focuses on issues like power misuse experienced by the idle moving assets and
suggests a hybrid power-efficient MCC architecture, named Mobilouds, for the
purpose of increasing the involvement of the moving gadget in the collaborative
MCC implementation eventually to decrease the unacceptable power expending of
the idle moving assets with reduced service delays. This Mobilouds can be upgraded
or downgraded depending on the requirement, and this helps in conservation of
energy. Mobilouds application is a software that runs on the mobile devices to facil-
itate the usage of the Mobilouds architecture. Performance evaluations show that
Mobilouds is successful in achieving best trade-off between process time and power
and in lessening the unacceptable power consumptions across all the underlying
process components of the MCC process framework.

5 Comparison of Various Techniques and Methods
for WRSNs

This section presents a comparison of various techniques and methods for wireless
rechargeable sensor networks shown in Table 1. We have shown novel techniques,
advantage, and disadvantages of recent research in WRSNGs.

6 Research Challenges

Wireless rechargeable sensor network has several research provocations in the area
of power management, data collection, reliability, and privacy, etc. [1]. Some of the
typical questions of wireless rechargeable sensor network [2] are shown below:

How to increase the charging utility and decrease the charging delay?
How to boost the charger placement problem for wireless power transfer?
How to define a novel charge scheduling problem for decreasing the charging
cost and charging completion time and increasing charging amount and charging
balance among the wireless charging channels [15]?
How to find shortest recharge path or Hamiltonian cycle?
How to decrease the movement cost of wireless charging channels?

e What is the optimal stopping time of WCV to recharge sensors at different
locations?

e How to calculate the power utilization rate connecting juncture on the basis of
locations and traffic load?

e How to act on sensor node status information especially in emergent status?

In case of emergency situation, the WCV needs to determine manifold crisis at
different positions. The challenge is to amplify the entire amount of recharged power
in a given timespan on the basis of renewing time and traveling time.
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Table 1 Comparison of various techniques and methods for WRSNs
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Author/Year of Technique used Advantages Limitations
publications
Designing Clustering and multi-node | Improved node Run-time requests,

energy-efficient
traveling paths for
multiple mobile
chargers in wireless
rechargeable sensor
networks [23]

(CR-NN) charging method

failure rate, norm
charging latency,
norm stand by time

i.e., dynamic
scenarios of WRSNs
not considered

Mobilouds: An Mobilouds, hybrid of MCC | Best barter The possibility of
energy-efficient MCC | architecture and mobile between energy making use of the
collaborative devices and time moving assets and
framework with increasing their
extended mobile engagement in the
participation for next alliance of MCC
generation networks implementation even
[25] when the moving
channels face
detachments from the
process collections
GTCharge: A game | Alliance of charging GTCharge can Additional movement

theoretical
collaborative
charging scheme for
wireless rechargeable
sensor networks [26]

strategy, namely GTCharge

enhance the energy
efficiency

value posed by
preemptions in taking
part in a game

An efficient scheme
for trajectory design
of mobile chargers in
wireless sensor
networks [24]

Energy replenishment
scheme, route plan of many
WCVs based on the routing
burden of the SNs

Outperforms in
entire trip distance,
norm holding back
time, average
charging latency,
complete number
of agile nodes, and
standard deviation
of SNs’ remaining
power

Dynamic scenarios of
WRSNs not
considered

Recharging schedules
for wireless sensor
networks with vehicle
movement costs and
capacity constraints
[27]

Greedy algorithm and
adaptive algorithm. for
SenCar’s recharging

It helps save
energy of
SNs

SenCars’ regime as
well as sensors’
battery time limit
limitations need to be
explored

Improve charging
capability for
wireless rechargeable
sensor networks
using resonant
repeaters [20]

resonant repeaters,
multi-hop wireless
charging, hybrid data
gathering strategy

network scalability

Node topology and
density needs to be
taken care of

(continued)
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Table 1 (continued)

Author/Year of Technique used Advantages Limitations
publications
Multi-node wireless | Discretization and a novel | Charging During the saturation
energy charging in reformulation—linearization | extensibility phenomena, the plan
sensor [3] technique (RLT) complicationina | of attaining

thick wireless rechargeable

sensor network inexhaustible rhythm

cannot be tried here

7 Conclusion

This paper highlights the present-day analysis of wireless rechargeable sensor
networks. The motivation of the entire chapter is to increase the understanding of
the usage of wireless charging technology in conventional battery-powered wireless
sensor networks. This paper serves as a foundation to understand the basics of wire-
less rechargeable sensor networks (WRSNs) and highlights the research challenges
in this field. We have discussed several optimization techniques for calculating power
structured traveling paths and optimal break-off positions of the WCV to improve
the charging organization of WCV. We have shown the current work on movement
cost of wireless charging vehicles, optimal stopping time of WCYV, trajectory design,
and conservation of energy. Moreover, it also enlightens charger placement problems
and charge scheduling problems to upgrade the charging execution of WRSNs.
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Vibration Measurement Using )
Accelerometer Sensor and Fast Fourier Check for
Transform

Sarita Kumari

Abstract Vibration monitoring is necessary for any system for its effective perfor-
mance, product quality, safety and life span. It helps to diagnose the health of system
for any predictive maintenance needed. This paper presents the analysis of vibration
signal using fast Fourier transform (FFT). Frequency spectrum of vibrating source
gives information of the vibration level. The natural frequency of the vibrating source
was found to be 17 Hz with total harmonic distortion (THD) of 0.000177%. The
analysis was carried out using NI LabVIEW software.

Keywords Vibration - Sensor - Accelerometer - FFT - LabVIEW

1 Introduction

Vibration can be described as the periodic motion in alternately opposite directions
about a reference equilibrium position. For proper functioning of a plant or system, it
is very important that all machines should work properly. Vibration is one of the key
parameters to measure and analyze constantly for good quality product and safety. It
also helps in diagnosing the health of the system and predictive maintenance. Routine
monitoring of vibration is necessary to avoid any failures. Vibration measurements
are considered as a part of performance test for instrument while in use. It gives an
indication of how well the instrument or system has been designed and manufactured
and can also provide advanced warning of possible operational problems.

There are various factors influencing vibration measurements which include cross-
axis sensitivity, capacitance effect, sensor loading, coupling and other external factors
such as temperature and magnetic field.

A body is said to vibrate when it oscillates about a reference point. Vibration is
caused by mechanical disturbance from some source and is transferred to the system
in contact with it. The need of vibration measurement is required due to growth
of environmental testing and health of the system. It can be expressed in terms
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of displacement, velocity or acceleration. The analysis, measurement and testing
of vibration are usually done for the rotating or reciprocating instruments. All the
system or machine performance should withstand a particular level of vibration for
effective running of the process. If the system is not able to withstand the vibration
of the instrument, then it may collapse or lead to complete failure of the system.
It is not possible to make completely perfect system as per design or mathematical
model. Vibration detection is applicable in the working of machines, construction of
buildings and bridges, structural health monitoring, security reasons, forecasting of
natural disasters such as earthquake and tsunami.

Most vibrations are sinusoidal in nature about its mean position. The quantities
required to be measured in a vibrating system are displacement (x), velocity (v) and
acceleration (a) expressed in Egs. (1), (2) and (3), respectively. Sinusoidal vibrations
are expressed in terms of amplitude and frequency or maximum velocity (vg) or
maximum acceleration (ag) in Eqgs. 4 and 5, respectively.

X = x,, sin wt (D

where x,, is amplitude, and w is angular frequency in terms of rad/s.

V=X = X, CoS wt 2)
a=3%=xu0° 3)
Vo = X “)

ap = —xp0° &)

Any sensor which is sensitive to the amplitude (displacement), velocity or accel-
eration can be used to measure vibration. Seismic transducer is the device to measure
the same which can be used in two different modes, i.e., displacement mode and accel-
eration mode. There are other types of vibration sensors available such as inductive
sensor, capacitive sensor, piezoelectric sensor, magnetic sensor, optical fiber sensor
and photoelectric sensor. Accelerometer is the most common sensor used for vibra-
tion analysis and data collection. Many accelerometers are available based on their
working principles such as capacitive accelerometer, piezoelectric accelerometer and
hall effect accelerometer.

Mathematical model of vibration in matrix form can be represented as equation
of motion as given in Eq. (6). M, C and K represent inertia matrix, damping matrix
and stiffness matrix, respectively, where x is position vector and F is input vector.

M5} + Ci 4+ Kx = F(1) (6)
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Various works in the field of vibration are done by many researchers worldwide.
Song et al. [1] and team have explained uncertainties of measurement of vibration
in terms of acceleration. Usuda and Imai [2] explained a different prospect of vibra-
tion activity measurement using IMEKO TC22. Chen et al. [3] designed an optical
fiber-based model for vibration detection. It was based on the changes in geometric
curvature of the optical fiber with respect to any vibration. Uchimura et al. [4] have
described wireless sensing of vibration through IEEE 802.11-based TSF counter.
Igor Kurytnik [5] and team have proposed ZigBee sensor network for detection of
vibration. Sivakumar [6] has simulated the random vibration analysis of complete
aircraft for active and passive gears. It was found that performance and life of aircraft
was improved with active gears. A mathematical model of moving vehicle is simu-
lated by Zhou and Qiu [7], and vehicle performance was mostly effected by seat
vibration and engine vibration. Zhang et al. [8] have analyzed vibration using finite
element method and FFT. Sabato [9] has monitored pedestrian vibration using wire-
less MEMS accelerometer board. Wada et al. [10] have sensed multipoint vibration
using FBG and current modulated laser diode. A new cost-effective vibration sensor
is developed based on micro-wire sensor system using FFT [11]. Using SCILAB
simulation software, mathematical modeling and analysis of vibration were done for
rotating machinery [12]. Maruthi et al. [13] have done the mathematical analysis of
unbalanced magnetic pull and detection of mixed air gap eccentricity in induction
motor by vibration analysis using MEMS accelerometer. Hu Jingjing [14] and team
have studied the equivalent simplified model of multilayer vertical isolation structure
under heavy load train vibration. The structure is based on the equivalent principle
of the first two order frequency and the total axial force.

2 Experimental Setup

The experiment setup, shown in Fig. 1, consists of a vibrating source, accelerometer
sensor, pulse analyzer and a computer to display the output. Sensor module consists of
avibrating device to generate vibration, magnetic dart and an accelerometer as sensor.
An accelerometer is attached to the vibrating source to pick up the vibration. Pulse
analyzer is used as signal processing unit. Figure 2 shows the block diagram of the
complete measurement setup. The pulse analyzer (OR38, OROS 3-Series/NVGate)
receives signal from the accelerometer. The detected vibration output is in terms of
acceleration (m/s?) with respect to frequency (Hz) with the interval of 50 Hz. Figure 3
shows the output received from pulse analyzer on the computer.

The output data taken from pulse analyzer are processed using fast Fourier
transform in National Instruments (NI) LabVIEW software.
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Fig.1 Vibration measurement setup includes a vibrating source, accelerometer, pulse analyzer and
computer
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Fig. 2 Block diagram of vibration measurement setup

Fig. 3 Pulse analyzer output display in computer
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3 Result and Discussion

Figures 4 and 5 show the vibration spectrum analysis waveforms (output) received
from pulse analyzer in terms of acceleration (m/s?) with respect to change in
frequency (Hz) from 0 to maximum of 2and 20 kHz frequency, respectively. The
experiment was carried out for different frequency range. An efficient algorithm,
i.e., fast Fourier transform (FFT) is used for computation of data. The Fourier trans-
form converts output of vibration amplitude as a function of frequency so that the
analyzer can detect the source the vibration. Figure 6 represents frequency (Hz)
which is plotted with respect to acceleration (m/s?) using NI LabVIEW software.
The maximum acceleration was observed at 17 Hz frequency.

For the purpose of spectrum analysis, the conventional discrete Fourier transform
(DFT) is one of the popular tools [15]. It gives satisfactory result for the vibration
under the stationary conditions. The advent of fast Fourier transform (FFT) has
made spectra measurement easier and more efficient. Figures 7 and 8 show that the
FFT results for the vibration signal are acquired and analyzed using FFT. The data
received were received by pulse generator, and figures show the FFT in magnitude
and phase, respectively. The frequency spectrum represents the total amplitude at
each of these frequencies; it is calculated as the square root of the sum of the squares
of the coefficients of the sine and cosine components. The fundamental frequency

)]

Acceleration (mfs

’ CRVEYEY
o 200 400 £00 200 1k
FeqQuUEnCY

Fig. 4 Vibration spectrum analysis: acceleration (m/s?) vs frequency (Hz) plot generated by pulse
analyzer in the range of 0-2 kHz frequency

Accelerstion (mfs2)

Frequency (Hz)

Fig. 5 Vibration spectrum analysis: acceleration (m/s?) versus frequency (Hz) plot generated by
pulse analyzer ranging from O to 20 kHz frequency
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Fig.6 Vibration spectrum analysis: frequency (Hz) versus acceleration (m/s2) plot in NI LabVIEW
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Fig. 7 FFT analysis (amplitude) using NI LabVIEW software

measured is 17 Hz, and the second highest peak appears at 850 Hz. 0.000177% total
harmonic distortion (TDH) was calculated.
4 Conclusion

This paper shows the vibration spectrum analysis using fast Fourier transform. The
measurement and frequency analyses of the vibration signal are measured from a
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data
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Fig. 8 FFT analysis (phase) using NI LabVIEW software

vibrating source. Vibration was picked by the accelerometer and sent to pulse gener-
ator for signal processing. Natural frequency of vibrating source for the setup was
calculated as 17 Hz. Second highest peak was observed at 850 Hz with 0.000177%
THD.

S Future Scope

A new optical method for vibration detection can be explored using magneto-
optic sensor. This will make the sensor fast and accurate without electrical and
environmental interference.
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Intelligent Fire Outbreak Detection m
in Wireless Sensor Networks e

Dhiraj Chaurasia, Saikat Kumar Shome, and Partha Bhattacharjee

Abstract The outbreak of fire is a serious hazard which is very likely to happen,
resulting in loss of lives and property. The traditional fire alarms generally make
use of just one sensor and some threshold to trigger the alarm. Smoke is generated
in several forms in daily lives, and a single parameter is not reliable to detect an
outbreak. This paper mainly focuses on the intelligent use of sensors by deploying
learning algorithms and Al techniques to reduce false alarm and increase efficiency.
Additionally, the application of such a system has been demonstrated and analyzed in
terms of detection rate, prediction score of the model, confusion matrix, logarithmic
loss and AUC. The performance results show that the model is able to predict the
outbreak with an error rate of less than 0.2%. The complexity of computation has
also been worked out.

Keywords Fire detection + Machine learning - Random forest - Wireless sensor
network - Intelligent fire alarm

1 Introduction

Fires outbreak can happen anywhere ranging from the bedroom to the office, and the
conditions can vary vastly. According to a report published in 2012 by the National
Crime Records Bureau, India, fire accounted for 5.9% (23,281) of the deaths reported.
Another report of the biggest losses of the Indian Insurance Companies reported in
2007-2008, 45% of the claims were due to fire hazards [1]. The simplest way to
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detect a fire is by using smoke detectors, which is generally sensitive to ionization
or obscuration [2]. While one set of sensing parameters may be suitable for a given
preset, it may be impractical in another situation. This results in the triggering of
false alarms. According to a report of NFPA, in the years 2009-2012, 48% of the fire
alarms were false, excluding malicious triggers [3]. About 6,684,500 fire accidents
happened in the US, and 4,879,685 of them had fire detection systems installed.
However, the evolution of sensors and robust learning algorithms brings about great
prospects for making smoke alarms smart and reliable. Let us briefly discuss the
contributions made in this domain. Jun et al. proposed a dependable fire detection
system with a multifunctional Al framework which includes a set of machine learning
algorithms and an adaptive fuzzy algorithm [4]. Bagheri et al. combined a novel k-
coverage algorithm and the fire weather index to detect fires [5]. To enhance fault
tolerance and put unused sensors in standby, the algorithm uses k (or more) sensor
nodes to screen every point. Qin et al. proposed a smoke alarm system that uses
an ensemble decision tree algorithm to detect smoke and Zigbee communication
protocol to make a wireless network [6]. Umoh et al. used support vector machine
to classify and predict fire outbreak [7]. Turns et al. discussed how smoke, dust,
temperature, and pressure parameters can be used to determine a fire outbreak [8].
Zhang et al. suggested a deep learning technique for forest fire detection by training
a model of fire patch classifier in a deep joined CNN [9].

The works listed above follow two general approaches to make predictions more
accurate. The firstis to use only one kind of sensor but a complex algorithm to detect a
fire outbreak. This approach can be seen in the work presented in [10], where a flame
sensor is the only module used but a complex algorithm (fuzzy-wavelet classifier)
is deployed. In contrast, the second approach is to use a set of sensor modules, but
simple mathematics for detection of fire. An example of this approach can be seen
in the work presented in [11], where CO concentration and ION sensors are used but
a simple mathematic operation is used to judge fire outbreaks.

In this paper, the two methods have been combined to devise an approach that
overcomes the shortcomings of the individual approaches like unreliability on only
one kind of sensor and time taken to respond by a complex algorithm-driven system.
An appropriate array of sensors was prepared based on the sensor variable importance
and sensor feedback correlation. This array was then used on a contextually robust
and fast machine learning algorithm-driven IoT system. The details are discussed in
the following subheadings.

2 Methodology

The paper is focused on intelligent detection of fire outbreak by making use of
machine learning techniques. Machine learning techniques provide our system with
the ability to automatically learn and improve from experiences and remove the factor
of explicit programming. To train the model, a dataset obtained from an experiment
[12], which imitated several fire hazard situations in a manufactured home, was
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Table 1 Classification algorithm effect comparison

Classification algorithm Error rate Error rate of train sets Error rate of test sets
(five-fold CV) (five-fold CV)

Random forest 0.00917431 0.00733893 0.01560482

KNN 0.01284404 0.01330302 0.01929565

Decision tree 0.01100917 0.01238506 0.02201854

Bagging 0.01100917 0.00940367 0.01835297

SVM 0.10893766 0.12001146 0.12363654

used. These sensor data were feature engineered to obtain an annotated dataset, and
a classifier model was trained which would classify the real-time data to predict an
outbreak. A detailed discussion on algorithm and design follows in the subsections
below.

2.1 Algorithm Proposition

The “No Free Lunch” theorem states that there is no such algorithm that is optimal
in all cases [13]. To make the system contextually robust, a classification algorithm
that ensures the accuracy of prediction and has fast processing speed for a small
volume dataset at the same time is required. To find the best-suited algorithm, several
classification algorithm models were trained on the dataset, and a cross-validation
test was performed (Table 1). The experiment was conducted on the dataset which
is discussed in Sect. 3.1.

A five-fold CV method was used to fit each method. It can be observed that only
bagging closes the accuracy of random forest as random forest is in fact a type of
bagging algorithm, but it uses a subset of randomly selected features instead of all
features like bagging [14]. The margin is close in the experiment because there are
only a few features. These results were also in agreement with the results of an
experiment [15] that compared random forest and J48 (a decision tree generating
algorithm) on a UCI ML repository dataset, where a difference of 26.9% was seen. It
can be established from these experiments that the random forest classifier is better
suited for this experiment.

2.2 Random Forest Classifier

Random forest is an ensemble learning algorithm that builds a multitude of decision
trees from a randomly selected subset of the training set with different features. The
key idea is to build a large number of uncorrelated decision trees and sum up the
votes from all decision trees to decide the class of the test object. As the time taken
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by each tree to spit out the result is now lesser and the forest can be parallelized, the
algorithm can classify at a much faster rate. Besides, random forest overcomes the
problem of overfitting, is less sensitive to outlier data, and eliminates the need for
pruning trees. It also decides the variable importance and accuracy automatically.
Let us assume such a classifier {h; (x, 8;,7 =1, ..., N)}, where the label classi-
fication is attained by each decision tree 4; (x, 0;), and the probability averaging for
the test object is x. The prediction class tag ¢, outputs O or 1, 1 being fire outbreak.

N
1 ny.,c
= arg max —E 1 2 ,
Cp _g/_}(N (nh_, ))

c i=1

N
1 ny.,c
= J— I _—J ,
Cp = arg max(N E < , ))

. i=1
c

where argmax implies the parameter ¢ with the maximum score, N is the total number
of decision trees constructed at training time, /() is the exponential function, (np;,
c) is the classification result for the object class c, nj,; denotes the number of leaf
nodes of the decision tree h;, and w; denotes the weight of the ith tree in the forest
[16].

2.3 System Architecture

In the outbreak detection system, an array of temperature, smoke obscuration, CO,
CO,, and O, concentration sensors has been used. The array of these sensor modules
is connected to a microcontroller unit through the I/O pins. The values obtained from
these sensors are fed to a program installed on the microcontroller’s processor. The
data is then sent in a request parameter as a string through a Wi-Fi module to a data
receptor (web interface) that captures and pre-processes the data. The data is then
fed to the trained classifier model which makes a real-time prediction triggering the
alarm and reports the results to a report database which can be accessed from the
User Interface (UI). The UI can be used for visualization or reinforcing the learning
algorithm (Fig. 1).

3 Empirical Results and Discussion

To evaluate the proposed approach, the set of data was fed to the trained model, and
the obtained results were analyzed as discussed below. Subsection 3.1 discusses the
dataset, Sect. 3.2 consists of the performance metrics employed, Sect. 3.3 consists
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Fig. 1 Conceptual architecture of the outbreak detection system

of the experimental reports, and Sect. 3.4 discusses the computational complexity

consideration.

3.1 The Dataset

The dataset used in the research was obtained from the NIST Website https:/www.
nist.gov/el/nist-report-test-fr-4016. Different fire hazard situations like a smoldering
chair, flaming mattress, cooking oil fire, etc. were recreated in controlled experi-
mental, and the concentrations of CO, CO2, and O2, smoke obscuration, and temper-
ature at multiple locations in the structure were recorded. A total of seven datasets
(sdc01 ... sdc07) were combined to obtain a total of 5450 entries, 80% of which was
used for training the model and 20% for testing the model. The compiled CSV can
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be obtained at https://github.com/dch239/Fire-Outbreak-Detection/blob/master/sdc
Compiled.csv. It may be noted that only five sensor parameters were fed to the model
based on the correlation with output and feature importance graph as discussed in
the results.

3.2 The Performance Metrics

The evaluation of the model was done based on the model score, logarithmic loss, and
the AUC-ROC curve. To further visualize the performance of the model, a confusion
matrix was obtained.

Logarithmic loss penalizes false classifications. Log loss nearer to O indicates
higher accuracy. If N samples are belonging to M classes (M = 2 for binary
classification), then the logarithmic loss is calculated as below.

N M
o 1
Logarithmic Loss = N IZI: JX_; Vij log pl]

where y;; indicates whether sample i belongs to class j or not, and p;; indicates the
probability of sample i belonging to class j.

The Receiver Operator Characteristic (ROC) curve is a metric for the assessment
of binary classification models. It is a plot of true positive rate against false positive
rate at the threshold values and basically tells the signal from the noise. The area
under the curve is a measure of the probability of detection or classification. Given
that we have only two classes, positive (1) and negative (0), AUC = 1 implies that
the classifier has perfectly classified all the positive and negative test objects (Fig. 2).
AUC between 0.5 and 1 implies a good chance of correct classification (Fig. 3).
An AUC of 0.5 implies that the classifier cannot distinguish between positive and
negative class objects which mean that either the classifier is predicting randomly or
static class for all the test objects (Fig. 4).

A confusion matrix is a table of True Positive (TP), False Negative (FN), True
Negative (TN), and False Positive (FP). It is often used to visualize the accuracy of
a classification model on a set of labeled test data.

3.3 Experimental Results

Let us first analyze the dataset. To visualize the relationship between different sensor
parameters, a correlation matrix was obtained which is shown in Fig. 5. The corre-
lation ranges from —1 to 1 which corresponds to maximum negative correlation
to maximum positive correlation. As seen in the plot, the correlations range from
—0.85 to 0.36. This implies that the parameters are strongly correlated. It can be


https://github.com/dch239/Fire-Outbreak-Detection/blob/master/sdcCompiled.csv

Intelligent Fire Outbreak Detection in Wireless Sensor Networks 287

Fig.2 AUC=1 1
z
=
‘»
=
@
22
@
a
i_
0 —
FPR (1-Specificity)
Fig.3 0.5<AUC< 1 1
s
2
‘»
| =4
@
)
14
a
=
0 —>,
FPR (1-Specificity)
Fig.4 AUC =0.5 1 A
&
2
‘w
=
QL
@
o
o
|_
0 <

FPR (1-Specificity)



288 D. Chaurasia et al.

Fig. 5 Correlation matrix of
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observed that some parameters are positively correlated (increase in smoke results
in an increase of CO and CO; concentrations) while some are negatively correlated
(increase in CO; concentration (possibly due to fire outbreak) results in a rapid
decrease of O, concentration). Random forest classifier decides the variable impor-
tance automatically which can be seen in Fig. 6. The rising pattern of the cumulative
importance curve helps us understand that the temperature sensor placed right above
the burning object, and smoke sensor shares the greater weight and the rest follows
as shown. The dataset had 5450 data records, which were divided to 4360 training
data and 1090 test data. The training dataset was fed to the model, and after training,
the performance metrics were employed for evaluation. A model score of 0.98990
or 98% and a logarithmic loss of 0.34856 were recorded. This indicates that our
model has been able to classify the test dataset with very good accuracy. A log loss
close to 0 ensures that the uncertainty of the probability spitted by our model is less,
hence better the accuracy. An AUC ROC curve was obtained with an AUC score
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of 0.99892. The curve is shown in Fig. 7. This AUC score near to 1 supports the
model score and log loss and further ensures the class prediction accuracy. It is clear
from the scores that the model has efficiently classified the test data with a very less
error rate which can be seen in the confusion matrix obtained. Figure 8 shows the
confusion matrix of the prediction, where TP (Actual: true, Predicted: true) = 822,
FN (Actual: false, Predicted: false) = 257, TN (Actual: true, Predicated: false) = 5,
and FP (Actual: false, Predicted: true) = 6.

3.4 Computational Complexity Consideration

Random forests work by building a multitude of decision trees. Let us calculate
the time complexity for building a complete decision tree that is not pruned. If n is
the number of records and v is the number of variables/attributes, we have O (v *
n log(n)). Assuming the number of trees to be built in random forest ensemble is
Nyee and at each node, myy variables are to be sampled, the complexity to build one
tree would be O (myy * n log(n)). If a random forest having ny. number of trees is
to be built, the time complexity would be O (nyee * myy * nlog(n)). Assuming the
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depth of the tree is O (n log(n)), which is the worst-case scenario, the above result is
obtained. But often, the build process of a tree terminates before this as computational
complexity increases. Furthermore, the depth of the trees in our random forest can
also be restricted. If the maximum depth of our tree is restricted to “d”, then the
complexity calculations can be optimized to O (nyee * myy * d * n). Considering the
complexity for random selection of variables that needs to be done at each node, an
additional O (v * d * nye.) may be factored.

4 Conclusions

In this paper, an implementation of a learning algorithm-based smoke alarm system
with system architecture, discussion of the algorithm deployed, and visualization
of the results obtained has been presented. The central purpose of the paper was to
find a solution for the false alarm of the traditional alarm system which has been
addressed. The results indicate that the random forest classifier-based fire outbreak
detection has been able to provide a solution to the problems associated with existing
fire outbreak detection systems.

References

1. Nair RR (2012) In: Fire safety in India—an overview. Safety and Health Information Bureau,
Vashi, Navi Mumbai

2. Majid B, Nirvana M, Paul H (2009) Use of Al techniques for residential fire detection in
wireless sensor networks. IEEE J Quantum Electron 475:311-321

3. Karter MJ (2013) False alarm activity in the US 2012. National Fire Protection Association
Fire Experience Survey, pp 1-8

4. Jun HP, Seunggi L, Seongjin Y, Hanjin K, Won-Tae K (2019) Dependable fire detection system
with multifunctional artificial intelligence framework. Sensors 19(9): 2025

5. Bagheri M, Hafeeda M (2007) Efficient K-coverage algorithms for wireless sensor networks
and their applications to early detection of forest fires, Technical Report, Computing Science
2007, Simon Fraser University

6. Qin W, Jiashuo C, Chuang Z, Ji H, Zhuo L, Shin-Ming C, Jun C, Guanghui P (2018) Intelligent
smoke alarm system with wireless sensor network using ZigBee. Wireless Commun Mobile
Comput 1-11

7. Uduak U, Edward U, Nyoho E (2019) Support vector machine-based fire outbreak detection
system. Int J Soft Comput Artif Intell Appl 08:1-18

8. Turns SR (1996) IN: An introduction to combustion. vol 287. McGraw-Hill, New York, NY,
USA

9. QingjieZ, Jiaolong X, Liang X, Haifeng G (2016) Deep convolutional neural networks for forest
fire detection. In: Proceedings of the 2016 international forum on management, education and
information technology application. Atlantis Press, pp 568-575

10. Thuillard M (2000) Application of fuzzy wavelets and wavelets in soft computing illustrated
with the example of fire detectors. Wavelet Appl. VII 4056:351-361
11. Daniel TG, Michelle JP, Richard JR, Craig LB (2002) Advanced fire detection using multi-

signature alarm algorithms. Fire Saf J 37:381-394



Intelligent Fire Outbreak Detection in Wireless Sensor Networks 291

12.

13.

14.
15.

16.

Richard DP, Jason DA, Richard WB, Paul AR (2005) Home smoke alarm project, manufac-
tured home tests at building and fire research laboratory. National Institute of Standards and
Technology. NIST Report of Test FR 4016

David HW, William GM (1997) No free lunch theorems for optimization. IEEE Trans Evol
Comput 1(1):67-82

Leo B (1996) Bagging predictors. Machine Learn 24(2):123-140

Jehad A, Rehanullah K, Nasir A, Imran M (2012) Random forests and decision trees. Int J
Comput Sc (IJCSI) 9(5) 3:272-278

Jin-Shyan L, Yu-Wei S, Chung-Chou S (2007) A comparative study of wireless protocols:
bluetooth, UWB ZigBee and Wi-Fi. In: IECON 2007—33rd annual conference of the IEEE
industrial electronics society. pp 46-51



IoT and Cloud Computing



Lightweight Authenticated Encryption )
for Cloud-assisted IoT Applications L

Zainab S. AlJabri, Jemal H. Abawajy, and Shamsul Huda

Abstract In an increasingly connected cyberspace where cloud-enabled Internet
of things (IoT) applications are exploding, ensuring trust and privacy are two major
requirements but often neglected. In this paper, we discuss a lightweight authenticated
encryption for simultaneously protecting authenticity and privacy of messages in the
cloud-enabled IoT platforms.

Keywords Authenticated encryption + Internet of things « Cloud computing -
Lightweight

1 Introduction

Cloud-enabled IoT frameworks that integrate an IoT devices such as wearable wrist-
bands and implanted pacemaker with cloud computing have recently become promi-
nent[1,2]. The IoT devices [3, 4, 5] collect information such as patient daily activities
and physiological parameters. As the data normally monitored by IoT devices is very
sensitive, privacy preservation of the patient information is a key requirement [6] in
cloud-enabled IoT platforms. Moreover, the [oT devices transmit the collected patient
information to a third party (i.e., cloud) for further processing. In order for the IoT
devices and the cloud to securely communicate, there is a need for trust to be estab-
lished between the communicating parties. This mandates a strong authentication to
ensure that IoT devices and cloud can be trusted to be what they purport to be.
Therefore, measures ensuring privacy and authentication are needed to be estab-
lished. The focus in research is mainly to develop privacy preserving mecha-
nisms [6] or authentication mechanism [7]. There are very little work that try to
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address both privacy and authentication concurrently in platforms that integrate IoT
and cloud computing for the purpose of handling sensitive data. This is because
achieving both privacy and authentication simultaneously for cloud-enabled IoT
platforms is extremely challenging. Part of the problem emanates from the inher-
ently limited computing power of the IoT devices. This resource constraint basically
roles out the standard resource hungry cryptographic solutions that are developed for
general purpose devices. In this paper, how the authenticity and privacy of messages
exchanged between the IoT devices and cloud could be simultaneously is achieved
using a lightweight authenticated encryption (AE) is discussed. We also discuss
various challenges associated with AE as related to IoT devices.

The rest of the paper is organized as follows. Section 2 will give a brief descrip-
tion of IoT platform architecture. In Sect. 3, authenticated encryption algorithm is
discussed. The conclusion is given in Sect. 4.

2 Internet of Thing Framework

2.1 IoT System Architecture

A typical IoT deployment consists of four major components as shown in Fig. 1.
At the sensing layer, IoT devices such as wearable are used to collect or sense data
based on the application. The data collected by the IoT devices and then transferred
to the network layer. A vital role of this layer is to connect the things altogether
and exchange sensed data for further analysis. The service layer mainly consists of
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Fig. 1 Typical IoT system architecture
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the middleware devices to provide a collaborative IoT services related to identifica-
tion, authorization, aggregation, decision support and reactions. These technologies
cooperate with services and IoT applications to provide a cost-effective products. For
instance, a cloud-based service used to maintain, analyze and process data collected
on a smart city, such that limited resources things connected together. At the same
time, it supports the insertion of processed information, collaborates and provides
results to users’ application layer. The interface layer potential overcomes the various
technology vendors interconnection, where searching service is integrated. This layer
facilitates the identification and matching of application requirements. The user views
the results and decisions using application (i.e., smart phones, PCs).

2.2 Authenticated Encryption

The security of the IoT-enabled systems is necessary to ensure the reliability and
availability of the system protection [8]. The standard encryption algorithm can
be used to address the confidentiality of the messages. Within cloud-assisted IoT
applications, this is of limited significance unless it is complemented with message
authentication. Authenticated encryption (AE) offers confidentiality and integrity of
the messages exchanged between genuine senders and receivers of the messages.
Figure 2 shows the engine interfaces of authenticated encryption. AE is typically
integrated within the system model as shown in Fig. 1 between sensing layer and
network layers, various connections within network layer, network and service layers
and service and interface layers.

The various categories of AE schemes can be categorized as a one or two-pass
approach. One-pass AE scheme performs one run to compute the encryption and
tag using one key for both or two separate keys for each. The two-pass AE scheme
processes the message twice. The IoT devices do not have the compute and storage
power required by the conventional AE schemes, which make the standard AE
schemes of less practical significance in the cloud-assisted IoT platform. In the
next section, we discuss a lightweight AE scheme suitable for cloud-assisted IoT
platform.

Secret Key '-—)
Ciphertext I
— _ ; = ; Message
Secret Key 5 Encryption Decryption OR

-~ BNy v SRR | Counterfit Ciphertext |
Public nonce ——

Message |— >

Public nonce ——>

Fig. 2 Authenticated encryption and decryption engine interfaces
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3 Lightweight Authenticated Encryption Schemes

Designing lightweight authenticated algorithm (LAE) suitable for resource-
constrained [oT devices such as wearable wristbands, implanted pacemaker and smart
meters is an active area of research. ALE allows IoT devices to send a signed message
to the cloud while the cloud will simultaneously recover and verify the message
received from the IoT device. Exiting LAE schemes such as the Hummingbird-2
(HB-2) [9] and EImD [12] have been designed based on well-established symmetric
key cryptographic primitives. Hummingbird-2 [9] is an LAE with low area and low
power that makes it suitable for resource-constrained IoT devices. Although HB-2
with a key size of 128 bits and a 64 bit initialization vector is immune to many
known attacks, it is shown that the initial key can be recovered [11]. EImD [12] is
another LAE that suffers from forgery and key recovery attacks [13]. Although
Constrained Application Protocol [10] is a popular lightweight IoT protocol, it is
susceptible to many well-known attacks [14]. LAE requires less computation, foot-
print, power and energy relative to the conventional AE algorithms. LAE requires
negotiated secret key a priory, which is common in the exiting protocols, and no
extra overhead is incurred. Moreover, LAE offers desirable security level and can be
readily incorporated within existing protocols and IoT devices.

4 Conclusion

LAE promises to offer message authentication and privacy at the same time, which is
especially appropriate for resource-constrained IoT devices. LAE is lightweight by
design which consumes less computation compared to existing algorithms in current
communication protocol, which tolerate a small footprint, low power consumption
and energy. Additionally, it provides the desirable security level and can be easily
integrated within existing protocol algorithms and restricted embedded devices.
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Abstract The observations of Indian Computer Emergency Response Team (CERT)
shows that botnet infected systems in India was 25,915 in 2007 which increased to
about 6.5 million in 2012. The infected system grew very rapidly and reached over
60 per cent in first half of 2013. Since then, there have been many outbreaks, with the
greatest being the current 2019 outbreak. This paper presents the use of calculus to
model botnet epidemics. Our model is based on an S — I — R (susceptible, infected,
recovered) scheme. The aim of this research is to model the transmission dynamics of
botnet to predict the outbreak of malicious code. This research is very significant to
the current situation in India for understanding the rate of transmission of epidemic.
We have compared the data collected from the SIR model with the observed data of
the infectious nodes. The simulation uses the fourth-order Runge-Kutta algorithm
and implemented in Python 3. The results of the present analysis are supportive in
controlling the infection and serves as a foundation for planning, design, and defense
of a computer network.

Keywords Botnet + Epidemics - Malware *+ Ddos + SIR model

1 Introduction

Bots are used commonly on the internet for malicious activities such as informa-
tion stealing and act as a launching pad for distributed attacks [1]. The malware’s
gets installed on user computer without their knowledge and issue the control
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of the machine to a remote attacker. These machines are generally known as
zombie machines. The attacker uses several techniques such as Web/Mail Download,
malware installation from fake sources, scan exploit, etc. The malicious contents like
trojans, bots, etc. are installed by exploiting known vulnerabilities in end user system.

Over 4.2 million devices were infected in India by botnet malware for various
kinds of cybercrimes [2]. The observations of Indian Computer Emergency Response
Team (CERT) shows that botnet infected systems in India was 25,915 in 2007 which
increased to about 6.5 million in 2012. Botnet infected systems grew rapidly and
touched over 60 per cent in first half of 2013. Since then, there have been many
outbreaks, with the greatest being the current 2018 outbreak. A lot of malicious
activities such as hacking of sites, snooping, frauds, phishing attack, DDoS, etc. are
undeviating attacks on the safety and security which affects the institutional integrity
and places these institutions or government bodies at stake. Several cyber forensics
tools have been used to know the modus operandi of the attacks. This paper presents
the use of calculus to model botnet epidemics. After the launch of the Cyber Swachhta
Kendra in India, there has been a 51% decline in malware infections. This center
monitors the flow of internet and sends notifications to internet service providers, to
alert the current situation. This work is developed to understand the propagation of
malicious code in a network and play a key role in risk measurement and in policy
making in India.

This paper presents the use of calculus to model botnet epidemics. Our model
is based on an S — I — R (susceptible, infected, recovered) scheme [3-5]. The
aim of this research is to model the transmission dynamics of Bontnet to predict the
outbreak of malicious code. This research is very significant to the current situation
in India for understanding the rate of transmission of epidemic. We have compared
the data collected from the SIR model with the observed data of the infectious node.
The simulation uses the fourth-order Runge-Kutta algorithm and implemented in
Python 3. The proposed epidemic model serves as a foundation for planning, design,
and defense.

The rest of the paper is organized as follows. The related work is presented in
Sect. 2. Section 3 describes the proposed mathematical model. Numerical simulation
is shown in Sect. 4. Finally, Sect. 5 concludes the paper.

2 Related Work

The most related research to our presented work is discussed in [6—8] to study the
effects of the epidemic. In order to understand the transmission of information in
networks, several frameworks have been proposed in the literature [9].

Farooq and Zhu [6] proposed an analytical model to study the D2D propagation of
malicious software in IoT networks. It uses leveraging tools from dynamic population
processes and point process theory to capture malicious software infiltration and
coordination process. The mean-field equilibrium in the population is used to avoid
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botnet formation. The proposed model is valuable for planning, design, and defense
of wireless IoT networks.

Kumari et al. [7] proposed media coverage factor in the firewall security to detect
and minimize the virus propagation. The idea of optimal control theory is presented
for monitoring the virus propagation. It performs a sensitivity analysis to deter-
mine the virus dispersion in networks. The proposed firewall security eliminates the
malicious node propagation in a network by dropping the infection level.

Mishra et al. [8] proposed a two-fold epidemic model. This model is primarily
based on Mirai botnet made of internet of things devices with three main DDoS
attacks in 2016. The model examines the equilibrium points to discover the environ-
ments for local and global stability. Numerical simulations show the effectiveness of
the developed model.

However, traditional epidemiological models [10] are not sufficient to analyze the
botnet dynamics in a particular geographical region due to the behavior and operation
style of the region.

3 Proposed Epidemic Model

This section presents the dynamics of Botnet for India. The following assumptions
have been made to model the problem [5]. The attack is transmitted by execution of
malicious code

(a) Malicious code is any type of code in any part of software or any script that
cause damage, security breaches or undesired effects to a system.

(b) The latent period for the attack is negligible; hence the node gets infected
instantaneously upon execution of malicious code.

(c) Each and every susceptible individual are equally susceptible and infected
individuals are equally infectious. The population size is fixed where no births
or migration occurs.

‘We have assumed that the population is fixed and having N individuals. This model
finds the amount of susceptible, infected, and recovered people in a population.

Since the population size fixed, the population is either susceptible to the attack
or infected with the attack. Let the independent variable be time, t, and also let:

S(t) = number of nodes that are susceptible to malware at time t

I(t) = number of nodes infected with malware at time t

B = the rate of infection of nodes

y = rate of recovery of nodes

The categories of nodes and the transmission between the categories can be
summarized in the in Fig. 1.

The SIR model uses two parameters which can be used standardize it, § and y
with 8, y > 0, the model uses three differential equations [3-5].
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where % means the rate of change of the number of nodes susceptible to the malware
over time, d—f means the rate of change of the number of nodes infected and ‘fi—lf means

the rate of change of the number of nodes recovered over time. These variables change
with respect to time (#) and ¢ is time in days with ¢+ = 0 at the start of observation.
The total population size is always N, and since all nodes are either susceptible or
infected or recovered

Thus,

N=S@)+1()+R() )

In order to know the initial state of the population assume that at time ¢t = 0, Sy
is susceptible population and a very small number, I is infective, So,

S0)=8y=N - 1Iy; 1(0) = Ip; R(0)=0
The rate of Infection of nodes (8) and rate of recovery of nodes (y), is calculated

using duration of disease (D) and rate of mortality (M).
The infection rate of nodes (8)

B =

M 5
< )

and rate of recovery of nodes (y)

(6)
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4 Numerical Simulation and Discussion

The observations of Indian Computer Emergency Response Team (CERT) shows
that botnet infected systems in India was 25,915 in 2007 which increased to about
6.5 million in 2012. The number of botnet infected system grew rapidly and reached
over 60 per cent in first half of 2013. From the observation the parameters can be
assigned with the following values.

Let us assume total population/nodes of India, N = 1000, the number of nodes
infected, I = 60. Where R is initially 40 and it is slightly less than infected because
an infected node can be recovered by cleaning or simply restarting.

N = 1000
I =60
R =40

Therefore, S = N — I + R = 1000 — 60 + 40 = 980.

The rate at which the infections spread can be established by dividing 1 by the
duration of the infection. The duration of the attack ranges from 1 to 10 days, therefore
we could roughly estimate the duration of the disease at the midpoint, i.e. 5 days.

D=5
LY
Y=pTs57

Using the observed data, the percentage of infected nodes reached over 60 per
cent

M 0.6
B(the rate of infection) = — = —— =6.0x10~*
S 1000

The simulation uses the fourth-order Runge-Kutta algorithm and implemented
in Python 3. Figure 2. shows the plot of the time series of how many nodes were
infectious in 2 months. Initially, the number of individuals infected increases sharply
and after a longer period of time, the numbers finally decreases. This happens because
the number of people recovered increases and infected individuals decrease. The tip
of the graph depicts the maximum number of individuals constantly to be infected
and after this peak point the numbers decreases. This graph shows that the total
number of nodes remains constant throughout the analysis period because N = S(t)
+1(t) + R(?).
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An epidemic simulated in the SIR model
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Fig. 2 SIR Model for Botnet outbreak in India, May—June 2013

4.1 Using the SIR Model for Botnet Outbreak in India

The below list shows the data collected from the SIR model for the infected nodes.
Infected List from SIR Model: [87, 124, 181, 239, 329, 444, 550, 614, 633, 632,
604, 555, 501, 456, 423, 386, 347, 311, 275, 252, 225, 202, 186, 169, 151, 135, 128,
118, 106, 95, 82, 74, 68, 60, 56, 49, 44, 40, 35, 32, 29, 27, 19, 19, 16, 16, 13, 13, 13,
11,11,10,9,9,9,9,7,7,6,6,6,5,5,4,4,3,3,2,1,0].

The observed data of the infectious is shown below.

Infected List from observation: [60, 70, 80, 90, 100, 110, 120, 130, 140, 150, 160,
170, 180, 190, 200, 210, 220, 230, 240, 250, 260, 270, 280, 290, 300, 310, 320, 330,
340, 350, 360, 362, 364, 360, 340, 330, 320, 310, 300, 290, 280, 270, 260, 250, 240,
230, 220, 200, 190, 180, 170, 160, 150, 140, 130, 120, 110, 110, 100, 100].

The number of infected nodes over time is shown in Fig. 3. The tip of the graph
depicts the maximum number of nodes constantly to be infected by the bots

The comparison graph of the model and observed data for the infected nodes is
shown in Fig. 4. The observed data does not keep up a better correspondence from
the model data and can be improved by changing the gamma and beta values.
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Fig. 3 Infected nodes, May—June 2013

4.2 Measures

The following are important for planning, design, and defence of a computer network

e The results of the present analysis are supportive in controlling the infection and
serves as a foundation for planning, design, and defence of a computer network.

e This model is very fast and results can be used in immediate evaluation and
prediction of malicious code.

e This model is very understandable and can be used to distinguish between the
number of individuals susceptible, infected and recovered.

e The model is generally used to understand the effects of the epidemic.

5 Conclusion

The SIR model is very useful in the study of botnet dynamics. We have presented
the S — I — R (susceptible, infected, recovered) scheme to model the transmission
dynamics of botnet. The SIR model provides an essential framework for the analysis
of the epidemic spread. The simulation uses the fourth-order Runge-Kutta algorithm
for solving the three ordinary differential equations. It is very quick model and the
result can be used in immediate evaluation and prediction. This model can be used to
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Fig. 4 Comparison of model versus observed data, May—June 2013

distinguish between the number of individuals susceptible, infected and recovered.
Numerical simulations are used to validate our obtained analytical results. The result
of the present analysis serves as a foundation for planning, design, and defense of a
computer network.
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Sagnik Ghosh and Prasun Chowdhury

Abstract The present day scenario is actively moving ahead towards smarter things.
Smart things signify of connected devices, objects and more. Its feasibility is achiev-
able by using IoT (Internet of Things) technology. Driver-less vehicles has been a
very hot topic in the market. This paper focuses on using IoT technology towards
developing driverless cars using Google Assistant. The car is operated via a MCU
which functions according to commands given by Google Assistant. Exploring the
current situations of pollution and congestions that take place this car can be of
utmost help to mankind thus-making the society smarter.

Keywords Driver-less cars - Internet of things - Google assistant + Smart things

1 Introduction

The Google Controlled car aims at providing hassle free transport. It is one more step
towards developing smart societies or communities using IoT (Internet of Things) [1],
[2] technology wherein everything is controlled automatically. Google Controlled
Car is an automatic driverless robot car [3, 4] that operates based on commands
we give to Google Assistant. Furthermore the Google controlled car (henceforth
termed as bot) is very efficient because it provides us with the information of the
obstacle present in front, back, left or right of it. Moreover, the data of the bot’s
movement is uploaded into Google Maps for tracking its position and movement.
It is hosted on Google Maps for proper visualization and observability. The bot’s
movement can be followed and corresponding traffic be avoided easily. In this way
it saves time, energy, money and overall human labour. Also if applied properly it
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can be an additional aid to reduce or minimize pollution. It will also be very cost
effective since it requires minimal resources for its application. The authors of the
paper [5] Esra et al. develop a voice controlled car is made based on Bluetooth and
an android application. The system fails for remote monitoring of the car because of
the limited range of Bluetooth. Our paper focuses on using IoT technology towards
developing driverless cars using Google Assistant. It can be operated from anywhere
in the world provided there is an Internet connection. The car would be battery
operated so fuel cost will be saved. Hence it can be used as a measure to resolve
crisis like traffic congestion, pollution and be a boon towards a smart society. It is a
very emerging concept. It encompasses information communication, environmental
protection, energy conservation and safety. This car can be said as a convergence of
connected vehicles and IoT technology.

2 Work Description

The entire operation of this car is based on the principles of IoT (Internet of
Things) [1], Google Assistant, Google Maps and a microcontroller board, namely
NODEMCU [6]. This microcontroller board is programmed using the Arduino IDE
through USB cable. To begin with, on giving a voice command to Google Assistant
the car moves according to the command. The command we give to Google Assistant
is sent to the, IFTTT [7] (if this then that) portal, used here. In IFTTT [7] applets are
made according to the desired directions we want the car to move. There can be quite
a number of applets depending on how we want our car to move. When a certain
applet is triggered the corresponding data is sent to the server, Adafruit.io. [8] On
basis of this data, whether a certain field in the channel is high or low the microcon-
troller starts its action. The microcontroller, Node MCU [4] used here is fitted with a
ESP8266-01 chip, popularly known as (WiFi) chip, establishes connection between
the server and the microcontroller board. The board communicates with the cloud
from which the data is fetched as to which pin(s) in the microcontroller board should
be working. A motor driver IC then drives the motors attached to the car according
to the data obtained.

After the command execution is over Google Assistant replies back as we ask it
to. Next to observe smooth movement an Ultrasonic sensor is fitted to the device to
detect obstacle in front of the car. As soon as it senses obstacle it stops. The distance
between the obstacle and car is pre specified in the coding section. The location of
the car is seen from Google Maps. As the car moves its current latitude and longitude
is sent and after three such iterations the average of the latitude and longitudes is set
to be the current location. It is then retrieved into Google Maps for better viewing.
Based on this many important things and events can be determined. Figure 1 shows
the block diagram of the entire working.

In order to operate the entire thing we need to properly configure the server first.
For this initially we need to setup WiFi client class in order to connect with the
MQTT [9] (Message Queuing Telemetry Transport) server. This follows setting up
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Fig. 1 Block diagram of the
system GOOGLE ADAFRUIT
ASSISTANT ——] SERVER VIA —>
COMMANDS IFTTT ﬂ
CAR  MOVES NODEMCU
<-—— ACCORDINGTO [S~—— FITTED ON
COMMAND CAR

— CAR STOPS ON DETECTING
OBSTACLE. REAL TIME
LOCATION ON GOOGLE MAPS.

the MQTT [9] client class by passing in the WiFi clientand MQTT [9] server and login
details. Adafruit server [8] now establishes connection with Node MCU [6] board.
‘We can publish data or subscribe from (obtain data) the server freely after MQTT [9]
connects properly. Next MQTT [9] subscription is done so that feeds (channels) can
subscribe to changes, i.e., update channels according to voice commands given from
Google Assistant. Nothing would be possible if there’s no connection with MQTT
[9] server. The following things were used to implement this:

2.1 Internet of Things

Internet of things [1, 2] has evolved from the convergence of technolo-
gies like real-time analytics, machine learning, commodity sensors, and
embedded systems. Various implementations of embedded systems, wireless sensor
networks, control systems, automation, and others contribute to the formation of
Internet of things. In Internet of Things, all the things in that communicate with the
internet continuously can be put into three categories:

1. Things that gather information and then send it.
2. Things that obtain information and then act on it.
3. Things that do either.

All three of these have enormous benefits feed on each other. The Internet of
Things is able to include transparently and seamlessly a substantial number of
different and heterogeneous systems. It additionally provides an open access to
selected subsets of information or data for development of enormous number of
digital services. Likewise over here we have used IoT to take voice inputs from
Google Assistant (actuator) [3] and then publish it to server upon which the car
moves with the help of the microcontroller Node MCU [6]. This helps to encompass
the Google Controlled Car.
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2.2 MQTT (Message Queuing Telemetry Transport)

MQTT [9] stands for Message Queing Telemetry Transport. It is a publish/subscribe,
extremely simple and lightweight messaging protocol, designed for constrained
devices and low-bandwidth, high-latency or unreliable networks. In this paper, we
setup WiFi client to establish connection with MQTT, following which we are able
to connect with the Adafruit [8] server for exchanging data. This helps us to control
the operation of the car.

2.3 Adafruit

Adafruit.io [8] is a cloud service—that provides us with the easiest way to interact,
log and stream with our data and also manages it. It is a free server platform which
can display data on real time online, control motor, read sensor data. It also can
connect projects to web services like Twitter, RSS feeds, weather services. Adafruit.io
can handle and visualize multiple feeds of data at the same time. The Commu-
nication API is relies on MQTT client with Adafruit servers. The data obtained
from IFTTT [7] via Google Assistant is published here. According to his data the
microcontroller board functions thereby moving the car.

24 IFTTT

If This Then That, better known as IFTTT [7] is a web-based service to create series
or sequences of simple conditional statements, called applets. An applet is triggered
when changes occur within other web services like Gmail, Instagram, Pinlnterest.
Likewise in this paper, when a command is given via Google Assistant an action is
triggered, i.e., sending data to adafruit.io server. The “this” consists of the commands
given to Google Assistant and the “That” part consists of sending data to Adafruit.io
server.

3 Results and Discussions

The employment of IoT and cloud servers provides a huge amount of confidence
on the perfect running of the car. We have conducted a series of tests for observing
the performance of the vehicle. The purpose is to check the longest runtime of the
car without interruption alongside proper functioning of the car according to the
commands given over Google Assistant. Figure 2 Shows the commands that are
given using Google Assistant.
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Fig- 2 Voice commands to Reply from Google Assistant Command by user ‘
Google assistant -

turn lights on

ok, turning them on

move back
ok moving
move left
ok done
move right
ok dne

U

Figure 3 shows the applets that are setup on basis of Google Assistant commands.
Figure 4 Shows the Adafruit server with feeds for exchanging data from IFTTT and
sending it to Node MCU.

Fig. 3 IFTTT applets setup My Applets - I*

accordingly
All Services

If You say "Move Left”,
then Send data to
Relay4 feed

works with 3§

If You say "Move
right”, then Send data
to Relay3 feed

works with 34
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Fig. 4 Adafruit.io server
with feeds for exchanging
data

@ https o.adafruit.com/drsgg/

The simplest situation occurs when there is absolutely no obstacle in front of it.
Figure 5 shows the movement of the vehicle. Response in that case always remains
high. However the other complex cases provide us with satisfactory results. At most
the worst case arises when there is no WiFi connectivity or when the data link is
obstructed by some obstacles. The results signify that these concepts can readily be

Fig. 5 Movement of the Google controlled car
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applied to real world platform in order to experimentally verify its ability to become
an everyday part of our lives.

Internet of Things signifies connected things in a network. This is achieved in
this project. Moreover the car can steer away from an accident due to presence of
Ultrasonic Sensor. It can easily bypass the shortcoming of suffering from loss of data
thereby improving its performance. Since the car is automatic and driver-less it helps
in traffic assistance. The things required here to control it requires user friendly
websites or applications. Overall it can provide us with a new revolution towards
cars with intelligent transportation system,for no collision, smart high efficiency
transportation system with low traffic congestion and better improved fuel and energy
consumption.

4 Conclusion

Vehicles are on their way to becoming the most sophisticated mobile devices in the
world of IoT. Driver-less cars hold significant potential in making transportation
safer, more convenient, and efficient.

Nowadays people are switching towards becoming smarter in every sector of their
lives. We are making automatic cars that will be controlled by Google Assistant.
Performance remains high because these cars are non-polluting since they do not
require fuel. It will also be one more step ahead towards smart cities. The impact
of launching these cars will be affirmative because ultimately human beings will
be benefited highly. Moreover technological advancement will take place and smart
cities and environment can be created where everything is automatic.
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Security of IoT with Blockchain: Basic )
Study e

Anindita Jena

Abstract Internet of things has emerged to be a ubiquitous technology which has
been proved to be a boon for the field of computer science. Many of the domains of
computer science can be enhanced by the novel technology of IoT. With the advent
of 10T, the need for unique identity to each IoT device came to the scene. Since IoT
is comparatively a new domain in computer science and also involves the technology
of embedded systems, there comes the necessity to focus on a secure architecture
for IoT. This paper will focus on the enhancement of security in IoT by merging the
technology of blockchain with it. IoT currently has a centralized architecture and
has the security issues but blockchain is a decentralized and distributed platform and
implementing blockchain in IoT thus resolves many security threats and vulnerabili-
ties. Furthermore, the issues of data distortion can also be resolved since blockchain
includes cryptographic algorithms at the backend. IoT with integrated blockchain
can be competent of decentralization, autonomy and trustworthiness. The coordina-
tion between millions of IoT devices which in future is also going to increase rapidly
can be tracked with high security of blockchain. This paper explores efficiency of
blockchain in IoT application. Along with this paper discusses some case studies
which is based on blockchain based IoT. There are some steps are described which
will give a theoretical idea about how to build a blockchain in an IoT system.

Keywords Blockchain - IoT security - Disadvantages of blockchain based IoT -
Architecture of IoT-Blockchain + Access management of loT-Blockchain + Cloud
computing-loT-Blockchain

1 Introduction

The term “Internet of things” is a very prominent technology among the all estab-
lished technology. The usage of this renowned technology has increased now a day.
IoT is used in different sectors and also used by many people all over the world.
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But the security part of this field is comparatively not advanced. So, Blockchain
is very famous for best security system in every field’s aspect. For that, it is also
used for Internet of Things (IoT).Another reason of using Blockchain with IoT is to
make IoT a decentralized system. The whole IoT system is centralized. Centralized
means giving someone full authority of a system like operating, managing, security,
authenticity. But After using Blockchain, Authority is given to each node connected
to the chain.

A Blockchain is akind of database which stores all processed data in chronological
order. This data/information is published as a public ledge that can’t be modified
and every user or node in the network maintains the same ledger. Every block of
Blockchain is chained together with hashes and store same and equal amount of
data/information.

Generally in an IoT network, all transactional details are public to corresponding
network. At the same time blockchain is of three types (a) public/permission-
less blockchain, (b) private/permissioned blockchain and last one is (c) consortium
blockchain. The public blockchain will be very much compatible with IoT, which will
create a P2P transparent network for user. To maintain the consistency, the consensus
mechanism is used. But in public blockchain based IoT, there is a possibility of Sybil
attack. For this, proof of work (pow) mechanism is used. For some currency trans-
action private blockchain is used. The consortium blockchain is not fully private or
public. It is the combination of both. Muneeb Ul Hassan et al. have described this
concept in his paper [1].

Madhusudan Singh et al. have explained several areas which require security in
an IoT system. So, blockchain can be used in this area for the purpose of protection.
Under the security issued, blockchain has divided into 2 parts. One is functional
security and another part is platform security. Under the functional security, there
are security issues, legal issues, threat issues. Blockchain can be implemented on
any of them. Then under the platform security, the security is needed for device,
network and cloud. To solve legal issues the smart contract concept can be used. For
data security, the ethereum concept will be helpful. For cloud security, ethereum is
useful.

Ali dorri et al. has described a blockchain implemented smart home where there
is a concept called clustering, which is used in cloud computing for cloud storage.
So author makes a cluster by gathering number of house and the number of house is
equal to number of blocks in blockchain. Then all the transaction will be secure in the
blockchain and all data will be retrieved and stored in cloud computing like usually
done in IoT. The author has defined an overlay network where there are a number of
clusters. The authors have implemented this concept practically and found out some
interesting output [2].

It has proved that blockchain can be implemented in a practical manner on IoT. But
in every system, the speed is a prior need. Zhou et al. have done some experimental
calculation and proved that system can increase the working speed by reducing the
block interval in a blockchain.

The blockchain always works on the backend of a system. The blockchain is
software in contrary the IoT starts with hardware devices. To run the blockchain
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software, IoT needs some high power devices, because low power devices do not
have enough horse power to run blockchain application. For that Kazim et al. have
done some research to enable the low power device capable for blockchain. The
infamous Lora concept has used for this [3].

The industry 4.0 plays a major role in an IoT era. So implementing blockchain in
industrial IoT is a challenging task. But Jungin huang el at. had done some mathemat-
ical calculations to make it possible. In industrial IoT (IIoT) there are several types
of sensors, actuators and devices. In the other hand it is well known that blockchain
is very power intensive. So here authors have credit-based consensus algorithm for
[IoT. Along with (POW) proof of work mechanism is used for other IoT devices [4].

2 Related Work

Samaniego et al. explained about lightweight devices in his papers. The embedded
system, [oT is composed of lightweight devices which is faced so many challenges
like lack of storage space with security performance. Due to this reason Blockchain
isused in IoT. Lightweight devices used IoT needs a lightweight Blockchain. Here in
this paper authors have proposed various methods to overcome the above limitations
by using Fog computing and cloud computing [5]. Buccafurri et al. also proposed
some methods related to lightweight devices and implementation of public ledger
which is suitable for lightweight devices [6].

Fremantle et al. discussed about the gaps which is not explained by any of the
middleware. This paper has told some points related to gaps in regards to the require-
ments in security of IoT [7]. So, the Blockchain can be used as solution to these
security issues in an IoT.

Dorri et al. proposed a Blockchain based IoT architecture where it handles secu-
rity and privacy threats in an [oT along with performance quality. This Blockchain
deployed IoT architecture is based on smart home [8]. Kshetri et al. has answered the
above question which is “may be” as it used in many industries [9]. Khan et al. has
explained about security issues in this paper. [oT system is very insecure due to the
absence of secure and strong hardware and software design. The authors have divide
all the security issues in 3 parts that are high- level, intermediate-level, low-level IoT
layers [10].

Lee et al. has explained a new firmware which is suitable for embedded device
present in an IoT as well as strengths and weakness of proposed system [11]. Zhang
has explained a business model related to IoT where it stands with DACs and discusses
all the details like entity commodity and transaction process of IoT E-business. So,
here in this paper Blockchain is based IoT E-Business model [12]. Samaniego et al.
proposed an idea which is related to permission based Blockchain for supplying IoT
services on edge host. It has used smart contract in Blockchain technology [13].

Boohyung et al. focused on embedded devices that are used extremely in Internet
of Things surrounding. IoT devices are worked with each other without interruption
of users though the processes, which must be accurate against attacks. For that reason
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this paper focused on update issue of secure firmware. The secure firmware update
issue is a central security challenge for the extremely used embedded devices which
areused in [oT environment. A new update scheme for firmware was using blockchain
technology for security. The IoT embedded device demands its format to inform the
nodes of blockchain network and gets an answer for determine whether the firmware
is updated or not. This proposed scheme promises the firmware of embedded device
is a newest updated firmware and the firmware is secured [11].

Zhang et al. proposed a business model for Internet of Things. The decentralized
concept is introduced to IoT e-business model. In this paper the stages of e-business
model are divided again according to the IoT e-business model i.e. pre-transaction
preparation stage and next one is negotiation stage then contract signing stage and
contract fulfillment stage. As blockchain is a decentralized technique and IoT is
a centralized technique, blockchain is used in IoT e-business model for making it
decentralized model. In order to achieve this, author used a peer-to-peer transaction
mode with blockchain. Again for achieving the business with paid data and smart
property there is a method which is designed with basis of encrypted coins and
smart contract. The theories of ebusiness model of IoT are verified by paid data and
smart property. The smart property is developed by smart devices/equipment which
has NFC module, which helps to work on apps. NFC module has some capabilities
which is aware of ownership exchange and is copied information whose target is
to achieve the control of smart property. Again paid data, an API, a uniform data
format, classifying mechanism are designed. The paid data helps the people to find
required data, and then they can also pay to the provider [12].

Kshetri et al. gave a brief description and technical idea about blockchain role
in supply chain i.e. linked to IoT devices. The main focus of this paper was high-
light of the security benefits of supply chain which is linked to IoT devices. Again
it also explains about blockchain which helps to prevent IoT security violation.
Deploying blockchain in supply chain should be mandatory for economic benefits
and security.Blockchain ecosystem enriches public-private partnerships [14].

Shi-cho-cha et al. proposed a blueprint of a blockchain that linked with gateway.
Its security and flexibility preserves the privacy leakage. The gateway successfully
protects the user’s private data from being hacked. There is a mechanism called
digital signature is anticipated for authentication and security [15].

Gupta et al. focused on the use of blockchain to ensure security of IOT network
and sensing some malicious behavior. In this paper author proposed an architecture
of blockchain protocol that is in the middle of the application and transport layers. It
makes a use of token rewards which is similar to bitcoin but used it as units of voting
power [16].

He et al. had put forwarded pricing policies for blockchain based transactions.
This blockchain based distributed p2p transactions is based on some mechanism
which have some application that applies a bitcoin to motivate users for intervention.
In this mechanism, there is a benefit for a user that the users with a positive transfer
get recognized. As users in the blockchain p2p systems might display self regarding
actions on plot with one another. For that author suggested a mechanism to integrate
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a pricing and validation method for incentive purpose with the help of evaluation
study and game theoretical analysis [17].

Jesus presented the stalker and a variant of selfish miner that prevents a node to
produce its block on the main chain of blockchain. There is dissimilarity between the
selfish mining and the stalker. The selfish mining increases price where the stalker
denies for a specific target not worrying about the profit. Some processes i.e. adopt,
wait and publish heuristics is used by this attack because overlay and match were
making node which increases the relative revenue [18] (Table 1).

3 Comparison Between IoT and Blockchain Based IoT

Case study 1

Lei Hang and Do-Hyeun Kim has presented some experimental results which are
based on the sensing data of IoT Blockchain. The presented paper uses a real-life
case for experiment i.e. smart space in order to prove the practical implementation of
IoT-Blockchain. In a simple Blockchain technology deployment, there will be a web-
client, Blockchain network where all data related to the process stored in network
and user interface, etc. But in an IoT-Blockchain project, above all will present along
with all IoT devices of IoT network. In an IoT Blockchain process, data will be
collected through sensors and stored in Blockchain network through an IoT server
and that IoT server is also connected to web client for user. So, that user can view
all the process and can operate through user interface. Authors have described all
about experimental hardware devices for an IoT and software devices for both IoT
and Blockchain along with programming environment. The usage of smart contract
has also shown in the paper with screenshot. The execution time and performance
time difference also shown with different number of devices. The above proposed
experiment is only useful for friendly interface projects, low number transaction and
zero number of currency exchanges [19] (Fig. 1).

Case study 2

Donhee Han et al. have given some theoretical models for IoT Blockchain which is
based on smart door lock system. In a simple smart door system, data/information are
collected and stored via using sensors. But sensors are very weak which is very easy
to hack. So once if these sensors are hacked, then the smart door which is the way to
enter to our house can easily open and lock. So, it is very necessary to secure it. So,
the authors have proposed some model by using Blockchain. In the proposed model,
all the data which is collected by sensors are transferred to Blockchain network
through IoT server. In Blockchain network each user can be block or one user can
have many blocks by using multiple electronic devices like smart watches, phones,
tab, etc. Blockchain based smart door system can be used for both open and lock
system [20] (Fig. 2).
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Table 1 Literature Review of Blockchain based IoT

SL Heading of the Authors Finding Description Ref.

No. | paper No.

1. Blockchain as a Samaniego | Lightweight — Lightweight [5]
Service for IoT et al. technology Blockchain for

lightweight devices
used IoT by using
Fog computing and
cloud computing

2. Overcoming Limits | Buccafurri Lightweight — Implementation of | [6]
of Blockchain for | et al. technology public ledger
IoT Applications which is suitable

for lightweight
devices of IoT

3. Survey of secure Fremantle IoT middleware — Requirements in [71
middleware for the | et al. security security of IoT
Internet of Things

4. In internet of Dorri et al. Smart-home — Blockchain based | [8]
things: challenges security with IoT architecture
and solutions blockchain where it handles

security and
privacy threats in
an JoT along with
performance
quality

5. Can blockchain Kshetri et al. | Can Blockchain — May be [9]
strengthen the Strengthen the
internet of things? Internet of Things?

6. IoT security: Khan et al. IoT security issues | — Security issues in | [10]
Review, blockchain with levels IoT by dividing it
solutions, and open into 3 layers
challenges

7. Blockchain-based | Lee et al. Blockchain-based — A firmware which |[11]
secure firmware secure firmware is suitable for
update for embedded device
embedded devices present in an IoT as
in an Internet of well as strengths
Things and weakness of
environment proposed system

8. The IoT electric Zhang E-business model A business model [12]

business model:
Using blockchain
technology for the
internet of things

related to IoT where
it stands with DACs
and discusses all the
details like entity
commodity and
transaction process of
IoT E-business

(continued)
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Table 1 (continued)
SL Heading of the Authors Finding Description Ref.
No. | paper No.
9. Using blockchain | Samaniego | Edge host — To permission [13]
to push et al. based Blockchain
software-defined for supplying IoT
IoT components services on edge
onto edge hosts host
10. | Blockchain-based | Boohyung Secure firmware — Embedded devices |[11]
secure firmware etal. that are used
update for extremely in
embedded devices Internet of Things
in an Internet of surrounding
Things — The IoT embedded
environment device demands its
format to inform
the nodes of
blockchain
network and gets
an answer for
determine whether
the firmware is
updated or not
11. | The IoT electric Zhang et al. | E-business model — Used in IoT [12]
business model: e-business model
Using blockchain for making it
technology for the decentralized
internet of things model
— The theories of
e-business model
of IoT are verified
by paid data and
smart property
12. | Blockchain’s roles | Kshetri et al. | Blockchain in — The security [14]
in strengthening supply chain benefits of supply
cybersecurity and chain which is
protecting privacy linked to IoT
devices
— Blockchain which
helps to prevent
IoT security
violation
13. A blockchain Shi-cho-cha | Blockchain linked — Security and [15]
connected gateway | et al. with gateway flexibility

for BLE-based
devices in the
internet of things

preserves the
privacy leakage

— Digital signature is
anticipated for
authentication and
security

(continued)
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Table 1 (continued)
SL. Heading of the Authors Finding Description Ref.
No. | paper No.
14. | The applicability | Guptaetal. | Security of IOT —An architecture of | [16]
of blockchain in network blockchain protocol

the Internet of

that is in the middle

Things of the application and
transport layers
15. | A blockchain He et al. Pricing policies — Blockchain based | [17]
based truthful distributed p2p
incentive transactions is
mechanism for based on some
distributed P2P mechanism which

applications

have some
application that
applies a bitcoin to
motivate users for
intervention

16. | A survey of how to | Jesus
use blockchain to
secure internet of
things and the
stalker attack

Selfish miner

— The selfish mining
increases price
where the stalker
denies for a
specific target not
worrying about the
profit

[18]
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Simple Blockchain model
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Blockchain Network

Blockchain based loT model

Fig. 1 Difference between simple Blockchain and IoT-Blockchain

Case study 3

Seyoung huh et al. have proved “proof of concept” by using Blockchain concept IoT
devices. The proposed work has used smart phones as user interface and Raspberry
pis for 3 devices i.e. meter, light bulb, air conditioner. Then the Blockchain concept
is merged with above entities as an ethereum. Now this ethereum is worked under
smart contract. Since ethereum is using smart contract, three smart contracts has
to written Authors have written those three smart contracts and manage the IoT
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Fig. 2 Difference between Smart door and Blockchain based smart door

devices.This technology has various advantages but it can be advantageous when
limited number of IoT based devices is used. But now IoT has gained huge attraction
whose integration help in advancement of technology, that led to IoT use modern
devices and large number of devices. Due to this reason managing IoT devices by
using Blockchain is quite difficult [21].

4 Blockchain Based IoT

4.1 Access Management

The first area to implement blockchain concept in IoT field can be on access controlled
management. Some of attribute needs authority power in any system. Permissioned
blockchain or private blockchain are the best to implement and it ca use proof of
concept mechanism in netwrork. Some authors have finished their research on it.
Sheng Ding et al. had given an architecture for attribute based access control system
for IoT using blockchain [22]. Oscar Novo had given a scalable access management
system for IoT using blockchain.

4.2 Blockchain Based IoT Cloud Framework

Another field to implement blockchain on IoT is cloud. In an IoT system data are
collected through sensors and passing through the gateway, all the data are saved
in cloud. Further the data are retrieved as per the requirement. So here ethereum
concept can be used here. Nachiket Tapas et al. have done this possible by making
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an use of smart contract over ethereum [23]. Now the problems come with the data
integrity. So that bin lia et al. [24] have introduced framework for data integrity in a
blockchain based IoT system.

4.3 Al Enabled Blockchain for IoT

Mehrdad et al. had proposed a 2 step consensus protocol which will strengthen than
consensus mechanism of blockchain. So this 2 step consensus protocol has used an
outlier algorithm which will detect some anomaly activities in its first step. Then
in second step it has used practical byzantine fault tolerance (PBFT) as consensus
protocol for ledger updation. Here consensus mechanism is a blockchain concept.
PBFT & outlier algorithm is machine learning or Al concept. Here author used this
concept and measure the performance and the output they have got are very favorable
[25].

4.4 Use of Smart Contracts in IoT Application

Smart contracts are the best blockchain concept to implement in IoT. This can be
used as public blockchain or private blockchain. You can use ethereum for making
blockchain nodes/blocks. Then for accessing or storing data the smart contract
concept can be used. Georgios et al. have given some example of smart contracts
which can be implemented on IoT [26]. In the other hand chun-feng liao et al. have
shown, where to use smart contract and also presented a comparison between fully
centralized, pseudo distributed IoT,distributed things and fully distributed IoT which
is based on smart contract [27].

4.5 Real Time Implementation on a Smart City

Wau et al. have implemented blockchain on a smart city. Smart city must have smart
griding system, smart home, smart road, smart irrigation system, Smart building and
smart car. So in presented blockchain system, smart grid is a block; smart homes are a
block likewise. All-together they are making a blockchain. The authors have made it
possible through by using different software or hardware sensors. For example:- they
have used SND controllers for collecting data and used a web interface to display it.
They have also used raspberry pi along with different sensor and different protocols.
In the end consensus mechanism is used for a successful output [28].
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5 Steps for Creating a Blockchain Based IoT System

There are some steps, which can be followed to develop a blockchain based IoT
(Fig. 3).

Step 1:  First find out all the area which needs security in an IoT system, for
example:- data accessin, cloud, legal issues part, etc.

Step 2:  Then select a concept of blockchain which will be effective on that area
and can give proper security. For example: - Ethereum, smart contracts,
hyper ledger, etc.

Step 3:  After that, select a mechanism if there is any need of it for some perfor-
mance calculations. For example: - consensus, proof of work (POW), proof
of concept (POC), etc.

Step 4:  Then install hardware for integrating IoT devices with blockchain. If you
merge smart contracts with sensors it will transform a simple sensor into
a DAGs (Decentralized autonomous corporation).

T hadlad R

Blockchain as backend

Web interface for end user

DAGs

Sensors

Fig. 3 Layered architecture for implementing blockchain based IoT
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Step 5:  Theninstall software for enabling the concepts of blockchain. For example:
- download ethereum mist for ethereum, develop smart contract using
solidity etc.

Step 6:  Make a front end web interface for end-user.

In the introduced layered architecture of blockchain based IoT, the specific sensors
will be deployed. Then smart contracts will be merged with sensors for developing
smart contracts. Then design a fronted page, which will work as interface between
sensors and end user. Then all data will store in blockchain and controlled by SND
controller. So in normal IoT, the data which are stored in cloud now it can store in
blockchain as a database. It is the major advantage of blockchain that it can be used
as database.

6 Deploying Blockchain in IoT (Disadvantages)

Advantages of Blockchain are well known and everybody is well informed about its
benefits. But there are also some disadvantages or it can be considered as obstacle
in IoT Blockchain. At first, Blockchain is a database which needs a management
system as IoT generates huge amount of data. Some IoT devices are unable to store
the Blockchain public ledger and to perform the Blockchain mining. In the other
hand, all the IoT devices cannot use Blockchain functionality in its system. Some of
the devices of an IoT system can deploy the Blockchain technology successfully in
practical but some other devices cannot. So we need to design an architecture which
shows the selected deployed devices of an IoT or some process needs to discover to
overcome the limitations. Because the modern IoT systems are integrated with many
embedded technology like edge computing and cloud computing [29].

7 Conclusion

In this paper, the relation between IoT and Blockchain is described in aspect of
different area. This paper also shows the benefits of merging IoT with Blockchain
system as well as disadvantages. This model shows the workflow of loT-Blockchain
architecture which is based on smart home, smart room or smart office. In future
work, the ToT-Blockchain model architecture will focused on two categories i.e.
Blockchain enabled devices and Blockchain forbidden devices of an IoT.
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IoT-Based Smart Irrigation and Related )
Environment Parameters Monitoring: i
An Empirical Review

Parijata Majumdar, Sanjoy Mitra, and Munesh Chandra Trivedi

Abstract Agriculture is the backbone of economy. The agrarian economy mainly
depends on two parameters viz—weather monitoring and irrigation monitoring.
Real-time weather monitoring is an important tool to visualize climate conditions
prevailing in a field to solve production of crop and its yield associated problems by
better understanding of surrounding weather. The main aim is to view weather condi-
tions of any agricultural field and on-demand access of the current data of any near
and remote locations of an agricultural field. Also, with discontinuous monsoon,
farmers have to use other unsupervised alternate means of freshwater for the crops
leading to scarcity of water. Therefore, farmers are facing challenges to make best
irrigation schedules. The ever-augmenting technologies like Internet of Things (IoT)
paved the way for smart weather stations and smart irrigation management with
the help of wireless sensors to sense data for adapting changes of crop design,
remote field site, and irrigation patterns taking into account all sort of environment
constraints. IoT is capable to sense data, monitor, accurately predict climate condi-
tions and is capable to limit water wastage, thus improving overall crop yield. This
paper offers a detailed review of the broader aspect of IoT-based smart agriculture
system depending on weather and irrigation.
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1 Introduction

Agricultural monitoring is receiving a steady growth among the emerging concept
of Internet of Things (IoT) and its application areas, as it contributes major share
in the world economy. Monitoring agriculture primarily depends on two key factors
like weather and monsoon to save water for irrigation purpose. Weather stations
help us to understand the influence of climate change on the crop yield and
to determine which seeds to plant in the right type of weather. But problems like
distant location from the place during surveillance make the data subjected to vari-
ation and is unstable. Centralized IoT architecture enables data acquisition through
cost-effective sensors embedded into small sized microcontrollers, where data is
exchanged using suitable communication protocols from nearby or distant areas
in real time unlike existing weather stations. This will equip farmers with accu-
rate climate data for better crop management to cope up with drought season and
to regulate the water supply minimizing water scarcity and improving crop yield.
Similarly, irrigation can be monitored by analyzing soil moisture level and weather
updates. 10T can solve real-time problems to carry out irrigation mechanisms like
determining soil conditions, soil moisture content, environmental factors, fertilizer
usage, crop rotation and harvesting, etc., which is unaddressed by conventional
agricultural techniques. Figure 1 shows different approaches of IoT combined to
acquire real-time precision data of weather and irrigation.

2 Literature Review of IoT-Based Weather and Irrigation
Monitoring

The review work is mainly done to acquire knowledge of IoT-based approaches and
to analyze sensor data with the pros and cons of the methodologies for building
smart agriculture monitoring. The proposed system to be designed based on the
knowledge gathered from review work can assist farmers for improving crop yield
by precision sensor generated data and minimize crop loss. Table 1 explains different
weather stations proposed by different authors with their claimed advantages and
shortcomings.

Table 2 gives the brief review of the different smart irrigation systems proposed
by different authors with their claimed advantages and shortcomings.

After extensive literature review, it is seen from Fig. 2 that in most of the papers,
micro-controller is used to develop weather and irrigation monitoring system. Cloud
computing based-weather and irrigation monitoring system has not been much
explored. Cloud computing can be used to enhance sensor data connectivity by adding
dedicated data storage from locations far and near in the cloud to increase system
confidence and safeguard against network failures. Therefore, a cloud computing-
based framework can be designed for precision and smart agriculture monitoring.
Cloud computing-based IoT technology offers high flexibility, ease of use, and device
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loT featured with Cloud Computing
«Protocols: MQTT+UDP[23], MQTT+HTTP[25],
Zighee[28]

+ 10T Cloud: CC3200(7]

+Decision Making: Neural Network[25]

loT with Wireless Sensor Network

+Protocols: WiFi[16,20,21], Zighee[6], 12C[4]
+Microcontrollers: AVR[1], Raspberry Pi
[2,4,8,24,16], ATmega8L[3], ESPB266-Ex[5], Arduino
UNO[5,15,20,21]

+Decision Making: Weh based DSS using GIS
maps[26]

Microcontrollers for loT based Solution

+Microcontrollers: Raspberry Pi[17,22,24,27,19]
LPC1768(ARM9I][19], ATMEL AVR ATiny25[18],
«Communication Protocols: Zighee[12,24], Xbee[17]

+Decision and Analysis: Nearest Neighbors algorithm
and Neural Network Models[13, 27]

Fig. 1 IoT-based approaches for smart weather and irrigation monitoring

autonomy for appropriate decision-making by local farmers based on sensed data
(Fig. 3).

After thorough analysis of the literature reviewed from Fig. 4, in most of the
papers, temperature and humidity are the most widely used sensor generated vari-
ables. Whereas, altitude, air pollutants, and pressure variables are not so much moni-
tored sensor generated variables. More the number of variables sensed, more is
precision in prediction of irrigation schedules and weather variables monitoring for
intelligent agriculture monitoring.

3 Other Recent Contributions

Sensor-based inexpensive weather station where weather variables are measured
with limited memory usage is developed that requires additional storage [11]. A
sensor-based inexpensive weather station developed using renewable energy but
requires extra energy storage for backing up data [12]. A sensor-based weather
stations that allows detection of weather variations is already developed earlier.
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Table 1 Review of different I[oT-based smart weather stations

P. Majumdar et al.

‘Weather stations Environment Claimed Shortcomings
parameters advantages
Microcontroller Temperature, humidity | Easy consistent Power use and sensor
based [1] monitoring accuracy
Microcontroller Temperature, light, Cost-effective More Parameters for
based [2] humidity, wind speed, monitoring precision in monitoring
soil moisture
Microcontroller Temperature, wind, Economic Increase user-weather
based [3] humidity, rain, UV monitoring interaction
radiation
Microcontroller Temperature, wind Inexpensive Poor net connectivity in
based [4] direction, pressure, monitoring rural areas
humidity
Microcontroller Temperature, light Low-cost Power consumption and
based [5] intensity, rainfall monitoring Sensor accuracy
humidity, pressure
Microcontroller Temperature, wind Low-cost Long-time weather data
based [6] speed, pressure, monitoring surveillance using

humidity

multiple sensors

Cloud computing

Temperature, humidity

Real-time device

Power consumption and

based [7] independent sensor accuracy
monitoring

Microcontroller Temperature, altitude, Real-time More sensors with low

based [8] humidity, pressure adaptable power consumption
monitoring

Cloud computing Temperature, wind Inexpensive Power consumption and

based [9] speed, wind direction real-time Sensor accuracy
monitoring

Wireless sensor Temperature, humidity, | Automated Need of statistical

based [10] pressure, wind speed, real-time parameter analysis

rainfall monitoring

But multiple sensors are needed to increase real-time efficiency [13]. An inex-
pensive microcontroller-based weather station is developed in [14] but no analysis
of precision of sensor data. A microcontroller-based weather station is presented
in [15] to access weather variables anytime and anywhere but critical feed-
back of analysis is needed. A microcontroller-based weather station for reliable
access of weather parameters is presented in [16]. A wireless sensor-based flex-
ible weather station is shown in [17]. A wireless sensor-based weather station to
generate sensor-based data for assisting farmers to cultivate crops is developed
in [18]. A micro-controller-based weather station developed to save energy but
problems of network transmission failure is there [19]. A reliable and inexpen-
sive microcontroller-based weather station consuming low power is introduced in
[20]. A wireless sensor-based weather station to improve environmental conditions
is presented in [21]. A cloud computing-based weather station is developed to take
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Table 2 Review of different oT-based smart irrigation systems
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Irrigation system

Environment parameters

Claimed advantages

Shortcoming

Microcontroller Gases, soil moisture Inexpensive monitoring | Reducing water use
based [24] light intensity with more sensors
Cloud computing | Planted crop details, Inexpensive remote data | Power consumption
based [25] water level monitoring and sensor accuracy
Wireless sensor Temperature, rainfall, Restructuring land Need of constant data
based [26] humidity, pressure using GIS maps acquisition

Wireless sensor Temperature,air Fully automated Power consumption,
based [27] moisture economic monitoring sensor data

accuracy,security

Cloud computing

Soil moisture, air

Judicious use of water

Power consumption

based [28] temperature, humidity | with low power and cost | and sensor accuracy
and water

Microcontroller Temperature, soil Smart and self-adaptive | Power consumption

based [29] moisture, humidity, air | monitoring and sensor accuracy

pollutants

= Micro Contoller Based
u Cloud Computing Based

Wireless Sensor Based

Fig. 2 Type of contribution for IoT-based smart weather and irrigation monitoring system

remote actions to adjust weather parameters [22]. An inexpensive, easily accessible
microcontroller-based weather station is presented in [23].

4 Future Research Direction

The results obtained from keen analysis have clarified the need for an automated
mechanism which could be made more robust by accurate interpretation of sensor
data. Data correlation using statistical measures for analysis of sensor data is
also needed while reducing power consumption of multiple sensors. The sensors
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Fig. 3 Cloud computing
framework designed for
smart agriculture using
weather and irrigation

Agi Cloud based
monitoring from Soil,
Weather, Crop based sensor

monitoring
generated data.
B Software Applications (Mobile
Wireless phones, GUIs)
Sensor y
Networks ] [*
'S = ~
Intemet Devices (Smart Phones,
Computers)
End Users (Farmers, Agro
Scientists, Researchers)
16

V.\. —&8— No.of Papers

Humidity
WindSpeed
Rainfall
Altitude

Wind Direction
Pressure

Temperature
Soil Moisture
UV Radiation

Water level
Air pollutants

Fig. 4 Most common parameters sensed for smart weather and irrigation monitoring system using
IoT

have to be calibrated for acquisition of more nonlinear weather parameters like
harmful gases, pollutants, altitude, water level, etc., to figure its effect on crop yield
while deciding irrigation schedules. Cloud computing platform has to be utilized for
cost reduction, increased scalability with increase or decrease in number of sensed
weather variables with effective memory utilization.



IoT-Based Smart Irrigation ... 339

5 Conclusion

The survey on the robust techniques for irrigation and weather monitoring can help us
in creating a real-time automated system based on real-time weather data acquisition
from sensors to regulate water supply in field and to combat crop loss by precision
in prediction of environmental constraints. The survey helps us to understand the
correlated parameters for developing an efficient cost-effective, accurate, portable
decision-making system for those farmers who are having very limited income,
where climate data is easily accessible from anywhere and anytime irrespective of
far or near location using IoT techniques. It would also facilitate farmers to create
an irrigation plan to conserve water while increasing crop yield.
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Smart Water Management in Irrigation m
System Using IoT er

Aparajita Das, Yasharth Gupta, Neeraj Vijay Wedhane,
and Md. Ruhul Islam

Abstract India is a wide country, where people mainly do agriculture for their
living. This is the most important earning source for most of the Indian families
residing here. Agriculture in India contributes to about 13% of total exports, 6% of
total industrial investment, and 16.5% of total GDP. The main resource to continue
agriculture in the country requires water resources. Irrigation can help in this area but
there will be wastage of water in some way or the other. Many of the farmers usually
supervise on a widely spread area for farming activities which becomes very difficult
to manage and keep track of every corner. Sometimes, there are cases of uneven water
sprinklers. This leads in bad production which results in financial losses of farmers
(Panditin IoT based Smart irrigation system using soil moisture sensor and ESP8266
NodeMCU, July 15, 2019, [1]). Automation of the activities required to carry out
irrigation will reduce the need of human supervision or intervention, which will
lead to transforming the system from static and manual to dynamic and intelligent
which will, in the end, result in higher production (Hariharan in Int ] Emerg Technol
Innov Eng 5(3), 2019, [2]). The modern irrigation systems like the drip irrigation
system and the sprinkler irrigation system need to be combined with the Internet
of Things (IoT) for better productivity in agriculture activities and efficient water
usage. This task aims at monitoring parameters for soil like, soil moisture, humidity,
and temperature while also regulating and monitoring the water level of the water
tank. Smart irrigation system will improve crop fields while also saving water. Smart
irrigation system can be used to control greenhouse. The system uses wireless sensor
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network to detect and control the different parameters dynamically in real time for
efficiently managing and maintaining the whole system.

Keywords Internet of Things + Automation - Automated irrigation * Arduino *
Agriculture

1 Introduction

Agriculture plays an important role in the economy of India. India is seventh largest
agricultural exporter worldwide, exporting agricultural products to more than 120
countries. Internet of Things (IoT) is a series of components (nodes) which are
interrelated and share/transfer data with each other with or without human interaction.
When we apply the concepts of internet of Things with agriculture, there are any
things which get affected by it like cost, manpower, etc. Using Internet of Things
in agriculture, we can boost up the productivity. The whole new IoT ecosystem
includes the sensors which detect the real-time temperature, rainfall, humidity, and
so on accurately. These sensors monitor all the conditions around the crop and the
weather surrounding them. If anything is found inappropriate, the message is sent
immediately to the operator. By this, the farmers are well informed about their farms,
and hence, the productivity is increased. The sensor lets the farmer get the information
about the amount of moisture that will make the soil fertile and yields the best results
in terms of crops and harvesting. To interchange valuable controllers in current
obtained systems, the Arduino UNO is utilized in this model because it is a reasonable
microcontroller. The Arduino UNO is programmed to analyze some signals from
sensors like wet, temperature, and rain. A pump is employed to pump the water
into the irrigation system. The employment of simply obtainable part reduces the
producing and maintenance prices. This makes the planned system to be a cheap,
acceptable, and an occasional maintenance resolution for applications, particularly in
rural areas and for little-scale agriculturists. This analysis work increased to assist the
small-scale cultivators can increase the yield of the crops increasing the government’s
economy.
Our contributions are summarized as follows:

(a) To the best of our knowledge, the presented project has been upgraded from
the many other research papers that are referred, by integrating and enhancing
all the components in a single project.

(b) Wehave also added a real-time cloud database to the project which will process
and display the required data to the user in real time.

(c) In addition to integrating all the components and adding a cloud database, we
have also used ultrasonic sensor connected with the water reservoir for the
completeness of smart water management and smart irrigation system.
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The organization of the paper is as follows:

The problem definition has been briefly described in Sect. 2 which is followed by
our proposed solution along with the design of the system for the problem in Sect. 3.
Section 4 includes the block diagram of the system, the flow charts of the working of
the system along with the circuit diagram of our model, showing all the components
used in the system. Results obtained is given in a tabular format in the Sect. 6 with
the conclusions stated in Sect. 7.

2 Problem Definition

In India, continuing agriculture for their livelihood is a necessity. Also, it is one
of the main sources of livelihood. The unending need for consumption of water is
increasing day by day, which will ultimately lead to problems of water scarcity.

The conventional irrigation system uses methods like overhead sprinklers. Here,
the entire soil surfaces are left to be saturated, and the surface often stays wet long
after the irrigation process is completed. The new methods such as drip irrigation
system is a method of doing irrigation which slowly applies small amount of water to
the part of a plant root level zone. Usually, in drip irrigation system, water is supplied
to the plants frequently; water here is supplied often to the plants, to maintain soil
conditions and prevent the moisture stress content in the plant with proper water
resource the drip irrigation system saves water because only the root part of the plant
receives water. Little water is lost in situations, where proper amount of water is
applied.

Drip irrigation is used very often because it increases crop yields while decreasing
both water requirements and labor. Compared to surface irrigation or sprinkler irri-
gation, drip irrigation requires about half of the water required by the latter. Lower
is the operating pressures and flow rates, it results in lower energy costs required. In
this case, water can be controlled in high degree. During irrigation, the plants can be
supplied with more accurate amounts of water. Disease in plants and insect attacks
reduces because the plant foliage stays dry. In this process, the whole operating cost
is usually reduced [3].

Problems in traditional systems: In traditional systems, irrigation by farmers are
done manually. As the water is released directly in the soil, the plants planted go
through a high stress from variation in the soil level moisture; therefore, the appear-
ances of plant are reduced. This is because there is no automation. The absence of
automatic controlling of the system can result in improper water control. The major
reasons for these limitations are the exponential growth of population at a very faster
rate. Today, the wastage of water has led to serious scarcity of water, a global water
crisis where managing scarcity of water has become a serious job. The economically
poor countries face this problem having shortage of water resources. So, this being
the problem in the traditional irrigation systems.
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Limitations of existing system:

Physical work of farmer to control drip irrigation.
Wastage of water and time.

Wastage of money.

Water in irrigation system, malarial mosquito breeds.

el e

3 Proposed Solution Strategy

The era defining IoT technologies can be used to solve the problems mentioned
above. [oT provides an easy to implement and efficient solution to the problem at
minimum cost. The various components included in our model are ultrasonic sensor,
Humidity sensor, centralized Arduino controller, relay module, and a water pump.
The humidity sensor that is placed in the soil which is connected to the Arduino
controller. The Arduino will have the program coded in its IDE that will analyze the
moisture content received from the humidity sensor and this Arduino which is also
connected to a water pump will trigger the pump ON if the moisture content is less
than what is required in the soil. The pump will turn OFF when the moisture content
has become sufficient. Now, to have a proper water management and to prevent
unnecessary wastage of water, an ultrasonic sensor is connected to the Arduino as
well. The ultrasonic sensor will be placed over the water container. This ultrasonic
sensor will measure the height (the distance of the surface of water from it) of the
water level and send this value to the Arduino. The Arduino has a program coded
that analyzes this distance of water level by comparing it with a predefined water
level height that must be maintained in the water container, and if it is more than
that value, only then it triggers ON the water pump; otherwise, a message will be
displayed notifying the user about the insufficient water level.

The user can monitor this whole process. The moisture content and water level
readings will be sent to the user. The cloud stores these values and sends the values to
the user’s device. This makes this development easy to be monitored from anywhere
and hence makes it useful.

The components incorporated in this model are:

Ultrasonic sensor
Humidity sensor
Arduino microcontroller
Relay module

Water pump

Cloud data storage

A e

The figure given below shows the design layout, and how the signal and data
are received and sent from the microcontroller to the various sensors. The diagram
shows how the system works and which components interact with each other. The
information received by the Arduino from the humidity sensors triggers the water
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Fig. 1 Design layout of the system

pump considering that there is sufficient water level present in the water reservoir to

prevent wastage of water (Fig. 1).

4 Design Strategy for the Solution

The above flowcharts (Figs. 2, 3, and 4) depict the series of actions that will be taken
based on the different readings received from the sensors. The conditional statement

Water
Reservoir

Ultrasonic

Sensor Relay

) Arduino
Moisture Sensor Platform m
Humidity Sensor |-.
Temperature
Sensor

Mobile
App

Fig. 2 Block diagram of proposed system
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A

Fig. 3 Flowchart for moisture detection

Collect information
from the sensor

Display less water

Motor ON
level on the screen

Fig. 4 Flowchart of water level detection

of the program written in IDE will check for the conditions, and based on the output
from the sensors will analyze and perform the appropriate action (Fig. 5).
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Fig. 5 Circuit diagram of the model

App Interface:
Given is the interface of display (Fig. 6), which shows the reading.

1. Humidity status value is displayed from stored firebase.
2. Temperature status value is displayed from stored firebase.

Fig. 6 App interface
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Fig. 7 Arduino UNO R3
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3. Moisture status value is displayed from stored firebase.
4. On and Off button for the water pump.

5 Working Principle

5.1 Arduino UNO R3

An Arduino is a microcontroller that is used for processing and operating or commu-
nicating between multiple devices such as sensors or other modules that can be used
for making different kinds of jobs. The Arduino can be programmed using simpli-
fied version of C++ and C, and hence, this makes it easy to use without any need for
learning new language. One of the features of Arduino is that it is open source, and
there are various communities for it that makes it very easy for anyone who is stuck
with a problem to ask other people in community for help. The Arduino is the central
system for coordination for the task we are doing and is monitoring and controlling
all the movements and the activities going on, in the system (Fig. 7) [4].

5.2 Ultrasonic Sensor

The ultrasonic sensor is an acoustic sensor that can be used to measure the distance.
It has a transmitter and a receiver. The transmitter sends ultrasonic sound waves and
starts a timer, and then, the receiver part in the sensor receives the waves that bounces
back after collision with an object and stops the timer. We then use the distance
formula in the program to calculate the distance using the timer value received from
the sensor (Fig. 8) [5].
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Fig. 8 Ultrasonic sensor
(HC-SR04)

5.3 Humidity and Moisture Sensor

Temperature and moisture of soil are the two important aspects in agricultural area.
This sensor is made for applications that require specific monitoring on moisture and
temperature circumstances. The classic temperature goal is 0.4 °C, while the classic
moisture goal is 3% RH (Fig. 9) [6].

Fig.9 DHT-11
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Fig. 10 Soil sensor (FC-28)

5.4 Soil Sensor

It is a device that measures the moisture content in the soil. How it works is that it
has two probes. The electric current is supplied by the nodes in this to the soil, and
then, the resistance offered by the soil is measured. So, naturally, when there is more
water content, the soil will allow more current to flow through it, and when it is less,
the current flow will also be less. This is used to detect the presence of water content
in the soil (Fig. 10).

5.5 Relay Switch

It is an electrical switch that can be turned ON/OFF allowing to let the current flow
through or not. It maintains the other devices connected to the Arduino with the low
voltage of Arduino that is to be 5v. This protects the Arduino from damage. Here,
for this model, we are using two channel relay module to control an AC water pump
with an Arduino (Fig. 11) [7].

Fig. 11 Relay switch 5 V-2
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Fig. 12 Wi-Fi module

5.6 WI-FI Module

351

This is a module that is used in the Arduino to connect the Arduino with a Wi-Fi
Internet connection, and the various access points nearby are displayed and can be
connected to. The Arduino connects with Internet in our model using this module so
that we can send the data to the cloud storage. This module can also act as an access
point and create a WI-FI hotspot to provide Internet to other devices (Fig. 12) [8].

6 Implementation and Result

See Table 1.

Table 1 Implementation test case with their results

SL. No. | Test case Response
1 Testing the Arduino by in-built blinking | LED blinking
LED Arduino working message

2 Testing ultrasonic sensor working The serial monitor in the Arduino IDE
shows the readings of the distance of the
water surface from the sensor received

3 Testing moisture sensor The other serial monitor for the program of
retrieving the moisture content detected by
the sensor which is connected to the
Arduino is displayed on this serial monitor
at regular intervals

4 Testing water pump The flow or movement of water from the
water reservoir to the soil

5 Testing Wi-Fi module The connection of Arduino with the

Internet, the readings sent to the cloud
storage to be accessed by any device from
anywhere via Internet
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7 Conclusion

This discussed design has result in cutting down wastage of water supplied to the
irrigation system methods such as drip irrigation. IoT provides an easy to implement
and efficient solution to a problem at a minimum cost. This whole system not only
saves precious water resources but also enhances the system by using the sensor
values to produce correct results, for the whole irrigation system to work productively.
This model will make farmers life easy, as there will be no need to supervise the
system often. This work can be done from a distance, comfortably sitting at home.
This will lead to a dynamic lifestyle for farmers, compared to the traditional static
lifestyle.

The model will work, also as the foundation model for the future upcoming new
technologies which may be construct on or over it. The model has a great deal of scope
for IoT applications in agriculture industry setups as well as all the other industries
requiring water resources. More upcoming advanced technologies like 10T, Al, and
cloud computing can be built over and applied in the system to make more amount
of operations in the system dynamic or automated and authorize remote monitoring
and control of the same discussed system [9, 10].
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Abstract As a developing nation India have to strive hard for delivery of multi-
faceted public services to the doorstep of populace. This task becomes more chal-
lenging due to direct and indirect effect of global economic meltdown and job loss
as aftermath of global pandemic of Corona virus (COVID19) which have forced
us to maintain social distancing and isolation. Moreover the global lock down of
affected countries have stalled their economic and business transactions which have
adversely affected their financial backbone thereby leading towards mass unemploy-
ment of Citizen (i.e. Worker). In this situation, Information and Communication
Technology (ICT) based applications may be used to develop an efficient electronic
mechanism to support worker find new employment thereby maintaining the rules
of social isolation. With this objective to assist unemployed Citizen to find their
suitable employement and also support economy rolling in this lockdown situa-
tion, authors have proposed a smart card based Cloud Employment Tracking System
(CETS), which will bridge the gap between employers and their prospective employ-
ees thereby maintaining the rules of social isolation.

Keywords Cloud computing - Employment tracking - Smart card
1 Introduction

As a developing nation India have to strive hard for delivery of multifaceted public
services to the doorstep of populace. This task becomes more challenging due to direct
and indirect effect of global economic meltdown as aftermath of COVID19 pandemic.
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This deadly virus transmits from person to person through their droplets and affects
the entire society in an exponential manner thereby leading to large amount of human
casualties within a very short span of time. As we are yet to find the vaccine of this
deadly virus, the only solution left to us is to break the chain of virus transmission to
arrest the rate of infection within the society. As a result people are forced to maintain
social isolation to break the transmission chain of Corona virus (i.e. COVID19).
This approach of social isolation have directly affected Citizen from availing various
services which are delivered through conventional ways. Evenmore, the condition is
more critical for the base of our societal pyramid who have bare minimum means
to maintain their livelihood. It may be noted that, India have witnessed death of
large number of migrant workers who left their home town long back in search of
employment and was forced to return by walking thousands of kilometers after losing
their job, shelter and food due to the nation wide lockdown. Death due to road and
rail accidents of these helpless migrant workers have become an unfortunate daily
affairs nowadays. Focusing on the gravity of this situation, authors have proposed a
Citizen centric smart card based Cloud Employment Tracking System (CETS) which
will help Citizen to find suitable professional openings and help economy rolling in
this crisis situation thereby maintaining the rules of social isolation to remain safe
from the infection of Corona virus.

Section 2 states the origin of our research work. Section 3 describes our proposed
Cloud Employment Tracking System (CETS). Section 4 draws the conclusion and
also explores future scope of work.

2 Origin of Work

This research work have originated from the idea of an Integrated Electronic Service
Delivery System (IESDS). As a result a Citizen centric smart card based Electronic
Governance and Cloud Governance [1-4] models were already proposed to deliver
multivariate electronic services [4—6] like Electronic Voting, Electronic Banking,
Electronic Education, etc to the doorstep of populace, so that, as an ultimate end user
they can avail all services through virtual medium (i.e. Internet) irrespective of their
geospatial location. The primary components those models are described below:

1. Citizen denotes SERVICE SEEKER who transmits SERVICE REQUEST.

2. Government [1-3] denotes STATE ADMINISTRATOR who validates identity of
Citizen and keep track of all electronic transactions under its jurisdiction.

3. Service Provider, denotes any THIRD PARTY SERVICE PROVIDER who gen-
erates SERVICE RESPONSE for Citizen.

4. Internet denotes virtual communication medium which is used for transmission
of SERVICE REQUEST and SERVICE RESPONSE through STATE ADMIN-
ISTRATOR.
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In this current scenario of job loss and economic slow down, to assist Citizen (i.e.
Workers) to search new employment [7—10], attend online interview, avail various
economic support schemes of Government and Non Government Organizations, we
have proposed a Cloud Employment Tracking System (CETS), which is discussed
through Sects. 3 and 4 respectively.

3 Proposed Cloud Based Employment Tracking System

The Block Diagram and Conceptual Diagram of proposed Cloud Employment Track-
ing System (CETS) are explained in Sects. 3.1 and 3.2 respectively.

3.1 Block Diagram

Figure 1 shows the block diagram of proposed Cloud Employment Tracking System
(CETS) using Multipurpose Electronic Card (MEC), which is discussed below:

1. Citizen initiate transaction using Multipurpose Electronic Card (MEC).
2. Citizen transmit SERVICE REQUEST to Government through public cloud.
3. Governmentreceives the SERVICEREQUEST and verifies the identity of Citizen.

(a) In case of invalid user (i.e. Citizen), Government aborts the transaction.
(b) In case of valid user (i.e. Citizen), Governments allows the transaction to
proceed further.

4. Government transmit SERVICE REQUEST to proposed Cloud Employment
Tracking System (CETS) through Public Cloud.

5. Cloud Employment Tracking System (CETS) receives SERVICE REQUEST and
verifies the identity of Citizen.

(a) In case of invalid user (i.e. Citizen), Cloud Employment Tracking System
aborts the transaction.

(b) Incaseof valid user (i.e. Citizen), Cloud Employment Tracking System allows
the transaction to proceed further.

6. CLoud Employment Tracking System (CETS) assess the SERVICE REQUEST
of Citizen and interacts with private companies (through READ and WRITE
operations) to generate the SERVICE RESPONSE.

7. Finally, Citizen receives the SERVICE RESPONSE from proposed Cloud Employ-
ment Tracking System (CETS) through Public Cloud to complete the electronic
transaction successfully.

The detailed explanation of proposed Cloud Employment Tracking System (CETS)
is explained further in Sect. 3.2 through its conceptual diagram.
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3.2 Conceptual Diagram

Figure 2 shows the conceptual diagram of proposed Cloud Employment Tracking
System (CETS) which is described during Citizen to Cloud Employment Tracking
System (CETS) to Citizen (C2E2C) type of transaction. Since the role of Government
have been already stated in Sect. 2, here in Sect. 3 we will focus on Cloud Employment
Tracking System (CETS) only.

1. Primary Participants:

(a) Citizen.

(b) Cloud Employment Tracking System (CETS).

(c) Mode of Communication: Public Cloud.
PHASE-I: This phase mainly denotes the communication between Citizen
and Cloud Employment Tracking System (CETS).

2. Citizen side:

(a) Citizen initiates electronic transaction and sends SERVICE REQUEST to
Cloud Employment Tracking System (CETS) through Public Kiosk (i.e.
Public Cloud) using Multipurpose Electronic Card (MEC), which is shown
through Path—1 of Fig. 2. In case the Citizen is interested to search a new job,
then it should provide all educational qualifications, desired job type, previ-
ous professional experiences (if any), expected salary, preferred location etc
along with the SERVICE REQUEST.

3. CETS side:

(a) CETS Interface receives SERVICE REQEUST of Citizen through the Fire-
wall installed within its system.

(b) CETS verifies the identity of Citizen.

i In case of invalid user, SERVICE REQUEST is aborted and Citizen is
notified using System Timeout through Path-2 of Fig. 2.
ii Incase of valid user, SERVICE REQUEST is permitted to proceed further.

(c) Asshownin Fig. 2 SERVICE REQUEST from valid Citizen are send towards
multiple SERVICE REQUEST SERVER through Router to maintain its
proper sequence of arrival.

(d) Scheduler receives all SERVICE REQUEST from SERVICE REQUEST
SERVERS and sends it to Private Cloud through Path—1 of Fig. 2 thereby
maintaining its proper sequence of arrival.

(e) Private Cloud uses the SERVICE REQUEST obtained from Scheduler for
Data Mining to extract a precise decision based on all the information provided
by Citizen along with its SERVICE REQUEST.

Data Mining Phase:

1 Data Collector receives all information from Private Cloud and store it in
Central Database of Cloud Employment Tracking System (CETS).
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ii Central Database store the information of Citizen as per its educational
qualification and professional experience (if any) into its respective log-
ical compartments in a well structured manner.

iii Data Miner fetches the structured information from the Central Database
and send it to Decision Maker.

iv The main task of Decision Maker is to generate a Precise SERVICE
REQUEST in a well structure manner, which will be used for searching
of job for the Citizen.

(f) Precise SERVICE REQUEST generated by Decision Maker will be send to
Scheduler through Private Cloud of the proposed system.

(g) Scheduler will send all Precise SERVICE REQUEST to Transaction Master
for matching with the job openings available to Transaction Master.
PHASE-II: This phase mainly denotes the communication between Cloud
Employment Tracking System (CETS) and other private companies or agen-
cies to create a Job Pool.

4. Job Pool is a specific component of our Cloud Employment Tracking System
(CETS) which interacts with multiple private companies, staff out sourcing agen-
cies and job protals to generate a centralised job pool.

5. Centralised job pool is provided to Transaction Master of the proposed system to
help employers search their prospective employee and help economy rolling in
this lock down situation.

PHASE-III: This is the final phase of operation which generates SERVICE
RESPONSE for the Citizen.

6. Transaction Master matches with Precise SERVICE REQUEST (obtained from
Scheduler) with the job openings available at Job Pool and find out the probable
job openings for the Citizen based on the information provided through SERVICE
REQUEST.

7. Transaction Master generates a Final SERVICE RESPONSE for the Citizen con-
taining the probable list of job openings and send it to Citizen through Public
Kiosk (i.e. Public Cloud).

8. Citizen side: Citizen avails the Final SERVICE RESPONSE using its Multipur-
pose Electronic Card (MEC).

Our proposed Cloud Employment Tracking System (CETS) will help Citizen to
search job using cloud platform thereby maintaining the rules of social isolation
to break the transmission chain of Corona virus (COVID19) within the society.
Moreover, it will also help society in broader sense by rolling the economy in this
global lockdown situation. Section 4 concludes the discussion of this paper.
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4 Conclusion

The objective our paper was to propose a Cloud Employment Tracking System
(CETS) which will help Citizen to search job as per the educational and professional
credentials. This system was proposed viewing the global lockdown due to pandemic
COVID19 where several professionals are losing their job which have badly affected
the base level of our societal pyramid. In India lockdown of economy have forced
the migrant workers to return back to their home town by walking thousands of
kilometers after losing their job, shelter and food. The condition is so critical that
death of these helpless migrant workers by road and rail accidents have become an
unfortunate daily affairs in India nowadays.

The proposed Cloud Employment Tracking System (CETS) can be further
improved using Blockchain technology to keep track of all the SERVICE RESQUEST
and SERVICE RESPONSE in a secure manner. Hybrid cryptosystem may be used to
ensure the Privacy, Integrity, Authentication and Non-Repudiation (PINA) of elec-
tronic transaction. Even, the Central Database Server may be enhanced to store
information of all type of professionals and workers in a structured manner, which
may be considered as future scope of this research work.
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A Study on Mediclaim Processing m)
in Connected Healthcare System L

Subhasish Mohapatra and Abhishek Roy

Abstract Advancement of Information and Communication Technology (ICT) have
explored new dimensions of digital service delivery system between the distant users,
who are virtually connected to each other through open channel like Internet. Internet
serves as a budget friendly and faster communication channel between SERVICE
SEEKER and SERVICE PROVIDER for delivery of SERVICE REQUEST and
SERVICE RESPONSE respectively. As a result, it helps to bring down the opera-
tional cost of service delivery system within the affordability of populace. However,
this easy accessibility of Internet also makes it susceptible to infringement attempts
of adversaries, which widens exponentially with multiparty engagements during any
electronic transaction. If these security lapses can be identified and sanitized prop-
erly, electronic communication medium can serve as an efficient service delivery sys-
tem for multivariate sectors like public healthcare, medical research, finance, public
transport, agro-based sectors, etc. This concept of Citizen centric electronic service
delivery system becomes highly relevant in global pandemic situation like Corona
virus (COVID-19), where people are compelled to maintain social distancing (by
staying at home) to break the chain of virus transmission within the society. Further-
more, to integrate all these Citizen centric electronic services, a single window based
Integrated Electronic Service Delivery System (IESDS) may be proposed to proceed
towards unbiased and corruption free healthy society. In this paper authors have
proposed a Cloud based Healthcare Integrated Development Environment (HIDE)
using Multipurpose Electronic Card (MEC) through a connected system for access-
ing online Healthcare facilities and its subsequent Mediclaim Processing. Authors
have used Block Diagram, Conceptual Diagram and Class Diagram to elaborate the
proposed Cloud based Healthcare Integrated Development Environment (HIDE).
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1 Introduction

Our urban lifestyle have encouraged us to explore faster means of message communi-
cation to perform proper utilization of our valuable time. As a result Information and
Communication Technology (ICT) based message communication between virtually
connected users have gained popularity among masses. Though Internet facilitates
its user to communicate instantly through cost effective manner, it have its highs and
lows also. As an open communication channel Internet is susceptible to infringe-
ment attempts of adversaries. If we can prevent the unauthorized access of adversary
over the electronic message communication, it can be utilized for prompt deliver
of essential public services like healthcare facilities and its subsequent expenses,
medical research, finance, public transport, agro-based sectors (i.e. public ration
distribution system) etc. Specifically, this approach of Citizen centric electronic ser-
vice delivery system becomes more relevant in present global pandemic situation
of Corona virus (COVID-19), where people are compelled to maintain social dis-
tancing and isolation (by staying at home) to break the chain of virus transmission
within the community or society. In this critical situation of global pandemic and
economic disaster, a concrete step should be taken to deliver Citizen centric essential
services to the doorstep of populace through an integrated environment and single
window interface. If we can really transmit SERVICE REQUEST and SERVICE
RESPONSE securely between SERVICE SEEKER and SERVICE PROVIDER
through cloud connectivity, at least we can try to break the chain of community
transmission (i.e. infection) of deadly disease like Corona virus (COVID-19) and
save the mankind. Furthermore, to ensure identification and subsequent neutraliza-
tion of adversaries during these sensitive electronic communication, involvement of
Government will help to build trust between SERVICE SEEKER and SERVICE
PROVIDER. However, critics may raise concern about privacy issues of Citizen due
to involvement of Government during these transactions. Due to security of our nation
which is a regular victim of cross border terrorism, we can not afford unbounded
liberty of Citizen mainly to keep our society secure from any type of disaster like
biological disaster, economic disaster, environmental disaster, etc. To achieve this
objective in this paper authors have proposed a Healthcare Integrated Development
Environment (HIDE) using Multipurpose Electronic Card (MEC), which will help
to deliver healthcare facilities to populace and settle down its subsequent expenses
through Mediclaim Processing in a compact manner.

1.1 Paper Organization

Section 2 briefly states the origin of our research work i.e. Cloud Governance model
where Government act as primary coordinator for delivery of electronic services
like healthcare facilities and other electronic services to Citizen. Section 3 explains
our proposed Cloud based Healthcare Integrated Development Environment (HIDE)
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and payment of medical expenses through Mediclaim Processing. Section 4 further
elaborates the static structure of our proposed model using Class Diagram, so that
we can perform detailed Object Oriented Modelling (OOM) in next paper. Section 5
draws conclusion of our present work and also explore its future scope.

2 Origin of Work

The Citizen centric Cloud Governance [1-6] model is the origin of our present
research work. The primary components of our Cloud Governance model are: Citizen
(i.e. Service Seeker), Government (i.e. State) and Service Provider (i.e. Third party
service providers like healthcare [1, 7-9], mediclaim and insurance, public transport,
public education, etc). To avail multivariate electronic services through Cloud [10-
16], Citizen uses a smart card based interface namely Multipurpose Electronic Card
(MEQC). In this paper we have extended this Cloud Governance model to Cloud based
Healthcare Integrated Development Environment (HIDE), so that Citizen can avail
healthcare facilities and pay their medical expenses through Mediclaim Processing.

3 Proposed Cloud Healthcare System

To provide Healthcare [1] facilities to Citizen through virtual medium, we have
proposed Healthcare Integrated Development Environment (HIDE) whose Block
Diagram and Conceptual Diagram are explained in Sects. 3.1 and 3.2 respectively.

3.1 Block Diagram

Figure 1 shows the block diagram of our proposed Healthcare Integrated Develop-
ment Environment (HIDE), which is discussed below:

1. Primary entities:

(a) Patient—It denotes the person who wants to avail medical facilities through
online mode of communication.
(b) Government—Government coordinate with following entities under its
jurisdiction.
i. HIDE.
i Scheduler.
I. ENT. II. Cardiology. III. Orthopedic. IV. Pediatric.
ii Transaction Master.
ii. Bank—Though it is a Third Party Service Provider, it have a vital role
to play for payment of medical expenses of a Patient.
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iii. Insurance Company (i.e. Mediclaim company)—Though it is also a
Third Party Service Provider, it have a vital role to play for payment of
medical expenses of a Patient.

Mode of communication among the participants:

Mainly Public Kiosk (i.e. Public Cloud) will be used for message communication
and Private Cloud will be used only during message communication within the
proposed Healthcare system.

Mode of operation: Step wise explanation of our proposed Healthcare Integrated
Development Environment (HIDE) during Patient to Government to Healthcare
System to Patient (P2G2H2P) type of transaction is described below.

Patient side:

1.

Patient initiate electronic transaction using Multipurpose Electronic Card (MEC),
which acts as a Citizen centric single window interface to avail multivariate elec-
tronic services through cloud platform.

Patient transmit following information to Government through Public Kiosk (i.e.
Public Cloud):

(a) Its unqiue parameters like Multipurpose Electronic Card (MEC) Number,
Userid, Password, etc to validate its identity.
(b) It also send SERVICE REQUEST to avail desired medical facility.

Government side:

1.

Government receives unique parameters of Patient(i.e. Citizen) and verifies its
identity.

Scenario 1 (Verification Success): In this case Government permits the electronic
transaction and it proceeds towards Step-2.

Scenario 2 (Verification Failure): In this case Government aborts the electronic
transaction and Patient is notified through System Timeout.

Government transmit SERVICE REQUEST to Healthcare Service Provider
through Public Kiosk (i.e. Public Cloud).

Healthcare service provider side:

1.

Healthcare Integrated Development Environment (HIDE) receives SERVICE
REQUEST of Patient through Public Kiosk and verifies the identity of Patient.
Scenario 3 (Verification Success): In this case SERVICE REQUEST of Patient
(i.e. Citizen) proceeds towards Step-2.

Scenario 4 (Verification Failure): In this case SERVICE REQUEST of Patient
(i.e. Citizen) is aborted and notified through System Timeout.

Scheduler maintains a proper sequence of multiple SERVICE REQUEST of
Patients using First In First Out (FIFO) algorithm and transmit it further to
respective medical unit like ENT, Cardiology, Orthopedic, Pediatric, etc to deliver
desired medical service to Patient. To provide enhanced services to Patient addi-
tional medical units may be engaged within the proposed healthcare system.




A Study on Mediclaim Processing in Connected ... 367

3. Healthcare Integrated Development Environment (HIDE) also sends a SER-
VICE REQUEST LOG to Transaction Master, which matches it with SERVICE
RESPONSE generated from respective medical units. As shown in Fig. 1, Trans-
action Master have to coordinate with Third Party Service Provider like Insurance
(i.e. Mediclaim) company and Bank for payment of medical expenses of Patient.

4. Insurance (i.e. Mediclaim) company and Bank communicate with Transaction
Master of Healthcare Integrated Development Environment (HIDE) through Pub-
lic Kiosk (i.e. Public Cloud) through READ and WRITE operations for payment
of medical expenses of a Patient.

5. Transaction Master finally delivers the complete SERVICE RESPONSE and
Test Report to Patient through Public Kiosk (i.e. Public Cloud).

Patient side:

1. Patient avails desired medical facility i.e. SERVICE RESPONSE using Multi-
purpose Electronic Card (MEC) through Public Kiosk (i.e. Public Cloud).

3.2 Conceptual Diagram

Figure 2 shows the conceptual diagram of our proposed Healthcare Integrated Devel-
opment Environment (HIDE), which is explained during Patient to Health care sys-
tem (P2H) type of electronic transaction. Since we have already discussed the role
of Government in Sect. 3.1 while explaining Fig. 1, in Sect. 3.2 we will only focus
on our proposed Cloud Healthcare system, which is shown through Fig. 2.

1. Patient initiate electronic transaction using Multipurpose Electronic Card (MEC).

2. Patient transmit its unique parameters like Multipurpose Electronic Card (MEC)
number, User id, Password, Phone number, etc and SERVICE REQUEST to
Cloud Healthcare system through Public Kiosk (i.e. Public Cloud).

3. Cloud Healthcare Interface receives unique parameters and SERVICE
REQUEST of Patient through Public Kiosk (i.e. Public Cloud). During this phase
of operation, it also sends the SERVICE REQUEST LOG to Transaction Master,
so that it can be finally matched with the services actually availed by Patient.

4. Cloud Healthcare system verifies the identity of Patient.

Scenario 1 (Verification Success): In this case SERVICE REQUEST is allowed
to proceed further through Step-5.

Scenario 2 (Verification Failure): In this case SERVICE REQUEST is aborted
and Patient is informed through System Timeout.

5. Router handles the large number of SERVICE REQUEST and channelizes it
through Cloud Healthcare Serverl and Cloud Healthcare Server2. To keep our
conceptual diagram simple we have shown only two server in Fig. 2, which may
be increased depending on the load of SERVICE REQUEST. As a future scope
of research, during this phase of operation the concept of Distributed Database
Management System and Block Chain may be used to gain trust of end user.
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Fig. 1 Block diagram of healthcare integrated development environment

HEALTHCARE {HIDE}

Fig. 2 Conceptual diagram of healthcare integrated development environment
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6.

Scheduler receives SERVICE REQUEST from Cloud Health Serverl and Cloud
Health Server2 and creates a proper list based on First In First Out basis and send
it towards Private Cloud to perform necessary READ and WRITE operation over
the Data Center attached to it.

Scheduler on the other side of Private Cloud receives the SERVICE REQUEST
in sequential manner and transmit it to respective medical unit (as desired by the
Patient) for final execution of SERVICE REQUEST. These medical units like
ENT, Cardiology, Orthopedic, Pediatric, etc generates SERVICE RESPONSE
which are recorded and matched at Transaction Master. As Patient have to pay for
the medical facilities, Transaction Master also interacts with Third Party Service
Providers like Mediclaim Company and Bank through Public Kiosk (i.e. Public
Cloud). The Third Party Service Providers responds to Transaction Master through
READ and WRITE operations for payment of medical expenses.

After payment of all medical facilities availed by Patient, FINAL SERVICE
RESPONSE and Test Report are send to Patient Public Kiosk (i.e. Public Cloud).
At the last phase of operation, Patient receives those FINAL SERVICE
RESPONSE which includes Medical Bill Payment Receipt, Test Report, etc
using its Multipurpose Electronic Card (MEC).

3.3 Primary Components

The Primary Components of proposed Healthcare Integrated Development Environ-
ment (HIDE) shown through Figs. 1 and 2 are explained below:

1.

2.
3.

Public Kiosk: It performs electronic communication within our proposed Health-
care system.

Patient: It denotes the SERVICE SEEKER.

Healthcare Integrated Development Environment (HIDE): It denotes the proposed
cloud healthcare system.

Scheduler: It helps to maintain a proper queue of SERVICE REQUEST.
Transaction Master: It denotes the overall Service Controller of our proposed
system which performs the following operations:

(a) Maintains a log of SERVICE REQUEST, so that it can be finally matched
with the list of medical services actually availed by Patient.

(b) It interacts with Mediclaim company (precisely, with its Policy Interface
component) and Bank through Public Kiosk (i.e. Public Cloud) for payment
of medical expenses of Patient.

The following medical units actually generates SERVICE RESPONSE corre-
sponding to its SERVICE REQUEST of Patient.
a. ENT. b. Cardiology. c. Orthopedic. d. Pediatric.
Bank: It denotes Third Party Service Provider for payment of medical expenses of
Patient. It receives total Policy Claim Statement and Medical Bill of Patient from
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Mediclaim company and makes payment after performing proper verification of
its Client (i.e. Patient).

8. Insurance (i.e. Mediclaim) Company: It is Third Party Service Provider which
coordinates with Bank for payment of medical expenses of Patient. Mediclaim
company generates the Policy Claim Statement (for which a Patient is entitled
to get the total health coverage) and its actual Medical Bill and send to Bank
through Public Kiosk (i.e. Public Cloud). Transaction Master coordinates the
entire operation and generates FINAL SERVICE RESPONSE and Test Report
to Patient after successful payment of all medical expenses.

In Sect. 4 we have further explained the static structure of our proposed model using
Class Diagram.

4 Static Structure of Proposed Model

Class Diagram of primary components of our proposed model like Public Kiosk,
Patient, HIDE, Mediclaim company, Policy Interface are shown through Figs. 3, 4,
5, 6 and 7 respectively. The attribute names of these classes are self explanatory in
nature.

Figure 3 shows the following essential components of PUBLIC_KIOSK class:
KIOSK_ID, OTP, KIOSK_ADDRESS, FLAG, SERVICE_REQUEST,
SERVICE_RESPONSE, BIOMETRIC.

Figure 4 shows the following essential components of PATIENT class:

MECNO, USERNAME, PASSWORD, DOB, AGE, ADDRESS, PHONE,
SERVICE_REQUEST, SERVICE_RESPONSE, BIOMETRIC.

Figure 5 shows the following essential components of CLOUD_HIDE class:
SERVERIP, SERVERDNS, VIRTUAL_MACHINE, SERVICE_REQUEST,
SERVICE_RESPONSE.

Figure 6 shows the following essential components of MEDICLAIM_COMPANY
class:

CLAIM_CITIZEN_MEC_NO, STATUS_POLICY, AMOUNT.

Figure 7 shows the following essential components of POLICY_INTERFACE class:
CLAIM_CITIZEN_MEC_NO, COVERAGE, STATUS_POLICY.

Our proposed model will provide healthcare facilities to Citizen using these classes
stated in this paper. However, the detailed Object Oriented Modelling (OOM) of
this Cloud based Healthcare Integrated Development Environment (HIDE) may be
considered as future scope of this work.
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Fig. 3 Class diagram of
public Kiosk

Fig. 4 Class diagram of
patient

PUBLIC_KIOSK

- KIOSK_ID : String

- OTP : Integer

- KIOSK_ADDRESS : String

+ FLAG : Bool

# SERVICE_REQUEST : String
# SERVICE_RESPONSE : String
- BIOMETRIC : String

+ send_mecno ( MECNO : String ) : void

+ send_otp ( OTP : Integer ) : void

+ send_username ( USERNAME : String) : void

+ send_password ( PASSWORD : String ) : void

+ receive_ack ( FLAG : Bool ) : boolean

+ send_service_request ( SERVICE_REQUEST : String ) : void

+ send_service_response ( SERVICE_RESPONSE : String ) : void
+ receive_biometric ( SERVICE_REQUEST : String ) : void

+ receive_biometric_ack ( FLAG : Bool ) : boolean

PATIENT

- MECNO : String
- USERNAME : String

- PASSWORD : String

- DOB : Date

- AGE : Float

- ADDRESS : String

- PHONE : Long

# SERVICE_REQUEST : String
# SERVICE_RESPONSE : String
- BIOMETRIC : String

+ enter_mecno () : void

+ enter_otp () : void

+ enter_username () : void

+ enter_password ( ) : void

+ enter service request ( ) : void

+ receive_service_response ( ) : void

+ enter_biometric ( ) : void
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CLOUD_HIDE

- SERVERIP : String

- SERVERDNS : String

- VIRTUAL_MACHINE : String
# SERVICE_REQUEST : String

# SERVICE_REPONSE : String

+ receive_mecno { MECNO : String ) : void

+ validate_mecno ( MECNO : String ) : boolean

+ check_username ( USERNAME : String ) : boolean

+ check_password ( PASSWORD : String ) : boolean

+ receive_ack ( FLAG : Bool ) : boolean

+ receive_service_request ( SERVICE_REQUEST : String ) : void

+ send_service_response ( SERVICE_RESPONSE : String ) : void

+ send_virtualmachine_servicerequest ( SERVICE_REQUEST : String ) : void

Fig. 5 Class diagram of proposed cloud healthcare system

MEDICLAIM_COMPANY

# CLAIM_CITIZEN_MEC_NO : String

# POLICY_COMPANY(CLAIM_CITIZEN_MEC_NO:String, STATUS_POLICY:BOOLEAN): String
# STATUS_POLICY: Boolean

#AMOUNT :Float

+ publish_claim_amount_citizen (CLAIM_CITIZEN_MEC_NO,AMOUNT :Float ) : void
+ forward_service_request ( STATUS_POLICY : Boolean, COVERAGE:String) : void

Fig. 6 Class diagram of mediclaim company

POLICY_INTERFACE

# CLAIM_CITIZEN_MEC_NO : String
# COVERAGE:String
# STATUS_POLICY: Boolean

+ publish_claim_citizen (CLAIM_CITIZEN_MEC_NO ) : void
+ forward_service_request ( STATUS_POLICY : Boolean,COVERAGE:String) : void

Fig. 7 Class diagram for policy interface of mediclaim company
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5 Conclusion

In this paper we have proposed a Cloud based Healthcare Integrated Development
Environment (HIDE), which will deliver healthcare facilities to its users (i.e. Patients)
through a Citizen centric single window interface namely Multipurpose Electronic
Card (MEC). Application of this single window interface will help Patient (i.e. Cit-
izen) to avail healthcare facilities in a more integrated manner. In this paper we
have shown Block Diagram, Conceptual Diagram and Class Diagram of our pro-
posed model and have focused mainly on SERVICE REQUEST and SERVICE
RESPONSE and its corresponding MEDICLAIM PROCESSING for payment of
medical expenses of Patient with engagement of multiple third party players like
Mediclaim company and Bank. The number of medical units (i.e. ENT, Cardiology,
Orthopedic and Pediatric) shown in this paper will be enhanced in our future work.
Furthermore, the concept of distributed database management and Block Chains may
be applied within our proposed healthcare system to establish its data security and
integrity so as to gain trust of its end user (i.e. Patient).
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Designing and Implementing Cloud )
Security Using Multi-layer DNA er
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Md. Irfan Alam and Satya Narayan Singh

Abstract Cloud computing is the latest technology. Provides various on-demand
services and online for network services, platform services, data storage, etc. Many
organizations are not thrilled with using cloud services due to data security concerns,
as the data resides on the cloud service provider’s servers. To address this problem,
various researchers around the world have applied various approaches to strengthen
the security of data stored in cloud computing. The latest development in the field of
cryptography is DNA encryption. It arose after the disclosure of the computational
ability of deoxyribonucleic acid (DNA). DNA encryption uses DNA as a computa-
tional tool along with various molecular techniques to manipulate it. Due to the large
storage capacity of DNA, this field is becoming very promising. This paper used
a layered DNA encryption method for the data encryption and decryption process.
Using the four DNA bases (A, C, G, T), we generate dynamic DNA tables to replace
the message characters with a dynamic DNA sequence. The implementation of the
proposed approach is performed in Python and the experimental results are verified.
The resulting encrypted text contains information that will provide greater security
against intruder attacks.

Keywords Cloud computing - Cloud security + DNA computing - DNA
sequencing * Encryption * Decryption + Cryptography techniques
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1 Introduction

Cloud computing is the field of computing in which an organization or individual
stores data such as text, images, or video on remotely hosted servers, rather than
keeping it all on their local storage machine or computer. The concept of cloud
computing has existed since the late 1970s in the form of distributed computing, but
was popularized by Amazon.com in 2006. Today, cloud technology is one of the
most widely used computing technologies.

1.1 Motivation

Cloud storage service offers tremendous benefits to customers. Despite these bene-
fits, the concern over security and privacy associated with cloud model seems to be
the biggest hurdle in adopting cloud by many individuals and organizations. First
problem is, since the data resides on third party’s premises, data owners lose control
over their outsourced data. Second problem is data owners need to take high risk
in trusting cloud service provider on all circumstances. Finally, the multi-tenancy
nature of cloud brings in several malicious internal and external attacks. Lack of data
security in cloud environment poses major challenges to data owners. The motivation
of this research work is to seek cloud data security concerns and proposes secure and
efficient protocols for multilevel security in cloud environment to preserve confiden-
tiality, authorized access to stored data, authenticity, and integrity of data from the
perspective of data owners.

1.2 Contributions of the Paper

The main contribution of this paper is to design and implement multi-layer DNA cryp-
tography security system for the data outsourced to cloud data storage that preserves
data confidentiality, authenticity, and integrity from the perspective of data owners.
The main objective of this research work is to provide model for data protection.
This model is designed in such a way to resist vulnerabilities and threats that jeop-
ardize the data being transferred through an open communication medium. This
could be possible with the strong cryptographic schemes with strong key generation
mechanism.
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1.3

Fundamental Concepts of Clouds

According to NIST, there are five core concepts in the cloud [1, 2] such as cloud func-
tionality, service models, hosting, deployment models, and roles which are elaborated
broadly as follows:

1.3.1 Cloud Features

The cloud contains five main features as follows:

®
(i)

(iii)

@iv)
)

Services on demand: No human interaction with the resource provider is
required for the provision of IT services such as storage, server time.

Access to the ubiquitous network: IT services are available on the network
and can be accessed with the aid of standard methods using heterogeneous
consumer platforms (e.g., mobile phones, laptops).

Location independent resource pool (multi-tenant): Resources are collected
to serve multiple customers with the help of the multi-tenant paradigm where
resources are dynamically allocated and reallocated on demand. Customers
have no idea where the services are.

Quick elasticity: Resources are supplied quickly with good enough elasticity
and similarly released to scale.

Measured services: The use of resources is controlled by providing a measure-
ment capability. Customers pay the bill based on the measured usage of the
resources provided for a specific session.

1.3.2 Service Models

Cloud service models can be grouped into three classifications as follows:

I

ii.

SAAS: Software-as-a-Service is a product conveyance model in which appli-
cations are facilitated by a supplier or specialist co-op and made accessible to
clients over an organization, and as arule, the Internet. SaaS is additionally regu-
larly connected with a pay-more only as costs arise membership authorizing
model.

PAAS: Platform-as-a-Service (PaaS) is a lot of improvement devices and
programming facilitated on the supplier’s workers. It is a layer on head of IaaS
in the stack and edited compositions everything down to the working frame-
work. This offers an incorporated arrangement of advancement condition that a
designer can use to manufacture their own applications without understanding
what is happening under the administration.
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iii. TAAS: Model that incorporates its arrangement administrations, for example,
stockpiling, network limit, preparing components to permit clients to run their
applications [3].

1.3.3 Deployment Model

Cloud can be conveyed in four models:

i.  Private cloud: These are executed distinctly inside an endeavor or association.
Venture or outsider claims it. Private mists are worked inside an endeavor
firewalls and on location worker run them. They offer types of assistance, for
example, virtualization, multi-occupancy, consistent arrangement, security, and
access control [4].

ii.  Public cloud: Public cloud portrays distributed computing in the customary
standard sense, whereby assets are powerfully provisioned on a fine-grained,
self-administration premise over the Internet, by means of Web applica-
tions/Web administrations, from an off-Webpage outsider supplier who shares
assets and bills on a fine-grained utility figuring premise. Itis ordinarily founded
on a compensation for each utilization model, like a prepaid power metering
framework which is adaptable enough to cook for spikes popular for cloud
advancement [5]. Public mists are less secure than the other cloud models
since it puts an extra weight of guaranteeing all applications and information
got to on the public cloud.

iii.  Hybrid cloud: It is a collection of private, public, and network mists. Public
and private mists both are worked by cross-breed cloud at the same time.
Half breed cloud is a private cloud connected to at least one outside cloud
administrations, midway oversaw, provisioned as a solitary unit, and delineated
by a safe organization [6].

iv.  Community cloud: A mutual foundation is characterized in this sort of cloud
and a few associations uphold it.

1.4 Cryptography

Cryptography is the study of techniques or methodology to encode the plain text into
ciphered text and vice versa. Cryptography consists of basically two complementary
sub-techniques:

(1) Encryption
(2) Decryption.

Encryption is the technique to convert a plain text (understandable form)
into ciphered/encrypted text (not understandable form). This process is known
as ciphering or encrypting. Decryption is the technique to convert the
ciphered/encrypted text (not understandable form) to plain text (understandable
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form). This is process is also known as deciphering or decrypting. Implementing
cryptography makes the medium of communication secure and thus channel becomes
a more reliable medium to send some secret data.

Cryptography can be broadly divided into two categories:

(1) Symmetric cryptography
(il)) Asymmetric cryptography [5].

Symmetric cryptography consists of same secret key at side, sender and receiver.
This means that in symmetric cryptography, the Encryption Key and Decryption Key
are same. Asymmetric cryptography uses two types of secret keys:

i.  Private key
ii.  Public key.

Cryptography is time taking and requires intensively complex processing but yet
maintaining the security as maximum as possible. To make DNA-based cryptog-
raphy, a more reliable but yet a fast medium to implement security we will use the
symmetric cryptography technique. To increase security further, we will use various
existing cloud-based system security techniques. There are various cryptography
implementing techniques but the core thing among all is that the degree of uncer-
tainty and randomness in the process of generation of secret key. Higher the degree
of uncertainty and randomness, the more secure and stable medium we have but
eventually increasing the processing requirement.

1.5 DNA Structure

DNA stands for deoxyribonucleic acid. DNA is molecule that is made up of two
components. First, it has four types of bases that are Thymine (T), Guanine (G),
Cytosine (C), and Adenine (A). Second, DNA contains sugar phosphate which makes
its backbone as shown in Fig. 1. DNA bases are also known as nucleotides. DNA
consists of two biopolymer strands and forms a double helix structure that is described
in Fig. Between strands, lie base pairs that are bonded together with strong hydrogen
bonding. This pair exists only in certain manner such that “Adenine (A) can only
make Hydrogen Bond (double bond) with Thymine (T)”” and “Cytosine (C) can only
make Hydrogen Bond (triple bond) with Guanine (G)”. The sequence of these base
pair defines the rules for formation of cell, eventually whole body of an organism.
DNA is found in every cell of every living being. Basically, it is found in every
nucleus of the cell and also in mitochondria. It is a biological storage device that
stores all the genetic information and instructions which helps in formation of cells.
DNA molecule has two chemical polarities that are 5’ and 3’ at top and bottom as
described in Fig. 1. These two polarities enable DNA to bind together and transform
itself into a double strand helix structure from single strand structure. DNA molecule



380 Md. Irfan Alam and S. N. Singh

Nitrogenous bases:
3’ 5 EmmD Adenine
X Thymine
mEmm Guanine
=== Cytosine

*_’

Major
groove
Base pair
Sugar-
phosphate
backbone
Minor
groove

Fig. 1 DNA double helix (https://openstax.org/books/concepts-biology/pages/9-1-the-structure-
of-dna)

is responsible for transmitting massages among the cells. DNA uses proteins to
interact with its environment. DNA uses messenger ribonucleic acid (mRNA) to send
information. There are two processes that are involve in transmitting a message: (i)
Transcription (ii) Translation. In transcription, DNA passes the information to the
mRNA. In translation, mRNA uses the information to interact with proteins and
passes on the desired message. DNA has the phenomenal biological property where
it replicates without losing the original DNA.

1.5.1 DNA Computing and DNA Cryptography

DNA computing is the field of computing bringing together the computer science,
Biological Science and Molecular Science to understand and solve some primary
NP problem [6, 7]. Earlier, it was introduced by Leonard Max Adleman but now it
has evolved as one of the most fascinating platform to develop something new by
teachings of Mother Nature. DNA computing is the best example of biomolecular
computing. Biomolecular computers are those computers where all the computing
components are made up of molecular compounds, i.e., all Input/Output and Soft-
ware/Hardware are all in form of a molecular compound. DNA computing involves
various steps such as melting, annealing, merging, amplification, and selection. DNA
actually behaves like a turing machine that is why it can be used as a data storage
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device. Adleman has showed that DNA computing can be used as an effective tool
to solve the NP problems like Hamiltonian graph problem or travelling salesman
problem (TSP) [9]. He showed that DNA computing can be used to solve complex
combinatorial problems like TSP and finite state problem. Here, the basic idea is
that all the operations are performed over DNA (more precisely using DNA Bases or
Nucleotide) not in DNA. DNA computing can be classified as intermolecular DNA
computing, intramolecular DNA computing and supramolecular DNA computing.
DNA Computers form a self-replicating system. DNA cryptography uses DNA
nucleotides only to generate a set of symmetric cryptographic key. For, DNA cryp-
tography, many techniques has already been established in many researches [8, 9] but
here, I aimed to develop a technique to make the existing cloud-based data storage
security systems more accurate and giving the encrypting and decrypting capability
directly to the authorized client on its own machine. In this technique, first, we have
to define three types of information. First of all, we need certain standard library
named as DNA reference sequence that includes the 4-bit base sequence uniquely
defined for all 256 ASCII characters in random order as shown in Table 1.This DNA
reference sequence encodes the plain text message into DNA bases sequence text.
Second table will replace the existing genome DNA base sequence to other DNA
base sequence. Third component we need is the base-binary library that store the
information about the equivalent conversion of DNA base sequence message to a
long binary string, i.e., Table 3. This base-binary library is also not standardized as
it can be defined by the user itself (Table 2).

2 Proposed Algorithm

Aim of this proposed algorithm is to provided client end cryptography using DNA
computing which when.

integrated with existing cloud system storage server security methods can increase
reliability and secrecy of the data. Important feature of this algorithm is that the data
getting stored or data under transmission if even get.

hacked or intruded, that data will be of no use for the middle man even to that
data administrator of the cloud storage facility.
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Table 1 DNA reference sequence

TTTT NUL TTTC Space TTTG @ TTTA ° TTCT ¢ TTCC 4
TTCG L TTCA O AAAG ® AAAA nbsp

TTGT SOH  TTGC ! TTGG A TTGA a TTAT i TTAC i
TTAG L TTAA B TCTT STX TCTC " TCTG B TCTA b
TCCT ¢ TCCC 6 TCCG T TCCA O TCGT ETX  TCGC #
TCGG C TCGA ¢ TCAT 4 TCAC @ TCAG | TCAA O
TGTT EOT  TGTC $ TGTG D TGTA DEL TGCT i TGCC i
TGCG — TGCA & TGGT ENQ TGGC % TGGG E TGGA ¢
TGAT a TGAC N TGAG + TGAA O TATT ACK TATC &
TATG F TATA f TACT & TACC *° TACG 4 TACA
TAGT BEL TAGC ' TAGG G TAGA ¢ TAAT ¢ TAAC °
TAAG A TAAA b CTIT BS  CTTC ( CTTG H CTTA h
CTCT ¢ CTCC cTcG L CTCA P CTGT TAB  CTGC )
CTGG I CTGA i CTAT ¢ CTAC ® CTAG | CTAA U
CCTT LF CCTC * CCTG | CCTA j CCCT ¢ ccee -
cccGg 4 CCCA U CCGT VI CCGC + CCGG K CCGA k
CCAT i CCAC % CCAG 7 CCAA U CGIT FF  CGIC
CGTG L CGTA | CGCT i CGCC Y CGCG [ CGCA
CGGT CR  CGGC - CGGG M CGGA m CGAT i CGAC
CGAG = CGAA Y CATT SO  CATC . CATG N CATA n
CACT A CACC « CACG 4 CACA CAGT  SI CAGC /
CAGG O CAGA o CAAT A CAAC » CAAG = CAAA -
GTTT DLE  GTTC 0 GTTG P GTTA p GTCT E GTCC i
GTCG & GTGT DClI  GTGC | GTGG Q GTGA q
GTAT = GTAG D GTAA = GCTT DC2  GCTC 2
GCTG R GCCT A& Geee & GCCG E GCCA _
GCGT DC3 GCGG S GCGA s GCAT & GCAC |
GCAG E GCAA % GGTT DC4 GGTC 4 GGTG T GGTA t
GGCT & GGCC GGCG E GGCA GGGT NAK GGGC 5
GGGG U GGGA u GGAT o GGAC A GGAG 1 GGAA §
GATT SYN GATC 6 GATG V GATA v GACT 1 GACC A
GACG | GACA - GAGT ETB GAGC 7 GAGG W GAGA w
GAAT 1 GAAC A GAAG | GAAA ATTT CAN ATTC 8
ATTG X ATTA x ATCT ATCC © ATCG | ATCA °
ATGT EM  ATGC 9 ATGG Y ATGA y ATAT O ATAC 4
ATAG ATAA -~ ACTT SUB  ACTC : ACTG Z ACTA 7
ACCT U Acce | ACCG ACCA - ACGT ESC  ACGC ;
ACGG [ ACGA | ACAT o ACAC 5 AcaG i ACAA
AGTT FS  AGIC < AGTG \ AGTA | AGCT £ AGcC 4
AGCG g AGCA * AGGT GS  AGGC = AGGG ] AGGA |
AGAT 0 AGAC ¢ AGAG | AGAA * AATT RS AATC >
AATG " AATA ~ AACT  x AACC ¥ AACG 1 AACA =
AAGT US  AAGC ? AAGG AAGA DEL  AAAT f AAAC 4
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Table 2 DNA base to other
DNA base sequence

Table 3 DNA base to binary

library

A.
Stepl:
Step 2:
Step 3:
Step 4:

Step 5:

Step 6:

Step 7:

Step 8:

DNA code Corresponding DNA
A T

T G
G C
C A

DNA code Binary value
A 00
01
10
11

ala -

ENCRYPTION:

Let Message be: M = “A”

M can be encode as follows Using Table 1 as follows:

M1 =“TTGG”.

Message M1 can be encoded using Table 2 as follows:

M2 = “GGCC”.

Using Base-Binary Library Message M2 can be encoded as follows using Table 3:
M3 =10101111.

A Random number is generated, this random number is XORed with the message M3
Let the random number generated=5

M4=10101111 XOR 00000101=10101010

Converting Binary String M4 into equivalent Decimal Value.

M5 =170.

Convert message M5 to its equivalent ASCII character

M6=ASCII character of (M5)

Send this data, M6 to the Cloud Server.

Generate the decryption key as:

[Corresponding DNA Base Value for A][Base-Binary for A][Corresponding DNA Base Value for C][Base-
Binary for C][Corresponding DNA Base Value for G][Base-Binary for G][Corresponding DNA Base
Value for T][Base-Binary for T][Random Number]

Example: Decryption Key: - “T00A11C10G0100000101”.
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B. DECRYPTION:
Stepl:  Download the file from the Cloud Server i.e.
M6

Step 2: Retrieve the decryption key i.e.
Decryption Key: - “T00A11C10G01”.

Step 3:  Convert the ASCII character of message to equivalent decimal number, thus we get message MS5.
M5=170

Step 4:  Convert the decimal of message MS to its binary equivalent .message M4 obtained
M4=10101010

Step 5:  XORED the message M4 with random number, message M3 obtained
M3=10101111

Step 6: Convert the binary to its equivalent DNA base
M2=GGCC

Step 7:  Convert the message M2 to its corresponding DNA base
MI=TTGG

Step 8: Convert the message M1 to its equivalent character
M=A

3 Implementation of Above Algorithm in Python

Encryption Decryption Using DNA Cryptography

Enter Any Text HELLO
Enrypted Message 3900
Dacrypted Message HELLO
Encrypt Decrypt | Exit

4 End and Future Work

In this paper, a DNA-based multi-layer encryption technique is proposed for storing
data in the cloud mainly in the public cloud and for SaaS users where security is
a major concern. The technique will provide improved security as it includes the
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computational complexity by using biocomputing techniques in addition to cryptog-
raphy. User can check the integrity of the data without relying on the third party. The
proposed DNA cryptography is a novel encryption technique for secure storage of
data in the cloud environment, using DNA cryptography for cloud has great scope
considering the importance of cloud storage in the industries and day-to-day life.
Everywhere data is bombarding in the form of video, image, and other digital forms.
So, a platform for storage is very important and DNA encryption is a trending new
concept which will dominate the security world in the future. The proposed DNA
cryptographic method utilizing dynamic character-DNA succession table, DNA base
to its equivalent DNA base table and DNA base-binary table to builds the degree of
information security. The above algorithm is implemented in Python. Many cryptan-
alyst has just said that the future of cryptography lies in the multidisciplinary studies
of different aspects of science and Mathematics.
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Nanometer-Scale Photodetectors for High = m)
Performance and Unique Functionality L

Hiroshi Inokawa, Hiroaki Satoh, Amit Banerjee, Anitharaj Nagarajan,
Revathi Manivannan, Alka Singh, Tomoki Nishimura, and Koki Isogai

Abstract As opposed to the case with MOSFETs widely used in the very-large-
scale integrated circuit, miniaturization of the photodetectors to the nanometer scale
does not always lead the performance improvement mainly due to the reduced thick-
ness and area for the light absorption. However, it is still possible to circumvent
the drawback by introducing the optical antenna and to improve the performance
by miniaturization. Moreover, the nanometer-scale photodetectors exhibits unique
functionalities such as incident angle detection and biosensing. In this report, some
examples found in the photodiode with SP antenna, MOSFET single-photon detector,
SET-based ultrahigh-frequency rectifier, and terahertz bolometer are introduced.

Keywords Silicon on insulator (SOI) - Surface plasmon (SP) antenna -
Single-photon detector - Single-electron transistor (SET) + Bolometer

1 Introduction

In the case of metal-oxide semiconductor field-effect transistors (MOSFETs) widely
used in the very-large-scale integrated circuit (VLSI), miniaturization of the transistor
guided by the scaling law [1] leads to multiple merits such as higher transistor density
(lower cost per transistor), higher operation speed, and lower power consumption per
transistor, which have rationalized the evolution of the VLSI technology and industry
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for more than 40 years based on the miniaturization, and now, the transistor size has
reached nanometer range.

In the case of photodetectors, the miniaturization also leads to the performance
improvement in some aspects. The photon detectors, such as pn-junction photo-
diode (PD), can operate faster due to the reduced capacitance or reduced carrier
transit time, and show smaller dark current due to the small volume or surface area
including generation centers. The thermal detectors, such as bolometer, can realize
higher responsivity due to the reduced thermal conductance, faster response due to
the reduced heat capacitance, and smaller power consumption if the bias current is
required. The electronic receivers, which utilize transistor or diode to detect (demod-
ulate) the signal from the antenna, can get the direct benefit from the miniaturization
as the MOSFET does.

However, the miniaturized photodetectors suffer seriously from the reduced
quantum efficiency (QE) due to the small thickness for light absorption, and the small
light receiving area (cf. light cannot be focus on the area smaller than the wavelength).
This drawback can be solved by the use of optical antenna that can concentrate the
light energy into a small area or volume. The antenna not only increases the absorption
efficiency, but also adds interesting features such as wavelength selectivity, direction
detection, and biosensing via refractive index measurement.

In this report, such new opportunities and challenges in miniaturized photodetec-
tors are discussed by showing silicon on insulator (SOI) PD with surface plasmon (SP)
antenna, SOI MOSFET single-photon detector, ultrahigh-frequency single-electron
transistor (SET) rectifier, and nanowire terahertz (THz) bolometer as examples.

2 SOI PD with SP Antenna

The SOI enables fabrication of silicon devices in a thin silicon (Si) layer on top of the
insulator (SiO;) and realizes high-performance VLSIs by improving electrostatics
related to parasitic capacitances, short-channel effect, sharpness of turn-off charac-
teristics, etc. However, thin Si is almost transparent (e.g., the light with a wavelength
of 700 nm attenuates in 100-nm-thick Si only by 2%), and was not considered to be
useful for photodetectors.

In order to address this issue, the SP antenna consisting of a gold (Au) line-and-
space (L/S) grating is placed above the lateral pn-junction PD, which resonantly
enhances the absorption at a specific wavelength set by the grating period p (e.g.,
absorption efficiency for p = 300 nm reaches 60% at the wavelength of 700 nm) [2].

This PD with SP antenna has wavelength and polarization selectivities and
is useful in hyperspectral imaging, polarized imaging, polarization-based optical
communications, etc. Since the L/S grating serves as an optical coupler between
incoming light and laterally propagating light in the SOI slab waveguide, the phase
matching condition between the diffracted light and the waveguiding modes depends
sensitively on the light incident angle. The spatial pattern of QE in the polar coordi-
nate of azimuth and elevation angles is precisely analyzed, and the PD is found to
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surpass the conventional angle-sensitive pixel (ASP) in terms of angular resolution
and QE [3, 4]. This will bring new opportunities in monocular three-dimensional
(3D) imaging, lensless imaging, etc.

Since the phase matching condition is modulated by the refractive index (RI) of
the medium around the SP antenna, the PD can also be used as a RI-based biosensor,
in which the coupling between the analyte and the receptor at the sensor surface is
detected as the change in the effective RI. We could successfully demonstrate that
the detection limit was as small as 2.4 x 10> RI unit [5], which was comparable to
that of conventional surface plasmon resonance (SPR) sensor. Note that the largest
advantage of the proposed biosensor is that a large number of sensors can be integrated
in a single chip, and thereby, the throughput of the analysis can be greatly enhanced.

3 SOI MOSFET Single-Photon Detector

As the size of the MOSFET is shrunk to tens of nanometers, the charge sensitivity
becomes so high that a single charge (i.e., individual electron or hole) can be detected.
When holes are generated in the body of n-channel SOI MOSFET by the incident
photons, holes are stored below the negatively biased top gate, and the presence of the
holes are detected as the discrete change of the electron current in the bottom channel
induced by the positively biased bottom gate (substrate) [6]. This type of single-
photon detector features low dark count (~0.01 s~ 1) even at room temperature, low-
voltage (~1 V) operation, and photon number resolution, which cannot be realized
by the conventional single-photon detectors such as photomultiplier tube (PMT) and
avalanche photodiode (APD).

The drawback of this nanometer-scale photodetector is the small QE due the small
volume of Si for light absorption, which can be partially resolved by the use of the SP
antenna [7]. Another issue is the complex output signal waveforms with rising and
falling edges that correspond to hole generation by the photon incidence and sponta-
neous hole recombination, respectively, and current levels corresponding to number
of stored holes include the memory of the previous hole generation and are not the
same as the latest hole generation. In order to analyze the waveforms and find out the
timing and number of generated holes in the latest photon incidence event, dedicated
signal processing algorithm is developed and implemented to field programmable
gate array (FPGA) to process the signal in real time [8]. The proper operation of the
signal processor is successfully verified by the photon number statistics in a given
observation time at various light intensities, which accurately follows the Poisson
distribution.
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4 Ultrahigh-Frequency SET Rectifier

The electronic receiver can get the direct benefit from the miniaturization of tran-
sistors and diodes for increasing the operation frequency. However, the maximum
frequency of the conventional transistors is still around 1 THz or less, and further
development is required to explore the photonic area. The ultimate miniaturization
of transistor can be pursued by the SET, which consists of nanometer-scale island
separated from the source and drain electrodes by tunneling barriers. The source,
drain, and gate capacitances can be made in the order of attofarad (10~'8 F), and the
intrinsic cutoff frequency f. set by the CR time constant well exceeds 1 THz. More-
over, we found experimentally that the rectification behavior can be observed when
a RF signal is applied to the drain continued at frequency beyond the conventional f
[9]. This could successfully verified by the simulation based on the time-dependent
master equation [10]. It was found that although the charging state of the SET island
cannot follow the rapid change of the RF signal above the f, the asymmetry in the
tunneling probability with respect to the drain voltage still remains, and the rectifi-
cation continues. This finding leads to the high-sensitivity SET-based photodetector
for frequencies far beyond 1 THz.

5 Nanowire THz Bolometer

The bolometer is a kind of thermal detector, in which the temperature rise caused by
the absorption of the incident light is detected by the thermometer. In the infrared
(IR) region, absorber-type bolometers are widely used, but, for longer wavelength
in the THz region, antenna-coupled bolometer is more viable, in which the light is
received by the antenna, and the current from the antenna heats up the thermometer.
Once the antenna is made separately, the performance of the heater-thermometer
part can be improved by the miniaturization. By using the 100-nm-wide titanium
(Ti) wire delineated by electron-beam lithography as a thermometer (temperature-
dependent resistor), we could attain the responsivity R, as high as 787 V/W, and the
noise-equivalent power (NEP) as low as 185 pW/Hz!? [11]. A MOSFET can also be
used as a thermometer, in which the temperature-dependent change of the threshold
voltage is amplified by itself, and the MOSFET-based bolometer realizes the R, of
1.64 kV/W and NEP of 170 pW/Hz"? although the degree of miniaturization is less,
i.e., the device was fabricated by the 600-nm technology [12]. Since the electrical
resistance is correlated to the thermal resistance, the performance can further be
improved by proper miniaturization of heater, which results in increased thermal
resistance and larger temperature rise. This will pose a challenge in the design of
high-impedance antenna that matches the high-resistance heater (load resistor) [13].
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6 Summary and Conclusion

In this report, the impact of miniaturization on the photodetectors is discussed, and
the opportunities found in different types of photodetectors, i.e., photon detectors,
thermal detectors, and electronic receivers, are introduced. It is shown that the optical
antenna is the key to solve the issue of the reduced QE and the light receiving
area, to make the best use of the advantages attained by the miniaturization, and to
realize new functionalities such as the incident angle detection and biosensing via RI
measurement. Although the SP antenna is successful for the thin and large-area SOI
photodiodes, further development of the antenna is anticipated for the SOl MOSFET
single-photon detector and the THz bolometer to concentrate the incident light power
into a small volume.
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Abstract This paper highlights the prospect of design and development of a tera-
hertz medical screening system, giving an overview of existing devices, systems, for
THz spectroscopy and imaging of biological samples (e.g., cell, tissue imaging or
screening). Considering the non-ionizing nature of THz waves along with its reason-
able soft-tissue sensitivity, terahertz instrumentation has opened up possibilities for
medical screening devices. Some THz imaging systems presently use raster scanning
for calculation of image region of interest. Here, a particular system is proposed as
a medical screening device and factors like signal-to-noise ratio, image resolution,
image contrast, etc., have been described and correlated with relevant clinical results

for exploring possible prospects in medical applications of terahertz waves.
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1 Introduction

Terahertz (THz) waves between microwaves and infrared frequency range in the
electromagnetic spectrum roughly spread from 0.1 THz (wavelength A ~ 3000 pum)
to 10 THz (wavelength A ~ 30 wm). We experience THz and microwave radiation
from different galaxies, stars, and even every living organisms; however, they remain
undetected due to the lack of efficient detection systems. One cannot go beyond
0.3 THz using electronic sources due to the inherent restriction in the fast electron
oscillation time [1]. Also generation or detection of radiation below 10 THz using
semiconductor materials is not possible considering the conventional band gaps of
such materials are of the order of a few eV, whereas an order of magnitude higher
than the energy-related to THz hole is only a few meV [2].

Figure 1 shows the THz frequency region in the electromagnetic spectrum. In the
THz regime, energy level (1 THz = 4.1 meV) is much smaller than the quantized
thermal unit of radiation kBT, which is the thermal energy at room temperature (1 kBT
=25meV at T =300 K), which makes it difficult to detect. THz field has been experi-
encing unprecedented growth in the last decade due to the invention of few interesting
THz generators and THz detectors, which could be used in imaging applications also.
In the 1990s and early 2000s, researchers were mainly interested in studying efficient
ways to generate and detect THz radiation with sufficient energy, which includes the
use of new types of photoconductive (PC) antennas, electro-optic materials, multi-
ferroic materials, and intense fem to second lasers down to 15 fs and some essential
spectroscopic study of polar liquids and thin films [3]. Recently, researchers keen on
the application ranging from THz devices (e.g., THz polarizers and wave-plates, THz
shielding, THz conductivity manipulation), THz giant-magneto resistance, materials
and spintronics, ultrafast data storage, computer performing operations at the rates
of teraflops, THz communication systems, gas sensing electronic devices on the
picoseconds time scale to THz astronomy, THz applications in security, imaging,
and healthcare, etc. Several research groups are also involved in studying exotic
fundamental studies in the field of superconductor carrier dynamics, ultrafast demag-
netization mechanisms, magnon propagation in anti-ferromagnets, phonon modes in
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nanostructures, understanding water dynamics, carrier relaxation mechanism in two-
dimensional (2D) systems (like graphene, molybdenum sulfide, boron nitrate), etc.
Figure 2 shows the application of the THz radiation to various fields.

Present report mainly focuses on the medical image processing of THz, and
remainder of the paper is organized as follows: THz medical dataset prediction and
its related work; discussion on the proposed strategy; proposed system and existing
systems experimental results, the idea to extend and utilize on our on-chip inte-
grable terahertz detector arrays for development of screening and diagnostic medical
devices, and the concluding remarks and future scope of the work [4].

2 Terahertz in Biomedical Applications

Terahertz components such as antennas, frequency selective surface (FSS), and meta-
materials are necessary to manipulate the incident THz signal for various applications
that include sensing, filtration, THz detection, etc. Apart from traditional THz spec-
trum applications such as imaging and security, this band is widely accepted for future
wireless communication. The necessity in high-speed and high data rate communi-
cation from the users would push the electromagnetic spectrum from the microwave
region to the THz band. Current scientific research ranging from cancer detection,
THz spectroscopy application in the biomedical field due to occurrence of collective
and vibration modes of DNA molecules is proteins in this range. Considering THz
radiations which are non-invasive and non-ionizing, it could be a good substitute for
X-rays and for studying live cells. As mentioned earlier, the reflection of EM radi-
ation affects the heterogeneous spontaneous system. THz even an added advantage
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for medical imaging applications comparatively other infrared, ultrasonic’s waves,
etc. [5].

3 Terahertz Non-invasive Medical Systems and Devices

The following are the reasons for the movement toward THz band used to non-
invasive medical systems and devices:

e Microwave region is almost completely occupied for various applications and
offers low bandwidth.

e Diffraction in the THz signal is low compared to microwave and millimeter waves

e [t provides a better line of sight (LOS) communication link.

e Even at THz, the metals can be assumed to a perfect conductor which is not the
case with infrared frequency.

e The THz band provides secured communication particularly through the use of
the spread spectrum technique.

Though the THz band offers many advantages, it has the main issue of high atmo-
spheric attenuation. But, with advancements, researchers are focusing on developing
highly directional and high gain antennas, which could compensate for atmospheric
losses. Many techniques such as array configuration, photonic, and electromagnetic
band gap structure antenna, multilayered substrate, and planar Yagi-Uda antenna
have been developed and reported for improvement of the directivity characteristics

[6].

4 Literature Review

A brief introduction to the terahertz radiation, characteristics, and applications in
different fields with short survey of literature relating to the present work is also
is available with details of laser micromachining used for creating precise and tiny
features on a variety of materials in making terahertz components such as meta-
materials, frequency selective surface, and antenna [7]. However, it is important to
cite, the THz field has evolved as a consequence of the invention of maser and laser in
the year 1960s, which leads to the invention of various THz gas lasers (CO, pumped
methanol laser at 2.5 THz, A. I. M.. [7]. The photoconductive dipole antenna was used
to generate far-infrared radiation in the year 1970 by D. H. Auston at Bell laboratories
[8]. The first nonlinear THz generation and detection technique was initiated by the
development of ultrafast laser amplifiers followed by the development of photocon-
ductive switches, which is closely connected to the invention of Ti: sapphire laser
in the year 1991 (Moulton 1986; Kafka et al. 1992). Faries et al. [8] demonstrated
difference frequency generation (DFG) between the two ruby lasers, and then, the
frequency range of 0.05-0.5 THz was achieved by DFG from a single laser pulse in
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lithium niobate (LiNbO3) [9]. THz generation and detection are being done with the
help of photoconduction and optical rectification mechanism. Materials of a large
variety have been used for these processes such as lithium niobate (LiNbO3), gallium
arsenide (GaAs), zinc telluride (ZnTe), and other organic crystals [10]. During the
initial period in the development of THz radiation, it has found application in many
fields [9]. The development of THz-TDS leads to the characterization of materials
and extraction of the properties (refractive index, dielectric, conductivity, etc.), spec-
troscopy due to rotational and vibrational resonance of the molecules at the THz
frequency range.

5 Medical Screening and Detection

Various advanced technologies have improved the application of microelectronic
devices for medical applications, with further use of communication and information
technology [10], however, requiring sophisticated instrumentations like photolithog-
raphy and vacuum deposition technology at ultraclean rooms. Here, we studied a
system with electro-optic crystals used to generate terahertz pulses through optical
rectifications (OR) by using sub-picosecond laser pulses on medical sensors. The
electric field of the terahertz pulses of electro-optic sampling is captured as an image
[11]. The first molecule added to a completed layer will be held by only one bond, and
this requires even higher energy. This process, which is known as ‘surface nucle-
ation’, involves longer delay [12]. This necessitates the simultaneous arrival of a
number of molecules on the surface, forming a sustainable nucleus. In this mecha-
nism, the crystal grows by the spreading of layers of constant thickness across the
face, and the thickness of the layers must be very small compared to the distance
between the advancing fronts. This argument does not depend on the assumptions
about the detailed mechanism in a certain medical image like Kung, brain, etc.,
by which units are added to the crystal [13]. Hence, Volmer suggested that the
face-adsorbed molecules would be able to diffuse/migrate freely to a considerable
distance before re-evaporating and thus overwhelmingly facilitate the rate of growth
of crystal by the repeatable step mechanism. The above theory of sustained growth
by the addition of repeatable steps, even when assisted by surface diffusion, cannot
account for the observed rate of spreading of layers and less so for the rate of surface
nucleation [14]. Have calculated the concentration of kinks in a step and rate of
diffusion of molecules? Their theory requires a super saturation of at least 25-50%
for an observable growth rate. The two-dimensional nucleation theories, though on
a strong footing, could not account for these experimental observations, and this
disparity was yet to be resolved (Fig. 3).

The proposed crystalline spectroscopy (THz signal)-based approach achieved the
following objectives.

e Fruitful attempts have been made to synthesize the currently available materials by
appropriate route and purified cancer image captured by recrystallization process.
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Fig. 3 Time domain spectroscopy terahertz medical imaging

e Systematic approach has been made to grow large size and high quality using
polar protic and aprotic solvents single crystals by solution technique.

e The single-crystal properties such as morphology, crystalline phase, and optical
transparency have been investigated (Fig. 4).

The main aim of designing proposed THz based image processing approaches
is to minimize the execution time and maximizes the scalability. In this system, the
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Fig. 4 Spectroscopy THz imaging architecture design
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Fig. 5 Terahertz medical image classification

methods are focusing on automatic detection and classifying cancer as benign or
malignant using final THz based input images. Here, the whole system of input is
classified into the following steps: (a) preprocessing, (b) post-processing, and (c)
feature extraction (Fig. 5).

First, before the preprocessing, the input image has been capturing and performing
some action for further processing. Here, the MATLAB function captured the input
image, which is the resizing and preprocessing step; the noise has been removed
through the median filter, which is called adaptive noise removal filtering. Normally,
the Weiner filter is used to smoothing the image based on the variance, and it works
better when the noise is Gaussian white noise. It is always better than linear filtering
based on noise removal.

In the segmentation step, the image can be a threshold. After segmentation, the
morphological operations are performed by using erosion and dilation. The main
purpose of this morphological operation is removing the unwanted portion from an
image and separating the needful parts from an entire image. In feature extraction,
the features can be extracted and calculated for classifying the brain THz image. In
the classification step, the clustering can be used to classify the benign or malignant
by using some extracted features from a previous step. Here, the features are trained
and tested, which is used to correct the classification of a brain THz image.

The proposed system has been used very effective thresholding, segmentation
techniques, and powerful feature extraction techniques. Compared to other existing
systems, the proposed system gives better results in classifying begin and maligned
classification.

The proposed system gives an accuracy of 93.35%. The same approach for MRI,
CD, and X-ray images produced only comparatively less amount. Pictorial represen-
tation of Table 1 and Fig. 6 shows that overall image data classification accuracy of
the proposed clustering method is 4.2% better result for existing image datasets that
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Table 1 Cancer image . Tmage Accuracy (%)
dataset accuracy comparison

THz image 93.5

MRI image 89.3

CD image 87.5

X-ray image 83.33

Clustering Method
96.00%
94.00%
92.00%
90.00%

88.00%

86.00% = Accuracy
84.00%

82.00%

80.00%

78.00%

THzimage  MRI image CTumage  X-rey unage

Fig. 6 Cancer image dataset accuracy comparison

only achieves 89.3%, and other methods are 87.5% of the CD image 83.3% of X-ray
image method.

Terahertz Medical Screening Devices by Uncooled Terahertz Detector Arrays

Current work is expected to extend and utilize on our recent reports
[15-21] regarding the high performance on-chip integrable uncooled terahertz
microbolometer arrays, with possibility of development of medical devices for
screening and diagnostic application. These devices are fabricated and compatible
with state-of-the-art and medium-scale semiconductor device processes and hence
are commercially viable for large-scale implementation. Following up our previous
reports [22-25] on the scope of medical device and systems applications, here, we
have explored the development of thermal screening devices.

6 Conclusion

This paper is devoted to understanding the electro-optic properties of different types
of nanostructures in the THz frequency range and using those nanostructures effi-
ciently in manipulating THz radiation in application purposes. From the results, we
could observe that the results obtained for the symbolic approach are better than the
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conventional approach. Since a great part of this research involves growing crystals
from low-temperature solutions, a brief introduction to general theories of crystal
growth is given, with special emphasis on solution growth. This technique can play
a very important role in detecting cancer and through this technique to reduce the
percentage of cancer in humans.

The main aim of designing proposed crystalline spectroscopy (THz signal and
image processing) approaches is to minimizing the execution time at a high scal-
ability for automatic detection and classification. This work would extend on our
previous reports regarding on-chip integrable terahertz detector arrays for possible
development of medical devices for screening and diagnostic application.
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Abstract In present nano-technical world, the quantum cellular automata (QCA)
is a novel widely used technology where electrons are used in the quantum cells
for information storing and transmitting. The analytical and numerical designs of
different type of combinational and sequential components with the help of QCA
spin technology are now under process. The current research paper presents the
design and characterization of low power reversible carry look-ahead adder (CLA)
at high bit-rate by using “Quantum dot Cellular Automata (QCA) Spin Technique”.
The proposed circuit is a multilayer, portable, cost-effective, energy efficient, and
optimized fault tolerance which is designed by three input ‘TSG’ reversible gate with
three input ‘MV’ (Majority voter). QCA-Designer is used for logic and circuit level
design of proposed devices and QCAPro is used for its power calculation. Along
with this, the complex CMOS design of proposed circuit is performed by Xilinx
and validated through FPGA Spartan 3E kit. The outcome and comparative table
established the superior performance of reversible CLA designed by QCA compared
to CMOS design.
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1 Introduction

According to Gordon Moore’s interpretation, the number of components on a chip
is increased two times after every two years and the processing speed of integrated
circuits is also doubled for every three years. This prediction of used components’
growth in a single chip is followed by CMOS or “Complementary Metal Oxide Semi-
conductor” technology to select the number of transistors in a die. But, the complexity
of used transistors, processing delay, and amount of dissipated power create difficul-
ties of smooth processing of circuits, at the time of component-density-increment in
a chip. But, the optimization of these above parameters in a circuit becomes a major
challenge in today’s nano-electronic platform. “Quantum Dot Cellular Automata
Spin Technique”, an effective replacement of CMOS at present, is the selected
advance technology of this work done. Multilayer 3D structure, which is not possible
in CMOS platform till now due to the overlapping-complications of CMOS transis-
tors, can be designed in this selected technical platform easily and also reversible
gates can be used in this technology to compensate the temperature effects of multi-
layer circuitry. Adder is an important component of arithmetic and logic unit which
is a core unit of any processor in this modern digital era.

Presently, adder can be designed by using various types of advanced circuitry
[1] to reduce the propagation delay of multi-bit adder circuit. Ripple carry adder,
carry save adder, carry select adder, carry look-ahead adder are the different types of
advance adder formation in this current technical era. Carry look-ahead adder can be
used to achieve a developed adder circuit with fast computing nature, less operating
delay, and less required power [2]. In normal ripple carry adder, at first, the carry
and sum output generate and then the carry-propagation takes place to the next full
adder as a carry input which increases the propagation time of carry output. This
logic can be reduced by using a faster “Carry-Look-Ahead Logic”, where two new
terms carry-generate and carry-propagate are introduced. Carry generate or ‘g;” is an
‘AND’ operation of two inputs and carry propagate or ‘P’ is the ‘XOR’ operation of
the same inputs. If ‘C;’ is the carry input of first full adder and ‘Ci 4 !’ is the carry in
of next adder, then Ci + 1 = g; + (P. C;) and sum output ‘S;’ is equal to the ‘XOR’
operation of ‘P’ and ‘C;’ [3]. The Conditions of a “Carry-Look-Ahead Logic” are
presented in this paper in Table 1.

‘QCA’ or “Quantum Dot Cellular Automata” with spin technique is the selected
technology in this work to form a power-effective, fault-free, high frequency and
portable “Carry Look-Ahead Logic” design. ‘QCA’ is proper alternative of CMOS
or complementary metal oxide semiconductor technique. In “QCA Spin Technique”
spintronic electrons are used in quantum cells for information storing and transmitting
purpose with very low internal current flow in quantum cells. It is a low-power
technology due to the above reason where ‘100 W’ power is dissipated for every
cm? area with ‘THz’ frequency range [4] more than the CMOS technique. This
technology can access two times higher bit-rate than other conventional transistor
level technologies due to the presence of qubitin “QCA Spin Technique”. A quantum-
bit or qubit, which are two types: * +1° and * —1’ [5] depends on the rotational
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Table 1 Truth table of “carry-Look-Ahead Logic”

Input 1 Input 2 Carry input (‘C;’) Carry input of next Conditions

adder(Ci + 1)

0 0 0 0 No carry generate

0 0 1 0

0 1 0 0

0 1 1 1 No Carry Propagate

1 0 0 0

1 0 1 1

1 1 0 1 Carry generate

1 1 1 1

direction of trapped electrons in a quantum-cell’s potential well, has two bits unlike
the conventional digital components. This selected technical platform can design
properly multilayer three-dimensional component-structure [6].

Figure 1 represents a multilayer three-dimensional quantum-wire (is used for
information flow in ‘QCA’ from source to destination by placing quantum cells one
after another) crossing. The advantages of this above structure type are reflected
through power, delay, and unit-area occupation optimization. But sometimes the

. o
O @
El o

O @
® O
®) .

Fig. 1 Multilayer three dimensional structure in “QCA Spin Technology”
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required cell numbers are increased in upward direction by using this above forma-
tion. Device is affected by extra temperature generation due to this above reason. This
problem can be compensated by using adiabatic logic [7], which is possible by using
reversible gate. In conventional gate, output is a function of input. But, in reversible
computing, inputs are also the function of outputs [8]. Energy dissipation for every
single bit can be reduced by using this selected gate type, because a different type
of clock-scheme is used here. In this clock scheme, information are copied before
erase [9]. This phenomenon can explore the advantages of adiabatic logic to reduce
the energy dissipation of proposed device and the temperature effect is also can be
reduced in multilayer 3D formation to achieve a low power fault-free outcome.

2 Circuit Design and Logic Level Design of Proposed
Component

This portion of this paper represents parametric comparison between CMOS tech-
nique and “QCA Spin Technique” after simulating the proposed adder design in two
different platforms which are mentioned above. This paper presents a logic level
design of basic “Carry-Look-Ahead Logic”, where used inputs are A, B, and Can
and outputs are S for sum out and Co for carry out. The logic-gate design of used
three input “AND Gate” and three input “XOR Gate” are also given in this portion.
A circuit level design of a reversible proposed device by using a “QCA- Designer”
software also given.

Figure 2 represents a logic level design of proposed “Carry-Look-Ahead Logic”,
where three input buffer, two output buffer, one carry block, and a sum- block are
used.

Figure 3a, b shows the logic level design of carry-out and sum-out which are placed
inside the carry block and sum block of Fig. 2, respectively. The used transistors can
be calculated from these above features which are presented in Figs. 2 and 3a, b.
These logical representation requires ‘128’ total number of transistors two design
a logic level technology schematic of proposed adder design. But this design can
be formed by using ‘92’ quantum cells when the different components of proposed
device are placed in different layers (multilayer 3D structure). Multilayer design can
reduce the unit-area and delay of the design but, the extra heat generation creates
temperature-problem in the proposed design. This problem can be reduced by using
reversible gate which is discussed here in previous portion. A reversible modified
three input “TSG’gate [10] is utilized in this work to form sum output and carry-
propagate output (‘P’) with a garbage value. The temperature increment can be
reduced by energy-dissipation reduction which can be possible by using adiabatic
logic with reversibility of proposed design.

Different layers of proposed circuitry are presented in Fig. 4 in this paper. The
first layer presents the proposed reversible gate which follows the above Table 2 and
the secondlayer works as a communication-line between first and third layer. The
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Fig. 2 Logic level design of proposed “Carry-Look-Ahead Logic”

[

Fig. 3 a Logic level design in carry block and b logic level design in sum block
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First Layer Second Layer Third Layer

Fig. 4 First, second and third layer of proposed reversible multilayer 3D “Carry-Look-Ahead
Logic”

Table 2 Truth table of reversible modified three input “TSG’ gate

Input Output

A B C A A XORB XOR C AXORB
0 0 0 0 0 0

0 0 1 0 1 0

0 1 0 0 1 1

0 1 1 0 0 1

1 0 0 1 1 1

1 0 1 1 0 1

1 1 0 1 0 0

1 1 1 1 1 0

third layer, where three “3-input majority-voter (‘mv’) gate” are required, is used
to represent the ‘AND’ operation of carry-propagate and carry-in, carry-generate
and the carry-out function of proposed circuit design. The garbage value of selected
reversible gate (direct outcome of input A) acts as an input of presented ‘mv’ gates
in this design.

3 Simulated Results

This part of the paper reflects the outcomes after logic level design and circuit level
design of the proposed logic of adder by using “Xilinx” and “QCA-Designer” soft-
ware, respectively. This portion is also used to represent the “FPGA” implementation
of proposed circuitry for validity checking, where “Spartan 3E” kit is used.

Figure 5a shows the simulated waveform of proposed “Carry-Look-Ahead Logic”
after the logic level design simulation by using the Verilog code of proposed adder
structure, where the ultimate outcomes carry-out and sum-out are presented as a
function of input ‘A’, ‘B’, and carry-in or ‘Cin’. The simulated outcome of the
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Fig. 5 a Time-scaling outcome of proposed “Carry-Look-Ahead Logic” after simulating in “Xil-
inx” b Simulated first, second and third layer of proposed reversible multilayer 3D “Carry-Look-
Ahead Logic” by using “QCA-Designer” software

proposed circuit level design of reversible multilayer 3D “Carry- Look-Ahead Logic”
isreflected in Fig. 5b. In the 2nd figure, carry-propagate output, carry-generate output,
‘AND’ operation of carry-propagate and carry-in and the ultimate adder outputs sum
and carry-out are represented in output ‘P’ (‘XOR’ of ‘A’, ‘B’), ‘AB’ (‘AND’ of
‘A’ and ‘B’),’PCin’ (‘AND’ of ‘p’ and ‘Cin’), ‘S’ (‘XOR’ of ‘A’, ‘B’ and ‘Cin’),
and ‘Co’ (‘AND’ of ‘A’, ‘B’ and ‘Cin’), respectively. The comparison table of the
parameters (area, power and delay) of two simulated designs is also given in Table
3, which proves the advantages of “QCA Spin Technique” over CMOS technique to
reduce the area, power and delay of the proposed device.

The Verilog code of design is presented in this portion in Fig. 6a after the configure
of target device is launched successfully and Fig. 6b also shows the successful imple-
mentation of used code in “FPGA”Spartan 3E board which helps to check the proper
validity of the proposed design.



412 R. Roy et al.

Table3 Comparison table between CMOS technique and “QCA Spin Technique” by using “Xilinx”
and “QCA-Designer”

“Carry- | Logic level design by using Circuit level design by using “QCA-Designer”
look- “Xilinx” software software
Ahead | Area Delay | Power- Area Del Calculated | Cell-
Logic” | (used Dissipation ay power- Complexity
Design | transistor Dissipation

s)

128 5.8 ns |42 mW 0.08 pm? 0.4 ns | 80 nW 92

i e s g s e et b e (e Tk aa e A

(b)

Fig. 6 a Used Verilog code of proposed design b Program of proposed design is successfully
implemented in “FPGA” kit for validity checking

4 Conclusion

This paper presents a multilayer 3D circuit design of areversible “Carry-Look- Ahead
Logic” using low-power, high-frequency, nano-size-based “QCA Spin Technique”
and also reflects a parametric comparison between this above technique and CMOS
technique by simulating a logic level design of proposed component in “Xilinx” by
using Verilog code. The comparison proves the advantages of “QCA Spin Technique”
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over transistor-level CMOS technique to optimize the area occupation (28%), calcu-
lated dissipated power (‘mW’ range to ‘nW’ range), and delay (more than 90%). In
this proposed work, the presented fault free and low cost (2.56 according to paper [8].
The design is also validated successfully by “FPGA”partan 3E hardware kit. In the
future, this proposed advanced adder design can be converted from single bit to multi-
bit by using reversible gate and QCA spin technique. In the future, fabrication of the
proposed design will be an important requirement after proper design rule check and
proper validation (by implementing the design-code in “FPGA Board”) of proposed
efficient portable advanced multi-bit “Carry-Look-Ahead Adder” structure.
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