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Preface

This LNEE volume contains the papers presented at the iCatse International
Conference on Information Science and Applications (ICISA2020) which was held
in Zoom event platform (virtual Conference) during December 16–18, 2020.

ICISA2020 will provide an excellent international conference for sharing
knowledge and results in information science and application. The aim of the
conference is to provide a platform to the researchers and practitioners from both
academia as well as industry to meet the share cutting-edge development in the
field.

The primary goal of the conference is to exchange, share, and distribute the latest
research and theories from our international community. The conference will be
held every year to make it an ideal platform for people to share views and expe-
riences in information science and application-related fields.

On behalf of the Organizing Committee, we would like to thank Springer for
publishing the proceedings of ICISA2020. We also would like to express our
gratitude to the ‘Program Committee and Reviewers’ for providing extra help in the
review process. The quality of a refereed volume depends mainly on the expertise
and dedication of the reviewers. We are indebted to the Program Committee
members for their guidance and coordination in organizing the review process and
to the authors for contributing their research results to the conference.

Our sincere thanks to the Institute of Creative Advanced Technology,
Engineering and Science for designing the conference web page and also spending
countless days in preparing the final program in time for printing. We would also
like to thank our organization committee for their hard work in sorting our
manuscripts from our authors.

We look forward to seeing all of you next year at ICISA.

Suwon-si, Korea (Republic of) Kuinam J. Kim
Busan, Korea (Republic of) Suhyun Park
Cheonan-si, Korea (Republic of) Hyuncheol Kim
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Experience and Prospects of Tele-health
Technologies

Valery Stolyar, Anastasiia Goy, and Maya Amcheslavskaya

Abstract The article describes the concept of modern telemedicine, and deals with
basic directions of using tele-health technologies in clinical practice and the educa-
tional process. Particular attention is paid to such areas as remote video consultation
and master classes, tele-mentoring. To conclude, the prospects of new technological
solutions for telemedicine are estimated.

Keywords Informatics · Digital health · Telemedicine · Video consultation ·
Tele-lecture · Tele-mentoring

1 Introduction

An unprecedented leap in the development of information, multimedia and telecom-
munication technologies that took place at the turn of the twentieth and twenty-first
centuries has had a significant impact on all spheres of our daily life. Computer tech-
nologies is so deeply rooted in everyday activities that human functioning without
them seems impossible. The education and health care systems were also influenced
by them, as a result of which the telemedicine direction was founded.

The subject of telemedicine is the transfer of medical information between points
that are distant from each other (for example, between individual medical insti-
tutions). Telemedicine involves the use of telecommunications to connect health-
care professionals with clinics, hospitals, physicians, remote patients for diagnosis,
treatment, consultation and continuing education.
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The communication of doctors in the framework ofmedical consultations,medical
education had reached a new qualitative level by telemedicine technologies. Such
terms as remote video consultations «Doctor-Doctor» and «Doctor-Patient», inter-
active master classes and tele-mentoring are now in common parlance, in our vocab-
ulary. However, there are unrealistic expectations in the medical community of
using telemedicine. Therefore, we deemed it necessary to consider the possibilities,
limitations and prospects of telemedicine technologies in this article.

2 Main “Vectors” of Modern Telemedicine

Put simply, telemedicine is medicine at a distance. It involves diagnostic consulta-
tions, managerial, educational, scientific and enlightenment activities in the field of
health implemented with the use telecommunication technologies.

To date, the main application areas of telemedicine technologies are remote video
consultations, interactive distance education, remote master classes, tele-mentoring,
«Doctor-Patient» video consultations.

During a remote video consultation (scheduledor emergency) doctors fromseveral
clinics can jointly review and discuss patient information in order to clarify the
diagnosis, treatment method, and indications for surgery. Patient participation and
researching is also possible at the consultation. The attending physician reports on
the patient’s condition to the consultants, thereby turning for help to the experience
and knowledge of senior colleagues from leading clinics. In some cases, remote
video consultations are much more convenient than face-to-face consultations in
these clinics, and help save the patient’s time and energy (Fig. 1).

An up-to-date interactive distance education allow participate in lectures and
seminars by the best professors from leading Russian and foreign universities, with

Fig. 1 Remote video consultation
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studio audio and video quality, take a part in clinical discussions or scientific-
practical conference. This technology allows to collect training courses for doctors
and students from building blocks—from individual lectures by leaders in their fields
[1]. Having extensive experience in this area, we regularly organize tele-lectures for
RUDN University students with the participation of famous professors from Russia,
India and Germany. Thus we are providing learners to receive knowledge from top
professionals, which greatly improves the quality of education (Fig. 2).

Remote master classes based on modern video conferencing systems, and could
get us into the operating room of leading clinics. A contemporary high-tech develop-
ments allow to connect to multiple cameras in the operating room simultaneously (to
cameras on the surgeon’s helmet, in the operating lamp, on the ceiling of the operating
room, operational monitors, medical equipment), and display qualitative images on
large monitors. Trainees have the opportunity to seeing an operation from different
positions. Most cameras have remote control (for example, zoom, rotate), so that
listeners can observe in detail the work of the operating surgeon and team members,
to conduct a dialogue with them while in the classroom. A similar technology is
adapted for interactive distance learning of diagnostic procedures and manipulations
(ultrasound diagnostics of the heart, endoscopic procedures, etc.) when the full-time
presence of students is undesirable (Fig. 3).

A tele-mentoring is the inverse task of remote master classes. A tele-mentoring
make it possible to control the operation of young surgeons anddiagnosticianswith an
optionof remote consulting support in complex cases bymore experienced colleagues
based on video conferencing. This technology has already shown to be effective in
the learning of new surgical and diagnostic methods and medical equipment (Fig. 4).

The stereoscopic complex can be used as an instrument of tele-mentoring. Stereo-
scopic technologies develop spatial thinking andmake it possible to present a detailed
model of any object. It is important to understand the implementation of one or
another stereoscopic content is aimed at solving a narrow range of tasks for specific
areas of activity. Great value stereoscopic technologies are presented in the task of

Fig. 2 The distance lecture from India
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Fig. 3 Remote interactive master classes in ophthalmology and cardiac surgery

Fig. 4 Examples of tele-mentoring in ultrasound heart diagnosis and dentistry

improving the qualifications of already established surgeons in the course of interac-
tivemaster classes and are successfully used in such areas as neurosurgery, oncology,
maxillofacial surgery, laser surgery.

3 Future Developments and Expectations

When considering the possibility of using telemedicine technologies in the curative
process and medical education, it is important to understand objectively both the
possibilities and limitations (technical, organizational, economic, psychological etc.)
of modern telemedicine. There will be fewer restrictions as technology develops, but
they will never disappear in principle.

What should we expect from telemedicine in the next five years?
Firstly, it is dynamic transmission of a stereoscopic image of the operating field

(for example, for maxillo-facial operations in addition to static images of 3D scan-
ners) with spatial image processing to improve the effectiveness of remote interac-
tive master classes, or issuing recommendations to the operating surgeon from an
experienced colleague.
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Secondly, remote transmission of tactile sensations during teleconsultation for
palpation, percussion, assessment of skin areas surface problem using a remote
«hand-glove».

Thirdly, remote transmission of smell during teleconsultation. Electronic dog
nose created, and it is important to learn how correctly generate sets of smells on
the receiving side. This technology will be in demand for a whole range of medical
specialties (for example, dentistry, purulent surgery, etc.).

Fourthly, use of artificial intelligence (AI) technologies during emergency video
consultations for rapid analysis of patient information and presentation of effective
recommendations to the doctor based on available databases. At the current stage
of development of digital medicine, it is extremely important to support medical
decisions in emergency situations using intelligent systems located on the servers of
large medical organizations or in “cloud” data centers. The appeal to these decision
support systems (DSS) should be provided by calling the AI system by the doctor
directly in the process of working in the electronic medical record system. The
corresponding intelligent system will analyze the signs noted in the patient’s card
and form hypotheses of the differential diagnostic series, the possible prognosis of
complications and recommendations for treatment.

Fifthly, use of augmented reality (AR) methods in conducting video conferences
and educational process (tele-mentoring, master classes). AR considered one of
the variations of virtual reality (VR). The main difference is that VR technology
completely immerses the user in the virtual world. AR brings 3D virtual objects in
real time into a 3D real environment. Thus, due to the possibility of generating any
3D-objects and their further integration into the real environment, augmented reality
technologies are widely used in surgical practice, namely in training future surgeons.
With the help of augmented reality, it has become possible to simulate various surg-
eries online, which greatly facilitates, for example, the practical part of the training
of future surgeons [2].

Sixthly, the emergenceof awhole rangeof implanted andpasted sensors connected
by a single digital platform with pre-processing and analysis of data, for monitoring
the condition of chronic patients and patients during long-term rehabilitation after
complex operations. Currently available services, gadgets and medical devices for
home use will remind the patient of the need to take medications on time, conduct
research, fill out a diary about their condition, track the dynamics of indicators and
automatically transmit them to the attending doctor. In this way, the doctor can fully
assess the patient’s condition by the time of the teleconsultation. Despite the fact that
a remote appointment takes an amount of time equal to a face-to-face appointment, it
is always less informative for the doctor, and the psychological burden for specialist
is significantly higher.
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4 Conclusion

Telemedicine services are actively developing all over the world, involving
Telemedicinckie cepvicy aktivno pazviva�tc� vo vcem mipe, involving the
best minds of doctors and programmers, implementing artificial intelligence and the
latest computer technologies. Success achieved only where they based on knowl-
edge and experience of skilled doctors and diagnosticians, who should be involved
as analysts at the stage of setting the task. We actively cooperate with Russian and
foreign developers of new technologies and equipment for telemedicine, taking part
in the search for ideas, formulating new tasks, creating and testing prototypes.We are
optimistic about the prospects for the development and practical use of telemedicine,
given the presence of strong medical schools in Russian.
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Exploring the Effects of Network
Topology Layers on Quality of Service
Mechanisms in the Context of
Software-Defined Networking

Josiah Eleazar T. Regencia and William Emmanuel S. Yu

Abstract The separation of the control plane and the data plane in the Software-
Defined Networking (SDN) architecture makes it easier and more feasible to imple-
ment per-flow Quality of Service (QoS) provisioning in the network which is bene-
ficial for flows that require special QoS handling such as VoIP and video streaming.
Applying QoS mechanisms to a distributed single-layered set of switches in the con-
text of SDN has shown promise in previous studies. Using a test framework that
was previously developed for QoS algorithms and networking topologies in SDN,
this study explored how layers in the network topology affect the performance of
QoS in the network. This is in order to replicate real-world networking scenarios
where packets travel through layers of networking equipment. Generally, results
have shown that having less layers in the network means better performance. How-
ever, this does not mean that adding layers creates a material disadvantage. Results
also show that despite adding layers to the networking topology, the SDN distributed
Leaf-enforcement of QoS performed better or as good as compared to the tradi-
tional centralized Core-enforcement of QoS. This is despite having leaf-enforced
environments have more points of enforcement as layers are added.

Keywords Software-defined networking · Quality of service · Class-based
queueing

1 Introduction

The emergence of Software-Defined Networking (SDN) provides dynamic, flexible
and scalable—all of which are weaknesses of traditional networks—control and
management for networks. The separation of the control plane and the data plane
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enables flow-management and resources to be dynamically optimized. In addition,
thismakes it easier andmore feasible to implement per-flowQuality of Service (QoS)
provisioning in the network which is beneficial for flows that require special QoS
handling such as VoIP and video streaming [7].

Multiple studies have explored QoS in the context of SDN. Chato and Yu [2,
3] explored Class-Based Queuing (CBQ) QoS algorithms (Basic CBQ and Source
CBQ) in a virtual network topology implemented inside the Mininet emulator [4]
using a custom POX OpenFlow Controller to in terms of throughput, bandwidth,
and latency. The Basic CBQ algorithm was a protocol-based classification queuing
and the Source CBQ algorithm was a classification queuing based on source IP
addresses. Results showed that QoS algorithms applied to the distributed nature of
SDN have better performance in terms of bandwidth and decreased latency. In 2020,
Regencia and Yu [8] introduced a testing framework for QoS algorithms and network
topologies in the context of Software-Defined Networking. As an anchor to test the
framework, Destination IP address based CBQ and Source-Destination IP addresses
CBQ algorithms are introduced and compared against the CBQ algorithms in the
Chato and Yu [2, 3] inside the test framework. The test framework has two test cases
for each QoS algorithm: the traditional centralized Core-enforcement where QoS
is only enforced in a centralized core switch and the SDN distributed nature Leaf-
enforcement where QoS is distributedly enforced to switches that are closer to the
edge called the client leaf switches. The test framework introduced by Regencia and
Yu [8] has been submitted to the CANDAR’20 Conference and is currently awaiting
paper acceptance notification.

In the previous 2020 study by Regencia and Yu [8], Leaf-enforcement is only
applied to a single-layered set of client-leaf switches where results showed that Leaf-
enforcement generally showed better performance compared to Core-enforcement.
In this study, the test framework introduced byRegencia andYu [8] is used to test how
layers in the network topology affect QoS in both Core-enforced and Leaf-enforced
test cases of QoS algorithms. The addition of layers is an experiment to replicate a
real-word scenario networking topologies.

2 Related Literature

The flexibility and programmability of SDN has been seen as an answer to the issues
traditional networks continue to face when it comes to QoS especially as standard
QoS policies have become no longer capable of supporting today’s complex networks
due to the rapid increase of network applications and devices [7].

Applying proper QoS mechanism is a difficult task due to different needs of
different types of flows. For example, multimedia flows from applications such as
video conferences or video streaming require steady network resources and as much
as possible, little to no packet drop and delay. In designing frameworks for such
flows, prioritization and classification are both key factors [7]. Queuing is a common
QoSmechanism.QosFlow [6] provides flexible controlmechanisms bymanipulating
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multiple packet schedulers such as Hierarchical Token Bucket (HTB), RandomEarly
Detection (RED), and Stochastic Fairness Queuing (SFQ) schedulers. Chato and Yu
[2, 3] also explored use of queuing QoS mechanisms by applying two (2) algorithms
Class-Based Queuing (CBQ): Basic CBQ and Source CBQ. Each algorithm is tested
on both centralized Core-enforcement and distributed Leaf-enforcement.

In 2020, Regencia and Yu [8] introduced a testing framework for QoS algorithms
and network topologies in the context of Software-DefinedNetworking.As an anchor
to test the framework, Destination IP address based CBQ and Source-Destination
IP addresses CBQ algorithms are introduced and compared against the CBQ algo-
rithms in the Chato and Yu [2, 3] inside the test framework. As shown in Fig. 1, the
key component of the test framework is the separation of the SDN Controller, the
Topology which is software simulated using Mininet, the Test Simulator, and the
implementations of QoS algorithms. In addition, generator scripts create configu-
ration files that define features of networking devices in the virtual topology. The
test framework has two test cases for each QoS algorithm: Core-enforcement where
QoS is only enforced in a centralized core switch and Leaf-enforcement where QoS
is distributedly enforced to switches that are closer to the edge called the client leaf
switches. In this study, the test framework introduced by Regencia and Yu [8] is used
to test how layers in the network topology affect QoS in both Core-enforced and
Leaf-enforced test cases of QoS algorithms. The addition of layers is an experiment
to replicate a real-word scenario networking topologies.

3 Framework

This study was performed using an Amazon Web Services (AWS) EC2 m5.xlarge
Ubuntu 18.04 environment with 40GB storage size. The implementation of the net-
work topology was performed using Mininet version 2.3 [5] along with a custom
Ryu OpenFlow 1.3 Controller [1]. The type of network topology used in this study
is a fat-tree topology. Figure2 shows two examples of how the topology looks when
the number of client leaf switch layers is 2(a) and 3(b). Switches encompassed
within the bracket are all called the client leaf switches. Quality of Service (QoS)
is enforced in these switches if the test case is Leaf-enforcement. If the test case is
Core-enforcement, QoS is enforced in the core switch. Switch 7 in the case of (a)
and Switch 15 in the case of (b).

In the experiments performed, the network also had a total of 70 client hosts
divided as equally as possible across the client leaf switches in the first layer. All
client hosts run both Apache Bench and VLCt. The network also has six (6) server
hosts connected to server aggregate switch, Switch 8 in the case of (a) and Switch
16 in the case of (b). Three (3) servers function as HTTP servers running Python3
simple.http server inside them. The other three (3) function as Video on Demand
(VOD) servers running VLC Streaming Media using VLC version 3.8. All links in
the network run at the default 10Gbps of Mininet.
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Fig. 1 Test framework architecture

Fig. 2 Sample virtual network topology used
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4 Methodology

In this study, Quality of Service (QoS) mechanisms are tested in order to answer how
layers in the topology affect their performance. QoS mechanisms used are all listed
in Table1. The experiments in this study focused on testing from 2 layers up to 6
layers of client leaf switches. This is mainly due to computational constraints. For
every layer test case, the number of first layer switches is always 2layers . The number
of switches in the following layers will then only be half of the number of switches
from its previous layer.

The simulations in this study follow the same simulations from Chato and Yu
[3]. This simulation is also adapted in the test framework introduced by Regencia
and Yu [8]. Each Class Profile listed in Table1 is executed one at a time through the
process shown in Fig. 3. Each Class Profile in this study was given a 5-min window to
perform test simulations. The following tools were used to perform the simulations
and get data results concurrently:

• Ifstat Bandwidth results—This tool is used to get Bandwidth In and Bandwidth
Out for every second during the 5-min window. This was performed and executed
at the Core Switch for all Class Profiles

• Ping Round Trip Time—Round Trip Time (RTT) was measured in milliseconds
(ms) by sending Ping packets to all destination servers from each of the 70 client
hosts. Each destination server has its own measurement but the overall result was
calculated by getting the mean results of all destination servers.

• ApacheBench HTTP Results—ApacheBench was used to simulate the HTTP traf-
fic to web servers. The data taken from this tool were the transfer rate, mean time
per request in ms, and total data transferred.

• VLC Streaming Media statistics results—VLC Streaming Media software client
take both De-multiplexer (Demux) Bytes Read (KB) andDemuxBitrate (in Kbps).
TheDe-multiplexer takes feeds from disparate and separate streams and assembles
them into a single coherent media stream for playing.

Table 1 Class profiles

CBQ class profile CBQ class grouping Switch QoS

Basic at leaf Traffic protocol Client leaf switches

Basic at core Traffic protocol Core switch

Source at leaf Source IP address Client leaf switches

Source at core Source IP address Core switch

Destination at leaf Destination IP address Client leaf switches

Destination at core Destination IP address Core switch

Source-destination at leaf Source-destination IP address Client leaf switches

Source-destination at core Source-destination IP address Core switch
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Fig. 3 Methodology flowchart based on Chato and Yu [3]

5 Results

The mean Quality of Service (QoS) performance results from layer 2 up to layer 6
can be found in Figs. 4, 5, 6, 7 and 8 respectively. Generally, it can be observed from
the charts that for both Leaf-enforcement and Core-enforcement test cases, having
less layers in the topology results to better performance. However, with regards to
video streaming, the charts from Figs. 4, 5, 6, 7 and 8 show that layering does not
have substantial impact to its performance. This is likely because the protocol is quite
heavy and the additional switching enforcement is not too material.

For Apache Bench Transfer Rate, Figs. 4, 5, 7, and 8 show that when the network
has 2, 3, 5, or 6 layers respectively, Leaf-enforcement of QoS performed better than
Core-enforcement where we can conclude that in this aspect, the distributed nature of
Software-Defined Networking is better than the traditional centralized enforcement
of QoS. IFSTAT Bandwidth In and Bandwidth Out can also be generally observed
to have similar results.
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Fig. 4 2 layer results

For the latency tests,DestinationClass-BasedQueueing (CBQ) at theLeaf showed
to have performed best as can be seen where 3 out 5 layer cases Destination CBQ at
the Leaf performed best latency while in the other 2 layer cases, Destination CBQ at
the Leaf performed second best latency.

However, it should also benoted that some tests indicate that theCore-enforcement
algorithm performed better than the Leaf-enforcement algorithm. In order to test the
significance of the result, a student’s t-test was performed comparing both algorithms
with significant level is set to α = 0.05. If the p-value is less than α = 0.05, then the
difference will be considered as statistically significant. Otherwise, the difference
will be considered as statistically insignificant.

The following instances show exampleswhenCore-enforcement performed better
than Leaf-enforcement and what the t-tests conclude with regards to the comparison.

• For VLC Demux Bitrate in 3 layer test case, Source CBQ at the Core (3rd) per-
formed better than Source CBQ at the Leaf (5th). However, the t-test shows that its
p-value is 0.9312 which is greater than α = 0.05. Hence, the performance advan-
tage of Source CBQ at the Core over Source CBQ at the Leaf for VLC Demux
Bitrate in the 3 layer test case is statistically insignificant.
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Fig. 5 3 layer results

• For VLC Demux Bitrate in 5 layer test case, Source CBQ at the Core (best)
performed better than Source CBQ at the Leaf (3rd). However, the t-test shows
that its p-value is 0.9522 which is greater than α = 0.05. Hence, the performance
advantage of Source CBQ at the Core over Source CBQ at the Leaf for VLC
Demux Bitrate in the 5 layer test case is statistically insignificant.

• For Ping Round Trip Time latency test in 4 layer test case, Basic CBQ at the
Core (4th) performed better than Basic CBQ at the Leaf (5th). However, the t-test
shows that its p-value is 0.8851 which is greater than α = 0.05. Hence, the latency
advantage of Basic CBQ at the Core over Basic CBQ at the Leaf for VLC Demux
Bitrate in the 4 layer test case is statistically insignificant.

• For Ping Round Trip Time latency test in 5 layer test case, Basic CBQ at the
Core (3rd) performed better than Basic CBQ at the Leaf (7th). However, the t-test
shows that its p-value is 0.4169 which is greater than α = 0.05. Hence, the latency
advantage of Basic CBQ at the Core over Basic CBQ at the Leaf for VLC Demux
Bitrate in the 5 layer test case is statistically insignificant.
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Fig. 6 4 layer results

• For Ping Round Trip Time latency test in 6 layer test case, Basic CBQ at the
Core (3rd) performed better than Basic CBQ at the Leaf (7th). However, the t-test
shows that its p-value is 0.1008 which is greater than α = 0.05. Hence, the latency
advantage of Basic CBQ at the Core over Basic CBQ at the Leaf for VLC Demux
Bitrate in the 6 layer test case is statistically insignificant.

6 Conclusion

This study uses the testing framework for Quality of Service (QoS) algorithms and
network topologies in order to test how layers in a network affect the performance
of QoS which was introduced by Regencia and Yu [8] and is submitted to the CAN-
DAR’20 Conference awaiting paper acceptance notification. The purpose for testing
layers in the topology is to replicate a real-world networking scenario. Two types
of QoS enforcements were tested and compared: Leaf-enforcement which is a dis-
tributed enforcement of QoS and Core-enforcement which is a centralized enforce-
ment of QoS at the core switch. Having less layers in the network topology resulted to
better performance in QoS for both Leaf-enforcement and Core-enforcement. How-
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Fig. 7 5 layer results

ever, adding layers to the network topology does not create material disadvantage as
can be seen from the results where Leaf-enforcement of QoS performed better or as
good as Core-enforcement of QoS despite adding layers to the topology. Therefore,
Software-DefinedNetworking logic has to be applied inmany devices. This is despite
the fact that enforcement in an SDN topology adds logic in more switches as the lay-
ers increase. Although it is noted that there were instances were Core-enforcement
performed better than Leaf-enforcement, the student t-test results have shown that
the difference in performance is not material and considered as insignificant.
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Fig. 8 6 layer results
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Image Background Subtraction
and Partial Stylization Based on Style
Representation of Convolutional Neural
Networks

Edwin Kurniawan, Bok-Deuk Song, Yeon-Jun Choi, and Suk-Ho Lee

Abstract Image background subtraction refers to the technique which eliminates
the background in an image or video to extract the object (foreground) for further
processing like object recognition in surveillance applications or object editing in
film production, etc. The problem of image background subtraction becomes difficult
if the background is cluttered, and therefore, it is still an open problem in computer
vision. For a long time, conventional background extraction models have used only
image-level information to model the background. However, recently, deep learning
based methods have been successful in extracting styles from the image. Based on
the use of deep neural styles, we propose an image background subtraction technique
based on a style comparison. Furthermore, we show that the style comparison can be
done pixel-wise, and also show that this can be applied to perform a spatially adaptive
style transfer. As an example, we show that an automatic background elimination
and background style transform can be achieved by the pixel-wise style comparison
with minimal human interactions, i.e., by selecting only a small patch from the target
and the style images.

Keywords Style transfer · Deep learning · Background subtraction

1 Introduction

Many background subtraction techniques rely on the statistical properties of the
image intensity values. These techniques choose a statistical model for the back-
ground image intensity values and then train the model with the intensity values
to find the right parameters for the background model. After that, a statistical test
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is performed for every pixel in the image, and the pixels which fit to the back-
ground model are considered as background pixels [1–4]. Meanwhile, deep convo-
lutional neural networks (Deep-CNNs) have been appliedwith success to background
subtraction as they extract deep features of the image [5–8]. Recently, it has been
also shown that Deep CNNs can well capture the style of an image which property
has been applied to transfer a style of an artistic image to a photo image [9], resulting
in the stylized image. This technique is known as style transfer. In style transfer, the
style of the style image is transferred to the generated stylized image by matching
the Gram matrices of the style and the stylized images, where the elements in the
Gram matrices are the inner products of the feature maps.

It has been shown in [10] that the style loss function can be rewritten as the
maximum mean discrepancy (MMD) with second order polynomial kernel. The
second order polynomial kernels are the products of the feature vectors for different
positions in the feature map, where the feature vectors can be accessed in a pixel-
wise manner, a fact which has not been further utilized in [10]. This property makes
it possible to apply different styles from different sub-regions to different regions
in the target image, i.e., makes the spatially adaptive style transfer possible. In this
paper, we utilize this property also to measure the distance of a feature vector of a
certain pixel to the distribution of the feature vectors in the background to determine
whether the pixel has the same style as the background or not. Thus, we can perform
a background subtraction based on the pixel-wise style representation. Furthermore,
we also show how to partially stylize only the background region by adjusting the
distribution of the feature vectors in the background region to that of a partial region
in the style image.

2 Related Works

2.1 Neural Style Transfer

The original neural style transfer method makes use of the fact that the correlation
between the activations of the layers can be used as a measure of the style similarity.
Let xc, x∗, and xs denote the content image, the stylized image, and the style image,
respectively. The feature maps of x∗, xc, and xs in the layer l of a CNN are denoted
by

Fl ∈ R
Nl×Ml , Pl ∈ R

Nl×Ml , Sl ∈ R
Nl×Ml (1)

respectively, where Nl is the number of the feature maps in the layer l and Ml is
the height times the width of the feature map. The traditional neural style transfer
iteratively updates x∗ by minimizing the following loss function,

L = αLcontent + βLstyle (2)
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where Lcontent and Lstyle are the content and the style losses, respectively, and α and
β are the weights for the content and the style losses. The content loss Lcontent is
defined by the squared error between the feature maps of a specific layer l for x∗ and
xc:

Lcontent = 1

2

Nl∑

i=1

Ml∑

j=1

(
Fl
i j − Pl

i j

)2
(3)

The style loss Lstyle is the sum of several style losses Ll
style in different layers:

Lstyle =
∑

l

wl L
l
style (4)

where wl is the weight of the loss in the layer l and Ll
style is defined by the squared

error between the features correlations expressed by Gram matrices of xc and xs :

Ll
style = 1

4N 2
l M

2
l

Nl∑

i=1

Nl∑

j=1

(
Gl

i j − Al
i j

)2
(5)

where the Gram matrix Gl ∈ R
Nl×Ml is the inner product between the vectorized

feature maps of x∗ in layer l:

Gl
i j =

Ml∑

k=1

Fl
ik F

l
jk (6)

and similarly Al is the Gram matrix corresponding to Sl . Here, both the content
loss and the style loss are taking into account the correlation between feature maps,
and therefore, the style transfer is performed in a channel-wise manner. Therefore,
a spatially adaptive style transfer is not possible with the traditional approach.

2.2 Maximum Mean Discrepancy

Maximum mean discrepancy (MMD) is a popular test statistic for the two-sample
testing problem, which is used to determine whether two sets of sample points are
generated from the same distribution. Let X = {xi }ni=1 and Y = {

y j
}m
j=1 be two

different sets where xi and y j are generated from two different distributions. Let φ(·)
be an explicit feature mapping function of MMD. Applying the associated kernel
function k(x, y) = φ(x), φ(y), the MMD can be expressed in the form of kernels:
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MMD2[X,Y ] = 1

n2

n∑

i=1

n∑

i ′=1

k(xi , xi ′) + 1

m2

m∑

j=1

m∑

j ′=1

k
(
y j , y j ′

) − 2

nm

n∑

i=1

m∑

j=1

k
(
xi , y j

)

(7)

A larger value of the MMD indicates a larger similarity between the two different
distributions from which the sample points have been drawn.

2.3 Equivalence of Style Loss and Maximum Mean
Discrepancy

It has been derived in [10], that the style loss function is equivalent to the Maximum
mean discrepancy(MMD) between the distribution of the feature vectors of the styl-
ized image and the distribution of the feature vectors of the style image. Again, let
Fl
ik and Slik denote the k-th pixel in the i-th feature map in layer l of x∗ and xs ,

respectively. Then, the style loss function is re-written in [10] as follows:

Ll
style = 1

4N 2
l M

2
l

Nl∑

i=1

Nl∑

j=1

(
Ml∑

k=1

Fl
ik F

l
jk −

Ml∑

k=1

Slik S
l
jk

)2

= 1
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l M

2
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l
ik2
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+
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Slik1 S
l
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)2
⎞
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− 1
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Ml∑

k1=1

Ml∑
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l
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2
l

Ml∑

k1=1
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(
f l T
.k1 f l.k2

)2

+ (
sl T
.k1 sl.k2

)2 − 2
(
f l T
.k1 sl.k2

)2
(8)

where Nl is the number of the feature maps in the layer l and Ml is the height times
the width of the feature map. Here f l·k1 is a feature vector for a fixed position k1 which
expands to the axis of i , i.e., across the feature maps Fl

i , i = 1, 2, . . . Nl in layer l,
and likewise for f l.k2 , s

l
·k1 , and sl·k2 . The last line in (8) is equivalent to

1

4N 2
l M

2
l

MMD2[Fl, Sl
]

(9)

which is the MMD between the distributions from which the feature vectors in Fl

and Sl are derived.
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3 Proposed Method

3.1 Spatially Adaptive Style Transfer

In this section, we investigate the derivation of the equivalence of the style loss
function and the MMD as derived in [10], and then see how this derivation can be
utilized to perform spatially adaptive style transfer. By observing (8), it can be seen
that the summation is now with respect to the pixels, i.e., k1 and k2 are the indices of
the pixel positions. The individual terms in the summation in (8) reflect the influence
of the feature vector at k1 on the feature vector at k2. The term of

(
sl T
·k1 sl·k2

)2
in (8)

has no effect on the stylization as the minimization is with respect to the features
in the target image, which makes this term a constant. The minimizing of the term
of

(
f l T
·k1 f l·k2

)2
works as a kind of regularization of the feature vectors in the target

image, and has nothing to do with the style image. Therefore, the main term which
effects the stylization is the last term −2

(
f l T
·k1 sl·k2

)2
. Minimizing this term is equal

to maximizing
(
f l T
·k1 sl·k2

)2
, which tries to correlate the feature vectors of the target

image and the style image in a pixel-wise manner, i.e., tries to correlate the feature
vector f l·k1 at the position k1 in the target image with the feature vector sl·k2 at the
position k2 in the style image.

As a result of this observation, we can guess that if we perform pixel-wise feature
vector correlationmaximization in partial regionswe can perform a spatially adaptive
style transfer, i.e., apply the style of a partial region in image I1 to the partial region
in image I2. For example, in Fig. 1, we are applying the style in �3 in the ‘Style1′
image and the style in �4 in the ‘Style2′ image to the regions �1 and �2 in the

Fig. 1 Spatially adaptive style transfer with multiple styles. The style in �3 in the ‘Style1’ image
and the style in�4 in the ‘Style2’ image are applied to the regions �1 and �2 in the stylized image,
respectively
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stylized image, respectively. This can be done by defining the region adaptive style
loss function in the MMD form over the regions �l

3 → �l
1 and �l

4 → �l
2, where

�l
1, �

l
2, �

l
3, and �l

4 are the regions in layer l that correspond to the regions �1, �2,
�3, and �4 in the images, respectively:

Ll
style =

∑

k1∈�l
1

∑

k2∈�l
3

(
f l T
.k1 f l.k2

)2 + (
sl T
.k1 sl.k2

)2 − 2
(
f l T
.k1 sl.k2

)2

+
∑

k1∈�l
2

∑

k2∈�l
4

(
f l T
.k1 f l.k2

)2 + (
sl T
.k1 sl.k2

)2 − 2
(
f l T
.k1 sl.k2

)2
(10)

where in the last line, MMD2
[
Fl

(
�l

1

)
, Sl1

(
�l

3

)]
is the MMD with respect to the

feature vectors in�l
1 and�l

3, and likewise forMMD2
[
Fl

(
�l

2

)
, Sl2

(
�l

4

)]
. The regions

in layer l corresponding to the regions in the image are extracted by calculating the
relative positions and sizes in the feature maps with respect to those in the image.
Let define the spatially adaptive style loss for the l-th layer of the k-th style image
as follows:

Lk
S

�l
mk

→�l
n

= MMD2[Fl
(
�l

n

)
, Slk

(
�l

mk

)]
(11)

where k denotes the fact that we apply the style from the k-th style image onto the
target image, and �l

m is the sub-region in the k-th style image from which we take
the style, and �l

n is the sub-region in the target image to which we apply the style.
The total loss for all the style images, all the layers, and all the sub regions is defined
as

Lstyle =
∑

k

∑

mk

∑

n

∑

l∈Sl
Lk
S

�l
mk

→�l
n

(12)

where Sl is the set of layers used in the style transfer. The sum for k is over all the
style images and the sum for mk is over all the sub-regions in the k-th style image
from which we want to extract the styles. The sum of n is over all the sub-regions in
the target image to which we want to apply the styles from the style image. Figure 1
shows an example of getting the spatially adaptive stylized image with two different
styles from two different style images by minimizing loss function in (12). Using the
loss in (12), it is possible to apply any number of styles from any style image on any
region in the stylized image.
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3.2 Image Background Subtraction with Pixel—Wise Style
Comparison

Utilizing the spatially adaptive style extraction method explained in the previous
section, we show how to eliminate the background region. The background elimi-
nation is performed by manually selecting a small region from the background, and
then eliminating all the regions that have similar styles to that of the selected region.
As explained in the previous section, the pixels have the same styles if their high
representation feature vectors are derived from the same distribution. Therefore, to
estimate whether a pixel in the image has the same style as the background, we can
estimate whether the feature vector in high representation of the pixel comes from the
same distribution as the pixels in the selected background or not. We can use many
sophisticated methods which decide whether or not a sample comes from a specific
distribution, and also we can use a sophisticated model to model the distribution.
However, in this paper, we use only the simple distance calculation and model the
distribution only with the first order statistics: the mean feature vector. It is obvious
that if we use a more sophisticated model the result improves. Figure 2 shows the
progress of background elimination and stylizing with the proposed method. We
put the same input image into two CNNs (CNN1 and CNN2) which have the same

Fig. 2 Overall diagram of spatially adaptive background subtraction and stylization
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structure and trained parameters. From CNN1 we extract the feature vectors from
the domain �l

B that correspond to the selected small background region (�0
B) in the

input image. Then, the mean of the feature vectors in �l
B are calculated to yield the

mean vector f lm . Then, for every pixel p in the input image, we compute the following
distance,

D(p) =
∑

l∈Sl

∥∥∥f l·kp − f l2m
∥∥∥ (13)

where Sl denotes the set of layers that are used in the background elimination process
and f l·kp denotes the feature vector in layer l corresponding to the pixel p, where kp
denotes the spatial index in the featuremaps corresponding to the position of the pixel
p. The simple distance measure in (13), which measures the distance of the feature
vector for a specific pixel to themean feature vector in the selected background region
for all selected layers, serves as a measure for the distribution test, i.e., whether the
feature vector of a pixel comes from the same distribution as the feature vectors of
the pixels in the selected background region. If the distance for a pixel is relatively
small, we label the pixel as a background pixel. Then, we perform a thresholding on
the distance map D to obtain the final background mask BMl :

BMl(p) =
{
1 if D(p) ≤ Threshold
0 otherwise

(14)

If we further want to style the background in the imagewe can use this background
mask to filter out the domain �l

BM which contains only the background feature
vectors. Finally, we minimize the MMD between the feature vectors in �l

BM and �l
S

which results in the stylization of the image. Here, �l
S can be the whole style image

or a selected part of it.

4 Experimental Results

Figures 3, 4 and 5 show the experimental results with the proposed method for three
different input images with different backgrounds. We took a small patch of the
background of the images in (a), constructed the distance maps according to (13),
and took a threshold to obtain the background masks. We dilated the masks a little
to compensate for the boundary artifacts due to the pooling operations. After that
we applied the styles of the images in column (b) onto the background regions by
the spatially adaptive style transfer in (9) which resulted in the images shown in
column (d). All the user has to do is to select a small patch of the background in the
content image and a small patch in the style image, then, the background elimination
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Fig. 3 Experimental result: a original image b style image c showing the subtracted background
in black color d background stylized image

and the stylization is automatically made by the proposed method. It is possible to
apply multiple of styles to different regions in the target image by selecting more
patches from the style image and the target image. Even though the results are not
state-of-the-art, they can be improved by using more sophisticated measures of the
distribution distance. Furthermore, the results verify the fact that the style can be
accessed spatially adaptively if we use the feature vectors mentioned above, which is
different from the normal style transfer which uses the feature maps. We believe that
further studies in the direction of utilizing the feature vectors will produce a variety
of new results in the future.
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Fig. 4 Experimental result: a original image b style image c showing the subtracted background
in black color d background stylized image

5 Conclusion

In this paper, we showed that the style transfer can be applied spatially adaptively
and also showed how to compare the style point-wisely. Based on this property we
performed a spatially adaptive background elimination and stylization. The proposed
method can be improved if better measures for the distribution model and test are
used, which are the topics of future works.
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Fig. 5 Experimental result: a original image b style image c showing the subtracted background
in black color d background stylized image
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Multi-source Log Clustering in
Distributed Systems

Jackson Raffety, Brooklynn Stone, Jan Svacina, Connor Woodahl,
Tomas Cerny, and Pavel Tisnovsky

Abstract Distributed systems are seeing wider use as software becomes more com-
plex and cloud systems increase in popularity. Preforming anomaly detection and
other log analysis procedures on distributed systems have not seenmuch research. To
this end, we propose a simple and generic method of clustering log statements from
separate log files to perform future log analysis. We identify variable components of
log statements and findmatches of these variables between the sources. After scoring
the variables, we select the one with the highest score to be the clustering basis. We
performed a case study of our method on the two open-source projects, to which
we found success in the results of our method and created an open-source project
log-matcher.

Keywords Distributed system · Log clustering ·Multi-source logs

1 Introduction

A distributed system is a complex set of machines that exchanges information and
provides computational resources [14]. These systems got significant attention in
recent years due to the increasing demand for conducting large computations that a
single machine cannot manage. The distributed nature of the systems makes it par-
ticularly challenging to analyze them for anomalies, security intrusions, and attack
patterns [14]. Traditionally, researchers proposed methods for detecting these errors
by analyzing a log file, which are messages that the system outputs during its execu-
tions [9]. Nowadays, distributed systems became heterogeneous, with each machine
producing differently structured messages [14]. The heterogeneity makes analysis
of multiple log files challenging as there are no obvious elements that would con-
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nect events from machines across the distributed system [16, 26]. Analyzing and
connecting events across the distributed system is critical for finding anomalies or
intrusions [6]. We propose a new generic method for finding common attributes in
the log messages of any distributed system.

Our method proposes a simple way to cluster log statements from separate files
with each other. Each log line contains static elements-which are the same text
in all log statements (ie. in “time=1:34:00”, time is the static element)- and
variable elements-which dynamically change throughout the log statements (ie.
in “orgID=148253052”, “148253052” is the variable element). We begin by
extracting the variable elements from each line of the log files and organize them by
their regular expression (an example would be an element “IP Address” with a regu-
lar expression of “1(\d{1,3}\.){4}” and a variable element of 11127.0.0.1.”).
We then cross-compare the variable elements between the two log files, only con-
sidering those whose regular expressions are the same. We record variable elements
mapping to each static element across the files and find a match between files - if two
files share a common variable element mapping to a static element. We then send
the plain text static elements, and their match counts to a scoring function based
on their uniqueness, frequency, and commonality from our matches. We output two
static elements with the highest score as the variable component for which the two
separate log files can be clustered.

We tested our proposed method on a case study using log files provided by Red
Hat from their two open-source projects called ccx-data-pipeline (pipeline) [20] and
ccx-data-aggregator (aggregator) [19]. With the highest score, we detected static
element clusterID and used the values to successfully cluster statements across
both systems. We manually validated our results with the quality assurance team at
Red Hat for its correctness.

This paper is organized as follows. Section2 provides background and discusses
related works. Section3 describes our method. We share a case study in Sect. 4 and
conclude the paper in Sect. 5.

2 Background and Related Work

Weaim to analyze andmatch logs originating from an overall distributed system. Log
are output messages generated by the system during a process to describe actions,
errors, warnings, and other events during execution. Each log statement can hold
information about the event such as an ID, timestamp, file name, etc. [1]. Log state-
ments can then be analyzed to find patterns of logs that describe specific processes,
and then those patterns can be used for anomaly detection, performance testing,
security issues, and more [9]. However, log statements can originate from many dif-
ferent places within a distributed system (a large-scale complex set of uncoupled and
unrelated nodes that interact asynchronously across the network [14]) is wheremulti-
source log analysis becomes important.With the complexity and scale of a distributed
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system, many different log types are generated, such as system, event, security, and
user logs. It can be difficult to trace issues and analyze problems manually.

Our research’s motivation is the absence of a general method for multi-file log
matching in a distributed system, as stated by Landauer et al. in the survey [9]. Log
clustering has traditionally only been applied to the scope of a single file, thusmaking
our research novel and necessary [9]. Multi-file log analysis is relatively new, few
papers discuss it, and many of these papers focus solely on multi-file log analysis
algorithms to solve problems related to cybersecurity [21]. However, logs can be
utilized to solve issues outside of security like finding resource bottlenecks [8], mon-
itoring system performance [7, 24], finding event sequences [5], diagnosing failures
[3], and checking system upgrade results [8]. The growing number of distributed
systems and log types over the past years necessitates a log clustering algorithm that
would work across multiple log files for arbitrary log types [9].

Before any clustering can be done, the log statements must be converted into a
structured form and potentially compressed. Some of the most popular approaches
include log parsing [27], log compression [11], and natural language processing [2].
One study covers 13 log parsing techniques applied to 16 different data sources
[27]. Since the data sources are quite large, a technique to compress the logs into
a form that is easier to work with is also necessary [11]. The log parsing technique
(Drain) chosen by this study uses heuristics to separate log messages into groups by
analyzing constant and variable tokens. This technique is also applied to distributed
systems, so the applicability of a heuristics approach on amulti-source log file system
is supported. On the other hand, a natural language processing approach could be
better suited to parsemany types of logs, but since this technique has not been applied
to a distributed system, there is no evidence that this would be more effective.

Log clustering survey [9] describes different methods of static and dynamic clus-
tering and the ways in which they are applied in cybersecurity. This survey results
give the best algorithms and techniques for outlier detection, anomaly detection, and
log parsing. Together with Landauer et al. article on dynamic log file analysis [10], it
shows how the combination of static and dynamic clustering proves effective. How-
ever, both tend to be exclusively applicable to cybersecurity and anomaly detection
by analyzing outliers and sequences of logs. Our generic approach for log clustering
applies beyond cybersecurity; it can help to build clusters between files, which is not
a focus in either of these works.

Other log clustering approaches use signature extraction, statistics, and pattern
recognition to cluster and perform analysis on logs [1, 4, 12, 16, 25]. Some of these
methods generate templates for logs and use those templates to find log statement
patterns [4, 25], while others group logs together with the same template [1, 16].
However, a better algorithm would take into account the variable pieces of logs like
any ID’s, event codes, and file names. An approach that takes this into account finds
the frequent log constants, maps those constants to a specific number, then generates
structured sessions based on execution order [13]. This approach targets security
with the clusters based on execution order, still it provides a very useful method for
grouping logs using a key value pairs.
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Although the research on clustering log statements is extensive, few studies show
interest in multi-source log clustering. The few studies on multi-source logs or logs
from distributed systems are most often used to solve problems with anomaly detec-
tion,malicious requests, password guessing, brute-force cracking, and attack patterns
[6, 15, 21, 22]. Since these studies’ focus is mainly cybersecurity, the case-study log
files primarily consist of security-formatted logs, rather than a variety of log types.

3 Proposed Method

In order to achievemulti-source logs clustering, theremust be someconnectingmetric
between groups of log statements from one file to the other. Finding this connector is
the most challenging part, as every set of log data differs from on another in a variety
of ways [27]. To begin, we need to find a variable (or a combination of variables)
that uniquely identifies a set of one or more statements in a log file. It is possible
that variables are not present across multiple files; however, we permit occurrences
of the same variable in the two distinct files. Once this variable is identified, we can
connect log statements frommultiple files, identify their order, and perform analysis.

To provide an example, an IP address of a customer will be unique from all
other customers, and if you find the same IP address in separate log files within the
same distributed environment, you can say with some certainty, there is a correlation
between these statements. Our goal then is to search for this IP address in all the log
statements across the log files and compare them to each other until all matches are
found. We then perform a statistical analysis to determine which match is the best.
We cannot simply use the time to cluster, as being from different sources, we cannot
know the discrepancies in time zones and communication delays. Including time in
our algorithm would also cause unrelated events occurring synchronously would be
clustered.

Our method is highlighted on Fig. 1. Firstly, we extract the log signature of the
log messages to find the candidate variable (see Fig. 2). Extracting the log signature
involves finding the static elements of a given log statement, which are the elements
of log output that remain constant every time the line of code that prints the log output
is executed [9]. This performs two things for us. First, it gives us a simple clustering
of the log messages, which is generally the primary usage of log signature extraction
[16]. With that, we have a template of the different messages found in a log file.
The second thing finding the log signature does for us is to give us all the variable
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Unstructured 
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Log Signatures 
and Variables Data 

Organization

Regex 
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Match
Logs
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Fig. 1 Overview of our proposed method
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DEBUG - kafka_publisher.py:82 - Message context: OrgId=12554024944080976194, ClusterName="c04f9a5b-180f-b3a8-b020-1fbb30006d0c", LastChecked="2020-06-04T10:51:00.218999817Z"

Signature Extraction: DEBUG kafka_publisher.py82 Message context OrgId ClusterName LastChecked

Variables: 12554024944080976194 04f9a5b-180f-b3a8-b020-1fbb30006d0c 2020-06-04T10:51:00.218999817Z

Fig. 2 Example signature extraction process to extract log statement variables

elements of a log statement. If we know what the static elements are, the reverse
yields variable elements [9]. With both the log template and variable components of
each log statement, we can proceed to the next step of the method .

Wedo notwish to compare every variable in one filewith every variable of another,
so we need to find some way to narrow down the possibilities. The straight forward
approach is only to consider variables with the same length, however, this has some
issues. For example, an IP address can be represented with different lengths, but
should still be considered the same variable type. Our proposed method of doing this
is to consider the regular expression of the variables. A regular expression is a string
used to describe a text pattern in another string (ie. [a-z]+ describes “hello”),
andwould not describe “12345” [23]. These regular expressions need not be defined
the same as traditional regular expressions are, but capture enough information to
distinguish variables from each other. The generation of these regular expressions
is beyond the paper’s scope, so the length can be used as an alternative if needed.
If two variables are to have matches, they must have the same regular expression.
With this being the case, we do not have to check between variables that do not have
the same regular expression. The data structure we used is a nested map to store the
information for a single file’s variables. We mapped the log templates (the key of
which could simply be the static component of the message) to each of the variables
in that template, which are then mapped to each of the possible regular expressions
that that variable can take on (see Fig. 3). We then map the regular expressions to the
actual values found in the data, along with what line(s) the values were found on.

With this, we can now begin matching. We wish to create matches between vari-
ables that share the same regex. Since some variables may have more than one regex,
only one regex match is required to become a candidate match. When we find two

Fig. 3 Tree representation of our mapping structure
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variables with the same regex, we create a match object, which also stores some
relevant information regarding the two variables. We compare every instance of a
variable to every value-instance of the other log file and create an entry for each
variable regardless if there was a match or not. For each value, we store the total
number of occurrences in each file. For example, if it was in each file once, then
we would store 2. We also store the number of matches. A match is the number of
occurrences of the value in one file multiplied by the number of occurrences in the
other. This is because we can not know what the true match is without more infor-
mation for each duplicate value in one file, so we record all possibilities. A variable
will likely appear in multiple different log templates across a file, so there will likely
be duplicate match groups as well. These can be avoided by either performing intra-
file matches to identify repeating variables or considering the variable’s key name, if
available. Provided is an example in pseudo-code describing the process of matching
the log templates to each other.

1 for each log template a and b in log files A and B:
2 if regex(a) == regex(b):
3 create match
4 for every value in a, b:
5 match.value_count += 1
6 if a == b:
7 match.match_count += 1

Listing 1.1 Primary matching code example

With all of the matches throughout the files found, we can narrow down the candidate
list. For each item in the match list, we can find the number of unique values by
counting the number of distinct values in the match list. The number of unique
matches can be calculated by counting the number of values in the match list with a
match count greater than zero. From there, we can find the ratio of unique matches
to total matches and unique values to total values. Variable ratios help give us an
indication of how well the match is. Those with a low ratio have many repeated
values and indicate no real correlation between two log statements with the same
variable value. Those with high ratios indicate that they are more likely to be a strong
indicator of a connection between statements.We also compare the number of unique
matches with the number of unique values. Having a high ratio of unique to total
matches is not enough if there is only onematch over a thousand values, so we ensure
that there is not an insignificant amount of matches. Along with this point, we also
want to ensure that there is not an insignificant number of values. A match with 10
total values across tens of thousands of lines of logs does not cut it, so a ratio of total
values to total number of lines is taken. All these variable ratios are then weighted
to produce a score, and the variable match with the highest score is selected as the
primary candidate to cluster between files. Definition 1 defines the score function
in a more concise manner. The values of the weights depend on the data set given,
however, from various tests we conducted, we have found that simply leaving the
weights at 1.0 provided adequate results.
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Definition 1 (Score function)

Score(A,G) = (wm + (Aum/Atm))+ (wv × (Auv/Atv))+ (wg × (Atv/G))

where A is the match object, and each of it’s subvalues, Aum,Atm,Auv, and Atv represent the unique
matches, total matches, unique values, and total values respectively. G is the global value count.
wm ,wv,wg represent the weights for each of the ratios.

4 Case Study

We performed a blind case study on RedHat’s logs from their distributed production
system [17, 18]. The system is based on multiple heterogeneous machines together
with Kafka. We selected two machines for our analysis called ccx-data-pipeline [20]
and ccx-data-aggregator [19]. We include a Fig. 4 of the whole data pipeline from
which the files originate. The pipeline file contained 133,000 log lines and was stored
in plain text, and we identified 4 dynamic variables: Time, ClusterID, Organization,
and partition. The aggregator file contained 196,000 lines of logs, was stored in
JSON format, and we identified 4 dynamic variables: time, cluster_id organization,
and partition. In the pipeline, file were logs of sent messages through the Kafka
cloud system. These messages would have two primary attributes, organization and
cluster ID. Both organization and cluster ID combined would contribute to a unique
identifier for a givenmessage, but both on their own had the possibility to be repeated.
The organization had numerous repeating values, whereas cluster ID had very few
repeating across different organizations. The other file, aggregator, recorded log
messages of the messages being received. The attributes organization and cluster
were also recorded here.

We then created tests for small portions of each log file at each phase of the
method. After this, we performed a full test on entire log files with line counts in
the hundreds of thousands. Our tests’ results were that the match between the cluster
ID variables in aggregator and pipeline was the primary cluster candidate. This is
what the answer should have been, as cluster ID is the most unique variable of each
message.

Provided are the specific results of one of our tests. Cluster ID scored the highest,
greater than the next highest candidate, organization, by a factor of 106. Another
variable we previously did not account for found via our algorithm was partition.
Partition was a 1–2 digit variable which appeared semi-frequently throughout both
files, but was only specific to the machine which created the log file, and had no
correlation between the two files. Since the variable was only a few digits long and
was repeated regularly over the course of hundreds of thousands of lines, it received
a very low score.

Table1 provides our results. The name of the match candidates is each variable’s
names from the pipeline and aggregator files, respectively. The score represents how
close to a perfect match the candidate is. As can be seen, the cluster match performed
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Fig. 4 RedHat data pipeline flow [18]

Table 1 Case study match candidate scores

Match candidate Score

ClusterID, cluster_id 0.108

Organization, organization 9.834× 10−6

partition, partition 1.131× 10−15

with a very high score, while the others had very low scores, indicating that the cluster
match is the best for clustering.

Threats to Validity: We expected the score for both cluster ID and organization
to be as higher than the actual reported value, but after examination of the log files,
it became clear why. The aggregator file would print multiple messages for each
received message, with each including the organization and cluster ID. This meant
that the aggregator would print organization and pipeline at least 5 times for every
message sent from the pipeline. These repeated values skewed the ratios for unique
values and matches. This ultimately posed no problem to our data set; however,
another data set may be afflicted with false-positives from such a situation. Our
proposed method always provides an output, so whether there is a real connection
between two files cannot be determined, only if there are any matches, which match
appears to be themost relevant. However, if theweighted score for the primary output
is exceptionally low, then there’s a chance there is no true correlation. Of course,
to what extent the score must be to be considered exceptionally low depends on the
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data set. While intended to work on generic data, some knowledge of the data set
would be useful to accurately understand the results.

5 Conclusion

This paper proposed a unique method for multi-file log matching in a distributed sys-
tem. It provides researchers with a general method for further analysis in distributed
systems using datamining techniques. Thismethod enables to analyze security leaks,
patterns, and intrusions across the distributed system using a centralized approach.
We demonstrated the approach on a case study involving two production systems
and proved that our method produces correct results on a generic system. Our long
term goal is to provide methods for message tracing and automated security checks
in the distributed system.

Our test cases set the weights ratio to 1.0; however, this requires deeper knowl-
edge about the data set to set weights.Machine learningwould be optimal for training
the weights prediction for a particular data set.

The method we propose attempts to cluster log statements together with a single
variable. In future work, we will cluster log statements based on multiple variables.
This would prove useful for data sets where events have more than a single identifier.
In our data set, each pair of organization and cluster ID were unique, whereas when
only considering the individual values, organization and cluster ID was not unique.
Even after clustering based on cluster ID, there may be a few incorrect cluster points.
A combination of both organization and cluster ID would be the most accurate. If
cluster ID were not unique, the single variable clustering algorithm would not be
sufficient. Our approach could also cluster more files, and performance needs to be
assessed.
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A Study on Classification and Integration
of Research on Both AI and Security
in the IoT Era

Ryoichi Sasaki, Tomoko Kaneko, and Nobukazu Yoshioka

Abstract With the arrival of the Internet of Things era, research combining AI
and security is increasing. Because there are various types of research on both AI
and security, the authors examined the classification of this research. There are four
types of research related to both AI and security: (a) attacks using AI, (b) attacks by
AI, (c) attacks on AI, and (d) security measures using AI. The research status and
issues for each type were clarified. To realize highly secure measures using AI, we
proposed combining the measures using AI with the three types of attacks to create
a counter-measure that anticipates future attacks.

Keywords Security · AI ·Machine learning · Integrated research · IoT

1 Introduction

With the advent of the Internet of Things (IoT) era, research on artificial intelligence
(AI), centering on machine learning, has regained attention in various fields. On the
other hand, in this era, ensuring security is more important than ever. Therefore,
research related to both AI and security is increasing. A Google Scholar search using
the keywords “Cyber SecurityANDArtificial Intelligence” revealed that the searches
increased from 1870 in 2007 to 17,000 in 2019, about a ninefold increase.

Because there are various types of research on both AI and security, the authors
classified the types. The authors determined that the types of research related to both
AI and security are the following:
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(a) Attacks using AI
(b) Attacks by AI
(c) Attacks on AI
(d) Security measures using AI

In addition, the status and issues for each research type were clarified. Then,
to realize highly secure measures using AI, we proposed combining the measures
usingAIwith the three types of attacks.Unfortunately, securitymeasures have always
reacted to attackers. We believe that an integrated approach that anticipates future
attacks is indispensable for solving this problem and achieving security measures
that are at least partially beyond the abilities of attackers.

There is a great deal of research related to each of the above types, but no approach
has attempted to classify and to integrate them all for achieving higher security.

Section 2 presents the classification of the four types of research and the status
and issues for each type. Section 3 describes a proposed integrated approach that
combines these types.

2 Classification of Research on Both AI and Security

2.1 Attacks Using AI

In the future, incidents of cyber attackers using AI are expected to increase. The most
basic type of attack would be to use AI to automate the attacks that humans once
did. Consider the following recent example.

Bots have been used in attempts to purchase tickets for events such as concerts.
To prevent access by bots, image authentication, which is difficult for computers to
read, is used (see Fig. 1). However, it seems that AI has been used to improve the
decoding ability of bots to perform image authentication. For example, in the case
of the eplus Inc. website in August 2018, more than 90% of the access for ticket
purchases was by bots.

Malware with AI functions will surely be used for attacks in the future.We believe
that various types of minormalware with AI functions will invade and cooperate with
each other to attack the most vulnerable environment. At a minimum, on the research
level, it is important to consider future measures to counter such attacks.

There has been much research on attacks using AI (See [1–3]). A method of using
AI, instead of simple automation, to evade security measures and to attack a target
has been proposed recently. One example is DeepLocker. IBM Research developed
it and announced it at Black Hat USA in August 2018 [3]. DeepLocker adopts the
“AI-embedded attack” approach, which means the attack is embedded in the AI
mechanism itself. Therefore, the attack is difficult to analyze because the process is
black boxed, and it can avoid detection by security countermeasure products. Various
attack methods that improve upon this have been studied recently.
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Fig. 1 Example of image authentication screen

2.2 Attacks by AI

One of the biggest problems facing humanity is that an AI entity with the ability to
surpass humans may have malicious intent and endanger human lives or society as
a whole.

Google researcher RayKarlwitz has said that anAI rebellion due to transcendental
singularities could occur by2045 [4]. In addition, famousphysicist, StephenHawking
has said, “The development of full artificial intelligence could spell the end of the
human race” [4].

On the other hand, Japanese researchers have strong opinions that an AI rebellion
will not occur [5].

First, current research is focused on “weak AI (dedicated AI)” rather than “strong
AI (general-purpose AI).” It is difficult for weak AIs to have general-purpose capa-
bilities and they typically cannot create higher-level AIs spontaneously. Even if a
rebellion occurs, it can be suppressed by giving the AI system a constraint such as
the “Three Laws of Robotics” devised by the science fiction author Isaac Asimov.

Former University of Tokyo professor Toru Nishigaki has said, “Fear of an artifi-
cial intelligence rebellion in the West is rooted in the fear of becoming a creator on
behalf of God under the influence of monotheism” [5].

The present authors think that the possibility of an AI rebellion is extremely low.
However, as seen with the Fukushima nuclear power plant accident, which occurred
after the 2011 earthquake and tsunami in Japan, the ability to correctly perceive risks
to human society can be inadequate. There is also a strong possibility that a rebellion
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will be irreversible if it occurs. Therefore, it is still important to monitor the evolution
of AI carefully.

Research is needed to applymeta-constraints (e.g., the “Three Laws of Robotics”)
to prevent a rebellion. Additionally, if AI evolves spontaneously, it will be neces-
sary to conduct research that confirms via simulations whether the rebellion can be
suppressed.

2.3 Attacks on AI

Figure 2, which was created with reference to [6], shows the four types of attacks on
AI systems. The following describes them.

The first type of attack is stopping the machine learning system and stealing file
and communication path information. Since this is basically the same as an attack
on a conventional system, it is excluded here.

The next type of attack is the noise-added attack that induces misclassification
by the trained model. If noise is added to the judgment/prediction data, the accuracy
of judgment/prediction may be reduced, possibly inducing misjudgment. A well-
known example is an attack on a system that determines the name of an animal. In
that attack, minute noise is added to the image of a panda to cause it to be misjudged
as a gibbon [7].

Fig. 2 Overview of machine learning usage patterns and attack methods
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The third type of attack is creating inappropriate judgment by intentionally giving
biased training data for machine learning. An infamous example is Microsoft’s
chatbot “Tay.” Microsoft intended for Tay to learn how to chat by crowd sourcing;
however, malicious users cooperated and repeatedly input discriminatory remarks.
Tay began repeating those discriminatory remarks.

The last type of attack is causing information leakages by inputting/outputting
data to/from a learning model. In a machine learning system, information related to
training data may be leaked from the input/output of the judgment/prediction engine.
For example, facial recognition systems use facial images as training data and as
information to identify individuals. The facial images of individuals used as training
data will likely have a large influence on the input/output of judgment/prediction
engine (See [8]).

These are important subjects and fields in which various types of research are
being conducted, but it is thought that research in the second and third types should
be accelerated.

2.4 Measure Using AI

2.4.1 Overview of Methods

In this section, we discuss the approaches that use AI for security measures.
Renowned security expert Bruce Schneier has said that introducing AI security
measures can improve situations in which the attacker has an overwhelming advan-
tage [9]. Therefore, research in this field is important. AGoogle Scholar search on the
approaches of using AI for security measures produces many papers (e.g. [10–13]).

Applications of machine-learning-based AI that are currently being used for
security measures include the following:

• Malware detection
• Log monitoring/analysis
• Continuous certification
• Traffic monitoring and analysis
• Security diagnosis
• Spam detection
• Information leaking

Various companies have released security measure tools that use AI, and those
companies describe themerits on their respectivewebsites.However, there is a lack of
verifiable experimental results acquired using these tools, and it is thus unclear what
their actual effectiveness is in practice. Accordingly, research on security measures
using AI is expected to be highly important, both at present and in the future.
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2.4.2 Research of Authors

The present authors are currently conducting the following research regarding the use
of AI for security measures. Namely, we are researching the use of machine learning
to create an automatic identification system that prevents targeted attacks by C&C
servers by identifying and restricting communication with suspected servers before
they attempt to communicate with a server (see Fig. 3).

In the targeted attacks that have become common in recent years, various commu-
nications are performed between a C&C server and a server infected with malware.
Once a C&C server has been identified, it is put on a blacklist which restricts future
communications with that server to prevent damage.

However, such a blacklist only has information about C&C servers that have
attacked a server, so there is a possibility that an unknown C&C server can gain
access. Therefore, we used information from DNS, WHOIS, and VirusTotal (a virus
database), along with tools such as neural networks, to create a discriminant model
that distinguishes between normal and C&C servers. Suspected C&C servers are
put on a blacklist and communication with them is restricted before they try to
communicate with a server.

When the actual data is applied to this method, a detection rate of about 99.3%
was obtained [12]. It was also revealed that the detection rate could be 98.9% by
using only information that is difficult for an attacker to detect [13].

Fig. 3 Automatic C & C server identification system for targeted attacks
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2.4.3 Problems in AI Application and Countermeasures

Below are some of the problems that occur when using AI for security measures.
Solving these issues is crucial for the development of a successful AI-based security
system.

First, it is desirable for an AI system, especially a machine learning system, to
obtain a properly classified large-scale dataset, but obtaining such a dataset in this
field is generally difficult. In particular, the characteristics of cyberattacks often
change over time, so it is difficult to obtain a large enough amount of data in each
period of time.

Furthermore, machine learning systems can typically improve accuracy only at
the cost of increasing false positives. However, antiviruses should not incorrectly
classify and block good applications, and the false positive rate should ideally be
less than 1%. Therefore, if the false positive rate of an AI security system is high
and cannot be reduced on its own, it will be necessary to combine the AI with a
mechanism that can sufficiently reduce this rate.

Additionally, in the security field, it is desirable that a result be “explainable,” but
advanced machine learning algorithms, such as neural networks and deep learning,
are often difficult to grasp in an intuitive manner.

3 Consideration on Integrated Research Approach

We have described the status and remaining issues for the four categories of research
concerning attacks and preventative measures involving AI. Although the depth of
each category is important, it is difficult to link them to results that increase the
probability of advancing beyond the abilities of attackers. Therefore, as shown in
Fig. 4, we think that it is necessary to create a model that can evolve to protect
against new malware by combining the attacks discussed in previous sections with
security measures using AI.

By combining the concept of attacks using AI with that of security measures
using AI, it may be possible for the AI to analyze prior attacks and to estimate future
attacks. The AI would then be able to respond to new attacks. To achieve this, the
present paper proposes the following approaches.

First, a security expert conceives of new attack methods, selects the likely ones,
devises efficient countermeasures, and incorporates them into the system. At the
same time, it is necessary to consider the establishment of a system for responding
properly and a mechanism for preventing unauthorized use.

Next, an AI method that uses a multi-agent is needed. The authors’ collaborators,
ProfessorHiroshiYamaki and colleagues, have developed a co-evolutionmodel using
multi-agents, as shown in Fig. 5 [14]. Here, the model for attacking malware and
the defending system are evolving and weeding each other out. By implementing
an evolving countermeasure that predicts likely future attacks, the possibility of
advancing beyond the abilities of attackers increases.
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Fig. 4 Integrated approcah to both AI and security

Fig. 5 Prediction method for similar malware with new functions
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Every time there is a newattack,moredata is collected, and, byusing the analogical
process, future attacks can be inferred. Measures against anticipated malware can be
incorporated in advance, and can pre-emptively defend against attackers.

Also, by considering the combination of attacks byAI and securitymeasures using
AI, similar to the multi-agent method described above, an early detection method for
an AI rebellion could be developed. When an AI begins to take wrong actions due to
accidents or fraud, there is a possibility that a security countermeasure system using
AI can detect these anomalies in advance.

Finally, by combining attacks on AI and security measures using AI, it is possible
to develop a security system that counters the attacks on AI.

Thus, by combining the three types of attacks with security measures using AI,
it is possible to deal with various cyberattacks, including anticipated attacks, and
it will be easier to construct an AI system for security measures that is resistant to
attacks on and by AI. Although prediction of every future attack is impossible, there
is a greater possibility of advancing beyond the ability of attackers.

We think these methods and their effects will be important research topics in the
future. A common platform for cyberattack/defense experiments and risk assessment
is required to judge whether a given method is a good countermeasure.

4 Conclusions and Future Work

In this paper, we first analyzed research onAI and security and clarified the following
types:

(a) Attacks using AI
(b) Attacks by AI
(c) Attacks on AI
(d) Security measures using AI

Next, the research status and issues of each research type were clarified. Then, to
realize highly securemeasures that useAI and to improve the possibility of advancing
beyond the abilities of attackers, we clarified how to combine securitymeasures using
AI with the three types of attacks.

In the future, we plan to refine these approaches, to select the integrated methods
that are considered highly effective, and to evaluate them by experiments.
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Safe Internet: An Edutainment Tool
for Teenagers

Han-Foon Neo, Chuan-Chin Teo, and Chee Lim Peng

Abstract Commonly,most people especially teenagers nowadays do not have a high
awareness of their Internet privacy. This is due to lack of cybersecurity knowledge
to protect their data and sensitive information. Although there are existing security
systems to protect user’s online information, there aremany attacks to bypass in order
to steal user information. Teenagers have become an easy target on the Internet. In
this paper, an educational tool is designed to provide necessary basic cybersecurity
and privacy knowledge targeted at teenagers. The aim is to create a mobile learning
platform to educate the teenager towards Safe Internet. To increase user retention in
using the learning materials, the app design has to be attractive, colorful and fun.
There are three features available, namely Learning Materials, Quizzes and Games.
The learningmaterials comprises three fundamental issues for instance cybersecurity,
network and program security, network privacy and data protection. There are two
quizzes available currently to evaluate user’s understanding after learning. Total
scoreswill be computed for the number of correct answers to indicate user proficiency
in Safe Internet. Last but not least, hands-on games are designed to assess user’s
practical skills in using the Internet. The experimental results of 35 respondents show
that more than 50% of them are satisfied and think that the proposed educational tool
is effective, learnable and interactive.
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1 Introduction

Nowadays it is often reported that Internet privacy awareness among teenagers is very
low. The reason being teenagers do not care about keeping their personal information
safe and private. This is a critical problem worldwide as the number of teenagers
using the Internet has amplified significantly. In a survey, 22% of teenagers used
their social networking sites at least ten times daily while more than 50% of them
accessed to social networking sites at least once a day. 75% of them have their own
smart phones for the purposes of social networking, texting and instant messaging
[1].

The Internet and smart devices have become an essential part of our lifestyle.
Lack of awareness towards cybersecurity and privacy is one of the biggest issues
today. Many efforts had been implemented to prevent cybersecurity issues online,
but cyber attackers still managed to hack the system and access to the information
and data. According to the data from the FBI, since 2016, there were more than 4000
cases of ransomware attacks everyday which was a 300% increase as compared to
a thousand cases daily in 2015. The issue has not been solved mainly due to lack
of knowledge, low awareness and do not know what to do after attacked by the
malicious people. Many people use and rely on their digital devices daily but do not
know how to strengthen the security of the devices. Every day, many teenagers are
new to the Internet and technology but unfortunately, they are not taught the basic
knowledge about cybersecurity and privacy.

Cybersecurity is one of the most critical issues in the Internet era [2]. It is an
important issue due to the increasing number of risks and technological devices that
we possess. It was reported that there was a correlation between user knowledge and
online privacy behavior. Having a greater sense of privacy awareness was positively
associated with better controlling of social networking privacy profiles [3]. In a study
of 236 teenagers, 60 of them had affected by online scams and fraud [4]. Online
scammers preferred to exploit teenagers explicitly to steal their identity because they
could open a new credit account easily with their clean slate of credit [5].

The traditional mode of delivering cybersecurity and privacy training is through
a trainer at a dedicated schedule in a physical classroom. In contrast, the idea of
this paper is to design a mobile app where students can learn at their own pace
and anytime they want to. The learning contents are designed to be educational
and interesting which consists of three aspects, namely cyber security, network and
program security, network privacy and data protection. The materials are designed to
be simple to understand, easy to read and suffice for novice Internet users especially
teenagers.

Subsequently, quiz is another highlight of the application. Various questions are
designed based on the learning materials in order to assess user’s cognitive learning
process. In addition, challenges of real life scenarios are embedded into the games
feature so that users can applywhat they have learnt. This function is practical, hands-
on and state-of-the-art due to its distinctiveness compared to other existing related
applications. In a nutshell, the application is user friendly and flexible to provide clear
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and sufficient information so that users can have enjoyable and hedonic experience.
The concept of edutainment should rouse the user’s interest to interact with the
application to learn of the Internet threats, and to protect their online privacy as their
top priority.

2 Cybersecurity and Privacy

The Internet and technology have become an integral part of today’s generation of
people, from communicating through instant texts and emails to banking, shopping,
studying and travelling, it connects every aspects of life. As the cases of identity theft,
internet fraud and cybercrimes are constantly on the rise, education is the pathway
in addressing the issue.

Cybersecurity is defined as technologies and processes used to protect computers,
hardware, technology devices, software, networks and data from unauthorized access
and vulnerabilities. It is supposed to protect the Internet and Web from unauthorized
alteration and access. However, it is being abused all over the Internet for instance
hackers attacking someone’s digital devices by accessing through their personal data.
There are various types of attacks and it has extended to incorporate individual’s
assets and resources [6] for example malware, account hijacking, DDoS, malicious
script injection, malvertising, DNS hijacking and defacement.

Privacy is a personal private information that should be kept as secret while infor-
mation privacy refers to the right to have control over how our own personal infor-
mation is used and collected. It is our responsibility to know who collects what
information and how it is going to be used [7]. Most of the teenagers did not know
how to protect their privacy and the importance of privacy when they often give up
their personal data freely to join various social networks or to obtain free gifts. In
addition, it is perceived a common lifestyle to share photos and locations to the social
network. It has now become amajor concern in the Internet due to enormous quantity
of data available publicly [8]. Little did the user know that private information of
every Internet user can be acquired by anybody at any place and at any time through
the network. Most importantly, the risk of sharing sensitive information enabled the
possibilities to use this information to predict confidential data such as password [9].

Thus, practicing a safe internet approach is vital and parents should have taken
parental control for teenagers who use the computers, Internet and smart devices.
This is because at times, teenagers do not recognize the risk of certain actions such
as pornography and malicious links when they surf the Web [10]. On the other hand,
usage of public Wi-Fi will also make them an easy target for cybercriminal.

Before designing the conceptual framework, an analysis had been carried out
with other state-of-the-art related mobile cybersecurity and privacy applications.
For instance, “CyberSecurity” is a learning platform that includes cybersecurity
materials, news, chat and quiz. The materials are comprehensive which covers many
cybersecurity aspects but it is purely text-based and not attractive. On the other
hand, “Cybrary” is an open sourced cybersecurity learning application with a purely
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content feed platform. User can enroll the courses and obtain a certificate after they
have successfully completed the learning process. However, in order to get certified,
user needs to pay and attempt for the test.

“WebMe” is a 5-stages game application which is interactive and easy for user to
learn to raise the awareness of cybersecurity and privacy protection. The application
shows clearly the rules and processes to complete a set of tasks without falling prey
to cyber criminals. Whether or not the user had answered the question correctly, a
reasoning of the topic would be reinforced to the user. Last but not least, “TechSafe
Privacy” is an information learning application about online privacy for adults and
children. User can choose to learn the knowledge of online reputation, privacy, and
identity theft. User also can choose to take quiz to test knowledge. Help feature is
available to facilitate and provide guidance.

3 Methodology

Figure 1 shows the research conceptual framework. There are altogether three
processes applicable to the users. User can choose to learn, do the quiz or play
the games. Learn section consists of three learning modules, namely cyber secu-
rity, network and program security, network privacy and data protection. On the
other hand, there are two distinctive quizzes available in the Quiz section. After the
user chooses the quiz, the application will display the question. The application will
display the score to the user after the quiz is completed. Once click on the Games
button, the application will show the rules to the user. The user can read and learn the
rules before starting the games. If the user fails on one of the levels of the game, the
application will display the reason of the failure. It helps the user to replay the games
in order to complete the session. After the user has passed all levels, the application
will display a congratulatory page to the user.

Fig. 1 Safe internet conceptual framework
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This research adopts the experimental design which include pre-test and post-test
experiments to determine user’s perception of the Safe Internet tool using conve-
nience sampling approach. In the pre-test, a survey was conducted to a total of 30
respondents. Data collection was conducted from 30th July 2018 to 19th August
2018. Post-test experiment focused in the usability and survey method, 35 volun-
teers were required to explore and test the features of the tool followed by filling up
the survey form. The survey form consisted of 15 statements to evaluate their percep-
tion on the tool. 5-point Likert Scale was used to evaluate their level of agreement
with 1 represents “Strongly Disagree” to 5 which refers to “Strongly Agree”. The
whole testing process for each volunteer took around 30 min to 45 min. The testing
has been carried out from 28 January 2019 to 8 February 2019.

4 System Design and Interfaces

Figures 2 and 3 show the main menu scene which consists of three options which
are “Learn”, “Quiz” and “Game” and three types of learning materials related to
cybersecurity and Internet privacy. The materials are designed to be simple, easy-to-
learn and attractive targeted at teenagers aged 11 to 18. Specifically, the topics are
“Introduction to Cybersecurity”, “Network and Program Security” and “Privacy and
Data Protection”.

Figures 4, 5, 6 and 7 show the samples of learning materials. The topic has been
chosen and curated according to the needs and suitability to teenagers. Figure 8 and
9 illustrate the samples of quizzes. There are a total of two quizzes with multiple
choice. and user needs to answer all the questions. If the user has picked the wrong
answer, a dialog box would appear to provide simple explanations.

The games are designed to be hands-on and practical to improve user’s
psychomotor skill in practicing the Safe Internet strategies in real life. The games
require the user to complete a set of tasks when surfing the internet, but the user need
to be mindful of cybercriminal attack. The game consists three levels with different
set of tasks. Examples of games are shown in Figs. 10, 11, 12 and 13. In Fig. 10 a
stranger initiates a conversation with the user and the user needs to react by config-
uring the “Setting” at the top right corner of the chatroom to block the stranger from
appearing anymore. If the player attempts any conversation with the stranger, he/she
fails this task.

Figure 12 is another illustration of what action should the user performed when
meeting with strangers. It shows that after blocking the stranger, a hint light bulb
button appears. The user will need to click the button and a message box will pop out
asking the user the consequence of strangers appearing and attempting conversation
in a chatroom. The user should click “Yes” to complete Level 1 of Safe Internet.
Hence, it demonstrates that the layer has learnt to protect themselves by rejecting
any communicationwith suspicious strangerwhile resorting to report to their parents.
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Fig. 2 Main menu

5 Results

In the pre-test, 50% of respondents were females and another 50% were males. In
terms of age, the highest percentage of 18 years old was 30% while 20 and 21 years’
old both were 20%. Age 19 had 16.7% while age of 17 occupied 10%. 22 year-olds
had only 3.3%.

Table 1 summarizes some cybersecurity and privacy issues affected by the respon-
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Fig. 3 Learning materials
topics

dents. 53% of the respondents were aware of their identity would be stolen and 46.7%
did not. In assessing the method to set passwords, 36.7% would use numbers only,
36.7% used the combination of numbers and letters and the remaining used a more
secure method, which consisted of symbols, numbers and letters. Undoubtedly, a
high percentage of respondents used the same password for every online account
that they own i.e. 70% and only 36.7% of respondents had taken into consideration
the setting of the privacy function of their online accounts. 63.3% of respondents
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Fig. 4 Main menu

admitted that they did not have basic cybersecurity and privacy knowledge. Majority
would just use the public Wi-Fi and did not aware if it was malicious. In terms of
accessing unknown links, 70% would click on it without checking its authenticity.
Phishing is not widely recognized by the respondents as 60% of them did not have
any idea about it and did not recognize malicious emails.
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Fig. 5 Learning materials
topics

As for the post-test results, out of 35 respondents, one of them aged 10, 2 of them
aged 11, 12 and 13, 5 of them aged 14, 8 of them aged 15, 6 of them aged 16, 3 of
them aged 17, 5 aged 18 and 1 aged 19. 57.1% are males while 42.9% are females.

71.4% of them agreed that after using the app, they had learnt some basic cyber-
security and privacy knowledge and there was also 14.3% of respondents strongly
agreed while 2.9% of respondents disagreed. On the other hand, 57.1% agreed that
they had learnt the importance of the online privacy with the support of another
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Fig. 6 Main menu

28.6% of the respondents strongly agreed. More than half of them strongly agreed
that Internet privacy is of utmost important while 74.3% agreed that they were now
more aware of identity theft. 65.7% of respondents would set stronger passwords for
all their accounts and 68.8% were more aware of their Internet privacy when they
are surfing Internet after using the app.

Generally, the respondents felt that the Safe Internet application was interactive,
easy to learn to use, and useful. They also suggested that the notes were easy to
read, the quizzes were interesting, and the games were fun. In summary, they would
recommend their friends to use this app.
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Fig. 7 Learning materials
topics

6 Conclusion

The app is created as one of themobile educational tools to learn the basic knowledge
of cybersecurity and Internet privacy. It provides various innovative features such as
learning materials, quizzes and games to engage teenagers’ attention to focus and
increase their learning motivation. The app is just in time as Internet is becoming our
daily lifestyle and a low awareness of cybersecurity and privacy exposed the users
to easily become a target of identity theft or other cybercrimes.

The learningmaterials consists of three topics, namely Introduction to Cybersecu-
rity, Network and Program Security and Privacy and Data Protection. The materials
are designed to be colorful, easy to read and precise while the contents had been
curated to include the fundamental theme for instance types of hackers, threats,
password setting mechanism, protecting the privacy and others. Besides learning,
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Fig. 8 Main menu

users could assess their level of understanding through quizzes. Currently, there are
two sets of quizzes which comprise of 10 questions each. The quizzes are easy to
play whereby users just need to tap on the correct answer. Finally, users could enjoy
themselves by playing the games. The games are designed to be hands-on where
users need to complete a set of tasks related to cybersecurity and privacy.
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Fig. 9 Learning materials
topics

The experimental results show positive feedback from the respondents. They
agree that Safe Internet is an effective tool to learn and increase their understanding
on cybersecurity and Internet privacy.
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Fig. 10 Main menu
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Fig. 11 Learning materials
topics
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Fig. 12 Main menu
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Fig. 13 Learning materials
topics
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Table 1 Cybersecurity
versus privacy issues affected
by respondents

Cybersecurity Privacy

Using the same passwords for
all applications

Stolen identity / spoofing

Using public Wi-Fi anytime
available

Not adjusting privacy setting
for all applications

Do not know what is phishing Less awareness on the need to
have privacy

Unable to recognize malicious
emails
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Predictive Analytics Service for Security
of Blockchain and Peer-to-Peer Payment
Solutions

Svetlana Boudko, Habtamu Abie , Mirna Boscolo, and Davide Ferrario

Abstract The blockchain and Peer-To-Peer Payment solutions become adopted by
financial institutions. While these changes bring significant service benefits they
also increase the risks and vulnerabilities of the financial services. In this paper, we
investigate, develop, and evaluate machine learning (ML) algorithms for predicting
attacks on blockchain nodes and a Peer to Peer payment system.We have evaluated a
set ofmachine learning algorithms that include classificationMLalgorithms from the
scikit-learn library.Wedemonstrate that the proposed solution is able to predict cyber-
physical attacks close to 100% accuracy. We have implemented a service prototype
as a proof of concept. The prediction is done based on the collected data of the
blockchain and peer-to-peer payment nodes. For the evaluation of the algorithms, a
set of highly reputable classification metrics has been selected and applied.

Keywords Predictive analytics · Security ·Machine learning · Deep learning ·
Blockchain · Peer-to-Peer payment

1 Introduction

The financial sector develops into a highly digitised and interconnected industry. The
real-time payments infrastructure changes drastically the ways the financial world
operates. The recent advances in the ICT technologies like BigData, Internet of
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Things (IoT), Artificial Intelligence (AI), blockchains, mobile Apps, Cloud services
and web infrastructures connected with the financial technology innovations have
caused an explosion of the financial transactions. While this development brings
significant benefits for the customers and financial institutions, it also drastically
increases the risks and vulnerabilities of the financial services. This expands the
attack surface and complicates attack detection. Thefinancial sector is reported as one
of the infrastructures exposed to highest cyber risks [1, 2]. To address this challenge,
there is a need for intelligent predictive analytics for immediately predicting complex
attacks and allowing mitigation actions before the attacks occur.

Blockchain solutions become widely adopted by financial institutions to secure
the payment system. Once considered as a very reliable solution, the attacks on
blockchain are now also reported to be a serious threat. Peer-to-Peer (P2P) Payment
is another solution of electronic money transfers that has been successfully deployed
due to the rapid technological development ofmobile devices and applications.While
the number of the customers grows rapidly, the attackers follow the development by
detecting and exploiting vulnerabilities in blockchain solutions [3].

To predict and prevent these attacks, financial institutions require an advanced
cyber-defence infrastructure that facilitates the prediction and identification of
complex attack patterns. For this purpose, we have designed and developed a predic-
tive analytics service (PAS) as a component of the FINSEC (https://www.finsec-pro
ject.eu/) platform. A set of machine learning algorithms has been selected, evaluated
and applied for training MLmodels. These models are utilized by the PAS to predict
attacks.

The major contributions of the paper are: (1) The definition of the architecture
and the workflow of the system; (2) The selection of a set of evaluation metrics
and the evaluation of a set of machine learning models for attack prediction; (3)
The design and development of a proof-of-concept, a prototype of the predictive
analytics service and the successful testing and validation of it; (4) The prediction
of cyber-physical attacks close to 100% accuracy; and (5) The outline of a roadmap
for the future work.

2 Related Work

Machine Learning (ML) andDeep Learning (DL) are used to predict security attacks,
threats, and anomalies [4–6]. The analysis in this section, focuses on ML and DL
applications to blockchain and P2P payment solutions.

A number of work in the area of ML and blockchain exist. Dey [7] proposes a
methodology for using intelligent software agents to monitor the activity of stake-
holders in the blockchain networks to detect anomaly such as collusion, using super-
vised machine learning algorithms and algorithmic game theory. The author argues
that themethodology is capable of stopping themajority of attacks from taking place.
Dinh and Thiai [8] argue that a disruptive integration of AI and Blockchain will
reshape how we live, work, and interact, and summarize existing efforts and discuss

https://www.finsec-project.eu/


Predictive Analytics Service for Security … 73

the promising future of their integration. Scicchitano et al. [9] define an encoder-
decoder deep learning model trained exploiting aggregate information extracted
by monitoring blockchain activities to detect anomalies in the usage of blockchain
systems. Their main contributions are the identification of a relevant set of features
computed on blockchain logs describing network status in determined time steps, and
the usage of a sequence-to-sequence neural network model to recognize anomalous
changes in the blockchain network. Podgorelec et al. [10] propose amachine learning-
based method for automated signing of blockchain transactions, including also a
personalized identification of anomalous transactions. They envision the method to
be included within the software that operates on top of blockchain technology and
with so-called blockchain-based user wallets, and the anomaly detection system to
operate and store the data (i.e., anomaly detection model) on a user device.

In the area of P2P payment services, Lara-Rubio et al. [11] identify the factors
affecting the intention to useP2Pmobile payment. They analyse consumers’ adoption
of P2P mobile payment services, review of previous literature in this field, identify
the main factors that determine the adoption of mobile payments, and then perform
a logistic regression (LR) analysis and propose a neural network to predict this
adoption. From this analysis, they conclude that six variables significantly influence
intentions to use P2P payment: ease of use, perceived risk, personal innovativeness,
perceived usefulness, subjective norms and perceived enjoyment. The authors argue
that with respect to the nonparametric technique, the multilayer perceptrons (MLP)
prediction model for the use of P2P payment obtains higher AUC (area under the
ROC (Receiver Operating Characteristic) curve values, and thus is more accurate,
than the LR model. Soni and Bhushan [12] present a comprehensive survey on
blockchain, working of blockchain, security analysis on blockchain, privacy threats
for blockchain and potential applications of blockchain, in a decentralized blockchain
as well as distributed public ledger technology in P2P networks.

Our work is similar to most of the above work in the application of ML, DL, and
AI to predict cyber security attacks, threats and anomalies in blockchain and P2P
payment environments. However, our work differs in the prediction of combined
cyber-physical security attacks, threats, and anomalies, and our service operates in
real-time.

3 System Overview

The PAS is a part of the FINSEC platform. In this paper, we limit the overview
of the platform operation to the PAS and its communication with the involved
FINSEC components. Our work uses a proper data model that provides an inte-
grated representation of physical and cyber assets and their relationships, to operate
on data and to define the scope of the prediction algorithms. This data model named
FINSTIX extends the Structured Threat Information eXpression (STIX) 2 standard
[13] combining information coming from both physical and logical worlds, thus
supporting predictions and defences against both cyber and physical threats.
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Fig. 1 A view of the PAS showing the data flow between the involved components

3.1 Predictive Analytics Service

The operation of the PAS is depicted in Fig. 1. We outline the system architecture
and define how the workflow is implemented. The main purpose of the PAS is to
predict cyber-physical attacks and report these results to the Data Layer. The service
considers various types of attacks that include both cyber and physical attacks. The
workflow is implemented as follows. The probes of the P2P Payment and blockchain
nodes monitor different parameters of the system, and collect the observations.

The results are translated into FINSTIX objects representing events and inserted
in the Data Layer. The Data Layer implements an OpenAPI end point that streams
the received data in a real-time manner. The PAS operates in real-time. It listens to
the data stream. When a new event is received it is processed and analysed by the
prediction methods. For the analysis, the ML and DL models have been pre-trained
and stored in the Models Repository. If an attack is predicted the PAS generates an
attack object and inserts it in the Data Layer. The Mitigation Service listens to the
Data Layer. When a new attack is received a new course-of-action (CoA) object
is generated and inserted in the Data Layer. It triggers the generation of a policy
object by the Mitigation Enabler. This object is inserted in the Data Layer and will
be received by the probe. The probe applies the measures in compliance with the
received policy.

3.2 Predictive Analytics Service in the Big Picture

The FINSEC Reference Architecture (RA) as shown in Fig. 2 is structured as a
layered view with a clear separation of functions between the different levels. The
Field Tier represents the lowest level where the FINSEC platform gets raw data
and events through the cyber-physical probes. The Edge Tier represents the level
of the RA gathering the data sent in real time from the probes in the form of raw
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Fig. 2 Implementation of the predictive analytics service in the FINSEC RA

events to be analysed and detected as attack patterns by the upper layers of the
FINSEC system. It is composed of Data Collector and Mitigation Enabler. The Data
Tier represents the FINSEC Big Data Infrastructure with databases dedicated to the
storage of the events coming from the Field Tier, to the knowledge base rules for the
predictive and anomaly detection services, and to the security policies. The Service
Tier represents the applications that the FINSECproject has developed and integrated
in the FINSEC platform. It is composed of Anomaly Detection, Predictive Analytics,
Risk Assessment Engine, Audit and Certification, Collaborative Risk Management,
Mitigation and TLS Assistant. The last Upper Layer is the level of data sharing
and presentation and is composed of FINSEC Dashboard and Collaborative DLT
(distributed ledger technology).

The FINSEC RA thus provides capability to foster new, intelligent, collaborative
and more dynamic approaches to detect, prevent, and mitigate integrated (cyber &
physical) security incidents, intelligent monitoring, and data collection of security-
related information; predictive analytics (the topic of this paper) over the collected
data; triggering of preventive and mitigation measures in advance of the occurrence
of the attack; and allowing all stakeholders to collaborate in vulnerability assess-
ment, risk analysis, threat identification, threat mitigation, and compliance. All data
exchange between the FINSEC components is done using the data objects of the
FINSTIX data model. This model integrates information relevant to the security and
financial sectors. These objects are sequences of key-values passed as JSON strings.

Figure 2 depicts the implementation of the Predictive Analytics Service in the
overall FINSECRA, closing the adaptive loopof data collection (Monitor), Predictive
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Analytics Service (Analyse), andMitigation Service (Adapt), andMitigation Enabler
(Configure) through a feedback control loop. It works as follows. The probes of
the P2P payment and blockchain nodes push collected data to the Data Collector
using the FINSEC Data Collection API. The Data Collector (Monitor) stores the
collected data in the Big Data Infrastructure using the FINSEC Data Access API.
The Predictive Analytics Service gets data from the Big Data Infrastructure using
the FINSEC Data Access API and analyses the data, predicts security attacks and
generates x-attack objects in FINSTIX format, and stores this x-attack object to
the Big Data Infrastructure. The Mitigation Service reads the x-attack object and
suggestsmitigation action through theMitigation Enabler which in turn passes policy
objects with the course of action to the P2P payment probe to re-configure itself to
mitigate the predicted attack before it happens. This closes the end-to-end (e2e)
loop (flow) of the FINSEC RA and it has been tested and validated successfully.
Such preemptive inferring of future attacks [14] and increased (semi-)automation
can enable the prevention, detection, response and mitigation of combined physical
and cyber threats to critical financial infrastructure to be adapted to the predicted
attacks.

4 Evaluated ML Algorithms and Results

To ensuring the exchange of monitored information, a dedicated and protected envi-
ronment has been set up. It was built as a private and permissioned blockchain,
composed of a subset of blockchain nodes and a P2P payment system. To identify
abnormal behaviors on the P2P payment solution prior to attacks, end users’ habits
were analyzed. To assess the blockchain network behavior, the blockchain infrastruc-
ture was set up to monitor a set of parameters. In both cases, the analyzed parameters
are characterized by typical values for normal situations. Consequently, deviations
from these values can be interpreted as indicator of possible security threats/attacks.
Datasets were produced separately for each of the trends, and contained roughly
20,000 points for each trend. Further details of the datasets are restricted by the EU
regulations. The data were preprocessed in the temporal domain using a discrete
wavelet transform.

4.1 Evaluated ML Algorithms

In this work, the prediction of attacks is a typical classification problem. To address
the problem, we selected and evaluated a set of ML classification algorithms from
the scikit-learn, xgboost.python libraries, and the Keras API as follows.

• A number of ensemble methods [15],
• Support Vector Machines [16],
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• Decision Tree Classifier [17],
• K-Nearest Neighbors algorithm (KNN) [18],
• Stochastic Gradient Descent algorithm (SGD) [19], and
• Multilayer Perceptron classifier [20].

Ensemble methods represent a family of ML algorithms that build MLmodels by
aggregating the prediction models of several base estimators, thus improving robust-
ness of a single estimator. Two distinctive families of ensemble methods exist, aver-
aging methods and boosting methods. Averaging methods randomly select several
estimators and average their prediction results. This technique reduces the variance.
The aim of the boosting technique is to reduce bias. Several weak classifiers are
combined to produce a strong one. The following algorithms of this family have
beenused for the evaluation:RandomForestClassifier,AdaBoostClassifier,Gradient
Boosting Classifier, Extreme Gradient Boosting.

SVM is an ML method that builds hyperplanes in the feature space to classify the
points. The objective is to define the planes that maximise the distances between the
classes. The main idea of the K-Nearest Neighbors algorithm is to find a predefined
number of labeled points closest in distance to the new point, and use them to predict
the label of the new point. Stochastic Gradient Descent algorithm is an iterative
algorithm that performs optimization using gradient descent. It can also be used to
optimize neural networks, often for back propagation.

AMultilayer Perceptron classifier was trained and tested with the Keras API [20].
The neural network consisted of three layers (one hidden layers); we used Rectified
Linear Unit as the activation functions for the first two layers and Sigmoid function
for the final output layer; the loss functionwas binary cross-entropy and the optimizer
algorithm “adam”. The models were trained for 10 epochs and tested using a fivefold
cross validation. To train an Extreme Gradient Boosting model, the xgboost.python
librarywas utilized. For the rest of the algorithms,we used the scikit-learn library. For
the Random Forest, AdaBoost, Gradient Boosting, and Extreme Gradient Boosting
Classifiers, we used the following set of estimators:{100, 200, 300}.

4.2 Evaluation Metrics

To select themodels that are optimal or suboptimal for applying for specific scenarios,
datasets and/or selection of features, the evaluation is conducted using reputable
metrics. The optimal choice of these metrics is important for the evaluation process
to be able to interpret correctly themodel results.We have used the evaluationmetrics
that include: accuracy, precision, and recall, which are well established classification
metrics and are available in the scikit-learn. Accuracy (a) defines the ratio of correctly
predicted points to the total number of points. Precision (p) is the ratio of correctly
predicted positive values to the total number of values predicted as positive while
recall (r) is the ratio of correctly predicted positive values to all positive values.
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Combined together these metrics can give us a balanced view about how the different
algorithms behaved for specific scenarios, datasets, and selection of features.

To better interpret the evaluation results, a composite metric m has been defined
as a weighted average of the described above elementary metrics. The composite
metric is depicted in Eq. 1. In this work, all elementary metrics are considered
equally significant, and all weights are set to 1/3.

waa + wp p + wrr = m (1)

4.3 Results

The results of the evaluation of ML algorithms for the elementary metrics and the
weighted average are depicted in Figs. 3 and 4, respectively. In general, all evaluated
ensemble methods showed close to 100% results for all three metrics. More specifi-
cally, the weighted average of the Random Forest and the AdaBoost algorithms with
200 and 300 estimators was 100%. For 100 estimators, the Random Forest algorithm
performed slightly better than the AdaBoost algorithm. The SVM, KNN, and SGD
algorithms were considerably less efficient.

Based on the evaluation results of the algorithms, the models for the PAS were
built using theRandomForest andAdaBoost algorithmswith 200 and 300 estimators.
These model are deployed in the PAS and are used for the analysis of continuously
arriving data from the FINSEC probes and prediction of the attacks.
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Fig. 3 The evaluation results of the algorithms using the selected elementary metrics. The x-
axis shows the ML algorithms under evaluation. The y-axis shows the results of the classification
evaluation metrics
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Fig. 4 The evaluation results of the algorithms using the composite metric. The x-axis shows the
ML algorithms under evaluation. The y-axis shows the results of the weighted average metric

5 Conclusion and Future Work

In this paper, we developed the predictive analytics service (PAS) and its workflow.
We have selected a set of the ML algorithms and the metrics for evaluating these
algorithms. The results of this evaluation show that the ensemble methods achieve
favourable results for the investigated datasets. These were close to 100% for all
three metrics. However, we realize that more elaborate datasets are needed. Thus,
further data collection, feature engineering and method investigations are required
and planned for the next stage. Publicly available datasets will be considered. More
importantly, considering a conglomeration of metrics rather than one metric alone
gave us an experience of how a model selection process can be designed in the next
step. The algorithms have been tested and successfully validated using the metrics.
The ML models have been trained using these algorithms and deployed in the PAS
that can be used by the financial institutions.

In our future work, a deeper insight in how the performance metrics are used is
needed. To define how the models are selected for specific scenarios, datasets and/or
selection of features, the study will be performed using reputable metrics [21–23].
Since the prediction is done as a part of the service, which is supposed to be light,
the efficiency, scalability, stability and sensitivity of the ML and DL models are
important requirements and will be carefully investigated. Further, the automation
of the model selection and training process will be done for retraining the models
online with newly available data.

Since the data labeling process is expensive and not always possible, we plan to
apply unsupervised and semi-supervised learning. Using small sets of labeled data
with unlabeled data collected from the probes for retraining the models will improve
prediction results.



80 S. Boudko et al.

Acknowledgements This work has been carried out in the scope of the FINSEC project (contract
number 786727), co-funded by the European Commission in the scope of its H2020 program.
The authors gratefully acknowledge the contributions of the funding agency and of all the project
partners.

References

1. AKAMAI Homepage (2020). https://www.akamai.com/uk/en/multimedia/documents/state-
of-the-internet/soti-security-financial-services-hostile-takeover-attempts-report-2020.pdf.
Last Accessed 28 Sep 2020

2. ESRB Homepage (2020). https://www.esrb.europa.eu/pub/pdf/reports/esrb.report200219_sys
temiccyberrisk~101a09685e.en.pdf. Last Accessed 28 Sep 2020

3. Norges Bank Homepage (2020). https://static.norges-bank.no/contentassets/8c65f4c19bcb49b
e9e49985629b41968/financial_infrastructure2019.pdf?v=05/23/2019160249&ft=.pdf. Last
Accessed 28 Sep 2020

4. Xin Y, Kong L, Liu Z, Chen Y, Li Y, Zhu H, Gao M, Haixia (2018) Machine learning and deep
learning methods for cybersecurity. IEEE Access 6:35365–35381

5. Berman DS, Buczak AL, Chavis JS, Corbett CL (2019) In: A survey of deep learning methods
for cyber security, information 10:122

6. Wickramasinghe C, Marino D, Amarasinghe K, Manic M (2018) Generalization of deep
learning for cyber-physical system security: a survey. In: Proceedings 44th annual conference
of the IEEE industrial electronics society, IECON 2018, Washington DC, USA, Oct. 21–23.
PDF https://doi.org/10.1109/iecon.2018.8591773

7. Dey S (2018) A proof of work: securing majority-attack in blockchain using machine learning
and algorithmic game theory. I.J. Wireless Microwave Technol 5:1–9

8. Dinh TN, Thai MT (2019) AI and blockchain: a disruptive integration. 51(9):48–53, IEEE
9. Scicchitano F, Liguori A, Guarascio M, Ritacco E, Manco G (2020) A deep learning approach

for detecting security attacks on blockchain. CEUR-WS.ORG/Vol-2597/paper-19.pdf
10. Podgorelec B, Turkanovic M, Karakatic S (2020) A machine learning-based method for

automated blockchain transaction signing including personalized anomaly detection. Sensors
20:147

11. Lara-Rubio J, Villarejo-Ramos AF, Liébana-Cabanillas F (2020) Explanatory and predictive
model of the adoption of P2P payment systems. Behaviour Information Technology

12. Soni S, Bhushan B (2019) A comprehensive survey on blockchain: working, security analysis,
privacy threats and potential applications. In: 2019 2nd International conference on intelligent
computing, instrumentation and control technologies (ICICICT), Kannur, Kerala, India, pp
922–926

13. GitHub Homepage, Structured Threat Information eXpression (STIX) 2. https://oasis-open.git
hub.io/cti-documentation/
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Deterring SLCAs by Establishment
of ACSC Based on Internet Peace
Principles

Young Yung Shin

Abstract Currently, State-Led CyberAttacks (SLCAs), directly and indirectly
supported by various states, have increased continuously and the damage has been
significant. Events such as theWannaCry incident and the hacking of India’s nuclear
facilities can have devastating and fatal consequences. However, deterrence tech-
nology against cyberattacks remain insufficient, and cooperation among countries is
also inadequate. Prevention of SLCAs requires not only technical methods but legal
and policy solutions. Considering that Asian countries particularly are in the early
stages of ICT applications in the manufacturing industry as part of the Fourth Indus-
trial Revolution era, Asian industries overall and the digital economy are exposed to
the possibility of sophisticated cyberattacks and exploitation of weak cybersecurity
framework. The study proposes that Asian countries establishwhat is termed theAsia
Cybersecurity Convention (ACSC) to deter SLCAs, which consists of government
representatives and private technical, legal, institutional experts and organizations.
The study also suggests the Internet Peace Principles (IPPs) as a cybersecurity norm
for theACSC, bywhich cyber capabilities should not be used to attack other countries
or as a means by which to launch malicious detour attacks.

Keywords SLCAs ·WannaCry · ACSC · Fourth industrial revolution · IPPs

1 Introduction

As the use of the Internet increases, information about almost all areas of life, such
as politics, the economy, society, culture, and the arts, are shared in cyberspace, and
connections and interdependencies are deepening. However, the increased number
of users as well as various levels of users, such as non-state actors and the entities
known as Anonymous and LulzSec, as well as vulnerabilities related to cyberspace
caused by transnationality issues, anonymity, openness, and easy access and technical
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susceptibility of connections during communication with other devices endanger the
safe use of the Internet and computers.

The most serious threats are SLCAs using advanced offensive capabilities to
attack a target according to a certain purpose. Targets include public institutions,
government agencies, the critical infrastructure of societies, and private companies,
and attacks cause social instability and threaten national security. The purpose of this
study is to prevent SLCAs in advance and minimize the damage even after attacks
by establishing an international cybersecurity organization.

This research raises the following study questions. What are the characteristics of
cyberattacks andwhat are typical examples?What stops each country frompunishing
those who commit the crime of a SLCA? What types of security measures should
each country take?

To answer these questions, the study investigates and compares seven typical
SLCAs and three PLCAs according to their characteristics, means and methods,
and results, among other factors. Next, the reasons for the lack of punishment of
cyberspace criminals are found to be anonymity, transnationality, and extraterritori-
ality, among others. Accordingly, the study tries to find new ways to regulate illegal
activities in the cyberspace preserving the advantages of the Internet.

As we enter the initial stage of the Fourth Industrial Revolution, the Asian region
is exposed to many external attacks due to the vulnerabilities that arise during the
process of applying ICT to various areas of the manufacturing industry and society.
Other causes are the wide gap in ICT development between countries, the inherent
weaknesses of modern technology itself. Thus, the study suggests the Asia Cyber
Security Convention (ACSC), a regional organization for cybersecurity coopera-
tion that strengthens state responsibility and enhances cooperation among states in
cyberspace to punish the attackers by legitimizing a regional engagement. Then
ACSC expands or joins international cybersecurity organizations.

The ACSC is planned based on the existing ASEAN Plus Three Cooperation
(Korea, China, and Japan), and is open to the United States, India, Russia, Euro-
pean countries, and other countries who want to participate. Also, as an interna-
tional cybersecurity consultative body, it can work closely with the UNGGE (Group
of Governmental Experts) and OEWG (Open-Ended Working Group), which are
currently active internationally. In addition, this study suggests Internet Peace Prin-
ciples [1, 2] to support the ACSC, with the claim of not using the Internet as a means
of attacking other countries or not using it to engage in malicious detour attacks.

The scope of the research includes the UN Charter and Draft Articles on
the Responsibility of States for Internationally Wrongful Acts (Responsibility of
States) that govern relationships between Member countries; the Council of Europe
Convention on Cybercrime (CECC, Budapest Convention) [3], which addresses
computer crimes; and the TallinnManual 2.0. International LawApplicable to Cyber
Operations (TallinnManual), which provides guidelines for each country when using
the Internet. Also included are the contents of agreements of ongoing UN GGE
and UN OEWG discussions. Regarding the research method, the study includes
a literature review of established works, including various published white papers,
research reports, results from the investigative authority of each country involved such
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as Ministry of Science and ICT, Korean Public Prosecutors’ Office, Korea Police
Agency, U.S. Federal Bureau of Investigation, and testimony from North Korean
defectors [4]. Also, the study utilizes a comparative analysis of several SLCAs and
PLCAs as well as a correlation analysis to examine the relevance of causes, means
and methods, and results of cyberattacks.

2 Characteristics and Cases of SLCAs

2.1 The Characteristics of SLCAs

A cyberattack is defined as any attack that illegally invades, disturbs, paralyzes,
destroys, or steals or damages national information and communication networks by
electronic means such as hacking, computer viruses, logic bombs, mail bombs, and
service interruptions.

SLCAs have several characteristics that differ from those of ordinary cyberattacks,
so called Private-Led CyberAttacks (PLCA). First, SLCAs have various purposes
according to their motivation by supporting individuals, groups, or themselves,
such as threatening national security, neutralizing a target government’s functions
or private companies, extorting money from banking systems such as the Society
for Worldwide Inter-bank Financial Telecommunications (SWIFT), intervening in
other country’s election through the manipulation of public opinion, and targeting
organization involved in coronavirus vaccine development and research. Like this,
SLCAs such as cyber espionage and hacktivism increase by 42% in 2019 [5].

For example, in the beginning, North Korea hackers concentrated on attacks on
key facilities, such as government offices and broadcasting stations, but recently, they
have focused on foreign currency earnings by attacking crypto-currency exchanges
and banks to overcome economic difficulties due to sanctions from the United
Nations.

Second, SLCAs use their own Internet Protocols (IPs), specific attack methods,
andmalware. For example, duringRussia’s cyberattacks againstGeorgia andEstonia,
attackers used Russian IPs. Also, North Korea attackers used a North Korean IP by
which the source IP could easily be traced, or they used a dedicated IP leased from
China by the (North) Korea Post and Telecommunications Corporation (KPTC) in
China. In addition, attackers reused malware. This behavior differs from an ordinary
hackers’ practice of not taking such risks to conceal their identity.

The behavior of attacking countries allows us to guess that they regard IP exposure
and the reuse of attack methods as irrelevant with regard to origin identification; they
also ignore criticism from the international community, or make the mistake that the
attacked countries will not be able to counterattack because they are misinformed.

Third, cyber warriors are dispatched to foreign countries to disguise their identity.
For example,NorthKoreamanages foreign residentswho live seemingly normal lives
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in China or Southeast Asia, and when ordered, they focus on attacking certain targets
until they succeed, typically by spear-phishing and watering hole methods.

Fourth, because the attacks are performed in the virtual space, they do not cause
death or injuries directly to the target of the attack, making it possible to circumvent
the scope of the ban on “hostilities” and “use of force” agreed upon by UNMember
countries.

2.2 Analysis of Seven Typical SLCA and Three PLCA Cases

The study selects seven typical SLCA cases considering different motivations, such
as disrupting nuclear facilities, means andmethods such as DDoS attacks and the use
of USB, targets such as private companies, and results such as worldwide infections
by malware from many SLCAs. These are listed below.

(S1) The WannaCry ransomware attack affected nearly 230,000 computers glob-
ally in 2017 [6]

(S2) Hacking against the Korea Hydro & Nuclear Power Co., Ltd. (KHNP) in
South Korea in 2014 [7]

(S3) Attack on Sony Pictures Entertainment (Sony) in 2014, which destroyed and
leaked information as the first SLCA that targeted a private corporation [8]

(S4) The Stuxnet attack on Iran’s nuclear facility in 2010 [9]
(S5) The July 4 and 7 consecutive cyberattacks against the USA and South Korea

in 2009 [10]
(S6) DDoS attack against Georgia along with a conventional military operation in

2008 [11]
(S7) DDoS attack against Estonia in 2007, representing the first SLCA [12].

To compare, the study chooses three typical PLCAs that took place recently as
follows.

(P1) Hacking against Hyundai Capital in 2011, which leaked information 133
of 420,000 customers exploiting loose management of Intrusion Prevention
System 134 in Korea [13]

(P2) Ransomware attack against NAYANA Web hosting company in 135 2017,
which infected client sites with malware in Korea [14]

(P3) Hacking against G company in 2000, which stole business secrets in Korea
[15].

Targets of SLCAs It is the target of the attack that suitably represents the charac-
teristics of a SLCA. South Korea is the most frequently attacked by SLCAs and the
USA, Iran, Georgia, and Estonia follow. The primary attack targets in these countries
are critical infrastructures, such as energy systems (S2, S4), government organiza-
tions (S5, S6, and S7), financial institutions, and press (S5). Attackers also target
defense agencies and weapon systems(S4), the general public (S1, S5, P1, P2, P3),
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and private corporations (S3, P1, P2, P3). In addition, SLCAs steal intellectual prop-
erty, confidential research results, individual information, draw money from SWIFT
networks and ATMs unlawfully, and steal money by means of ransomware (S1, P2).

Origin Countries There are several ways to identify the attackers, such as by the
origin of the IP address and corresponding country, and the attackmeans andmethods.
However, in the current Internet environment, attackers can easily spoof their origins
by compromising other computers and can use a detour method through a virtual
private network (VPN) via third countries. Therefore, circumstantial evidence such
as the geopolitical situation, the nature of the target, and the attack timing, among
other factors, should be considered when attempting to determine the origins of
the attackers [16].

AttackMeans andMethodsAttackers decide upon the attackmeans andmethods
depending on the purposes and vulnerability of the targets, implying that the means
and methods are the second important aspects by which to recognize the attackers.
Among many means and methods of cyberattacks, hacking, the spreading of mali-
cious code, distributed denial of service (DDoS) attacks and a combination of them
are the most frequently used in cyberattacks. Advanced persistent threat (APT)
methods in S2, S3, and S4, social engineering, phishing emails in S2, P2, and P3,
DDoS attacks in S5, S6, and S7, and malware injections in S1, S2, S3, S4, S5 and
P2 are the most popularly used SLCA strategies.

Attack Routes Attack routes are another indication of the source of the attack.
SLCAs passed through many ISPs and VPNs of numerous countries from origin to
destination countries including the United States and China. Thus, as described later,
implementing the four establishment principles and ten implementation principles
for ACSC is very important to prevent direct and detoured attacks. SLCAs detour
through many more countries to conceal the attackers’ identity than do ordinary
PLCAs.

Consequences This depends on the purposes, means, and methods of the attack.
Abovementioned S1 crippled computers in at least 150 countries and cost $40 billion
economic damage, S4 destroyed about 1,000 centrifuges at Natanz, which violated
an international norm by infiltration into a prohibited area such as nuclear facility,
S2 revealed stolen nuclear power plant drawings and asked money to threat social
stability and national security, S5, S6, and S7 infiltrated illegally another countries
governments offices and critical facilities, S3 stole confidential document and leaked
personal information, and S5 targeted 14 the US and 22 Korean government institu-
tions, news media, and financial websites to damage 1,300 units of PCs and infected
11 million units of PC [17]. In addition, SLCAs leaked individual information, stole
money from cryptocurrency exchanges, infiltrated and paralyzed banks and broad-
casters during March 20 in South Korea, and interfered in the 2016 U.S. presidential
election. As such, SLCAs caused economic damage, harm society, and national
security threats in a wide range of area, so there is a claim that SLCAs violated inter-
national norms such as UN charter, Responsibility of States, etc. On the other hand,
it can be noted that the purpose of PLCAs is focused on the extortion and stealing
information for economic benefits using malware and hacking.
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3 Deterring SLCAs by the Establishment of ACSC Based
on IPPs

3.1 International Efforts for Cybersecurity

The main discussions of the international community to develop international cyber-
security standards include the Group of Governmental Experts(GGE), which is an
UN-mandated working group in the field of information security; the Open-Ended
Working Group on developments (OEWG) in the Field of ICTs, which is another
UN-mandated working groups; CECC; Shanghai Cooperation Organization (SCO),
made up of central Asian countries; G20; APEC; ASEAN Regional Forum (ARF);
Tallinn Manual, which is a guide by which to resolve cyber disputes created by
reinterpretations of how and when to apply current international norms, such as
those by the United Nations Charter, the Responsibility of States norm, the Geneva
Convention tenets, and the Hague Convention doctrine.

3.2 Establishment of ACSC Based on IPPs

Vulnerable Cybersecurity Environment in Asia The Asian region, especially the
Southeast Asian region, is dynamically developing based on ICT, but the focus
is on economic development, with neglectful investments in cybersecurity. Thus,
the number of various PLCAs and SLCAs are increasing. In the Southeast Asian
market, the cryptocurrency market is growing, allowing many to avoid surveillance
and tracking and simplifying monetization and money laundering. However, due to
the absence of a proper security system to support this and a lack of regulations
in place, SLCAs can exploit these vulnerabilities at any time. The median time for
cyber-attackers to stay in the Asia–Pacific region was 498 days, five times longer
than the 101-day global median time [18]. Moreover, Asian countries’ IDIs (Global
ICT Development Indexes) differ by country and are relatively good compared to
those of other regions as of 2017.

In Southeast Asia, as the Internet penetration rate increases, cybercrime is
becoming more popular. Most cyberattacks are in the form of DDoS, ransomware,
and email attachments containing malicious software. Because middle and small
businesses are not focused on cybersecurity given the focus mainly on products
or User Interface, cyberattacks continue, not only hacking, but also involving even
home appliances connected to the Internet, and there are cyber threats through enti-
ties known as crawlers and bots. In this way, numerous vulnerabilities, with social
engineering, data breaches, system outages, and denial of service attacks, third-party
threats, are exposed during the move to the digital economy.

Against these vulnerable cybersecurity situations, ASEAN Member States have
made lots of efforts to prevent SLCAs and PLCAs. However, as shown in the Table 1,
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Table. 1 ASEAN member states’ cybersecurity efforts

ITU GCI
(2018)* [19]

Cybersecurity
investment
[20]

Regulatory
framework**
[21]

Information
security [22]

Cybersecurity
policy and
legislation [23]

Singapore High Fortified Advanced High Established

Malaysia High Tipping point Advanced High Established

Thailand High Nascent Established High Established

Philippines Medium Nascent Established Low Established

Vietnam High Nascent Nascent Low Established

Indonesia High Nascent Nascent High Established

Myanmar Low None Absent Low N/A

Cambodia Low None Absent Low N/A

Brunei Medium None Absent Low N/A

Laos Low None Absent Low N/A

*Cybersecurity Legal, Technical. Organizational, Capacity building, Cooperation
**National strategy development, Registration, Governance and operational entities, Sector-specific
focus, International cooperation, Awareness building, Capacity building

there are great variations between ASEAN Member States’ cybersecurity prepared-
ness such as ITUGlobal Cybersecurity Index, Cybersecurity investment, Regulatory
framework, Information security, andCybersecurity policy and regulation.Also, they
lack a regional cybersecurity coordination platform that harmonizes Member States’
efforts and shares security information.

Four Establishment Principles for ACSC New international cybersecurity
norms should be able to prevent SLCAs that exploit the characteristics and vulnera-
bilities of cyberspace by allowing the tracking and punishing of attackers. To this end,
the study proposes to create ACSC with Four Establishment Principles based on the
analysis of security vulnerability of ASEAN region and then suggests implementing
Ten IPPs to support ACSC and prevent SLCAs as reflected in Fig. 1. The principles
of establishment show the philosophical background of the ACSC creation and four
principles are as follows.

First, Application of Current Cyber Security Norm to CyberspaceMany countries
have agreed on current international norms that apply to cyberspace. Accordingly,
new international cybersecurity norms must initially rely on the current international
norms such as the UN Charter. It is necessary to establish a foundation based on
the formulated rules of accountable state conduct on the internet to legalize this
international commitment.

Second, Maintenance of advantages of Cyberspace The characteristics of
cyberspace, such as anonymity, accessibility, openness, and transnationality, for
instance, should not be restricted.

Third, Adoption of International Agreements It is necessary to reflect international
agreements, such as the GGE and OEWG.
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Fig. 1 Four establishment principles and ten implementation principles for ACSC

Fourth, Reflection of Improvement of Current Cyber Norm It is necessary to secure
the participation and support of more member countries by determining the reasons
why countries are reluctant to sign current international cybersecurity treaties, such
as the Budapest Convention.

Ten Implementation Principles (IPPs) for ACSC

In addition, the study suggests adoption of Ten IPPs for the successful establishment
and development of ACSC, which the Internet should not be used for attacking other
countries or as a means of detouring attack. Considering ASEAN’s cybersecurity
vulnerabilities, digital divide between countries, and legal and institutional differ-
ences between countries, the study proposes the phased development of ACSC. To
begin with, this study suggests that among the 10 principles of the IPPs, principles
that are urgent for crime prevention should be addressed in the first stage. This study
then suggests that principles that require a lot of time to agree and are hard to agree
will be executed later as illustrated in Fig. 2.

First, Reinforcement of State Responsibility Each country should manage its
personnel or cyberinfrastructure so as not to harm other countries, according to due
diligence in cyberspace. Also, As provided by Tallinn Manual “A State bears inter-
national responsibility for a cyber-related act that is attributable to the State and that
constitutes a breach of an international legal obligation” in Rule 14. As a concrete
way of attribution, a state can check the SCLAs by allowing the ISP to inspect the
suspicious packets traffic at the country gates when it has or receives threat infor-
mation or finds a flow of suspected information. Another possible measure is that
when users enter the Internet, they must validate their real ID at least one time. After
that, users utilize a pseudonym or nickname and adequate message encryption could
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be used. There is no need to examine users’ log records for privacy if there is no
cyberattacks or cybercrime.

Second, Transit State’s Responsibility States should not knowingly allow their
cyber infrastructure to be used for attacking other countries. If cyberattacks on other
countries are caused using manpower, equipment, and facilities under the jurisdic-
tion of a specific country, the country is obliged to cooperate actively during the
investigation. IP is regarded as potential evidence that can confirm the criminal, and
if the specific IP used for the crime denies the crime or the attack, there is a need for
the owner of the IP to be liable given the ‘proof of responsibility’.

Third, Protection of Critical Infrastructure and Civilians States should prohibit
preemptive cyberattacks against critical infrastructure, including nuclear power
plants and innocent civilians and their facilities in cyberspace [2].

Fourth, Cooperation for Information, Punishment, and Identification States
should cooperate to exchange information, including the identification of real names
upon the issuance of a valid search warrant, in order to assist each other and to
prosecute terrorists and the criminal use of the Internet [2].

Fifth, State Response against CyberattacksAn attacked state is entitled to request
compensation and take legitimate self-defense and countermeasures. For this Prin-
ciple, states and the international community should establish a global standard
to respond to the cyberattacks. When private or public organizations are attacked
by SLCAs or PLCAs, or even by hired contractors to conduct cyber operations, if
two conditions are met: attributability and violation of international obligation, the
attacked countries, as a guardian of the target corporations, are eligible to respond
proportionately to the origin of the attack [24].

Sixth, ACSC Operation under the UN The Asia Cyber Security Convention is
expected to run its organization based on the authority of the United Nations, as it is
necessary to handle state-related tasks such as the management of member states and
the punishment and return of a country to a normalmember after the punishment. The
ACSC’s responsibility is to undertake “investigations and prosecution, with jurisdic-
tion over cyberattacks, provision of international cooperation, and the enactment of
related procedures” (similar to the CECC’s Articles 14–21) and is to operate orga-
nizations such as a board of governors, general conferences, and a secretariat of the
ACSC.

Besides, four additional principles of IPPs can be implemented in the second
stage as seen in Fig. 2.

Seventh, Conditions of Legitimate Cyberattacks: States should prohibit the use of
SLCAs except for in legitimate self-defense and for countermeasure purposes.

Eighth, Regulation of Means andMethods: States should regulate the unrestricted
utilization of the methods and means of cyber warfare just like with conventional
weapons.

Ninth, Offending state’s Responsibility The attacking state should take the respon-
sibility for the results of its cyber offenses. For this Principle, states and the regional
community need to cooperate to come up with a legal and institutional system,
including a substantial law and procedural law in cyberspace: when and how states’
activities become an internationally wrongful act of a State in cyberspace, when and
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Fig. 2 Ten internet peace principles for ACSC

how NSAs’ activities come to an illegal action, and how damage can be accurately
calculated [2]. Cybercrime is attributed to a country when non-state actors carry out
cybercrime under the state’s effective or overall control.

Tenth, Enforcement Mechanism: The UN may take useful collective actions
for the restraint and exclusion of cybersecurity threats and for the suppression of
cyberattacks and may consider cyber blockades.

4 Concluding Remarks and Further Works

As Asian society becomes more hyper-connected, a hyper-intelligence society
develops based on 5G,AI, IoT, big data, and cloud computing, among other technolo-
gies. However, there remains no international cybersecurity agreement or regional
cooperation between countries. As hostile states conceive cyberterrorism plans
more systematically, national critical infrastructure becomes more vulnerable to
catastrophic disasters.

The purpose of theACSC is to apply the current international norms to cyberspace,
to maintain the anonymity and transboundary advantages of cyberspace, to respect
ongoing cybersecurity discussions such as those by the UN GGE and UN OEWG,
and to improve the constraints of current international cybersecurity norms such as
the CECC. Furthermore, it emphasizes national responsibility to punish criminals
of SLCAs under the jurisdiction of the United Nations and supplements the IPPs to
support the ACSC.

The Asian region has various characteristics at the ICT level and has ICT-related
laws and systems at the economic level. Hence, this study suggests the promotion
of the ACSC gradually while respecting ASEAN way, which seeks to manage the
diverse needs of its members, either outside or within the region.
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The first step is to establish the ACSC as a loose, non-mandatory but mutually
beneficial association through information exchanges such as those related to cyber
threats and vulnerability diagnoses, framework construction, and risk-sharing for
cyber accident types to respond to actual cybercrimes and terrorism threats effec-
tively. The second step is to strengthen cooperation and achieve practical results by
implementing additional four principles of IPPs.Achieving these goals needs awhole
project of procedures, technologies, state law, and global partnership and execution
with encouragement from like-minded international organizations.
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Research on Life Cycle Model of Data
for Handling Big Data-Based Security
Incident

MinSu Kim

Abstract Artifact analysis is used to investigate various types and characteristics
of attacks to the system in case of security incident. Moreover, the accuracy of secu-
rity incident analysis varies depending on artifact data. However, highly developed
network technology and generation of amassive amount of artifacts in today’s hyper-
connected society make management difficult. The accuracy of analysis can increase
if all artifacts regarding security incident are collected and saved, but this is asso-
ciated with disadvantages of cost and efficiency in respect of managing artifacts.
Therefore, this study aims to suggest the plan of effective handing of security inci-
dent in addition to the reduction of managerial load based on an “Artifact life cycle”
model.

Keywords Artifact · Life cycle model · Security incident · Security event log ·
Standardizing log

1 Introduction

An immense volume of personal information leakage and security incident happens
every year in the knowledge information society as a product of constant development
of network technology and hyper-connected society. It is crucial to collect artifacts
for the initial handling to analyze the route, size and period of intrusion against the
attacks in case of security incident. In other words, the analysis of security incident
depends on the storage of data by period regarding the collection of artifacts. There-
fore, maximum artifacts are collected in storage capacity of server against security
level of system and event log. However, currently, the load of management and cost
rise to keep the minimized storage period of event logs as a huge amount of artifacts
are collected in accordance with exponential increase of recent data transmission.
Looking into personal information leakage of YAHOO in 2014 regarding security
incident [1], it took no less than two years to recognize the leakage after the incident.
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Like this, until the leakage of information is acknowledged, it takes 146 days world-
wide on average, 469 days in Middle East and Africa, 520 days in the Asia–Pacific
region and 1035 days in South Korea [2–4]. Observing the average period of infor-
mation leakage aknowldegement, it is assumed that it is difficult to collect enough
event logs to analyze post-security incident. To solve this problem of log, managerial
load must decrease through optional selection of important event log required for
handling security incident by setting priority of logs, moreover, event logs need to
be collected to respond to the incident. Therefore, this study aims to propose life
cycle model of artifact suitable for effective handling of incident by diminishing
managerial load regarding event log collection.

2 Research Method

2.1 Event Log

Log is the sole data allowing track security incident the same way the data records
main operation of the system. In addition, log file can be used as legal evidence and
monitoring data to prevent security incident [5–7].

Such event log analysis makes it possible to establish security response system
together with regular diagnosis of weakness [8], development of the integrated
platform that collects, saves, processes, searches, analyzes and visualizes has been
carried out by connecting functional limitation that is challenging to do a preliminary
diagnosis to Big Data technology [9].

The data of illegal intrusion is collected and analyzed by relying on log file in
case of system error or security incident in the managerial respect [10].

2.2 Procedure of Handling Security Incident

2.2.1 Procedure of Handling Security Incident in South Korea

Korea Internet and SecurityAgency (KISA) suggests seven steps of handling security
incident as the following figure shows. The handling steps are classified by steps of
preparing for handling security incident prior to occurrence of incident, detection of
abnormal signs, systemization of handling strategy by carrying out initial investiga-
tion and incident type when detecting incident and establishing security policy after
writing an objective report on security incident through collecting and analyzing data
for investigation of incident [11] (Fig. 1).
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Fig. 1 Procedure of handling security incident (KISA)

Fig. 2 Incident response life cycle (Detection and analysis)

2.2.2 Procedure of Handling Security Incident in Foreign Countries.

National Institute of Standard and Technology (NIST) suggests the handling model
that classifies the procedure of security incident by four steps in SP 800–61
“Computer Security Incident Handling Guide” as seen in the Fig. 2 [12].

The model of handling security incident consists of preparation for handling,
detection/analysis, removal and recovery of infection and post-activity, and has the
cyclic structure of post-activity step, preparation for handling step, detection/analysis
step and removal and recovery of infection step.

2.3 Algorithm

2.3.1 Selection Algorithm

Alg Selection algorithm receives arrangement A, first beginning index I, last index j
and rank k as the input, while s begins from 1 and increases to rank k as a temporary
rank.

tmin is the index ofminimumvalue in the entire arrangement and amin is the value
of tmin. It is the algorithm that searches rank k each time the performance is carried
out and searches the minimum value in the arrangement except rank k repeatedly
[13–15].
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Alg Selection(A, i, j, k)

f or s f rom 1 to k do

tmin ← i + s − 1; amin ← A(tmin)

f or t f rom i + s to j do

i f A(t) < amin then amin ← A(t); tmin ← t

A(tmin) ← A(i + s − 1); A(i + s − 1) ← amin

return(A(i + k − 1))

2.3.2 Priority Algorithm

Scheduling of priority Queue is an operation method that proceeds with Queue with
higher priority by applying weight according to priority of data. Therefore, it is
capable of processing emergent data first. Figure shows scheduling of Queue with
priority [16, 17] (Fig. 3).

Queueing delay timeof highest priority can be shownaccording to average number
NH of data remained in Queue and arrival rate of data λ like (1). Here, NH can be
shown with (2).

wi = NH

λ
(1)

NH = Pt + Pt+1+ ≥ . . . + Pt−n+1

Ti
(2)

Fig. 3 Priority algorithm
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Fig. 4 Life cycle of artifact

2.4 Test and Result Analysis

The origin of artifact collector for handling the existing security incident refers to the
time immediately after the incident. Therefore, it is handled by collecting pre-incident
logs by adopting the “Preparation” step (Fig. 4).

2.4.1 Collection Step

It is necessary to set the policy and define which artifacts should be collected in the
Collection step. There are artifacts that are required for handling security incident in
general such as auth (secure), audit, access, error and history as a setting collection
policy, however, the setting that is suitable for the server to handle the incident in a
more precise way [18–22] (Table 1).

2.4.2 Transmission Step

One of methods that handle removal of artifacts by attackers after security incident
in the Transmission step is to protect data by real time transmission of artifacts to
other storage servers. Moreover, the transmitted artifacts are required to guarantee
the integrity of data by hashing for each step.

2.4.3 Analysis Step

Field is needed to be divided first in the Analysis step to implement parsing as the
step selecting the fields is required to handle security incident and proceeds with
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Table 1 Linux system log

Linux log Contents

Secure They are logs related to authentication of Linux. It leaves main logs related to
security and contains the log related to user authentication. It collects logs as it is
capable of checking non-approved authentication log. Log-in at an abnormal
time slot, repeated log-in failure and abnormal su command must be checked in
an intensive/thorough manner

Audit It is a log that provides audit function. ISO/IEC 27,001 expresses the importance
of audit logging. It collects the logs of users’ activities, exceptional cases and
information security events

Apache
access

It records and collects all requests that server processes as a server access log.
There are injection attacks that are frequently made such as query union and
selected as the attack to web

Mysql
transaction

If the transaction log of mysql is activated, record of sql remains as seen in the
figure above. In particular, in case of web server, it collects the logs as there are
many cases where the attacker performs an injection attack or a web shell upload
attack

Messages/
Syslog

It records general logs of system. It collects logs generated in system due to its
capability

Cron It collects schedule logs in system due to its capability

.bash_history It collects command history of the account due to its capability. It is able to
analyze what activities the account has done based on the data

standardization. The following is the example that divides the fields of Linux system
log [23–26] (Table 2).

Artifacts have the different field values each other and parsed artifact can be
processed by standardization. In particular, timeline is important to interpret the
flow regarding handling security incident and it is required to process it through
standardization as time format left by each artifact is not regular. For example, time
stamp can be processed by match function in Logstatsh (Table 3).

Themeaning can be deduced from the standardized artifact, however, themeaning
that is suspected as an attack from web log, SQL transaction log and authentication
log can be extracted in case of a web server.

In addition, in case of using the engine such as Elasitc search or Splunk, visual-
ization can be implemented through web and it would be more helpful to respond to
security incident.

2.4.4 Storage Step

Cloud can be used and an in-house storage server can be established and operated
in the Storage step. In case of an operating storage server, the external access to the
storage server must be disabled by the separation of network from the server.
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Table 3 Example of
standardizing log (Apache
Access)

date {
match = > [“timestamp”, “dd/MMM/yyyy:HH:mm:ss Z”]
target = > “log_date”
timezone = > “Asia/Seoul”
}

2.4.5 Deletion Step

Deletion of unnecessary fields and normal artifacts is processed and the work of
selecting the fields and artifacts only required for handling security incident is carried
out.

It is needed to find out when (Time stamp), who (ID), where (IP address), how
the intrusion (port) is penetrated and which program (PID) is executed with regard
to handling of security incident. It is easier so that the analysts can read it in a better
way by sorting the various fields of artifacts, and the capacity of storage ca reduce
as well (Table 4).

Table 4 Definition of log

Item Content

Apache access Remote log name and User ID are deleted in web access log. IP must not
be deleted to find out from where it accesses as well as date and time,
request as activity, Status code as how the access has been done

Secure, Auth, audit There is no field to delete in the log related to security authentication.
Authentication log related to security has the important information
related to security incident such as log-in at an abnormal time slot and
repeated log-in failure. Therefore, the incident can be responded more
promptly if normal logs are excluded. Both logs of the users with the
authority of root and exceptional users must not be deleted

Cron There is no field value to be deleted in log of work schedule. Normal
scheduling logs, which the manager registers in advance are not required
to be checked in point of handling view

Messages, syslog Abnormal re-boot and error message related to system can be checked in
this log. As it has almost all records about system, it is capable of storing a
huge amount
If normal I/O of process can be checked, it is capable of filtering normal
log

Snort Log detected by the rule that has been preliminarily set can be checked. It
is important to find out when, where and by which rule it has been
detected. Therefore, filtering can be proceeded based on Snort Rule msg,
date, Src IP and Dst IP
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2.4.6 Record Step

The logs selected only from the steps above are saved among the logs entirely saved
through batch script in the Record step. The selected artifacts can be periodically
managed by registering bat script in work scheduler. The core artifacts are requiere
to be compressed as they grow older by registering and sorting the script by period.

3 Test and Result Analysis

Existing log analysis programs focus on service management other than security.
The life cycle of data suggested in this study insists that the artifacts before occur-
rence of security incident should be possessed as much as possible to respond to
promptly security incident and fast handling is required through standardization and
visualization in case of incident as the research to respond to the incident in point of
security view (Table 5).

As the comparative analysis results of each model related to response to security
incident by classifying them into sustainability, speed, fragmentation and degree of
response, the sustainability of data had no difference for each model as it follows
institutional standards regarding the period of possessing the artifacts. Nontheless,
this life cycle model had advantages in terms of the extension of period caused by
capacity or selective storage of logs.

Moreover, speed of data analysis increases based on fragmentation and standard-
ization of the logs through parsing and the degree of entire response can deduce
the discriminated results according to the selection and priority regarding life cycle
model.

Table 5 Comparative analysis

Item Sustainability Speed Fragmentation Degree of response
(general)

KISA model of analyzing
security incident

◯ � � �

NIST model of handling
security incident

◯ � � �

ICS Model ◯ � � �
Life cycle model ◯ ◯ ◯ ◯

(◯:High, �:Normal, × :Low)
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4 Conclusions

In case of security incident, the analysis is carried out based on artifact and different
speed of responding to security incident according to themanifested holding capacity
of the data and period.

Nevertheless, this paper suggests the efficient data management model through
management period and field selection under the concept of “Artifact life cycle” since
demanding cost and management to possess all artifacts is burdensome.

In addition to that, it is difficult to respond to targeted security incident that recently
happened due to the difference of holding amount and period of artifacts as it has
the type of Advanced Persistent Threats.

Therefore, it checked the degree of responding to entire response of each model
by classifying them into sustainability, speed and fragmentation against the steps
suggested from existing models regarding response to security incident and verified
the discriminated models of handling security incident by Life Cycle Model. Here-
after, the model that raises accuracy will be proposed by developing and applying
multifarious algorithms regarding selection and priority against event log.
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Feature Selection Based on a Shallow
Convolutional Neural Network and
Saliency Maps on Metagenomic Data

Toan Bao Tran, Nhi Yen Kim Phan, and Hai Thanh Nguyen

Abstract In recent years, personalizedmedicine has been discovered by scientists to
improve existing curative methods. These studies are mainly performed on metage-
nomic datasets which is the large dataset related to many human diseases, especially
genetic data. The development of machine learning models and related algorithms
has enabled us to speed up computation and improve disease diagnosis accuracy.
However, due to the large dataset and the rather complicated processing of the data,
we encountered certain difficulties. Therefore, we propose an approach to the task
of selecting features based on the explanatory model. This approach is made up of
proposing a small set of features from the original, implemented with Explanations
with Saliency Maps. The results exhibit better performances comparing to random
feature selection. Explanations generated by SaliencyMaps have provided a promis-
ing method in selecting features and are expected to apply in practical cases.

Keywords Feature selection · Explanation ·Metagenomic data · Disease
prediction · Saliency maps ·Machine learning

1 Introduction

Personalized medicine or precision medicine, is a model that divides patients into
different groups to decide, intervening with medical products that are suitable for
each patient based on specific information. Patient’s score and genetic information.
Personalized medicine has applied intensive studies and complex techniques based
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on the individual patient’s genetic map to achieve high results in disease diagnostic
performance, consistent with the characteristics. Genetics at the molecular level of
each patient.

The genome plays an important role in the human body, it contains all the infor-
mation needed to build and maintain the body. Many studies have shown that the
genome directly affects diseases related to genetic factors. Therefore, the application
of modern techniques to research on genomes will be an important step in the field
of medicine, helping to effectively diagnose and treat diseases for each patient, and
limit side effects. Compared with traditional therapeutic methods, applying a single
treatment regimen for a particular disease in all patients. The regimen chosen is the
best one based on the doctor’s diagnosis, drug side effects, and patient reactions.
With each treatment, if the chosen regimen is not appropriate, the doctor will adjust
it until the desired results are achieved. From the above, we can see that individ-
ualized medical methods will bring better diagnosis and treatment results with the
motto: the right person, the right medicine, the right time, the right dose. Physicians
can easily devise an individualized treatment regimen for each patient, based on the
medical pre-treatment, response level, and genetic characteristics of each individual.

Metagenomics is the study of genetic material, recovered directly from the sam-
ples, and requires no culture. Currently, metagenomics is being interested in and
researched by the scientific community and has acquired a certain number of achieve-
ments, contributing to the field of medicine. Studies of microbial populations have
shown their effects on human health, the microbiota in the human body gives us
a lot of information regarding the diseases they are facing. However, because the
association of the bacteria is still individual and a large part of the bacteria remains
undetected. Furthermore, the metagenomic dataset is so complex that it is still a great
challenge to learn, study, and detect the remaining bacteria.

2 Related Work

Many studies have shown that the microbiota is closely related to personalized
medicine and plays an important role in human health [1–4]. Investigation of 16rRNA
sequences from undetermined microorganisms uncovered new microbial communi-
ties [5–7]. Metagenomics has also provided a lot of information about the evo-
lutionary history of the species. In a recent study by Udugama et al. [8], experts
extracted the first genome of SARS-CoV-2 based on RNA sequencing. Researchers
have explored the diversity of microbial communities and their contributions to the
natural environment introduced in [9, 10].

The authors in [11] presented an approach using machine learning techniques to
differentiate between viral and bacterial and find out the new viruses based on the
VirFinder tool. The viral sequences detection is performed in aquatic metagenomes
and using the ecosystem-focused models targeted to marine meta-genomes. The
study also stated the limitation of retrieving the low abundance of viral sequences
and proposed the potential biases. The study [12] using several machine learning
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techniques namely Random Forests and Gradient Boosting Trees for extracting the
features on the Amazon Fine Food Reviews dataset. The authors take advantage of
selected features for several classification tasks and gained promising results.

The authors in [13] investigated the performance of deep learning techniques for
discovering viruses based on metagenomics data. The viral RefSeq dataset is used in
this study and the proposedmethod gained better performance in comparisonwith the
state-of-the-art methods. Furthermore, the authors stated that the accuracy of under-
represented viral recognition can be raised by using an abundance of viral sequences.
The proposed method also applied to human gut metagenomic data and recognized
vast viral sequences of colorectal carcinoma. A deep learning framework named
Seeker is presented in the study [13] to identify the phages in sequence datasets and
clean the difference of phage sequences. The authors stated the existing approaches
based on the similarity of bacteriophage sequences and presented the performance
of unknown phages detection can be applied to identifying the undiscovered phages
from investigated phage families.

The advantages of the virMine [14] are to identify the viral and bacterial commu-
nities or the viral genomes from representative of viral. The authors stated that this
method can be used to seek information easily. In comparison with the other frame-
work, the proposed method is not affected by the insufficient representation of viral
variety in public data repositories. The virMine removed the non-viral sequences and
applied an iterative approach for detecting the viral genomes. As a consequence, the
bacteriophages, related viruses, eukaryotic viruses, and novel species can be detected
easier. The proposed tool also investigated the performance of three different habitats
of microbial.

In this study, we investigate the performance of sixmetagenomic datasets by using
the Convolutional Neural Network model combining with explainability models for
feature extraction. Our contributions include:

• We use the Convolutional Neural Network model to classify the IBD disease
dataset and extracted the most important features with the learned model and on
the original datasets.

• We take advantage of Saliency maps [15] to discover the most important features
on one dataset and use them for predicting the rest.

• We compared the performance of the proposed method on the considered datasets
and comparing the performance of the proposed features selection approach with
features are selected randomly. Furthermore, performance is investigated in several
tasks.

In the rest of this study, we present the information about the considered datasets
in Sect. 3. The learningmodel and feature selection approach are described in Sect. 4.
Our experimental results are presented in Accuracy, Area Under the Curve (AUC),
and Matthews correlation coefficient (MCC) in Sect. 5. Section 6 conducts some
closing remarks for the work.
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3 Dataset Benchmark

We looked at the Crohn’s disease dataset, an intestinal disease. Patients who are
infectedwill develop gastrointestinal inflammation, which can lead to fatigue, weight
loss, malnutrition, and sometimes life-threatening complications. This dataset is
Sokol’s lab dataset described in [16] Based on the phenotype, the dataset consists
of two subsets Ulcerative colitis (UC), Crohn’s disease (CD). For Crohn’s disease,
the dataset is further subdivided into Crohn’s disease (iCD). We looked at two con-
ditions: remission (r) and flare (f) (worsening of symptoms, worsening of patient
condition). Each dataset we examine will contain four key pieces of information: the
number of features, healthy samples, patients, and the number of samples (Table 1).

Six datasets reviewed for inflammatory bowel disease (IBD) totaled 228 healthy
people and 326 patients. Specifically, the CDf dataset contains 98 samples with 60
patients and 38 healthy people. CDr includes 38 healthy individuals and 77 patients.
Review the iCDf dataset with a total of 247 features and a total of 82 samples
including 44 patients and 38 controls. For iCDr dataset, the number of positive cases
is 59 out of 97. UCf dataset consists of 41 patients and 38 healthy individuals out
of 79 samples. UCr disease dataset with a total of 82 samples and 44 cases positive
for the disease. The CDf dataset dimension is 98× 259 and CDr is 115× 237. The
datasets iCDf and iCDr have the corresponding size are 82× 247 and 97× 257. UCf
has size 79× 250 and UCr has size 82× 237.

This feature shows the abundance of species, it indicates the proportion of bacteria
in each sample in the human gut environment. Total abundance of all features in one
sample is sum up to 1 which is calculated using the following formula (Eq.1):

k∑

i=1

fi = 1 (1)

With:

• k is the number of features for a sample.
• fi is the value of the i-th feature.

Table 1 Information on six datasets considered Inflammatory Bowel Disease (IBD)

Dataset Healthy Patients Samples Features

CDf 38 60 98 259

CDr 38 77 115 237

iCDf 38 44 82 247

iCDr 38 59 97 257

UCf 38 41 79 250

UCr 38 44 82 237
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4 Feature Selection Based on Important Features
Extracted from Saliency Maps

4.1 Learning Model

We considered implementing a shallow Convolutional Neural Network which con-
tains two Convolutional layers, each layer includes 64 filters of 3× 3, followed by
a Max-Pooling of 2× 2 (stride 2), a dropout rate of 0.1 and a Fully Connected layer
with 64 neurons. We also implemented the CNN with Adam optimizer [17], the
default learning rate is 0.001, and the network uses a batch of size 16.

We investigated the performance by computing the Accuracy, AUC, and MCC on
10-folds cross-validation. We carried out the features selection by Saliency map and
the best model. The range value of both ACC and AUC is from 0 to 1 which higher is
better. Whereas MCC is from−1 to+1,+1 represents for a good classifier, 0 means
the model makes predictions randomly, and −1 denotes the disagreement between
observations and predictions.

4.2 Feature Selection Approach with Saliency Maps

Saliency maps present the important regions that the model focus on and contributes
the most to the output. In other words, a heatmap contains the highlighted pixels that
affect the decision of the model is created by Saliency maps. Figure 1 visualizes the

Fig. 1 a Sample in the IBD dataset; bHeatmap includes highlight pixels marked by Saliency maps
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important pixels within an image by calculating the gradient of a class output via
back-propagation by a sample in the iCDr dataset.

As mentioned above, we used six datasets to investigate the performance of the
features selection method in this study. We extracted the most important features on
a specific dataset and applied them for the rest classification tasks. We considered
using 10 the most important features on each dataset from the original features. For
specific, we extracted the most important features on the first dataset and predict
the rest by using the features of the first dataset. We restated the features selection
progress on six datasets.

5 Experimental Results

The performance of the proposed method is investigated on 10-fold cross-validation.
We also compared the performance of selected features by Saliency maps and ran-
domly selected features by computing the average Accuracy, AUC, and MCC.

We presented the comparison between our selected features by the Saliency
method with randomly selected features based on the CDr dataset. Tables 2, 3, 4, 5,
6 and 7 contain 2 main rows, the Accuracy, AUC, and MCC with selected features
by the Saliency maps is presented in the first row. The second and last row exhibits
the performance of randomly selected features.

Table 2 presents the performance of using features on the CDr dataset with
Saliency maps and randomly selected features. As observed, CDf dataset has 0.6545
of Accuracy and 0.2042 of MCC when using features on Saliency higher than Ran-
dom. All 4 datasets iCDr, iCDf, UCr, UCf achieved outstanding performance using
selected features with Saliency maps and all three measures gave better results when

Table 2 Performance of feature selection method by saliency maps and randomly selected features
based on CDr dataset

Dataset Features Accuracy AUC MCC

CDf Saliency 0.6545 0.6111 0.2042
iCDr 0.68 0.6167 0.2377
iCDf 0.6361 0.6721 0.2535
UCr 0.6361 0.6783 0.2535
UCf 0.6071 0.59 0.2111

CDf Random 0.6444 0.6527 0.14

iCDr 0.5 0.5417 −0.2722

iCDf 0.5556 0.45 0

UCr 0.5847 0.5763 0.1415

UCf 0.5446 0.55 0.0649
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Table 3 Performance of feature selection method by saliency maps and randomly selected features
based on CDf dataset

Dataset Features Accuracy AUC MCC

CDr Saliency 0.6264 0.4844 0.0615
iCDr 0.6028 0.5333 0.0743
iCDf 0.5890 0.5 0

UCr 0.5361 0.4891 0.0059
UCf 0.5304 0.5467 0.0486

CDr Random 0.6014 0.455 −0.0066

iCDr 0.5556 0.5 0

iCDf 0.5486 0.4856 0.0466

UCr 0.5361 0.4560 −0.0511

UCf 0.5339 0.5035 0.0258

Table 4 Performance of feature selection method by saliency maps and randomly selected features
based on iCDr dataset

Dataset Features Accuracy AUC MCC

CDr Saliency 0.7778 0.9 0.5976
CDf 0.8889 0.8 0.7906
iCDf 0.6667 0.6 0.3162
UCr 0.6667 0.6 0.3163
UCf 0.625 0.875 0.2582

CDr Random 0.6444 0.6375 0.1176

CDf 0.7111 0.7229 0.3803

iCDf 0.5722 0.6404 0.1161

UCr 0.5736 0.6641 0.1047

UCf 0.5589 0.5847 0.0971

Table 5 Performance of feature selection method by saliency maps and randomly selected features
based on iCDf dataset

Dataset Features Accuracy AUC MCC

CDr Saliency 0.75 0.7333 0.4667
CDf 0.625 0.75 0.2581
iCDr 0.75 0.7333 0.4667
UCr 0.875 0.9375 0.7746
UCf 0.75 0.8125 0.5

CDr Random 0.6428 0.6967 −0.1293

CDf 0.5392 0.5546 0.0459

iCDr 0.6446 0.695 0.1151

UCr 0.575 0.7124 0.2211

UCf 0.6714 0.7187 0.3999
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Table 6 Performance of feature selection method by saliency maps and randomly selected features
based on UCr dataset

Dataset Features Accuracy AUC MCC

CDr Saliency 0.6607 0.58 0.1087
CDf 0.5553 0.5733 0.1021
iCDr 0.625 0.6 0

iCDf 0.75 0.8125 0.5773
UCf 0.5464 0.6416 0.1441

CDr Random 0.6482 0.4766 0.0466

CDf 0.5107 0.5270 0.0345

iCDr 0.6642 0.675 0.1395
iCDf 0.4982 0.4520 0.0258

UCf 0.4732 0.3791 −0.0377

Table 7 Performance of feature selection method by saliency maps and randomly selected features
based on UCf dataset

Dataset Features Accuracy AUC MCC

CDr Saliency 0.6964 0.62 0.2232
CDf 0.5804 0.6317 0.1083
iCDr 0.6250 0.7333 0

iCDf 0.5000 0.5000 0

UCr 0.5571 0.6541 0.1734

CDr Random 0.6392 0.6117 0.0920

CDf 0.5518 0.5550 0.0897
iCDr 0.6375 0.6020 0.0788
iCDf 0.4839 0.6375 0.02
UCr 0.4839 0.6291 0.0200

randomly selected features. Specifically, iCDr disease has specific values of Accu-
racy, AUC, and MCC, respectively 0.68, 0.6167, and 0.2377.

Considering Table 3, based on the CDf dataset, we compare the performance
of geographic feature selection according to Saliency maps with randomly selected
features on 5 datasets: CDr, iCDr, iCDf, UCr, UCf. In general, the results with the
method we propose are better than Saliency maps. 3 datasets CDr, iCDr, and iCDf
with Accuracy, AUC, andMCC values when using Saliency maps are all higher than
random for selected features. TheUCr dataset hasAccuracy valuewhen applying two
equal methods and this value is 0.5361 for Saliency maps and Random for 0.6014,
besides, the AUC value of this disease’s MCC when using Saliency is both higher
than themethod of the remainingmethods, namely 0.4891 of AUC and 0.0059MCC.
The UCf set has a higher AUC and MCC value than Random and that is 0.5467 and
0.0486.
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We applied the features selection method on the iCDr dataset and presented the
performance details in Table 4. The Accuracy, AUC, MNCC on the CDr dataset
obtained the highest at 0.8889, 0.8, and 0.7906 respectively. The performance on
CDf is also close with 0.778 of Accuracy, 0.9 of AUC, and 0.5976 of MCC. In
general, the selected features by Saliency maps on the iCDr dataset revealed better
performance in comparison with the random method but the AUC of the random
method on the iCDf and UCr datasets are quite higher.

Theperformance of extracted features bySaliencymaps from the iCDfdataset out-
perform the performance of randomly selected features on five comparative datasets.
More specifically, the Accuracy, AUC, and MCC on CDr, CDf, iCDr, UCr, UCf of
our features selection method are higher than randomly selected features. The UCr
dataset reveals the exceptional performance with Accuracy of 0.875, 0.99375 of
AUC, and 0.7746 of MCC. The UCf is also close with 0.75 of Accuracy, 0.8125 of
AUC, and 0.5 of MCC. The further details are presented in Table 5. Furthermore,
Table 6 exhibits the performance of features from the UCr dataset by the proposed
method and random method. As observed, the performance on CDr, CDf, iCDf, and
UCf dataset by ourmethod outperform the randommethod. Besides, the performance
of iCDr dataset by the random method is quite better. On iCDf dataset, the Accuracy
obtained 0.75, 0.8125, and 0.5773 of AUC andMCC respectively. The results reveal
the selected features by our method gained a good performance on iCDf dataset. We
also presented the performance of the features selection method on UCf dataset in
Table 7. The features selection by Saliency maps outperforms on CDr, CDf, and UCr
dataset. Furthermore, the Accuracy and AUC of the iCDr dataset by our method is
better whereas the MCC is not good enough in comparison with the randommethod.
The extracted features by Saliency maps from the UCf dataset reach the highest per-
formance on the CDr dataset with 0.6964 of Accuracy, 0.62 of AUC, and 0.2232 of
MCC.

6 Conclusion

In this study, we recommend based on an explanation model with Saliency maps
explanations. We select features from one dataset and will use the features for classi-
fication on other datasets to evaluate the effectiveness of the selected features. From
the above experimental results, the feature selection method when using Convolu-
tional Neural Network Models has a higher performance than the set of attributes
from the original feature. Research has shown potential for use with datasets other
than IBD datasets. Moreover, we can determine the most important bacterial or viral
in the metagenomic datasets by the proposed method. Further studies can work on
various data types to examine and select an optimal set of features for classification
tasks.
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A Word + Character Embedding Based
Relation Extraction Frame for Domain
Ontology of Natural Resources
and Environment
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and Quang-Thuy Ha

Abstract Building domain ontology is a challenging problem, and there are many
different approaches for domain ontology construction. However, most of these
approaches are still mainly using manual methods [1]. Ontology enrichment is a
fairly standard approach in domain ontology construction, in which semi-automated
methods and automatedmethods of ontology learning from a derived ontology. Rela-
tion extraction is one of the ways for ontology enrichment. Relation extraction tech-
niques include law-based techniques, machine learning-based techniques with three
typical methods: supervised learning, semi-supervised learning, and unsupervised
learning. This paper proposes a word + character embedding-based relation extrac-
tion frame for the Vietnamese domain ontology of natural resources and environ-
ment. The model’s effect was demonstrated by experiments in the domain of natural
resources and the environment and achieving promising results.
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1 Introduction

Semantic relations represent relationships between concepts in the form of a hier-
archical structure through associations. The classification of semantic relations is
diverse, depending on the semantic features and the purpose and object. There
are currently two semantic relation classification systems used quite commonly in
semantic relations extraction problems, namely WordNet and Girju’s [2].

Semantic relation extraction is an essential task in natural language processing
(NLP) between two entities in a text. It is an intermediate step in various NLP appli-
cations, such as question-answering (Q&A), automatic knowledge base completion,
information extraction, etc. [3]. The relation extraction task identifies the semantic
relations between two entities, and with input is a given sentence and a predefined
relation type. There are proposed techniques for semantic relations extraction. The
most common and direct approach is to treat this problem as a classification problem.
There have been several studies on the classification approach based on datasets and
various deep learning and machine learning techniques [4–8], but these approaches
all need the labeled datasets with good quality and large enough for training the
classification model. Building these training datasets (for Vietnamese with fewer
language resources) is often expensive and more expensive with the domain of
natural resources and environment. One solution to this problem is a weakly super-
vised machine learning with much less training data [9]. The most notable weak
monitoring machine learning method for relational extraction is bootstrapping. This
method starts with a small set of the relation instance seeds and repeatedly learns to
extract the patterns, and this method has been widely used [10, 11].

This paper presents aword+ character embedding-based relation extraction frame
for the Vietnamese domain ontology of natural resources and environment. Our
work’s main contributions are proposing a model to detect semantic relationships
between concepts from a documentary repository on the domain of natural resources
and environment. The relational sampling-based model uses the improved Snowball
bootstrapping method when combining additional similar metrics based on different
Vietnamese word + character embeddings.

The remainder of this paper is organized as follows. The next section presents the
proposed word + character embedding based relation extraction frame for domain
ontology. Experiments are described and discussed in Sect. 3, related studies are
explored in Sect. 4, and the last section presents the conclusion of the paper.
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2 The Word + Character Embedding Based Relation
Extraction Frame for Domain Ontology of Natural
Resources and Environment

2.1 Problem Formulation

The problem of semantic relations extraction for the domain of natural resources and
environment is stated as follows:

Input: Concept/entity pairs from the Vietnamese domain ontology of natural
resources and environment, unstructured document sets from the repository on the
domain of natural resources and environment.

Output: We are discovering new concept/entity pairs with semantic relations.
Snowball’s idea is quite simple, starting with a set of entity pairs (seeds) that are

related according to the target relationship types. For example, if the target relation-
ship is HeadquarteredIn, we could use seeds like (Microsoft, Redmond), (Google,
Mountain View) and (Facebook, Palo Alto).

In a sizeable linguistic set, we need to look for the above seeds’ simultaneous
occurrence at a close distance. It is assumed that if two entities are related according
to the type of target relationship appearing in the immediate vicinity, the context in
which they appear is most likely the candidate relationship pattern. For example,
we can find parts of sentences like “Google’s headquarters in Mountain View” and
“Redmond-basedMicrosoft” and extract patterns like “ORG’s headquarters in LOC”
and “LOCbasedORG.”Wefind additional pairs of entities (ORG,LOC) in the corpus
that contain the HeadquarteredIn relation for these patterns. We add new entity pairs
to the original seeds and repeat the process. More samples and pairs of entities will
be added to the result until a specific condition is met.

2.2 The Proposed Word + Character Embedding Based
Relation Extraction Frame for Domain Ontology

We propose a word + character embedding based relation extraction frame for Viet-
namese domain ontology of natural resources and environment include six phases
(Fig. 1):

(i) Pre-train word + character embedding and data pre-processing.
(ii) Find sentences that contain seed tuples.
(iii) Tag entities.
(iv) Pattern clustering.
(v) Find sentences that contain patterns.
(vi) Generate new seed tuples.
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Fig. 1 The word + character embedding based relation extraction frame for domain ontology of
natural re sources and environment

2.3 Pre-train Word + Character Embedding and Data
Pre-processing

The resource repository of the domain of natural resources and environment in
Vietnamese collected from 38,272 documents (614,395 pages) includes legal docu-
ments (19,666 documents), scientific articles (14,535 papers), scientific reports (2637
documents), technical standards (1434 documents) in PDF and Word format.

Data pre-processing using Vietnamese natural language processing technicals,
specifically including:

Step 1: Convert to text

We used ABBYY software to convert from PDF files to text files automatically.
Data after converting to text has a capacity of about 860 Mb.

Step 2: Split sentences, word segmentation, POS tagging, NER and depen-
dency parsing

We used VnCoreNLP1 (a Vietnamese natural language processing) toolkit for
splitting sentences, word segmentation, POS tagging. The result of this step is a text
file containing the data set that will be input to pre-train word+ character embedding
model, a total of 2,421,138 sentences.

Use the DeepLML-NER model proposed in [12] for Vietnamese named entity
recognition (NER) with input is the set of 2.421,138 preprocessed sentences in step
2. The result is a text file in which all entities labeled CoNLL2 format.

Step 3: Pre-train word + character embedding for the domain of natural
resources and environment

1https://github.com/vncorenlp/VnCoreNLP.
2http://www.clips.uantwerpen.be/conll2002/ner/.

https://github.com/vncorenlp/VnCoreNLP
http://www.clips.uantwerpen.be/conll2002/ner/
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We used the Word2vec model to pre-train Vietnamese word + character embed-
ding for natural resources and environment. Using Gensim3 API for training the
model with parameters dimensionality of the embedding vectors (size) is 300, and
window size is 5. The word + character embedding for the domain of natural
resources and environment (nreEBD) after pre-training published at the address:
https://zenodo.org/record/3976712#.XzDKACgzaUk.

Step 4: Retain sentences with more than two concepts/entities as input to the
next steps.

The data input of phase 2.3 is a set of sentences that contain more than two
concepts/entities. So, in this step, we have to remove sentences that only contain one
or no contain concept/entity. The result of this step is a text file containing a total of
1,980,356 sentences. We added NER tags for each NER label in the sentence with
each sentence in the text file (NREsentences).

For example:
<ORG > Uyĳ_ban_nhân_dân ti

ĳ

nh Quaĳng_Nam </ORG > và < LOC > thành_phố
Ðà_N ˜̆ang </LOC > phaĳ i báo_cáo < ORG > Bô. Tài_nguyên và Môi_tru,ò,ng </ORG
> (< ORG > People’s Committee of Quang Nam Province </ORG > and < LOC >
Danang city </LOC > must report to < ORG > Ministry of Natural Resources and
Environment </ORG >).

2.4 Find Sentences that Contain Seed Tuples

Initially, the seed tuples store contains a set of original seed tuples that built from
the relationships contained in the Vietnamese domain ontology of natural resources
and environment4. With each seed tuples from the seed tuples store, looking for the
set of sentences containing seed tuples from the resource repository.

This step’s output is a set of sentences containing seed tuples and at this step, using
the Vietnamese word + character embedding to measure the semantic similarity to
identify the sentences in the document containing concepts/entities.

2.5 Tag Entities

Based on the expanded set of entities, finding and tagging labels for entities in the
sentence set are obtained in phase 2.4. After the entities are labeled, define the left,
right, andmiddle components for the entities contained in the seed tuples set based on
the resulting set. The above 5-component combination is called a formalized pattern
P = 〈L ,C1, T,C2, R〉 where:

3https://radimrehurek.com/gensim/index.html.
4https://zenodo.org/record/3836597#.XyjL9CgzaUl.

https://zenodo.org/record/3976712#.XzDKACgzaUk
https://radimrehurek.com/gensim/index.html
https://zenodo.org/record/3836597#.XyjL9CgzaUl
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• L: left element (words, phrases before concept/entity number 1).
• C1: concept/entity number 1.
• T : middle component (words, phrases between concept/entity number 1

and concept/entity number 2, usually represent the relationship of two
concepts/entities).

• C2: concept/entity number 2.
• R: right ingredient (words, phrases after concept/entity number 2).

For example with the sentence: khi mu,. c nu,ó,c sông dâng cao ngâ. p lu. t thành phố
(when the river level rises floods the city), where:

• L: khi (when)
• C1: mu,. c nu,ó,c sông (the river level).
• T : dâng cao (rises).
• C2: ngâ. p lu. t (floods).
• R: thành phố (the city).

2.6 Pattern Clustering

After generating a large number of patterns, performing pattern grouping based on
the Single-pass clustering algorithm with a predefined threshold. The similarity of
the patterns is calculated based on the following formula:

sim(Pn, Pm) = α ∗ cos(Ln, Lm) + β ∗ cos(Tn, Tm) + γ ∗ cos(Rn, Rm)

where:

• sim(Pn, Pm): similarity between two patterns n and m.
• cos(Ln, Lm): cosine similarity of two left components.
• cos(Tn, Tm): cosine similarity of two middle components.
• cos(Rn, Rm): cosine similarity of two right components
• α, β, γ are parameters and α + β + γ = 1

The grouped clusters will generate general patterns to serve the extraction.
For example: with four patterns identified from phase 2.5

• khi mu,. c nu,ó,c sông dâng cao ngâ. p lu. t thành phố (when the river level rises
floods the city)

• khi triều cu,ò,ng dâng cao ngâ. p lu. t thành phố (when the tides rises floods the
city)

• liên tu. c mu,a ló,n gây ra ngâ. p lu. t nhiều tuyến phố (continuous heavy rain caused
flooding of many streets)

• liên tu. c mu,a ló,n gây ra ngâ. p cu. c bô. nhiều tuyến phố (continuous heavy rain
caused local flooding of many streets)

Two general patterns were generated, example:
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• <khi, C1, dâng cao, C2, thành phố > (< when, C1, rises, C2, the city >)
• <liên tu. c, C1, gây ra, C2, nhiều tuyến phố > (< continuous, C1, caused, C2, of

many streets >)

2.7 Find Sentences that Contain Patterns

The identification and grouping of patterns in phase 2.6 is an essential step in deter-
mining important general patterns. To increase the semantics of similar measures, we
propose applying more similar vocabulary level measures based on word embedding
models. The formula for the similarity of the two patterns as follows:

sim(Pn,Pm) = α1 ∗ costf−idf(Ln,Lm) + α2 ∗ cosembed(Ln,Lm)

+ β1 ∗ cost f −id f (Tn, Tm) + β2 ∗ cosembed(Tn, Tm)

+ γ1 ∗ cost f −id f (Rn, Rm) + γ2 ∗ cosembed(Rn, Rm)

where:

• sim(Pn, Pm): similarity between 2 patterns n and m
• cost f −id f : cosine similarity of the two components is based on the tf-idf weight.
• cosembed : cosine similarity of the two components based on word embedding

weights.
• α1, α2, β1, β2, γ1, γ2 are the parameters and α1 + α2 + β1 + β2 + γ 1 + γ 2 = 1

In phases 2.4, 2.5, and 2.6, the cosine similarity between phrases is calculated
base on a vector representing that phrase. The vector representation for a phrase
(concept/entity) as below example:

Vtài nguyênmôi tru′òng = Wtài + Wnguyên + Wmòi + Wtru′ông

(Vnatural resources and environment = Wnatural + Wresources + Wand + Wenvironment)

where V is the vector representing the phrase, W is the feature vector of a token.
The feature vector of the token i isWi which is the concatenation of feature vectors

of token i , including:

Wi = Ww
i ⊕ Wc

i ⊕ W f
i

where:

• Ww
i isword+ character embedding-basedvector (usingnreEBDword+ character

embedding pre-trained in phase 2.1).
• Wc

i is character-level feature vector (trained by using the proposed Deep-LML
model in [12]).
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• W f
i is prefix feature vector (trained by using the proposed Deep-LML model in

[12]).

2.8 Generate New Seed Tuples

Based on the general patterns (P), search in the corpus for pairs of
〈
A′, B ′〉

concepts/entities (new seed tuples) satisfying the pattern. After finding new patterns,
the general patterns are evaluated according to their reliability.

New seed tuples T = 〈
A′, B ′〉 will fall into one of the following cases:

• Positive: If
〈
A′, B ′〉 was on the seed tuples list.

• Negative: If
〈
A′, B ′〉 only one of two (A′ or B ′) appears in the seed tuples list.

• Unknown: If
〈
A′, B ′〉, neither A′ or B ′ will appear in the seed tuples list. The

Unknown set is considered the set of new seed tuples for the next loop.

Snowball will calculate the accuracy of each pattern based on its Positive and
Negative numbers and select the top N patternswith the highest scores. The reliability
of the pattern is calculated by the formula:

belie f (P) = posi tive

posi tive + negative

Find new seed tuples (T ) for the next loop:
For each pattern in the top N list selected will be the pairs in the new seed tuples

set, further added to the new loop.
Similar to the pattern, these pairs are estimated as follows:

con f (T ) = 1 −
|p|∏

i=0

(1 − belie f (P))

The system will select M pairs with the best evaluation and these M pairs will
be used as seed tuples for the next sampling. The system will continue to go back to
step 2.3. The above process continues to repeat until the system does not find a new
pair or repeats it by the number of times that we specified.
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3 Experimental Results

3.1 Data

Training data is a set of 1,980,356 sentences (NREsentences) pre-processed in phase
2.3, each sentence containing more than two concepts/entities and name entity’s
labels tagged.

Vietnamese pre-train word+ character embedding is nreEBD (Step 2, phase 2.3)
with dimensionality of the embedding vectors (size) is 300, and window size is 5.

Character-level feature vectors and prefix feature vectors forword in the dictionary
trained by Deep-LML model [12] on training data is a set of 2,421,138 Vietnamese
sentences for the domain of natural resources and environment.

Seed tuples set: 114 relationships from the domain ontology.
Evaluation: the evaluation of new relationship pairs is done manually.

3.2 Training

The experiment is applied on different word embedding in Vietnamese and on the
parameters α1, α2, β1, β2, γ1, γ2 and different threshold R to choose the optimal
result. Do the test with the following scenarios:

Scenario 1 (NRENoFull): Using only tf-idf weighted features, not using word
features (embedding words), character level features (embedding characters), and
prefix features.

Scenario 2 (NREWord): Using the tf-idf weighting feature, word feature (embed-
ding word: word2vecVN) but not using: character level feature (embedding char-
acter) and prefix feature.

Scenario 3 (NREWord+Char): Using the tf-idf weighting feature, word feature
(embedding word: word2vecVN), character level feature (embedding character) but
not using the prefix feature.

Scenario 4 (NREFull) :Full utilization of features based on tf-idf weights, word
features (embedding of words), character level features (embedding of characters),
and prefix features. With this scenario, divided into 3 scenarios: NREFull+word2vecVN
(the set of embedding words is word2vecVN5), NREFull+PhoBERT (the set of embed-
ding words using is PhoBERT6) and NREFull+nreEBD (the set of embedding words
using is nreEBD7).

5https://github.com/sonvx/word2vecVN.
6https://github.com/VinAIResearch/PhoBERT.
7https://zenodo.org/record/3976712#.XzDKACgzaUk.

https://github.com/sonvx/word2vecVN
https://github.com/VinAIResearch/PhoBERT
https://zenodo.org/record/3976712#.XzDKACgzaUk
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3.3 Evaluation and Analysis

The results of the experiment were run a grid-search on the parameters
α1, α2, β1, β2, γ1, γ2 and R, the optimal parameters set is selected: α1 = 0.1;α2 =
0.1;β1 = 0.3;β2 = 0.3; γ1 = 0.1; γ2 = 0.1; R = 0.85

Scenario Total of concepts Total of concepts (exactly) F1 (%)

NRENoFull 2479 1735 70

NREWord 2545 1835 72.10

NREWord+Char 2584 1892 73.21

NREFull+word2vecVN 2610 1954 74.86

NREFull+PhoBERT 2572 1926 74.88

NREFull+nreEBD 2558 1952 76.30

4 Related Work

Zhang et al. [13] proposed a framework for constructing semantic bootstrapping
models that incorporate trigger words as semantic constraints to guide the iterations.
In this work, a rule for defining the trigger word, the method for sample representa-
tion, the method for similar measurement and the evaluation method are provided.
Additionally, a bottom-up kernel method is defined to define a pattern from a new
sentence with a relationship orientation or not. We concentrate data representations
in relation extraction based on a Feature-inferring architecture of Word + character.

Jagan et al. [14] proposed a bootstrapping-based approach to extract the rela-
tionship between two different concepts in the domain of travel and news of Tamil
language based on using of Universal Networking Language (UNL) to present sen-
tence with features before entering the bootstrapping loop. In our frame, because the
data domain fixed then the pre-processing step and Feature-inferring architecture of
Word + character has performed only one time.

5 Conclusions and Future Work

This paper proposed a word embedding based relation extraction frame for the Viet-
namese domain ontology of natural resources and environment. Experimental plans
to investigate the effects of improved similarity measure participants conducted: (i)
not using semantic features of words, character-level features, and prefix features; (ii)
using semantic features (embedding words) but not using character-level features,
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and prefix features; (iii) using a combination of semantic features ofwords, character-
level features, and prefix features. Experimental results have shown that the accuracy
increases according to the above test scenarios, and the use of the pre-train word
embeddings for the domain of natural resources and environment (nreEBD) gives
the highest results.
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A Prototype Implementation of NNEF
Execution Framework with CUDA
Acceleration

Nakhoon Baek

Abstract Recently, we have many research works on the neural networks and
their related issues. For exchangeability of neural network frameworks, the Neural
Network Exchange Format (NNEF) specification is now widely used. Due to very
large size of these neural networks, their accelerations are actively explored, and
can be achieved through parallel processing techniques. In this paper, we present
a prototype implementation of NNEF execution system with parallel-processing
accelerations based on CUDA (compute unified device architecture). We will tune
the prototype acceleration to achieve more remark-able speed ups.

Keywords Neural network · NNEF · Parallel processing · CUDA · Acceleration

1 Introduction

In the practical field of deep learning methods, we have several widely used neural
network frameworks: TensorFlow [1], Caffe [2], Keras [3], and others.

To exchange the neural network structures and their related data sets,we need stan-
dard protocols and/or file formats. The Neural Network Exchange Format (NNEF)
[4] is exactly the de facto standard file format, for the neural network frameworks,
and managed by the Khronos Group [5], an industrial standard organization.

Although the NNEF specification provides the file format only, the file format can
be parsed and even executed to simulate the specified neural network. Recently, the
Khronos NNEF official GitHub site presented an NNEF interpreter, implemented in
C++ templates [6]. To accelerate the NNEF execution, OpenCL and OpenMP have
been used in the previous works, [7] and [8].

In this paper, we present an NNEF interpreter, accelerated with the parallel execu-
tion features of CUDA (compute unified device architecture) [9], as shown in Fig. 1.
Though our system is based on the original Khronos NNEF GitHub implementation
[6], our modification shows remarkable speed-ups.
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NNEF
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nnef::graph

nnef::tensor

nnef::operation

CUDA-based
Execution results

internal graph

NNEF file

Fig. 1 The overall flow of our NNEF execution system

2 Design and Implementation

Based on the original Khronos NNEF interpreter [6], we used its NNEF parser
routines, as is. Thus, after parsing an NNEF file successfully, we have an NNEF
graph structure with the following three major components:

• A single NNEF graph: it contains the whole NNEF graph representation.
Internally, an NNEF graph consists of NNEF operations and NNEF data nodes.

• A sequence of NNEF operations: this sequence represents all the operations in
the NNEF graph. Each NNEF operation node has its corresponding NNEF data
nodes.

• A set of NNEF data nodes: the set contains all the data nodes used by the NNEF
operations.

Our implementation of the NNEF execution process is actually a graph traversal
algorithm, which retrieves all the NNEF operations, with their corresponding NNEF
data nodes. Our current implementation performs each NNEF operation, during the
graph traversal process.

For the acceleration of this execution process, we used CUDA kernel programs,
which are carefully designed for a set of NNEF operations or a single NNEF oper-
ation, according to the operation complexities. Our current implementation can
provide most NNEF operations, and some not-supported operations will be covered
soon.

The key idea with our implementation can be summarized in a step-by-step
manner, as follows:

• step 1. memory coalescing—In the original NNEF parser implementation, they
allocate all the NNEF data memory to its own local space. In contrast, we change
the design and also the implementation to coalesce all the NNEF memory to a
single and large memory area.
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• step 2. memory transfer to the CUDA area—As an efficient CUDA implemen-
tation, we perform as many operations as possible, in the CUDA memory area.
For this purpose, we copy the initial NNEF memory area to its corresponding
CUDA memory area.

• step 3. CUDA kernel executions—For each NNEF operation, we implement its
corresponding CUDA kernel, and execute it to perform the NNEF operation.

• step 4. memory transfer back to the main memory—At the end of all the
NNEF operations, the CUDA memory area contains the final result of the NNEF
execution.We copy back the CUDAmemory area to the main memory, for further
processing, as same as typical CUDA applications.

After these implementations, we compared the newCUDA-based execution to the
original C++-template-based official implementation [6]. As an example, we used
theMNIST hand-writing training case [10, 11], with the NNEF file shown in Fig. 2.
After processing this NNEF file, with proper data sets from the MNIST case, we get
the sample results, as shown in Fig. 3. Including this one, our test cases show that our
implementation works well, and show some remarkable speed ups, in comparison to
the original C ++ template implementation.

version 1.0; 
graph mnist_query( input ) -> ( output ) { 
   input = external<scalar>( shape=[784,1] ); 
   wih = variable<scalar>( shape=[200,784], label="mnist-wih" ); 
   who = variable<scalar>( shape=[10,200], label="mnist-who" ); 
   hidden = sigmoid( matmul( wih, input ) ); 
   output = sigmoid(matmul(  who, hidden ) ); 
}

Fig. 2 An example NNEF file

0.04075291 
0.00826926 
0.05436546 
0.02137949 
0.01371213 
0.03757233 
0.00205216 
0.90605090 
0.02076551 
0.03548543 

Fig. 3 An example result from our NNEF execution
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3 Conclusion

In this work, we presented an NNEF interpreter system, with CUDA-based accel-
erations. Since CUDA can provide massively parallel execution with GPUs, our
final result shows remarkable speed ups. In contrast, our CUDA-based implemen-
tation may have some drawbacks, originated from the CUDA library itself. As an
example, our CUDA-based implementation needs GPU support, for its acceleration.
Thus, in some cases, where GPUs are not available, our work shows only limited
performance. It can be solved through using OpenCL or other CPU-based parallel
execution libraries, as another way of accelerating with CPUs. In the near future, we
will release the full support framework for NNEF and its related specifications.
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Condition Monitoring for Induction
Motor Overload Using Sound

Nguyen Cong Phuong

Abstract Induction motors play an important role in electromechanical energy
conversion and therefore are widely used not only in industry but also in home
appliances. Overloading is among those which can shorten the operating life of elec-
tric motors. This research aims to use a microphone to distinguish between full load
operation and overload operation of inductionmotors. Three acoustic features and six
classification models are evaluated to establish the overload detection system based
on sound analysis. Results show that this is a promising way to monitor induction
motor overload.

Keywords Induction motor · Overload · Sound analysis ·Machine learning

1 Introduction

Induction motors are used in various sectors of life. They offer many advantages,
such as high reliability and low pollution. They are usually employed continuously
for long duration, so condition monitoring and fault diagnosis for induction motors is
recently almost compulsory in complex systems, because any interruption can cause
huge losses.

According to [1, pp. 59], faults of induction motors can be divided into four
classes: bearing (e.g. wear out of bearings), stator (insulation damages, for instance),
rotor (broken rotor bars or cracked rotor end-rings), and other faults (eccentricity,
for example).

Because induction motor is an electromechanical conversion device, so in order
to detect its faults, one can use electrical and mechanical signals. Besides, thermal
and chemical signals are also clues leading to some certain faults.

Electrical signals consist of current, voltage, magnetic flux, etc. Motor Current
Signature Analysis (MCSA) [2] is probably the most popular approach. This is
to detect faults such as eccentricity, broken rotor bars or cracked rotor end-rings,
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opening or shorting of stator phase winding, bent shaft, bearing and gearbox failures.
Voltage signals are employed to detect supply voltage unbalance [3] or stator winding
inter-turn faults [4]. Magnetic flux can be used for fault detection in rotor cage [5]
or eccentricity [6].

Vibration, noise, and torque are the most widely used mechanical signals for
condition monitoring. Vibration analysis are employed in [7] for bearing fault diag-
nosis and in [8] for detection of eccentricity. Noise monitoring is another approach.
It can be applied to detect eccentricity [9] and local defects of gearboxes [10], or
even to predict resident lifetime [11]. For torque monitoring, one can employ it for
gearbox fault detection [12].

Thermal monitoring is another good way for induction motors, for example, to
identify turn-to-turn faults and bearing faults [13].

In chemical monitoring, insulation degradation can be detected chemically using
coolant gas analysis [14]. Oil analysis is also a chemical tool to detect wear debris
because faults such as misalignment or overload may lead to wearing [15].

In operating induction motors, overload is an abnormal condition. When a motor
is overloaded, it can draw more current, causing excessive temperatures. A too high
temperature may burn motors. Besides, overload can result in tooth breakage, or
wear in roller bearings and gears. In order to detect these consequences, we can use
approaches mentioned above.

We try to detect this phenomenon itself, not its consequences. In our research,
the 100% overload (200% of full load) is distinguished from the full load operation
by sound analysis. Our approach has three advantages. Firstly, sounds of overload
appear earlier than its consequences (excessive temperatures, tooth breakage, etc.),
so detecting an abnormal sound can prevent these consequences. Secondly, a sound
sensor and its installation and maintenance are inexpensive. And finally, it does not
need to stop the motor during the detection.

The organization of the paper is as follows. Section 2 informs the studies recently
presented in the literature that refer to motor fault detection using audio signal.
Section 3 is about the corpus used in this research. Section 4 describes in detail
the proposed method, experiments, and results. Section 5 concludes the paper and
presents future developments.

2 Related Works

Among mechanical signals, sounds of electric motors are reported to be capable
of detecting some mechanical and electrical problems. Compared to other signals,
sounds canbe acquired inexpensively and easily usingmicrophone(s).Authors in [16]
employ a microphone and a high-resolution spectral analysis based on the MUSIC
algorithm for detection of three faults: unbalance, bearing, and broken rotor bars.
[17] measures acoustic signals by the acoustic camera (microphone arrays), the
acoustic spectrum is then used to detect static eccentricity and soft foot. Amethod for
detecting abnormal sounds of the motor for condition monitoring and fault diagnosis
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is proposed in [18]. Akcay and Germen [19] presents an approach to detect bearing
and broken rotor bars faults. The acoustic signals are collected by five microphones
positioned around themotor. Then the presence of faults is determined by calculating
the power spectral density. In [20], acoustic signals (recorded with a digital voice
recorder) are combined with the Bayes classifier and k-Nearest Neighbor (kNN)
classifier to detect faulty rotor bars and shorted rotor coils. The approach in [19]
is improved in [21] by using the Self-Organizing Maps method for the separation
of healthy and faulty motors. The diagnosis of electric motor in [22] is done with
acoustic noise and convolutional neural network. This approach is to detect tooth
damage in the gearbox.

To our best knowledge, no study of using sounds to detect induction motor
overload has been published so far.

3 The Corpus

The object of our study is a 4 kW three-phase inductionmotor. Sounds of full load and
overload operations are recorded by a microphone. This microphone is connected
directly to the audio input of a laptop (see Fig. 1), so the recorder is actually the
laptop’s sound card. The distance between the motor and the microphone is about
20 cm. soundtracks are acquired with the following parameters: sampling frequency
is 44.1 kHz, bit resolution is 16, and mono channel. Totally, 137 s of full load signals
and 112 s of overload signals are collected in the laboratory of Hanoi Electromechan-
ical Manufacturing Company. This corpus is used in the next step of our research.
Spectrograms of a full load sound and an overload one are in Fig. 2. Frequency of
these signals ranges approximately from 10 Hz to about 8 kHz. It can be seen that the
differences of those spectrograms are visible. When we listen to them, we notice that
overload sounds are a little more jarring than full load sounds. But we can observe
also the discontinuity of fundamental frequency, so if only F0 is employed to classify
signals, the accuracy can be low.

Three-phase induction motor Microphone Laptop

Fig. 1 The sound recording/monitoring system
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Fig. 2 Spectrograms of full load a and overload b sounds

4 The Experiments

In order to classify signals into full load sounds and overload sounds, a two-class
classifier should be used. It includes a set of discriminant features and a classification
model. Our discriminant features consist of F0,Mel-Frequency Cepstral Coefficients
(MFCC, 12 coefficients [23]), and Band Energy Ratio (BER, 4 bands, [24]). These
very popular features in audio signal processing form a starting feature set of 17
elements. Then the Principal Component Analysis (PCA [25]) is applied to reduce
the dimension of our feature vector without losing toomuch information. Essentially,
the PCA extracts the important information from the original feature set to rebuild
them as a set of new orthogonal features (principal components), and hence to gain a
better representation of classed by reducing the number of features. In order to find
the appropriate number of new features, we test six classification models: artificial
neural network (ANN [26]), decision tree (DT [27]), fuzzy inference system (FIS
[28]), Gaussian mixture model (GMM [29]), kNN [30], and support vector machine
(SVM [31]).

In the first phase of our experiments, for each classification model, the number of
features varies from 1 to 10, and a tenfold cross validation is applied to find the best
number of features for that model. The missed detection (MD) and the false alarm
(FA) are employed in model evaluation. The tradeoffs between them (and therefore
the corresponding numbers of features) can be found by the Receiver Operating
Characteristics (ROC) curves in Figs. 3 and 4. Results of this step are in Table 1.
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Fig. 3 ROC curves and deviations (full scale). 1, 2, 3,…: number of features. Horizontal bars show
MD deviations, vertical bars are for FA deviations. When the number of features is small: curves
of ANN, FIS, GMM, and SVM have a similar trend; MD and FA of DT are correlated

Fig. 4 ROC curves and deviations (zoom in). 4, 5, 6, …: number of features



138 N. C. Phuong

Table 1 Performances of models with number of features varying from 1 to 10. σ : deviation

Model Nb. of features MD (%) σMD (%) FA (%) σ FA (%)

ANN, 20 hidden neurons 10 0.69 0.14 0.88 0.20

DT 4 1.63 0.29 2.02 0.42

FIS 9 1.98 0.37 1.51 0.42

GMM, 2 mixtures 6 0.80 0.16 2.55 0.31

kNN, 7 neighbors 4 1.34 0.31 2.26 0.39

SVM 10 0.85 0.29 0.94 0.35

These selected MDs and FAs are rather low, and there is no significant difference
between the MD and the FA of a model. These parameters are stable because the
corresponding deviations are rather small. Moreover, it should be noted that except
FIS, for the five remaining models, MDs are smaller than FAs. This is very notable
because normally, MD is more critical and important than FA in a detection problem
like this. For DT, GMM, and kNN, when the number of features is kept increasing,
their performances turn out to be worse. Their best numbers of features are only 4,
6, and 4, respectively.

In the next phase, we increase the number of features from 11 to 17, focusing
on ANN, FIS, and SVM. The best numbers (and the corresponding performances)
within that range for these models (found from Fig. 5) are listed in Table 2. These
performances do not change much compared to the previous phase. MDs are still
smaller than FAs. Finally, the best candidate for our system is still ANN because of

Fig. 5 ROC curves and deviations (number of features varies from 11 to 17). The first row is MD
versus FA. The second row is MD versus FA with corresponding deviations
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Table 2 Performances of models with number of features varying from 11 to 17

Model Nb. of features MD (%) σMD (%) FA (%) σ FA (%)

ANN, 25 hidden neurons 12 0.62 0.15 0.83 0.15

FIS 14 1.37 0.16 1.39 0.29

SVM 13 0.67 0.17 0.97 0.39

Table 3 Importance of features (without PCA), tested with ANN

Feature Nb. of hidden neurons MD (%) σMD (%) FA (%) σ FA (%)

Full set 40 0.60 0.21 0.83 0.22

F0 5 1.61 0.35 24.78 1.57

MFCC 20 0.61 0.19 0.81 0.24

BER 20 9.79 0.94 16.42 0.84

its performance. In addition, its computation speed is higher than those of the two
other models.

To clarify the importance of these features, we evaluate each one separately using
ANN. The obtained results (summarized in Table 3) demonstrate that BER is not
very discriminative. For F0, it returns a low MD but a too high FA. On the contrary,
those of MFCC are even better than first rows of Table 1 and Table 2. It should be
noted that its deviations are a little higher and less balanced than those obtained with
PCA. Because MFCC has 12 coefficients, the performance of MFCC in Table 3 can
explain why the best number of features for ANN in Table 2 is 12. If the full set is
employed, the number of hidden neurons is doubled compared to that of MFCC. Our
experiments show that PCA can firstly reduce the number of inputs of a classifier
(and therefore its complexity) and secondly can improve its operation’s stability.

Finally, we choose F0, MFCC, BER, and the usage of PCA for our application,
because this combination provides small and balanced deviations and less compli-
cated model. It is difficult to compare the accuracy of our approach to the other
ones, because we cannot find any published reports of accuracy of induction motor
overload detection so far.

In order to detect overloads, the system in Fig. 1 is implemented. Sounds of the
induction motor is acquired by a microphone. For each sound signal, a Hanning
window is applied to frames of 1024 samples, the overlap is 512 samples, then F0,
MFCC, and BER are computed from each frame and fed to PCA to obtain a set of 12
new features. They are then fed to a function fitting neural network with 12 inputs,
one output, a hidden layer with 25 neurons, and trained with Levenberg–Marquardt
backpropagation. One second of sound takes our algorithm (installed in a laptop with
Intel Core i5 and 8 GB of RAM) about 0.25 s to process. The output of this network
will tell that the recorded signal came from a full load or an overload. By detecting
overload condition, this system can come to the root of some problems, such as tooth
breakage, wear in roller bearings and gears, excessive temperatures, or even burning
of motors.
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5 Conclusions

This paper presents a method for monitoring induction motor overload using audio
signals and artificial neural network. Audio signals are recorded by a microphone
placed near an induction motor to monitor its overload. A feature set (including
F0, MFCC, and BER) and six classification models are evaluated. The different
importance of these features are also tested. Experiments prove that ANN fits our
approach. Our proposed system can be an online monitoring method because it does
not need to stop the motor. This system requires a microphone, so it is inexpensive. It
is also flexible, meaning that if we can collect sounds of other faults, we can upgrade
it by retraining it. Filtering techniques should be applied if this method is moved
to industrial environment to reduce noises. Future developments can be related to
other levels of overload (e.g. 10%, 20%, etc.) and other faults, such as eccentricity,
bearing, rotor bars, etc.
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Analysing the Adversarial Landscape of
Binary Stochastic Networks

Yi Xiang Marcus Tan, Yuval Elovici, and Alexander Binder

Abstract We investigate the robustness of stochastic ANNs to adversarial attacks.
We perform experiments on three known datasets. Our experiments reveal similar
susceptibility of stochastic ANNs compared to conventional ANNs when confronted
with simple iterative gradient-based attacks in the white-box settings. We observe,
however, that in black-box settings, SANNs aremore robust than conventional ANNs
against boundary and surrogate attacks. Consequently, we propose improved attacks
against stochastic ANNs. In the first step, we show that using stochastic networks as
surrogates outperforms deterministic ones, when performing surrogate-based black-
box attacks. In order to further boost adversarial success rates, we propose in a
second step the novel Variance Mimicking (VM) surrogate training, and validate its
improved performance.

Keywords Adversarial machine learning · Stochastic neural network · Binary
neural network · Black-box attack

1 Introduction

Artificial Neural Networks (ANNs) have been empirically successful in solving a
plethora of tasks. Different variants ofANNhave been used in image recognition [14]
in all kind of forms, natural language processing, detecting anomalous behaviours
in cyber-physical systems [10], or simply playing a game of Go [28].
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Szegedy et al. [29] first showcased the vulnerability of ANNs to adversarial
attacks, a phenomenon that involves the creation of perturbed samples from their
original counterparts, imperceptible upon visual inspection, which are misclassified
by ANNs. Since then, many researchers introduced other adversarial attack meth-
ods against such ANN models, whether under a white-box [5, 11, 16, 21, 22] or
a black-box [3, 23] scenarios. This raises questions about the reliability of ANNs,
which can be a cause for concern especially when used in cyber-security or mission
critical contexts [27, 30].

Stochastic ANNs (SANNs) have also been used to perform image classification
tasks. In this work, we focused on two sub-categories of such stochastic ANNs, one
involving making both its hidden weights and activations are in a binary state [12],
while the other only requiring its hidden activations to be binary [2, 25, 32]. They
are known as Binarized Neural Networks (BNNs) and Binary Stochastic Networks
(BSNs) respectively. These variants of networks use Bernoulli distributions in order
to binarize its features.

References [9, 13] explored adversarial attacks against Binary Neural Networks
(BNNs). To the best of our knowledge, we did not find prior work examining the
adversarial robustness of networks employing the use of Binary Stochastic Networks
(BSN). The authors in Galloway et al. [9] performed two white-box attacks and a
black-box attack (Fast Gradient Sign Method (FGSM) [11], CWL2 and surrogate
attacks proposed by Papernot et al. [23]) and showed that stochasticity in binarymod-
els does improve the robustness against attacks.However, a decision-based black-box
attack (i.e. Boundary Attack) is also a highly viable attack vector an adversary could
employ due to its generalisable nature to be applied to any network, which they did
not consider. Furthermore, the assumption of surrogate-based attacks assumes that a
surrogate could accurately learn the decision boundary of the target model for greater
attack success. Galloway et al. [9] used a shallow MLP model as surrogates against
a more complex Convolutional Neural Network (CNN) model with binarization as
a target. Though [23] mentioned that the choice of the surrogate architecture does
not highly affect the success of the attack, the surrogate should at least match the
input-output relation of the target model (e.g. CNN for images). Also, Table1 of [23]
shows that using convolutional filters in surrogates to attack a CNN model yields
better transferability. We postulate that [9] does not reflect the true susceptibility of
BNNs against such attack vectors. We address these issues in our work.

Chen et al. [6] discusses the limitations of using randomness and discretization
to provide for adversarial robustness. However, contrary to [6], we analyse networks
that uses a Bernoulli distribution to binarize intermediate features rather than exam-
ining only the input image. References [8, 18, 19] studies the impact of noise on
adversarial robustness by injecting noise to the input or intermediate feature layers,
which falls under a different scope to our work. As such, we study the robustness of a
relatively unexplored variant of model which does binarization through stochasticity.
Our contributions are as follows:
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1. We analyse towhat extent binarized SANNs are susceptible to adversarial attacks
by adopting a variety of differing attacks in our study. We also analyse the
differing robustness levels between our stochastic network variants through the
lens of loss surfaces.

2. For white box settings, we propose, inspired by Athalye et al. [1], an alternative
objective function for the state-of-the-art CWL2white-box attack andwe analyse
the robustness of the different network variants to samples generated via such
attacks. Our focus lies on black-box attacks, however.

3. We propose a stronger black-box surrogate-based attack. This is based on using
SANNs as surrogates, and as a novel contribution, Variance Mimicking. This is
followed by a more in-depth analysis of our VM method.

The remaining of our paper is organised as such: Sect. 2 gives a reminder of the
attacks used here. In Sect. 3, we show empirical results of white and black box
attacks against our studied networks. This is followed by a discussion of our novel
variance mimicking in Sect. 4. After which, in Sect. 5, we provide deeper analysis
with regards to stochastic ANNs and our proposed method and conclude our work
in Sect. 6.

2 Background on Attack Algorithms Used

Toattack themodel in a black-box setting,we used a decision-basedmethod knownas
Boundary Attack [3]. This approach initialises itself by generating a starting sample
that is labelled as adversarial to the victim classifier. Then, random walks are taken
by this sample along the decision boundary that separates the correct and incorrect
classification regions. These random walks will only be considered valid if it fulfils
two constraints, (i) the resultant sample remains adversarial and (ii) the distance
between the resultant sample and the target is reduced. Essentially, this approach
performs rejection sampling such that it finds smaller valid adversarial perturbations
across the iterations.

We used the Basic Iterative Method (BIM) [16] as one of the means to perform
white-box attacks. This method is basically an iterative form of the FGSM:

xt+1 = xt + α ∗ sign(∇ J (F(xt ), y; θ)) (1)

where ∇ J represents the gradients of the loss calculated with respect to the input
space xt and its original label y, t represents the iterations.

The second white box attack used is the CWL2 attack. It is based on solving the
following objective function:

minδ||δ||2 + c · f (x + δ) (2)

such that f (x ′) = max(maxi �=t (Z(x ′)i ) − Z(x ′)t ,−κ) (3)



146 Y. X. M. Tan et al.

where ||δ||2 minimises the L2 norm of the perturbation while f (x + δ) ensures
misclassification after perturbation. c is a constant. Z(·)i refers to the logits of class
index i and t refers to the target class. κ is the confidence value. This attack method is
considered as close to state-of-the-art and can bypass several detection mechanisms
[4].

3 Experiments and Results

Attacks: Here we focus on three prototypical attacks, a direct gradient-based one,
a gradient attack with a distance regularizer, and a gradient-free boundary attack.
We take these attacks as representatives for their classes. While there are many
other adversarial attacks, analysing most of them would be beyond the length of a
conference paper and is expected to result in correlations according to their classes.
The extensions which we propose and evaluate further below, are also applicable to
other attacks as well, which fall in these classes.
Networks: We explored five different variants of neural networks: ResNet18, two
BSN architectures and two BNN architectures. The BSN architectures used are a 4-
layered (BSN-4)Multilayer Perceptron, and a modified LeNet [17] (BSN-L). For the
BNNs, we explored both deterministic (BNN-D) and stochastic binarization (BNN-
S) strategies. The baseline image classification accuracies are summarised in Table1.
Though not state-of-the-art, it is not the focus of this work since we are interested in
adversarial robustness.
Datasets: We used three datasets for our experiments, namely MNIST [17], CIFAR-
10 [15] and, Patch Camelyon [31] which we refer to as PCam. The library we used in
our experiments was PyTorch [24] for constructing our image classifiers. For attacks,
we used the Foolbox [26] library at version 1.8.0.

Table 1 Baseline image classification performance for all models

MNIST CIFAR-10 PCam

Resnet18 0.988 0.842 0.789

BSN-4 0.972 0.542 0.733

BSN-L 0.990 0.642 0.788

BNN-D 0.989 0.876 0.798

BNN-S 0.967 0.647 0.780
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3.1 White-Box Attacks Against Stochastic Neural Networks

While the focus of our paper are black-box attacks, we show here for completeness
results of white-box attacks against stochastic networks. We report the proportion
of successful adversarial samples and term it as Adversarial Success Rate (ASR; in
range [0,1]). Furthermore, we report the mean L2 norms per pixel, of the differences
between natural images and their adversarial counterparts. In our experiments, we
sub-sampled 500 samples from the test set of the respective datasets during the
evaluation of the BIM attack and 100 samples for the evaluation of the other attacks,
unless stated otherwise. Note that we selected only samples that were originally
correctly classified. We adopted an average inference policy for SANNs, taking the
average prediction across 10 forwards passes per sample.

For the Basic Iterative Method (BIM) attack, we varied the attack strength (ε
measured in L∞ space) while keeping the epsilon, step sizes and iterations fixed
at 32/255, 0.05 and 100 respectively. Two notable observation can be made about
BIM from Table2. Firstly, when comparing networks, BIM has the highest ASR
against BNN-D other than ResNet18. Due to binarization, it becomes easier to effect
a greater change in activation values. Secondly, when comparing attacks for a given
architecture, BIM yields the highest ASR on BNN-D and BNN-S, however this is
achieved at the cost of higher L2-norms.

For the Carlini & Wagner L2 (CWL2) attack, we used the default attack param-
eters as specified in Foolbox. For stochastic ANNs, we disabled binary searching
for the constant c and showing the results when c = 10 in Table2. We postulate
having ‘c’ dynamic in attacking such a model would reduce the efficacy of the

Table 2 Adversarial success rate/mean L2 norms per pixel (upscaled by 1000 for illustration)
between the original image and its perturbed adversarial image for the attacks across the different
variants of models. For CWAug, K in Eq.4 was set to 5

Dataset Attack
method

Resnet18 BSN-4 BSN-L BNN-D BNN-S

MNIST BIM 1.000/2.17 0.956/2.29 0.831/2.63 1.000/1.56 0.595/2.27

CWL2 0.970/0.91 0.849/2.47 0.777/2.59 0.980/0.00 0.300/1.48

CWAug 1.000/5.85 0.866/2.46 0.785/2.61 1.000/0.29 0.293/1.76

Boundary 1.000/1.40 0.044/5.40 0.003/5.06 0.980/0.00 0.044/0.60

CIFAR-10 BIM 1.000/0.93 0.988/1.03 0.986/1.10 1.000/0.96 0.998/1.04

CWL2 1.000/0.08 0.797/0.09 0.789/0.09 1.000/0.04 0.660/0.09

CWAug 1.000/0.11 0.855/0.19 0.851/0.21 1.000/0.06 0.693/0.11

Boundary 1.000/0.14 0.466/2.96 0.420/1.86 0.944/1.18 0.445/2.36

PCam BIM 1.000/0.98 0.955/0.94 0.915/1.03 0.974/1.03 0.974/0.99

CWL2 1.000/0.09 0.476/0.84 0.477/1.06 0.920/0.10 0.322/0.53

CWAug 1.000/0.14 0.547/0.89 0.463/1.08 0.930/0.14 0.396/0.53

Boundary 0.730/0.09 0.005/1.31 0.015/2.34 0.190/2.00 0.008/2.41
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attack method since the model is never consistent. Exemplified by the results from
ResNet18 in Table2, the CWL2 attack is an extremely powerful attack. However, it
is less effective against SANNs compared to BIM, where BIM outperforms CWL2
in all SANN settings. This observation, together with the inspiration from a prior art
in [1], prompted us to propose a modification of the objective function of this attack.
Augmented Carlini & Wagner L2 Attack (CWAug) We utilised randomness in
augmenting input samples in the attack procedure by modifying Eq.3 to include
an additional term that performs random augmentations on the input image, both
rotations and translations before optimisation, gaining inspiration from the Expecta-
tion over Transformation (EoT) [1] approach. Our goal is to investigate the effects of
modifying an already powerful attack with EoT on adversarial robustness, to observe
if it will be a more powerful attack. Athalye et al. [1] used the PGD algorithm to opti-
mise with the EoT approach while we use the CWL2 objective function. Equation4
describes our modified attack, CWAug.

minδ||δ||2 + c · f (x + δ) + 1

K

K∑

i=1

f (R(x + δ)) (4)

where K is the number of iterations to perform random transformations, symbolised
by R(·), on the input sample. The first term penalises against having high degrees of
perturbations while the second term enforces misclassification. We refer readers to
[5] for more details about the first two terms of Eq.4. Our function R(·) in the third
term involves first making random rotations followed by random translations. Putting
R(·) into the optimisation objectivemakes the adversarial samplemore robust against
small changes, stabilising it against the effects of stochasticity in the SANNs. In this
work, we defined the allowable range of rotation angles to 180 degrees clockwise and
counterclockwise, sampled from a uniform distribution. Also, we select at random
the translation direction and pixels (integer from 0 to 10) to be applied on the image.
We adopt the same experimental settings as in CWL2 attacks. In total, out of 12
configurations of SANNs in Table2, CWAug performs in 9 configurations better
compared to CWL2 in terms of ASR.

3.2 Black-Box Attacks Against Neural Networks

Boundary Attack This attack turns out to be the poorest performing for the case of
stochastic ANNs, which indicates that the attack method is very sensitive to stochas-
ticity. Note that the attack was performed on an average of queries for each data
point. For SANNs, its weights and activations vary due to stochasticity, resulting in
slightly varied predictions for the same sample at different times. Having a stochas-
tic decision boundary compromises the ability to obtain accurate feedback for the
traversal of adversarial sample candidates, explaining the poor performance of this
attack. Section5.2 illustrates this point further.



Analysing the Adversarial Landscape of Binary … 149

Fig. 1 Attack success comparison between ResNet18 (blue) versus BSN-L (orange) models as
surrogates when targeting BNN-S and BSN-L. 100 samples were used. c = 10 for CW-based attacks
and ε = 32/255 for BIM

Surrogate-BasedBlack-BoxAttacksWereport the effectiveness of surrogate-based
black-box attacks, as introduced by [23].We considered two different model variants
as our target classifier (i.e. oracle), namely BSN-L andBNN-S, and evaluated on both
theMNIST andCIFAR-10 datasets, taking 20% of the test data to be used for training
the surrogate. The remaining test data were used to evaluate the performance of the
surrogatemodels.We also considered SANNs (i.e. BSN-L) as surrogates, which to the
best of our knowledge, has not been explored before. Prior art frequently discussed
surrogate-based attacks with deterministic models (e.g. ResNets) as surrogates [7, 9,
23] instead. As illustrated in Fig. 1, the CWAug attack achieves higher transferability
as compared to the CWL2 attack, which is also consistent with our explanation
provided in Sect. 3.1. However, theBIMattack is in generalmore efficient in attaining
transferable adversarial samples than the other, more complex, attack methods.

Wepostulate that, using adeterministic surrogate against stochastic oracles, results
in a reduced ASR due to the difficulty to account for the stochastic variance of the
decision boundary. As querying the stochasticity of a target is trivial, the attacker
can easily employ a stochastic surrogate. Making observations from Fig. 1 (orange
bars), employing SANNs as surrogates increases the ASR against stochastic, with
the exception of BIM on CIFAR-10.We postulate that using stochastic ANNs acts as
a regularizer to prevent adversarial perturbations from becoming too small, similar to
the concept for CWAug (see Sect. 3.1). This increases the chances of fooling ANNs
whenever there is no highly accurate approximation of the decision boundaries by
the surrogates.
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4 Towards Better Black-Box Attacks with Variance
Mimicking

The goal of surrogate-based attacks is to approximate the decision boundary of an
oracle O . When faced against stochastic targets, approximating the prediction vari-
ance of the oracle is as important. This leads us to our proposed method of Variance
Mimicking (VM), for usage against stochastic targets. Assuming the attacker uses
a stochastic surrogate, he could inject noise in the surrogate training dataset before
querying the oracle for hard labels (annotated by O(.)). We assume that in the black-
box setting,we canobtain only hard labels for a predicted class, but not the underlying
logits. In this case, a small perturbation δ might be insufficient to induce label flips
in the prediction (i.e. O(x) = O(x + δ) for some input x), thereby defeating the
point of measuring variance. To mitigate that, the attacker calculates the variance σ 2

b
within a mini-batch of data db of size B, specific to the channel, width and height
dimensions (each dimension has its own variance), and perturbs db with N (0, σ 2

b )

for m separate times, yielding m · B samples. The attacker then trains the surrogate
on this expanded mini-batch with their respective labels provided by the oracle, as
usual like in [23]. Algorithm 1 describes our method procedure. Our modification
replaces the training of the surrogate model in line 6 of Algorithm 1 in [23]. The
other steps remain the same and m was defined as 10.

As shown in Fig. 2, the VM procedure (blue bars) outperforms the naive approach
(green bars), in terms of ASR, except for two cases. While these results do not
outperform white-box attacks (see Table2), noting the limitations of using white-
box attacks in realistic settings when the model is not accessible, this result shows

Fig. 2 Attack success comparison between Vanilla (green) versus VM (blue) surrogate training
procedures when using BSN-L as surrogate. 100 samples were used. c = 10 for CW-based attacks
and ε = 32/255 for BIM
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the moderate susceptibility of SANNs and the success of our proposed method.
Observing our results across all black-box attacks againstBNN-SandBSN-Lmodels,
our VM approach yields the best ASR.

Algorithm 1: Variance Mimicking - oracle O , surrogate model F , number of
training epochs maxρ , number of perturbations m and some surrogate training
dataset D.
Input: O , F , D, m, maxρ

for ρ ← 0 to maxρ do
for b ∈ D do

// db is a data mini-batch

F .train_step(db, O(db))
σ 2
b ← get_variance(db)

for i ← 0 to m do
dperturb ← db + N (0, σ 2

b )

F .train_step(dperturb, O(dperturb))
end

end
end

5 Discussion

5.1 Analysis of the Effectiveness of VM

In order to show the effectiveness of mimicking, one can measure the degree of
this approximation through computing L2 norm differences of logits. We collected
these statistics between i) target and surrogate with VM and ii) target and surrogate
without VM. We observe that L2 norm difference in (i) is consistently lower than
in (ii), summarised in Table3. It is clear that with VM, the L2 norm difference of
logits is lower than without, which is more emphasised in CIFAR-10.

We also investigate if the improved performance is due to the increased data (due
to line 7 of Algorithm 1) used for the case of training surrogates with VM through
Table4. Even after training with an equivalent batch size without VM on CIFAR-
10, the baseline does not consistently perform better than VM, especially when the
surrogate and oracle uses the same architecture.

Table 3 L2 norm differences of logits across (i) and (ii)

Dataset VM(i) no-VM(ii)

MNIST 5.901 6.425

CIFAR-10 4.539 12.457
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Table 4 ASR of using BSN-L surrogate against oracles using the BIM attack on CIFAR-10. m is
the number of perturbations; B is the batch size

Oracle Batch size used

B m · B
BNN-S 0.2181 0.2131

BSN-L 0.4064 0.3528

(a) Predicted classes for an exemplary re-
gion: ResNet18. Prediction in each point
is deterministic. No variance plotted.

(b) Predicted classes and variances for an
exemplary region: BSN-L. High variance
appears as low gamma (fading colours).

Fig. 3 Predicted classes and variances around three data points (black dots)

5.2 Understanding the Impact of Stochasticity

We postulate that the difficulty of attacking SANNs in general is due to the variance
in the definition of the decision boundary. Figure3 shows for the BSN-L classifier the
predicted labels and the variances, and for the Resnet18 only the predicted labels.
This was computed on a section defined by a two-dimensional plane spanned by
three exemplary data points. One can see two peculiarities: Firstly, the decision
boundaries for BSN-L are much more spiky and noisy, as can be seen for the red
labels in the lower right corner, and the purple in the upper right corner, with zones
of high variance in white around them. Traversing along a decision boundary is
more challenging for stochastic networks. This shows the difficulty for boundary
attacks against stochastic models. Secondly, decision boundaries around the same
three samples are substantially different for the two networks. The zones of high
variance provide additional obstacles to correctly training surrogates. This explains
the difficulties for transferability and surrogate attacks, and the reasonwhy stochastic
mixtures are able to provide the observed hardening.

5.3 Differing Robustness Behaviours Between BSN-L and
BNN-S

As observed in Table2, out of 9 differentwhite-box attacks configurations, 7 ofwhich
BSN-L showcases higher susceptibility than BNN-S. We study this phenomenon
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Fig. 4 Loss surfaces of ResNet18, BSN-L and BNN-S when evaluated with CIFAR-10 training
data. Colour spectrum scale in figures of ResNet18, BSN-L and BNN-S indicates 1 to 7, 1.5 to 3
and 5.6 to 6.6 respectively

through the lens of loss surfaces. We used a visualisation tool proposed by [20] to
produce a 3D visualisation of the loss values within an exemplary region of BSN-L
and BNN-S, illustrated by Fig. 4b, c respectively. Figure4c shows the highly discon-
tinuous nature of the loss surface of BNN-S. This could be attributed to the higher
degree of quantization found in BNN-S as compared to BSN-L. As such, it becomes
more difficult to craft adversarial samples using white-box attacks that employs gra-
dients against BNN-S than BSN-L, where this difficulty is more emphasised for the
MNIST dataset.

6 Conclusion

We investigated the adversarial robustness of two variants of binarized SANNs across
MNIST, CIFAR-10 and PCam datasets. In white-box settings, they are similarly vul-
nerable to BIM attacks as deterministic ANNs. We can observe in black-box settings
higher robustness for SANNs compared to CNNs. We show that the success rate for
black-box attacks can be improved when using surrogate attacks with stochastic sur-
rogates and the novel variance mimicking. The latter achieves a better approximation
of the stochastic decision boundary in SANNs.
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Dynamic Pricing for Parking System
Using Reinforcement Learning

Li Zhe Poh, Connie Tee, Thian Song Ong, and Michael Goh

Abstract The number of vehicles in urban cities has increased and raised atten-
tion towards the need for effective parking lot management in public areas such as
hospital, shoppingmall and office building. In this study, dynamic pricing is deployed
with real time parking information to maximize the parking usage rate and alleviate
traffic congestion. Dynamic pricing is a practice of varying the price of product of
service reflected by the market conditions. This technique can be used to deal with
vehicle flow around the parking area including peak and non-peak hour. During
peak hours, the dynamic pricing mechanism will regulate the price of parking fee to
a relatively high rate, and vice versa for non-peak hours. Reinforcement Learning
(RL) is used in this paper to develop a dynamic pricing model for parking manage-
ment. Dynamic pricing over time is divided into episodes and shuffled back and forth
through an hourly increment. The parking usage rate and traffic congestion rate are
regarded as the rewards for price regulation.

Keywords Parking management · Reinforcement learning · Dynamic pricing

1 Introduction

Huge increase in private vehicles is one of the pain points in many urban areas
especially big cities like London, Hong Kong and Kuala Lumpur. The increase of
vehicles brings negative impacts to the environment and also people around the cities.
Increased number of vehicles leads to raising demand for parking lots. According
to a survey published by New Strait Time (2017), the average time spent every
day looking for parking areas in some major cities is about 25 min. The drivers
keep circling around the destination and time is wasted to look for available parking
lot. This leads to the increase of fuel combustion and carbon dioxide emission that
destroys the atmosphere and causes greenhouse effect. The higher the time driver
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spent on road, the higher the traffic congestion in that area. This creates a chain effect
that further delays and causes aggravation for other drivers.

Recognizing the challenges associated with the increased number of vehicles,
many researchers have tried to solve the traffic congestion problem and satisfy the
huge parking lot demand. With technology such as sensor (loop or ultrasonic sensor)
and ticket or e-payment systems, parking information such as availability of free
parking space can be obtained real-time. This provides an opportunity to implement
a dynamic pricing based smart parking solution. By using dynamic pricing, the
parking operator can offer flexible price regulation based on different time periods
to optimize their revenue and at the same time increase parking space usage rate.

In this paper, we present a dynamic pricing model that regulates the parking price
based on vehicle volume and traffic congestion rate. We monitor dynamic pricing
with different pricing schemes and observe how they are utilized in different settings
to bring a higher reward to traffic congestion and revenue for the parking operators.
The dynamic pricing model can forecast traffic congestion and vehicle volume and
disperse vehicle flows that leads to traffic congestion. During peak hours at certain
time of the day, the vehicle flows are dispersed to non-peak hours to increase the
parking usage rate and reduce traffic congestion by suppressing driver’s visit to the
specific areas. This is achieved by price regulation through price reduction in terms
of parking fee rebate.

The dynamic pricingmodelwhich provides traffic congestion forecast and parking
lot availability enables time-saving in parking search. Drivers can go straight to the
parking area with lower parking fee (lower parking usage). Within the pre-defined
parking area, traffic congestion can be alleviated because less vehicles will cruise
for parking lot around that area. This in turn reduces carbon dioxide emission and
increases mobility efficiency.

The rest of this paper is organized as follows. Section 2 reviews related work
such as dynamic pricing and smart parking system. Section 3 defined the proposed
method. Section 4 concludes and discuss future improvements.

2 Literature Review

2.1 Dynamic Pricing

Dynamic pricing is a pricing strategy that has a huge influence in our society because
e-commerce has become typical carrier of business model. Every trade-off can be
made by the Internet and it has spared many physical expenses and gave rise to an
easy entry to the market. Nowadays, many researchers focus on dynamic pricing in
e-commerce due to the availability of big data that makes user behaviour visible.

Karpowicz and Szajowski [1] presented four pricing strategies for e-commerce
and they are (1) time-based pricing strategy; (2) market segmentation and limited
rations strategy; (3) dynamic marketing strategy; (4) the comprehensive use of above
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three types. On the other hand, Chen and Wang [2] introduced a dynamic pricing
model for e-commerce based on data mining. The model was composed of three
bottom–up layers: data layer, analytic layer and decision layer.

In a multi-agent environment, the optimal pricing policy of agent depends on
the pricing policies of the other agents [3]. Han et al. [3] proposed a multi-agent
reinforcement learning which integrates the observed objective actions as well as
the subjective inferential intention of the opponents. Pan et al. [4] proposed a new
continuous time model with price and time sensitive demand to consider dynamic
pricing, order cancellation ration and different quality of service (QoS) levels in web
network.

Chinthalapati et al. [5] proposed reinforcement learning (RL) as a tool to study
price dynamics in an electronic retail market. The proposed method consisted of two
competing sellers, price sensitive and lead time sensitive customer. They considered
two representative cases: (1) no information case and (2) partial information case.
Ujjwal et al. [6] proposed a bargaining agent which used genetic algorithm for imple-
menting dynamic pricing on internet. Online bargaining is a “win–win” situation for
both the seller and buyer becausemutually agreed deal price is higher than the seller’s
reserved price but lower than the buyer’s reserved price.

The authors in [7] proposed Pareto-efficient and subgame-perfect equilibrium
and offered a bounded regret over an infinite horizon, where regret was defined
as the expected cumulative profit loss as compared to the ideal scenario with a
known demandmodel. They considered an oligopoly dynamic pricing under demand
uncertainty but assumed that all sellers had the same marginal cost.

Another study in [8] investigated pricing strategy of firms in the context of uncer-
tain demand. According to the study, reference prices and the price of competition
were the two factors that affected demand dynamics. Simulations results demon-
strated that firms could lower the volatility of their price path if they gathered and
processed the information about consumers and competitors because this gave a
greater control over uncertainty than ever before.

Wang [9] proposed a dynamic pricing model of the retailer in the case of
supply exceeding demand vice versa. The study listed the equilibrium conditions
for the optimal dynamic pricing strategies and derived the optimal dynamic pricing
strategies.

2.2 Smart Parking Solutions

Parking solutions integrate interdisciplinary knowledge for successful large-scale
deployment. Recent research like the 5G network also makes the Machine-to-
Machine (M2M) communication in real time practicable. There are several review
papers that provide a good viewpoint to the recent smart solutions using different
technology. In [10], smart parking solutions are classified into three macro-
theme according to the goals of the research fields: information collection, system
deployment, and service dissemination.
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The study in [11] proposed a smart parking system that was based on intelligent
resource allocation, reservation and pricing. The system offered guaranteed parking
reservationwith the lowest possible cost and searching time for drivers and the highest
revenue and resource utilization for parking manager. Mitsopoulou and Kalogeraki
[12] proposed a crowdsourcing system known as ParkForU that aimed to find the
available and most suitable parking options for users in a smart city. It was a parking-
matching and price-regulator algorithm that allow user to specify their destination
along with a set of preferences regarding price and distance (from the parking lot to
their destination), as well as a maximum number of results they wish to receive.

In [13], Nugraha and Tanamas proposed a dynamic allocation method to reserve
parking lot using Internet application. The method reduced the need for the driver to
explore the entire parking spot by finding the vacant parking lot and performed the
reservation for the driver. They used an event-driven schema allocation at the event
of a vehicle arrived at the parking lots gate to maintain parking lot utilization level.

The authors in [14] proposed a ridesharing system with two matching algorithm
that followed single and dual side search paradigm to offer more options on pick-
up time and price, so that the travelers could choose the vehicle that matches their
preferences best. The baseline algorithm of ridesharingmatching algorithms inserted
ridesharing request to a kinetic tree and it returned all possible pairs of pick-up time
and price that did not dominate each other.

Jioudi et al. [15] proposed dynamic pricing policy that changes prices propor-
tionally to the arrival rates on each parking and therefore reduces congestion and
eliminates the driver’s preference for some parking. They analyzed the parking time
under near-real-life conditions using the Discrete Batch Arrival Process (D-BMAP).
The drivers arriving according to D-BMAPwere selected for service in random order
(ROS) according to their parking time.

In [16], the authors aim to improve the rotation of attractive spot and set a usage-
based parking assignment via appropriate incentive which was equivalent to using a
strategic pricing to control parking dwell time and improve traffic conditions in the
target area. Improving the utilization of the limited parking capacity in high demand
areas by reducing the number of long-term parking spots combined with suitable
measures allowing short-term parking are elemental.

The authors in [17] proposed twopredictionmodels for qualitative andquantitative
improvement of parking availability information.Quality issue refers to fixed interval
to updated information and network delay between parking sensors and data server.
Quantity issue refers to non-smart parking lots which are unmonitored. A future
availability prediction model was introduced by learning the tendency of parking
and changes of occupancy rate from historical data for quality improvement. They
also proposed an availability prediction model for non-smart parking which were
unequipped with sensors based on the assumption that prediction target’s occupancy
rate could be estimated with occupancy rate data of neighbor smart parking located
in nearby for quantity improvement.

Recent research above focuses on reservation or price regulation under real time
algorithm and feedback the result to user of smart parking system. For example,
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iParker [11] uses real time reservation with share time reservation to find the avail-
able and most suitable parking options for user while ParkForU [12] uses parking-
matching and price-regulator algorithm, parking operator was notified after driver’s
selection and adjust their price dynamically to attract driver. Reservation-based
parking system [13] reserves vacant parking slot by calculating driver’s ETA and
dynamically reallocate parking slot when certain car arrived without reservation.
Jioudi et al. [15] uses dynamic pricing policy that changes prices proportionally to
the arrival rates. Jioudi et al. [16] uses area zonificaion to encourage short and mid-
term parking dwells by allowing them to park in the most attractive zones permit
to increase short-term user. Kim and Koshizuka [17] use two prediction models
for qualitative and quantitative improvement of parking availability information. In
this paper, we planned to use dynamic pricing and reinforcement learning to forecast
future arrival rate and traffic volume to define a satisfactory discount scheme tomaxi-
mize parking occupancy usage and alleviate traffic congestion. With the proposed
system, the simulation can be designed to different scenario with number of parking
operator, its pricing policy and the traffic volume in the parking area. This had make
the proposed method become reliable.

3 Proposed Method

This study proposes a Reinforcement Learning (RL) model for training the dynamic
pricing mechanism. The proposed model performs as an environment in the parking
industry market. In this environment, a parking operator acts as the player with the
other opponents (the other parking operator). The reward is the number of vehicles
that park in the player’s parking area and the revenue obtained from parking.

Unlike recent smart parking research that focus on reservation for driver and price
regulation by parking provider, we focus on smoothening the regression distribution
model of the historical parking occupancy rate by increasing the occupancy rate at
non-peak hours. According to [16], the driver behaviour can be assumed and captured
using multinomial log-linear regression, also known as multinomial Logit model.

The sales process can be modelled as a Stackelberg game between the retailer
and consumers. It is a two-stage sequential game where the retailer moves first by
setting the prices and then customers follow by making their purchase decisions
[9]. In this paper, the parking operator moves first by setting the prices and this is
followed by the driver who makes his/her purchase decision whether to park the
vehicle. The concept of sub-game perfect equilibrium is also practiced because the
strategy of parking operator and driver constitute the best response to optimize their
expectation. There is a Pareto efficiency between the parking operators because
no individual or preference criterion can be better off without making at least one
individual or preference criterion worse off in this parking environment with parking
demand (Fig. 1).
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Fig. 1 Expected output of regression model after dynamic pricing

3.1 Architecture

Consider a district parking area containing multiple parking operators with pre-
defined dynamic pricing policies, theRLmodel is constructedwith entity and compo-
nent to perform each single task to fulfil the notation and assumption in this paper.
Below we describe the entities and modules in the proposed smart parking solution:

1. Parking Operator
An entity who provides parking service. Parking operator is defined with its
capacity, building type, price rate, and location. It performs as a player in this
RL environment.

2. Pricing Engine
Fetch the parking utility information including pricing policy used and current
price rate and discount range. The engine run and design new price rate for next
state according the pricing policy predefined such as arrival-time-dependent
pricing (ATP), usage-aware pricing (UAP) [16] and flat rate (a fixed price in a
day).

3. Driver
An entity who seeks a parking space. The drivers are smartphone users who use
access the smart parking application to get discount information of that parking
area. The driver is defined with his/her current location, destination and pref-
erences between price and distance (described as price-focused, balanced and
distance-focused) [12]. The driver preferences are denoted as decimal number
such as 0.7 to price and 0.3 to distance means the driver make decision tend to
lower price parking area.

4. Reward Module
The module to calculate the reward for state transition considering historical
data, predicted reward with and without dynamic pricing, and make comparison
to provide the final reward for each state of episode. In this module, the reward
is normalized with player capacity and discounted price to avoid bias.

5. Arrival Process
Batch arrival prediction for interval of 1 h using Auto Regressive Integrated
Moving Average (ARIMA). It learns the tendency of parking and changes of
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occupancy rate from historical data then forecast future parking occupancy.
This module will input the weekday and period section of episode and return
forecasted occupancy.

3.2 Notation and Assumption

In this study, we assume a pricing scheme for both the player and opponents. The
pricing scheme includes the price range of parking fee for the driver. Both player and
opponents should determine the total volume of parking lot, and also the maximum
and minimum parking fees at the start of the simulation. To model the relationship
between vehicle flow and the traffic congestion, the following assumptions are made:

1. Episode is defined as weekly incremental, each episode consists of 7 days.
2. Problem formulated for parking operators: maximize parking usage, maximize

driver satisfaction and maximize global revenue.
3. Parking operators with different pricing policies: Arrival-time-dependent

pricing (ATP), Usage-aware pricing (UAP), progressive pricing, discount on
flat rate, season pass, incentive pricing.

4. Pricing engine takes action three times per day, make three section such as
morning, afternoon and night.

5. Estimate parking market needs by calculating history vehicle flow as supply
and demand rate.

3.3 Reinforcement Learning Mechanism

The proposed model follows the general RL mechanism as an outer layer. The envi-
ronment receives the environment variables such as vehicle flow and traffic conges-
tion rate. The player learns to increase its reward by taking an action from theQ-table.
An epsilon value is used to increase exploration to avoid sticking in local optimum.

In the reward function, the environment entity calculates the in and out flow of
the player and opponents. With the calculated in and out flows, the number of drivers
learn to recognize their parking area with their distance and price preference. At the
same time, the player learns to alleviate traffic congestion by increasing their parking
revenue. Meanwhile, the drivers also learn to choose the parking area. Algorithm 1
shows the procedure of the reward function.
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Algorithm 1:

(1) Input: batch arrival rate of in and out flow of vehicle
(2) Input: player’s current state (occupancy and discounted price)
(3) Input: opponents’ current state (occupancy and discounted price)
(4) Initialize reward, in and out flow of vehicle to 0
(5) Foreach hour in period section
(6) Calculate in and out flow of this hour
(7) Calculate reward by referring vehicle in / out flow and discounted price
(8) Update occupancy of player and opponent

3.4 Experiments and Results

We assume there are one player and one opponent in the environment. The action
space is set to 4 which means the parking fee will be discounted between 0 and 3.
Each episode goes through seven days with three section. The morning section will
start from 5 am to 12 pm, afternoon section from 12 to 5 pm and evening section
from 5 pm to 4 am. In every section, the player will make an action to select its price
regarding the action space and loop through the period’s hours to get the arrival and
exit rate from the Arrival Module. The in and out vehicle volume of player and its
opponents will be counted based on driver’s decision by Driver Module. The reward
is calculated by vehicle in volume, player’s revenue and traffic condition.

In this experiment, the driver’s preference ratio are set to (price, distance). For
price-focused driver, the preference is (0.7, 0.3), while it is (0.5, 0.5) for balanced
driver and (0.3, 0.7) for distance-focused driver. The driver’s parking fee is counted
based on his/her arrival time by Pricing Engine. Each action, rebate will be applied to
player parking fee which attracts driver to park at the player’s parking area (Fig. 2).

From the simulation result, the reward reaches its optimal value at 20 thousand
episodes. The episode reward is normalized using the discounted parking fee, which
means less discount, the higher the reward return and profit of parking operator. With
regulating the price of parking lot, decreasing the vehicle flow on the peak hour by
increasing the rebate on non-peak hour which gently the daily parking occupancy
and decrease traffic congestion on the peak hours. From the result, we also can see the
proposed method decreases the traffic congestion and increases parking occupancy.
However, it still needs more effort to relate the simulation to real environment such
as classifying the drivers as long-term, medium-term or short-term visitors.

4 Conclusion

In this paper, a dynamic pricing model for parking industry is presented for traffic
congestion forecast and parking price regulation. Firstly, the features of traffic



Dynamic Pricing for Parking System Using Reinforcement Learning 165

Fig. 2 Simulation result with 50 thousand episodes

congestion and parking revenue are represented. Then a dynamic pricing model for
parking industry is proposed and trained by reinforcement learning. It is shown that
the dynamic pricing is influential to the optimal solution. The new concepts intro-
duced in this paper is the smart parking system with dynamic pricing to increase the
revenue of parking operator by providing a discount scheme to maximize the parking
occupancy usage and alleviate the traffic congestion by considering traffic volume as
an objective. This proposedmethod is not handling real-timeparking but a forecasting
method on vehicle arrival rate and parking occupancy. With the outputted discount
scheme to maximize revenue of parking operator and alleviate traffic congestion,
the discount scheme can be promoted to frequent visit driver or scheduled visitor.
However, there are still problems to be solved for the model, because currently the
research focuses on predefined parking operator with pre-defined details of parking
operator and its opponents such as location and occupancy. We planned to increase
the reliability of the dynamic pricing algorithm to fit with multiple variety type of
parking operator such as the building type, occupancy and pricing scheme.
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Malware Detection by Merging 1D CNN
and Bi-directional LSTM Utilizing
Sequential Data

Seung-Pil W. Coleman and Young-Sup Hwang

Abstract Due to the popularity of the android platform, there is a growth in the
number of devices and threats. For this reason, it is essential to build reliable tools that
can detect malware android application packages (APK) on this platform. Creating
effectivemodels requires the use of rich features that are hard to generate. In thiswork,
we extracted the Dalvik executable (.dex) byte-codes from APKs. Android applica-
tion binaries are opcode sequences. Then, we trained one-dimensional convolutional
Neural networks (CNN) using those sequential data. These one-dimensional CNNs
detect local features and reduce the feature size.Wewent even farther to combine one-
dimensional CNNs with a bi-directional long-short term memory network (LSTM)
to detect malware. Experimental results show that our model, trained on a balanced
number of samples, got an error rate of merely 5.4% on a dataset of 20,000.

Keywords Android malware detection · Data section · One dimensional
convolutional neural network · Bi-directional LSTM · Sequential data

1 Introduction

The android platform is the most popular today, and it contains several hundred
thousand applications in different markets. This has led to smartphones running on
the Android operating system becoming a target for black hat hacker developers
that have malicious intentions. Android is vulnerable compared to other platforms
because it allows applications installation from multiple third-party markets. Recent
studies have announced that mobile malware is finding new ways to hide, and the
number of mobile malware seems to be increasing [1]. This is evident that there is a
need to create a robust security solution.

S.-P. W. Coleman (B) · Y.-S. Hwang
Department of Computer Science and Engineering, Sun Moon University, Asan, South Korea
e-mail: spil3141@naver.com

Y.-S. Hwang
e-mail: young@sunmoon.ac.kr

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
H. Kim et al. (eds.), Information Science and Applications, Lecture Notes
in Electrical Engineering 739, https://doi.org/10.1007/978-981-33-6385-4_16

167

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6385-4_16&domain=pdf
mailto:spil3141@naver.com
mailto:young@sunmoon.ac.kr
https://doi.org/10.1007/978-981-33-6385-4_16


168 S.-P. W. Coleman and Y.-S. Hwang

The most popular methods used for android malware detection are static and
dynamic analysis. Static analysis is a technique widely used by researchers and
industries. It involves the APK file being scanned before they can be executed on
an android system. In such a case, the file is disassembled by a disassembler to
obtain information such as API calls, permission lists, among others, which can
then be examined. On the other hand, dynamic analysis involves methods that can
monitor the behavior of applications at run-time. Some examples of this method are
implemented by tools like TaintDroid [2], DroidRanger [3], and DroidScope [4].
Even though these are effective methods they have limitations. For example, even
though dynamic analysis is effective at identifying malware, there is a caveat of
overhead. And as for static analysis, it is fast and efficient but can easily be dodged
by malware writers who can trick the disassemblers into producing incorrect code.
This is accomplished by inserting errors into the source which leads to the actual
code execution path being hidden or obfuscated. In this work, we choose to use the
static analysis method because this method is essentially helpful on low-power and
memory-limited devices such asAndroid devices.Highoptimization for performance
is essential on the android operating system.

Data used to train deep learning models can come in the form of spatial, temporal,
and more. Spatial data refers to location-aware information, a common example
of this is a digital image. Temporal data are time-series that are collected as time
progresses. These two concepts have been researched and powerful analysis tools in
machine learning and deep learning have been created.

In this paper, we held the assumption that the DEX file binary, the bytes of the
Dex file, is in the form of a time-series data [4]. The android binary file can be
seen as containing sequences of opcode. We targeted the data section of the android
application package (APK file). Our work is among the first to utilize CNN and
RNN architectures. Particularly, one-dimensional convolutional neural network and
bi-directional long-short term memory RNN.

The rest of this paper is arranged in the following way: we provided insight into
previous works relating to this domain in Sect. 2. Our technique methodology is
explained in Sect. 3. Experiments and Results with related information are presented
in Sect. 4. Finally, Sect. 5 concludes the paper.

2 Related Works

The number of researches relating to android malware detection has seen an increase
since the discovery of deep learning as a possible alternative to older techniques.Deep
learning applications relating to the areas of speech recognition, image classification,
and natural language processing are among the several pioneers. Deep learning for
android malware detection can be seen in [5] which was among the first to utilize
deep learning for android malware detection. They extended the research work of
[6] by employing long short-term memory (LSTM) on a large-scale. In [7], R2-D2
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translates android apps into RGB (red, green, and blue) color code and transforms
them into a fixed-sized encoded image for image classification.

In [8], they proposed an end-to-end solution using one-dimensional CNN, where
both the spatial and temporal data features in bearing fault diagnosis are extracted
and utilized. In this paper, we extended this approach in the field of android malware
detection. Convolutional neural network (CNN) models, developed for image clas-
sification, can also work well on one-dimensional sequential data. In our case, this
refers to the raw bytes of android applications, we extract features from sequential
data and maps to a vector space. A one-dimensional CNN works the same way as
two- or three-dimensional CNN. The difference is in the structure of the input data
and the convolution kernel movement.

3 Methods

In this section,wedescribe themethodologyof our research. The core of our approach
can be divided into three parts. The first is the data section extraction, next is data
preprocessing, and finally the model design Fig. 2.

3.1 Data Section Extraction

The goal of this step is to gather the raw bytes of the data section, embed it in a vector
space, and group them to form the dataset. A DEX file contains many sub-sections
shown in Fig. 1 among these are the header, string ids, data section, code item, etc.
[11]. Our method extracts information on the data section binary from the header
which contains information on every other section. This information includes the
offset and size of the data section.

The tool used to disassemble the APKswas Androguard [9]. Android applications
are developed in Java and compiled into optimized bytecodes for the Dalvik virtual
machine. This bytecode can be directly accessed with the help of Androguard.

3.2 Data Preprocessing

In this step, the featuresweremade suitable for the deep learningmodel. This involved
padding the features to afixed length and scaling itwith normalization.Normalization
is a feature scalingmethod to change the values of individual features to use a common
scale (a range of 0 ~ 1) without distorting differences in the range of values or losing
information.

The input shape of our model must be of dimension [timestep, feature]. However,
the resultant dataset after the data extraction step from Sect. 3.1 contains elements of
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Fig. 1 Data section extraction

Fig. 2 Deep learning neural network architecture (one dimensional convolutional neural network
and Bi-directional long-short term memory network)

various lengths. We reshape every sample in our dataset to achieve this fixed length.
The process involved the use of a post-padding algorithm that appends the value of
zero to the end of every sample less than a predefined threshold or cut if greater.
Next, we used a window size to reshape the features into a sequential timestep. This
new fixed input shape “S” and the window size can be defined as follows

S = [Ts,Fn]; Ts = N/Fn; Fn = 4 (1)

where Ts is the timestep (window size), and Fn is the number of features per timestep
for a given sample. For clarity, our final dataset has N equals ten million features,
the new shape S becomes (2.5 million Timestep, 4 features). Before deciding on the
number of features per timestep, other sizes were tested (4, 8, 16, etc.) but a timestep
with 4 bytes gave the best performance.
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3.3 Model Design

With the sample data padded and scaled, the next step is to decide on the malware
detection architecture. Instead of using machine learning algorithms for pattern
recognition and feature extraction, a deep learning solution was chosen. This work
made use of the convolutional and recurrent deep learning architectures. As shown in
Fig. 2, our model is composed of three one-dimensional CNN layers, a Bi-directional
layer, and two dense layers (fully connected layers).

The one-dimensional CNN layers extract spatial and local temporal features
from the sequences of normalized features. The pooling layers reduce the size of
each feature map thus leading to a reduction in computational efficiency. The bi-
directional LSTM layer extracts long-term temporal patterns that are analyzed by
the fully connected layers. The fully connected layers then perform binary classi-
fication. Binary classification is accomplished by a classifier that can distinguish
between two classes or labels.

4 Experiments

4.1 Dataset

All the data are from the following sources: Google play (the period betweenOctober
2016 and February 2017), Amazon, APK pure, AMD, and Drebin [10]. The malware
samples are from the Drebin and AMD archives while the benign samples were
combined samples from Amazon, Google play, and APK pure. The dataset we used
contains 20,000 applications comprising of malware as well as benign android pack-
ages with a ratio of 1:1 (10,000 malicious applications and 10,000 benign ones). For
the experiments, we used 19,000 samples for training, 500 for validation, and 500
for testing, summing up to a total of 20,000 (Table 1).

Table 1 Dataset sources Source Malware (%) Benign (%)

Google play 0 20

Amazon 0 12.5

APK pure 0 17.5

AMD 35 0

Drebin 15 0
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Table 2 Evaluation result from tested models

Models Train accuracy Test accuracy Precision Recall F1-Score

3 × 1D Conv, 1 ×
Bi-LSTM

0.983 0.946 0.947 0.946 0.945

1 × 1D Conv, 1 ×
Bi-LSTM

0.91 0.902 0.9 0.9 0.9

Table 3 Experiment to
determine Fn

Models Epoch Train accuracy Test accuracy

(N/ Fn,16) 10 0.81 0.806

(N/ Fn,8) 10 0.84 0.832

(N/ Fn,4) 10 0.84 0.846

4.2 Experiment Result

The table below depicts the result of experiments undertaken to evaluate the
performance of our deep learning model.

Table 2 shows the training accuracy, test accuracy, precision, recall, and F1-score
of our final experiments. The table displays results from the two best models. The
first is the 3 1D CNN layers architecture, and the other was a simpler model with a
single convolutional layer. Our best model generalized on the test dataset withmerely
a 5.4% error rate. Also, this experiment proved that going deeper with convolutional
layers yields better performance.

Table 3 shows the result of the experiment to determine the number of features
per timestep. A simplified version of our dataset with 4, 8, and 16 feature channels
enabled us to achieve our desire outcome. Each sample in this simplified dataset was
made of merely 30,000 bytes. The model simplification involved reducing the layers
and units per layer. Using 4 bytes per timestep gave the best testing model perfor-
mance. Out of the result, we realized that larger feature channels did not correlate to
better generalization.

5 Conclusion

In this work, we addressed the challenges of android malware detection through
the introduction of a possible solution utilizing bi-directional LSTM and one-
dimensional convolutional neural networks. Our method handles android binary files
as sequences of opcode for malware detection.

In practice, this work demonstrates the process of analyzing both the temporal
and spatial aspects of an android application for malware detection. To improve the
achieved results, in future work, we plan to investigate methods that handle the large
input size of our proposed model and the case of malware family detection.
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A Definition of Covering Based Decision
Table and Its Sample Applications
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Abstract Covering based rough set, an extension of the traditional rough set theory,
which uses the cover set of the universe set instead of the partition of the universe, has
proven to be both theoretical and attractive in terms of applications. Corresponding
to the decision table in traditional rough set theory, the concept of covering decision
system has been defined. In this paper, we propose a decision table type based on
covers, including the condition lattice of covers, and the decision lattice of covers.
Two tasks on covering based decision table are also introduced. We also demonstrate
the applications of the covering based decision table in collaborative filtering that
corresponds to the classification in the traditional decision table, and in constraint
based association rule mining to indicate this covering decision table concept has a
potential application.
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1 Introduction

Proposed by ZI Pawlak in the early 1980s [1–3], rough set theory deals with the
uncertainty or ambiguity of an object’s real nature (e.g., the possibility that a person
is infected COVID-19). Rough set theory and fuzzy set theory refer to the uncer-
tainty or ambiguity about a property in human perception of an object (for example,
the high/ low property of a person). They are two important branches of knowl-
edge science today. Theoretically, rough set is fundamentally important in artificial
intelligence and cognitive sciences. On the application side, many methods based on
rough sets have a wide application in several real life projects [4]. Collaborating with
granular computing and formal concept analysis, rough set theory is a component
of the conceptual framework of concept analysis for three-way decision thinking
[5]. Moreover, a wide range of generalized rough set models have been developed
providing very useful and flexible means to data analysis. Covering based rough
set is one of most emerging models among binary relation based rough set, i.e.,
neighborhood rough set, rough fuzzy set, and fuzzy rough set, probabilistic rough
set, decision-theoretic rough set, three-way decisions with rough set, soft rough set,
rough soft set, soft fuzzy rough sets, etc. [6].

The covering based rough set theory focuses on using the covers of the universe
(by tolerance relations) for describing the approximation space instead of partitions
of the universe (by equivalent relations in the traditional rough set theory). Starting
from the concept of covering based approximation space proposed by Zakowski [7],
covering based rough set theory has been rapidly developed [8–10] to show potential
applications, of which collaborative filtering is a typical one [11–13].

Corresponding to the decision table concept in traditional rough set theory, the
covering decision system has been defined [14] in the same time with the reduction
task, which is one of the most typical tasks in the covering decision system [14–18].

This paper aims to propose a new definition of the decision table in the covering
rough set and provide its typical application domains.

This paper has following main contributions: Firstly, we propose a new definition
of a covering-based decision table, in which the condition attribute set is used instead
of the condition lattices (a lattice of covers of the universe), and the decision attribute
set is used instead of the decision lattice. There are some studies focusing on the
relations between rough set models and the concept of lattices, such as [5, 9, 19–21].
However, there hasn’t been any definitions of covering based decision table with the
lattice of covers of the universe. Secondly, two problems of concern for covering
based decision table are represented. Finally, a typical application of the proposed
a covering rough set, i.e., collaborative filtering, is introduced to show its potential
application.

The remainder of this paper is organized as follows. Next section presents an
evolution history from a traditional rough set decision table to a covering based
decision table, some examples, and two typical problems of a covering based deci-
sion table. Section 3 presents a comparison between a traditional decision table
and a covering based decision table, a classification problem using covering based
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collaborative-filtering, together with an experimental example. Some related studies
are explored in Sect. 4. The last section presents the conclusion of the paper.

2 An Extension of Covering Based Decision Table

2.1 Traditional Rough Set Decision Table

Pawlak [3] systematized the concepts in rough set theory, i.e., the fundamental
concepts like information system, indiscernibility relation, approximation space,
rough set, the approximations of set. The accuracy of approximation has been
introduced since the beginning of 1980s [1, 2, 22].

LetU (called the universe) be a non-empty, finite set of objects in a certain domain.
Throughout this paper, U is fixed.

Definition 1 (Information system [1]) An information system is a 4-tuple I S =
〈U, A, V, ρ〉, whereU is the universe; A is a finite set of attributes, i.e., A = {ai |i =
1..k}; V = ⋃

aεA Va , where Va (called the range of attribute a) is the set of all values
for attribute a and card(a) > 1; ρ is a function from X × A into V .

In [3], information system is also called knowledge representation system (KR-
system/KRS), or the attribute-value system.

Definition 2 (Indiscernibility relation) [3] For any subset B of A, i.e., B ⊆ A, there
exists an equivalence relation I N D(B) = {(x, y) ∈ U × U |(x, a) = (y, a),∀a ∈
B}. I N D(B) is called an indiscernibility relation of B. The set of equivalence classes
by I N D(B) is denoted as U/B.

Definition 3 (Approximation space) [3] The pair (U, R) is called an approximation
space, where U is the universe, and R is an equivalence relation on U .

Definition 4 (Set approximation) [3] Let (U, R) be an approximation space. For
every subset X ⊆ U , the lower approximation set of X , denoted as RX , is defined
as RX = ∪{Y ∈ U/R : Y ⊆ X}; and the upper approximation set of X, denoted as
R̄X , is defined as R̄X = ∪{Y ∈ U/R : Y ∩ X 	= ∅}.

For ∀X ⊆ U , if RX 	= R̄X then X is called a rough set.
Let C, D be two subsets of A, the C-positive region of D, denoted by POSC (D),

is determined as POSC (D) = ⋃
XεU/D CX . It is clear that POSC (D) is the union

of all equivalent classes I N D(C), and it is contained within an equivalence class
with the relation I N D(D).

An attribute a ∈ B, where B ⊆ A, is dispensable in B if I N D(B) =
I N D(B − {a}), otherwise a is indispensable in B. The core of A is defined as
the collection of all indispensable attributes in A. A subset B ⊂ A is said to be
independent on A if every attribute in B is indispensable in B. If a subset B ⊂ A is
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independent, and I N D(B) = I N D(A), then B is called a reduct in A. The set of all
the reducts in A is denoted as RED(A). The reduction task is to find some reducts
in A, i.e., RED(A).

Definition 5 (Decision table [3]) Decision Table is a special information system
T B = 〈U,C ∪ D, V, ρ〉, where the set of attributes A is divided to two disjointed
subsets C and D, called condition attributes and decision attributes, respectively.

In some cases, a decision table is also called a decision system.
As mentioned above, there exist two indiscernibility relations I N D(C) and

I N D(D).

Definition 6 (Dependency in decision table) [3] Let T B = 〈U,C ∪ D, V, ρ〉 be a
decision table. We define that D depends on C at a degree k(0 ≤ k ≤ 1), denoted by
C →k D, and

k = |POSC(D)|
|U| (1)

The reduction task in decision tables is to find a reduct in C .

2.2 Covering Based Rough Sets and Covering Decision
Systems

The definition of Zakowski [7] on an approximation space, i.e., the pair (U, T ), where
U denotes an arbitrary, nonempty set;T denotes a cover of U , is the preliminary
definition of covering based rough set.

Definition 7 (Covering approximation space [23]) Let U be a universe, C be a
covering of U . We call the ordered pair (U,C) a covering approximation space.

Definition 8 (Minimal description [23]) Let (U,C) be a covering approximation
space, xU :

Md(x) = {K ∈ C |x ∈ K ∧ (∀S ∈ C ∧ x ∈ S ∧ S ⊆ K ⇒ K = S)} (2)

is called the minimal description of x .

Definition 9 (family of sets bottom approximation [23]) Let (U,C) be a covering
approximation space. For any subset X ⊆ U , the family of sets
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C∗(X) = {K ∈ C |K ⊆ X} (3)

is called the family of sets bottom approximating the set X .
The set

X∗ = ∪C∗(X) (4)

is called the lower approximation of the set X . The set

X∗
∗ = X\X∗ (5)

is called the boundary of the set X .
The family of sets

Bn(X) = ∪{
Md(x) : xεX∗

∗
}

(6)

is called the family of sets approximating the boundary of the set X . The family of
sets

C∗(X) = C∗(X) ∪ Bn(X) (7)

is called family of sets top approximating the set X . The set

X∗ = ∪C∗(X) (8)

is called the upper approximation of the set X .
The set X is said exact when

C∗(X) = C∗(X) (9)

Otherwise, it is said inexact, i.e.,

C∗(X) 	= C∗(X) (10)

The partition of the set X into sets X∗, and X∗∗ is called an approximating partition
of the set X .

Definition 10 ([23]) Let (U,C) be a covering approximation space. The equivalence
class of the relation∼C is defined for any setsY, Z ⊆ U by the following equivalence:

Y ∼C Z ⇔ C∗(Y ) = C∗(Z) ∧ C∗(Y ) = C∗(Z) (11)
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Definition 11 (the induced cover of a cover [14]) Let C = {K1, K2, . . . , Kn} be a
cover of U. For every x ∈ U , let Cx = ∩{K j ∈ C |x ∈ K j }. The set Cov(C) =
{Cx |x ∈ U} is, then, also a cover of U , and called the induced cover of C .

Definition 12 (induced cover of a family of covers [14]) Let� = {C1,C2, . . . ,Cm}
be a family of covers of U . For every x ∈ U , let �x = ∩{Cix ∈ Cov(Ci )|x ∈ Cix }.
The set Cov(�) = {�x |x ∈ U} is, then, also a cover of U , and called the induced
cover of �.

For every X ⊆ U , the lower and upper approximations of X with respect to
Cov(�), the computation formulas for the positive, negative and boundary regions
of X relative to � are defined.

Definition 13 (covering decision system [14]) A covering decision system is an
ordered pair S = (U,� ∪ D), where U is the universe, � is a family of covers of
U , and D is a decision attribute.

Covering decision system is also called covering decision information system
[17].

Assume that there exists an information function of D : U → VD where VD is
the value set of D. As above mentioned, I N D(D) is the equivalence relation of D
and U/D is the set of equivalence classes by I N D(D).

Definition 14 (�-positive region of D [14]) Let S = (U,� ∪ D) be a covering
decision system, andCov(�) is the induced cover of�. The�-positive region of D is
calculated as POS�(D) = ⋃

X∈U/DX∈U/D �(X), where �(X) = ∪{�x |�x ⊆ X}.
Covering decision system is also called covering decision information system

[17].

Definition 15 ([14]) Let � = {Ci |i = 1, . . . ,m} be a family of covers of U ; D is
a decision attribute; U/D is a decision partition on U . If for ∀x ∈ U , ∃Dj ∈ U/D
such that�x ⊆ Dj , where�x = ∩{Cix |Cix ∈ Cov(Ci ), x ∈ Cix }, then, the decision
system (U,�, D) is called a consistent covering decision system, and denoted as
Cov(�) ≤ U/D. Otherwise, (U,�, D) is called an inconsistent covering decision
system.

2.3 Covering Based Decision Table

2.3.1 A Definition of Covering Based Decision Table

Our idea to put the lattice aspect in a definition of covering based decision table
based on two reasons. Firstly, lattices as an aspect have been brought into rough
sets in many works [5, 9, 19–21, 24]. Degang et al. [14] investigated the covering



A Definition of Covering Based Decision Table … 181

rough set within the framework of a complete, completely distributive (CCD) lattice,
and proposed lower and upper approximations on a CCD lattice, which can improve
the definitions of upper approximation. Tan et al. [20] stated that the approximation
space of a covering and the concept lattice of a formal context are correspondent. And
then they introduced high-level approximation operators of formal concept analysis
(concept lattice) into covering-based rough sets. Wang et al. [21] investigated lattice
representation of definable sets in generalized rough sets based on the relations
and relationship between distributive lattices. And the lower definable lattices in
generalized approximation spaces based on reflexive and transitive relations. Yao [5]
proposed a definition of four types of formal concepts in rough-set concept analysis,
which leads to four lattice concepts. Secondly, the idea of using the item lattice for
the constraint-based association rule mining is very meaningful. Especially, both
the antecedent and the consequent are represented in the form of lattices [25]. Our
definition is described as follows.

Let U be the universe. Assume that there exists a partial order relation denoted
“≤” in the set of all cover set of U .

Definition 16 (the lattice of covers) L is defined as a lattice of covers of U if and
only if L is a set of covers ofU (C1,C2, . . . ,Cn), and for every C1, C2 belong to L ,
there existY1,Y2 also belong to L such thatY1 ≤ C1,Y1 ≤ C2 andC1 ≤ Y2,C2 ≤ Y2.

Definition 17 (the top-cover and the bottom-cover of a lattice of covers) Since the
universe U is finite, there exist Ctop, Cbottom that Ctop, Cbottom belonging to L , and
C ≤ Ctop(Cbottom ≤ C) for every C in L .

Definition 18 A covering based decision table (CDT) is a triple
CDT =〈U,CL , DL〉, where CL and DL are two lattices of covers of the
universe U ; CL and DL are called condition lattice and the decision lattice,
respectively.

Based on Definition 11, we define the induced cover of the CL and DL .

Definition 19 (the induced cover of CL) Let CDT = 〈U,CL , DL〉 be a covering
based decision table; TopCL = {S1, S2, . . . , Sn} be a top-cover of CL . For every
x ∈ U , let TopCLx = ∩{

Sj ∈ TopCL , x ∈ Sj
}
, then, the set Cov(CL) =

{TopCLx |x ∈ U} is also a cover of U and it is called the induced cover of CL .

Cov(DL) and the induced cover of DL are also defined in the same way.

Definition 20 (CL-positive region of DL). LetCDT = 〈U,CL , DL〉 be a covering
based decision table. The CL-positive region of DL is calculated as

POSCL(DL) =
⋃

x,y∈U
TopCLx

(
TopDLy

)
(12)
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Definition 21 Let CDT = 〈U,CL , DL〉 be a covering based decision table. We
say that DL depends on CL at a degree k(0 ≤ k1), denoted by CL →k DL , if

k = |POSCL(DL)|
|U| (13)

The DL’s dependency on CL is an indicator of the performance that supports
decisions of covering based decision table.

2.3.2 Application Examples

We consider the task of discovering constraint based association rules in the form of
X → Y in transaction databases. In a rule, the antecedent X and the consequent Y
are pre-determined itemsets [Zaki15]. Let T D be the set of all transactions, I be the
set of all items. For every subset B ⊂ I , there exists a lattice of items LB = (

2B,⊆)
,

where 2B is the set of all subsets of B (including the empty set); “⊆” is the relation
“subset of”. The antecedent X ’s lattice (denoted as LX ) and the antecedent Y ’s lattice
(denoted as LY ) can play the role of the condition lattices (the decision lattices). Thus,
we have a covering based decision table CDT = 〈T D, LX, LY 〉.

We also have covering based decision tables in recommender systems [11–13].
LetU be the set of all users, I be the set of all items. As above mentioned, for every
itemset BI , there exists the lattice LB. For an active user U , denote T as the set of
items considered to filter for recommendation. We have a covering based decision
table CDT = 〈U, I L , T L〉, where I L is the lattice of I , and T L is the lattice of T .

Two Tasks of Covering Based Decision Table

Let CDT = 〈U,CL , DL〉 be a covering based decision table, where CL , DL are
the condition and decision lattices, respectively. We consider two tasks related to the
decision problem. Firstly, we introduce the sub-lattice definition in a covering based
decision table.

Definition 22 (sub-lattice in a covering based decision table) Let L be a lattice of
covers. A cover BL on U is called by a sub-lattice of L if and only if: the set of
covers in BL is a subset of the set of covers in L; and if a cover C in BL , and for all
cover X in L such that X ≤ C , then X is also in BL .

The Definition 22 of the sub-lattice in the covering based decision table is appro-
priate for association rule mining, where the lattice of an itemset X is a subset of a
lattice Y such that X ⊂ Y .

Definition 23 (reduction in the covering based decision table) Let CDT =
〈U,CL , DL〉 be a covering based decision table. The task of condition reduction in
CDT is to find sub-lattice CLC of CL such that POSCLC(DL) = POSCL(DL).
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The meaning of the condition reduction task is the same as the meaning of the
reduction task in covering based rough decision systems [14–16, 18].

Moreover, Wei and Qi [26] investigated the relationship between the reduction in
a traditional information system 〈U, A, F〉 and conceptual reduction in the formal
context 〈U, A, I,〉 where U is the universe set; A is the property set; F is the infor-
mation function; and I is a relationship betweenU and A. The authors indicated the
condition for an attribute subset to be a reduct of a rough set is also a reduct of a
concept lattice (this is stricter than the reduct of rough set). Such results have the
potential to be applied to reduce concept lattice in a covering based decision table.

Definition 24 (decision fitting in the covering based decision table) Let CDT =
〈U,CL , DL〉 be a covering based decision table, σ > 0 be a threshold. The task of
decision fitting inCDT is to find a sub-lattice DLD of DL such that: the dependency
of CDT D = 〈U,CL , DLD〉 is not lower than the threshold σ , i.e.,CL →k DLD
with k ≥ σ ; the induced cover Cov(DLD) is the biggest according to the relation
“≤”.

Deciding the recommendation list for an active user is an important problem in a
recommender system. A good solution to the decision fitting problem in the covering
based decision tables is potential to be applied to the above recommendation problem.

3 Covering Based Decision Table in Collaborative Filtering
and Recommender System Application

One of the famous applications of the traditional rough set theory is the reduction of
knowledge, and the approximate classification of objects based on traditional deci-
sion tables [2, 3]. Collaborative filtering methods based on covering based decision
systems are getting more and more increased, such as [11–13]. In this section we
discuss about applying covering based decision tables for collaborative filtering in
recommender systems.

3.1 Covering Based Decision Table for Collaboration
Filtering

Figure 1 describes the differences between classification and collaborative filtering.
In classification (for which the traditional rough set decision table is designed for),
there are distributions of independent variables and dependent variable(s), training
rows and test rows in the classification. However, there’s no such distribution in
collaborative filtering.

In order to apply covering based decision table for user collaboration filtering, we
set: the user set as the universe; set of all (or subset of) items [Aggrawal15] as the



184 T.-H. Pham et al.

(a) Classification       (b) Collaborative filtering 

Fig. 1 Comparison between the traditional classification problem and collaborative filtering [28]

conditional lattice; the lattice of potential recommendation items for the active user
as the decision lattice.

3.2 Application in Recommender System

Covering based rough set theory provides two concepts: the minimal description,
and the neighborhood of x belonging to the universe [23]. This is a good base for
an effective solution to determine the set of neighbors for an active user in a cold
start in a recommender system. The minimal description Md(x) of an object x , i.e.,
the active user, in the universe is described in Definition 8. The neighborhood of an
object is defined as follows:

Definition 23 (the neighborhood of an object [9, 23, 27]) Let (U,C) be a covering
approximation space, x is a member of U , i.e., x ∈ U then

NC(x) = ∩{K ∈ C |x ∈ K } (14)

is called the neighborhood of x with respect to (U,C). For the sake of being short,
we write NC(x) as N (x), and we have N (x) = ∩Md(x) [23].

For user-based collaborative filtering (UBCF) in recommender systems, Zhang
et al. [11, 12] proposed solutions to build an active user’s neighborhood based on a
covering reduction procedure in a covering-based rough set (step 5 in a seven-step
algorithm [11], the STCRA algorithm [12]). Zhang et al. [13] continued the approach
of covering reduction solutions in covering-based rough sets to address the new user
cold-start problem. An algorithm to determine the decision class of the new user nu
was proposed. Then, a covering reduction algorithm (CRA) in covering-based rough
set was applied to determine an new user’s neighborhood.

For user based collaborative recommender systems, the covering based decision
table is represented as:
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CDT = 〈U,CL I tems, DL I tems〉

where CL I tems is the lattice of the input itemset; DL I tems is the lattice of items
to be filtered for recommendation to a new user in partial cold start problems. The
conditions for an attribute subset to be a reduct of a rough set as well as a reduct
according to the concept lattice [26] need to be investigated to apply to the conditional
and decision lattice.

4 Related Work

As above mentioned, Degang et al. [14] defined the covering decision system as
a tri-tuple 〈U,�, D〉, where U is the universe;� is a family of convers; and D is
a decision attribute. The consistent (inconsistent) covering decision systems have
been defined, and the conditions for attribute reduction of two kinds of covering
decision systems have been investigated. Based on the definitions of the intersection
of covers (the induced cover of �), a new method to reduce redundant covers in a
covering decision system and an algorithm for computing all of the reductions has
been proposed. Our definition uses the lattice of condition covers and the lattice
of decision covers instead of the set of covers and the decision attribute in [14],
respectively. Because of using the top sub-lattice, we do not determine the induced
cover of �.

Li and Yin [16], Wang et al. [18], Tan et al. [17], Chen et al. [15] focused on
solving the reduction problem for the covering decision system f 〈U,�, D〉, which
is the same as the covering decision system in [14]) in two cases, i.e., the system is
consistent and inconsistent.

As mentioned in subsection 2.3, Tan et al. [20] introduced high-level approxima-
tion operators of formal concept analysis (concept lattice) into covering-based rough
sets, and proposed several reduction algorithms for a cover that could also be used to
compute the reducts of a formal context. A. Tan et al. did not mention about covering
based decision table, however, the results of representing the structures of coverings
by concept lattices should be considered in covering based decision table.

5 Conclusions and Future Work

The paper proposed a definition of covering based decision table, in which both of
the two components are the lattices of the covers of universe set. Two fundamental
problems, i.e., conditional lattice reduction and decision fitting, were also intro-
duced. In addition, two application domains, i.e., association rule mining with the
itemset constraints in the antecedent and consequent; and user-oriented collaborative
filtering, were introduced to show the potential application of the proposal.
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The properties of the covering based decision table; the condition reduction and
decision fitting problems; as well as the representation of covering based decision
table in correspondent with covering based rough set and formal concept analysis
need to be further studied.
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Image-Based Prediction of Respiratory
Diseases Including COVID-19 Using
Convolutional Neural Networks

Parsa Yousefi and Yu-Fang Jin

Abstract Respiratory diseases such as COVID-19, Pneumonia, SARS, and Strepto-
coccus have caused severe worldwide public health concerns. Specifically, COVID-
19, as an emerging worldwide pandemic, imposed the most critical challenge to
all scientists and researchers for prognosis, diagnosis, and treatment of COVID-19
infection. This study aims to predict the aforementioned 4 respiratory diseases and
normal people with chest X-ray and CT scan images using convolutional neural
networks. A total of 1,156 images has been collected from 3 published databases.
The combined dataset was enriched by empowering augmentation techniques and
visual filters such as rotation and lung segmentation. The noises for augmentation
include Gaussian and Speckle noises with zero mean and variance of 0.05, 0.10, and
0.20, and Salt and Pepper noise with 50% and 75% ratio. The customized convolu-
tional neural network reached a prediction accuracy of 94% in classifying the test
images into the normal and 4 disease categories, and 92%, 93%, and 92% as average
precision, recall, and F1-score over all categories, respectively.

Keywords COVID19 · Respiratory diseases · X-ray and CT scan · Convolutional
neural networks · Augmentation · Segmentation

1 Introduction

During the past 30 years, the world has suffered from multiple respiratory disease
outbreaks including Cryptosporidiosis in the 1990s, SARS in 2003, H1N1 since
2009, and the outbreak of the world pandemic COVID-19 caused by SARS-CoV-2
virus at the end of 2019 [1–4]. With over 22.6 million infected people and about
791,676 deaths worldwide by December 4th, 2020, the pandemic has extremely
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impacted the economic growth and people’s daily lifestyles [5]. Nine months post
the outbreak of this pandemic, detection of COVID-19 is still not easy and getting
more complicated when the infected people show no symptoms or similar symptoms
caused by other respiratory diseases.This research focused on the prediction of respi-
ratory diseases using image-based deep learning algorithms with existing X-ray and
CT scan images from people infected by COVID-19, Pneumonia, SARS, and Strep-
tococcus, and normal people. Different research groups have implemented binary
classification of X-ray images from COVID-19 infected people vs. non-infected
people with deep learning methods [6–8]. Tartaglione et al. have proposed a compar-
ison between classifying small labeled datasets for COVID-19 chest X-ray images
with deep algorithms such as ResNet18 gathering 79% of F1-score in image classifi-
cation with 61% Area Under the Curve [9]. Minaee et al. have proposed COVID-19
X-ray image classification with ResNet18 and SqueezeNet algorithms with transfer
learning [10]. They have reached over 90% accuracy in total for the classification
task on the dataset. Abbas et al. have proposed a convolutional neural network algo-
rithm for decomposing, transfer, and composing for classifying chest X-ray images
of COVID-19 infected and non-infected people. They have reached 95.12% of accu-
racy in total with 97.91% sensitivity and 91.87% specificity [11]. All these researches
performed a good binary classification of COVID-19 patients and normal people.
However, no research has been performed to predict and explore the features of
COVID-19 comparing against other respiratory diseases.

To address this need,wehave employed two reporteddatasets that includeover 700
images of patients’ X-ray and CT scan for multiple respiratory diseases at different
stages [12–14]. To enrich images for categories other than COVID19, 2,802 X-ray
images for Pneumonia infected patients from NIH have been integrated [15]. This
research aims to establish a deep learningmodel to predict 5 groups featuringCOVID-
19, Pneumonia, SARS, and Streptococcus infections, as well as normal people with
X-ray and CT scan images. Due to the complicated task of multi-category classi-
fication and feature-extractions in images, traditional machine learning algorithms
may not converge to high accuracy results, thus, a customized convolutional neural
network, VGG net (Visual Geometry Group), was developed to classify the 4 respira-
tory diseases and normal people. Due to the limited images resources, three different
levels of noises (Gaussian noise, Salt and Pepper noise, and Speckle noise) with
different values of mean and variance (μ = 0, σ 2 = 0.05, 0.10, and 0.20) and
noise ratio are added to rotated images (±10◦) to generate a sufficient number of
images samples for the neural network to converge. Also, this project has manually
segmented (masked) the lungs from images for maximizing feature extraction from
the lungs. The established model has achieved 94% of total prediction accuracy in
classifying segmented and augmented images of chest X-ray and CT scan images
by adding rotation and different noise levels to enrich the datasets. To interpret the
results, a detailed investigation of normal and COVID-19 features was performed to
illustrate the patterns learned by the model at different layers.
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Fig. 1 VGG model architecture including 5 Conv layers and 3 fully connected layers

2 Methodology

2.1 Model Architecture

The architecture of the customized CNN based on VGG16 was shown in Fig. 1.
It includes 13 layers of convolution + ReLU activation function as well as max-
pooling layers. The head of the network is connected to 3 fully connected layers
with a dropout of 0.5, and input of 224×224×3 (RGB) for images and output layer
of 5 classes. The kernel size for Conv layers is of dimension (3 × 3) andmax-pooling
windows are of size (4 × 4). The network has 14,747,845 trainable parameters.

2.2 Dataset

Table 1 shows the details of three datasets used in this research, leading to a combined

Table 1 Attributes of 3 datasets used in this study

Dataset Chest X-ray NIH X-ray and CT scan COVID19 CT dataset

Attribute

Resource [12] [15] [14]

Generation date 04/27/2020 02/21/2018 03/03/2020

Number of images COVID19: 206
SARS: 16
Streptococcus: 17

Normal: 1341
Pneumonia: 2802

COVID19: 203
No finding: 321

Number of patients 383 999 216

View X-ray: AP, PA, and AP
Supine
CT: Axial

X-ray: PA
CT: Axial

Axial
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version of those three datasets only for categories of “COVID-19”, “Pneumonia”,
“SARS”, “Streptococcus”, and “Normal (no-finding)”. It’s worthmentioning that the
Chest X-ray dataset does not have images from a normal group. The NIH X-ray and
CT Scan dataset were established in 2018, therefore, we assume the normal group
has no COVID-19 cases due to the outbreak of COVID-19 was at the end of 2019.
Also, no finding group in COVID-19 CT Dataset was classified as normal people
[12, 14, 15]. A total of 763 images were collected from recent COVID-19 studies as
shown in columns 1 and 3 in Table 1. Also, 1,341 images from normal people and
2,802 images from Pneumonia patients were collected from the NIH X-ray and CT
Scan dataset. The combined dataset is pretty large but biased with significant number
of images from Pneumonia patients. To have unbiased training for CNN, we only
chose partial data from NIH X-ray and CT Scan dataset so the number of images for
pneumonia and normal people would not overwhelm the other categories.

2.3 Preprocessing Images

Figure 2 shows an example of X-ray images for all categories studied in this research.
These images from different views PA (posteroanterior), AP (anteroposterior), and
AP Supine for X-ray, and Axial for CT Scans) are labeled with different attributes
(categories and views) and resources. Since the images have variable resolutions,
they all are resized to (224 × 224) to be fed to the CNN.

2.4 Augmentation

Due to the limited number of images for COVID-19, SARS, and Streptococcus,
three different levels of noise have been implemented on each image to enrich the
dataset. Three different types of noises, Gaussian, Salt and Pepper, and Speckle, with
zero-mean and different variances or ratios, were augmented to the original images.
Gaussian noise augmentation just adds the noise to each pixel of the original images.
A zero-mean Gaussian noise was shown in Eq. (1) and the value of pixels in the
output image as shown in Eq. (2) as below,

pG(z) = 1

σ
√
2π

e− x2

2σ2 , (1)

outputimage = inputimage + noise. (2)

Salt and Pepper noise augmentation randomly selects pixels from original images
and replaces themwith 0 (0 in RGB) and 1 (255 in RGB)with a defined ratio. Speckle
noise augmentation is based on Gaussian distribution but with the generation method
shown in Eq. (3). For both Gaussian and Speckle, the mean has been chosen 0 as the
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Fig. 2 Examples of X-ray for an initial dataset for 5 categories; row 1: COVID19, row2: Normal,
row 3: Pneumonia, row 4: SARS, and row 5: Streptococcus

images would lose features (saturation) with increasing absolute value of the mean.

outputimage = inputimage + noise · inputimage. (3)

In this paper, the value of μ = 0 and σ 2 = 0.05, 0.10, and 0.20 were used for
Gaussian and Speckle noise and the ratio of 0.25 (25% of randomly selected pixels
get a value of 0 and 75% of randomly selected pixels get a value of 255), 0.5 (50%
of randomly selected pixels get a value of 0 and 50% of randomly selected pixels to
get a value of 255), and 0.75 (75% of randomly selected pixels get a value of 0 and
25% of randomly selected pixels get a value of 255) were used. Figure 3 showed the
generated images with different augmentations in color and grayscale mapping. To
gain more enrichment, all noises were added to rotated images (±10◦) as shown in
Fig. 4.
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Fig. 3 Results of augmentationwith noise on a sample image (color and grayscale view), column 1:
input image, column2:Gaussian noise augmentation, column3: Salt andPepper noise augmentation,
and column 4: Speckle noise augmentation

2.5 Lung Segmentation (Masking)

To maximize feature extraction from lungs in X-rays and CT Scans, the lungs in the
images were masked (segmented) to binary masks (value of 0 where it is not lung,
and 255 where it is lung). Figures 5 and 6 showed binary masks and augmented
masks respectively.

2.6 Training Parameters

Training the network has been performed on the original, augmented, and augmented
+ segmented datasets with a distribution of 80% for training and 20% for tests. It is
essential to mention that the original images and augmented images are distributed
uniformly in the training-test datasets. About 20 epochs for each training procedure
were performed with the categorical loss function shown in Eq. (4). Adam optimizer

with learning rate 1e − 3
(
10−3

)
and decay 5 × 10−5

(
learningrate

numberof epochs

)
were adopted

for CNN,

L
(
y, ŷ

) = −
∑

i

yi . log ŷi . (4)
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Fig. 4 Augmented images with different rotation angles

3 Results

A total of 7 different scenarios were studied in this project:

(a) Original Images (PA View only for X-rays and Axial for CT)
(b) Augmented Images with μ = 0 and σ 2 = 0.05 for Gaussian and Speckle

noise, and rs&p = 0.5 for Salt and Pepper noise only on PA Views (X-ray)



196 P. Yousefi and Y.-F. Jin

Fig. 5 Samples of binary segmentation of lung images

Fig. 6 Sample images for augmenting segmented lungs from original images

(c) Augmented Images with μ = 0 and σ 2 = 0.05 for Gaussian and Speckle
noise, and rs&p = 0.5 for Salt and Pepper noise on all views (PA, AP, and AP
Supine for X-ray and Axial for CT)

(d) Augmented Images with μ = 0 and σ 2 = 0.10 for Gaussian and Speckle
noise, and rs&p = 0.5 for Salt and Pepper noise on all views

(e) Augmented Images with μ = 0 and σ 2 = 0.20 for Gaussian and Speckle
noise, and rs&p = 0.5 for Salt and Pepper noise on all views
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Table 2 Number of images in each scenario used for model training and test procedures

Categories COVID19 Normal Pneumonia SARS Streptococcus

Scenarios Train Test Train Test Train Test Train Test Train Test

(a) 208 42 195 39 196 39 16 3 17 3

(b) 208 41 195 39 196 39 192 38 204 41

(c) 406 81 1382 276 1241 248 192 38 204 41

(d) 406 81 1382 276 1241 248 192 38 204 41

(e) 406 81 1382 276 1241 248 192 38 204 41

(f) 1392 278 1092 218 1236 247 192 38 204 40

(g) 1392 278 1092 218 1236 247 192 38 204 40

(f) Augmented + Segmented Dataset with μ = 0 and σ 2 = 0.10 for Gaussian
and Speckle noise, and rs&p = 0.5 for Salt and Pepper noise on all views

(g) Augmented + Segmented Dataset with μ = 0 and σ 2 = 0.20 for Gaussian
and Speckle noise, and rs&p = 0.75 for Salt and Pepper noise on all views

With this research design, scenario (a) was used as a reference to see the effects
of different views of X-ray, augmentation, and segmentation. Scenarios (b) and (c)
would allow us to further examine the effects of prediction from different views
of X-ray images after augmentation. Scenarios (c), (d), (e), (f), and (g) provided a
comprehensive comparison of different augmentation and segmentation effects.

The number of images used for each model training and test were shown in Table
2, leading to a total of 1,156 raw images for all 7 scenarios. For scenario (a) (failure
of model convergence due to not a sufficient number of images) and other successful
scenarios b to g, the results were shown in Fig. 7.

Interestingly, the best-obtained result is for scenario (f) where the network learns
the features of augmented+ segmented imageswith noise variance of 0.10, indicating
the enriched data with augmentation and segmentation may be useful for prediction
with small variances. The results also showed that increasing the variance in noises
would decrease the accuracy since the noises may damage the features. It’s worth
mentioning that the augmentation and segmentation might be used on adversarial
purposes and a careful study on the effect of a threshold of variances on prediction
accuracy needs to be performed in the future. The performance of the CNN model
and the confusion matrix of the best-case scenario was provided in Tables 3 and 4.
Specifically, though both COVID-19 and normal images were collected from two
different studies as shown in Table 1, the confusion matrix in Table 4 showed that
our prediction is disease-specific and was independent of data sources. This was also
confirmed with the precision and recall results in Table 3.

Figure 7 showed feature maps of First (initial), Thrid (middle), and Fifth (final)
convolutional layers of two examples, one from COVID19 class, and the other
from Normal class. The first convolutional layer mostly highlighted the general
features from the input image in the single-channel resolution of (224 × 224). The
middle convolutional layer focused on detecting edges from features in input images.
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Fig. 7 Feature maps of 1st (row 1), 3rd (row 2), and 5th (row 3) convolutional layer of the network
for a true positive of COVID19 class (left column) and Normal class (right column)
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Table 3 Performance of
best-case scenario (f)

Precision Recall F1-Score

COVID19 0.95 0.94 0.94

Normal 0.93 0.92 0.93

Pneumonia 0.94 0.94 0.94

SARS 0.92 0.92 0.92

Streptococcus 0.86 0.93 0.89

Table 4 Confusion matrix of best-case scenario (f)

Predicted

COVID19 Normal Pneumonia SARS Streptococcus

Labeled COVID19 261 7 7 1 2

Normal 7 201 7 1 2

Pneumonia 6 6 233 1 1

SARS 1 1 0 35 1

Streptococcus 1 1 1 0 37

The features were extracted from X-ray and CT images with a lower resolution as
(56 × 56). The Fifth convolutional layer, on the other hand, focused on important
regions in the input image which results in the classification task. Those images had
a resolution of (14 × 14) and showed the most important regions for prediction in
lungs.

4 Conclusion

In this study, an image-based CNN model was established to predict multiple respi-
ratory diseases with augmented and segmented X-ray and CT scan images. Deep
neural networks were chosen to fulfill the task, and a custom VGG16 CNN was
used as the core model. Also, due to the lack of enough images for all categories,
augmentation filters such as different levels of noise and rotation were used as well as
lung segmentation (masking). The best result of this project was obtained by imple-
menting augmentation on segmented images with zero mean and 10% variance for
Gaussian and Speckle noise, also 50% ratio for Salt and Pepper noise. This project
was able to reach a total accuracy of 94% for the best case in predicting patients with
4 respiratory diseases (COVID-19, SARS, Pneumonia, Streptococcus) and normal
people. Based on the best result obtained by the CNN model, further interpretation
was performed to examine the features of the images from COVID-19 infected and
normal people at different layers of the CNN model.
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Determination of Muscle Power Using
RMS of Electromyography for Stroke
Survivors

Choon Chen Lim, Kok Swee Sim, Shing Chiang Tan, and Zi Sen Yeoh

Abstract Stroke is a threatening disease. Rehabilitation exercises can rehabilitate
impaired limbs. Instead of using a manual assessment method of Medical Research
Council (MRC) scale in muscle strength measurement, electromyography (EMG) is
utilised to measure muscle signal. A two-channel surface EMG sensor is employed
to measure biceps and arm muscles power. In this study, ten stroke patients and
ten healthy persons were recruited to join the project. The patients were exposed
to the EMG measurement throughout all the rehabilitation sessions. Overall root
mean square (RMS) was used to determine the strength of the muscles. The result
showed that the overall RMS value of impaired upper limb was averagely improved
by 4.22% at the end of rehabilitation process. In the muscle power measurement,
EMG signal measurement presented evident improvement (+2.43%) as compared
to the MRC scale measurement (+0%). Therefore, EMG signal measurement can
precisely describe the muscle power of the patients.

Keywords EMG ·Muscle strength · Stroke rehabilitation

1 Introduction

Stroke is categorised among the five leading causes of death. It is also one of themain
reasons for hospitalisation inMalaysia [1]. According to theWorld Stroke Campaign
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under theWorld Stroke Organization, there are 17million people worldwide affected
by stroke, with 5.5 million deaths and 26 million survivors within two years.

Stroke leads to health problems such as fingers motor dysfunction, upper limb
impairment, balancing impairment and so on. As a consequence, the quality of life is
deteriorated [2, 3]. However, stroke can be treated through visual-based rehabilitation
exercises. It aims to help stroke patients in regaining their lost skills. The key of
recovering is repeating the task for times. The repetitive process will help to rebuild
muscle [4].

Muscle power has to be measured throughout the rehabilitation sessions to deter-
mine the improvement in muscle strength. Many physiotherapists employ manual
muscle testing method to assess the muscular paresis, which is known as theMedical
Research Council (MRC) scale [5]. MRC testing procedures are quick and straight-
forward to conduct. It can determine the muscle strength without any equipment
since the muscle power of stroke patient is assessed manually by physiotherapist.
MRC scale applies for numbers between 0 and 5 to determine themuscle strength [5].
MRC scale with a grade of 0 means no muscle contraction, whereas grade 1 signifies
only flicker of muscle contraction. Besides, grade 2 implies the muscle can actively
move (with gravitational effect eliminated) whereas grade 3 means the muscle can
actively move (against the gravitational effect). Grade 4 also indicates the muscle
can actively move (against the gravitational effect and resistive force) whereas grade
5 reflects normal power.

Nevertheless, the implementation of numbers from 0 to 5 in the MRC scale is
inappropriate since it practices equidistant points along a continuous scale [6]. The
scale number only results in the whole number of muscle strength. For instance, there
is no decimal grade of 4.5 if the muscle strength falls within the range of grades 4
and 5. Besides, the grade presented by the method is vague [6]. Grade 5 is termed as
having normal muscle power. However, it is hard to determine whether the normal
power is the power possessed by normal people. It presents the problem that the
stroke patients with grade 5 scale have less muscle strength when compared to the
normal people with grade 5 scale. Therefore, a computerised method is introduced
to assess and quantify the muscle strength possessed by stroke patients.

Electromyography (EMG) is a diagnostic method that is employed for evaluating
the health of muscles and the nerve cells that control motor neurons [7]. When
the muscle is contracting or relaxing, the motor neurons will transmit electrical
signals. An EMG will translate these signals into numbers or graphs. It can ease
the doctors in constructing a diagnosis. Surface EMG electrode is opted as a sensor
device to detect the EMG signal. It is a non-invasive technique that applied to the
skin surface at the muscle area. It is relatively easy to implement without any need
of medical certification. Thus, it is recommended especially for those physically
disabled patients.

The EMG measurement is employed to obtain the muscle power in terms of
root mean square. The EMG signal is first analysed in the MATLAB. Several signal
processing steps are used to remove the unnecessary features of the signal. In the end,
the muscle power of the stroke patients can be assessed in terms of root mean square
value of the signal after the signal processing steps. EMG measurement technique
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describes the muscle strength with a precise and decimal numerical value; hence it
provides better muscle evaluation than the MRC method.

2 Methodology

2.1 Signal Processing Steps

The normal EMG raw signal contains both muscle signal and noise. The dominant
sources of noise are the fluctuating of signal during the relaxation of muscles and
the changes in the conductivity of tissue properties [8]. The noise will interfere
with the result and lead to an inaccurate result. Thus, filtering out the noise is the
main priority. To remove unnecessary signal features, the raw signal has to go through
signal shifting, filtration, rectification, smoothing and finally calculation of rootmean
square (RMS).

First, the raw signal is shifted to the center of the axis. The signal is then passed
through a notch filter which is normally set to be 50 Hz. It aims to filter out the
ambient interferences on the EMG raw signal. Next, the EMG signal must pass
through a band-pass typically ranged around 20–450 Hz because around 80% of the
muscular energy is concentrated around this range [9]. Although there are very small
changes between the filtered and raw signals which are not visible by human eyes,
the values in the signal do affect the result.

Signal rectification is the next signal processing step, where it converts all the
negative values in a signal to positive by adding it to the positive side. Full-wave
rectification is performed on the filtered signal by using Eq. (1). By implementing
this step, it provides visual aid in which the user can clearly see that which burst has
greater power. It also eases the calculation of mean, peak value and the area under
the curve.

X = |EMG| (1)

whereXmeans the absolute value of the filtered EMG signal. Then, signal smoothing
can filter out the extremes, and it will create a linear envelope to the signal. Signal
smoothing is an extra step to smoothen the signal since the linear envelopewill cut out
the non-reproducible part of the signal. There is a way to capture the EMG envelope
by computing the root mean square (RMS) value of the signal within a window
which “slides across” the signal. Sliding root mean square is one of the smoothing
techniques for the EMG signal. It is a technique of performing the root mean square
within a window that “slides across” the entire signal. Window size is normally
limited within the range of 50–100 ms. The EMG data recorder is able to receive
1000 data in 1 s. Hence, a window size of 100 ms is chosen. Next, the sliding RMS
smoothing technique is performed for every 100 data and the process is repeated
until the last data. In the sliding root-mean square, the value of the calculation is
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plotted in the middle to avoid time shift of the graph. The next step is performing the
calculation of overall root mean square (RMS) value using Eq. (2). The calculation
of overall RMS targets to provide the most insight on the amplitude of the EMG
signal as it is an indicator of muscle power. It is also a measure of the force produced
by the muscle. The larger the muscle power, the larger the electrical signal produced
by the muscle, the larger the overall RMS.

XRMS =
√
√
√
√

1

N

N
∑

n=1

|Xn|2 (2)

Where XRMS refers to the sliding (RMS) value, Xn denotes the value of X at position
n and N is the sample size.

2.2 Participants

Ten stroke patients were recruited in the study. Besides, another ten normal partici-
pants without any stroke condition were also invited to form a control group in the
research study. The information of participants was shown in Table 1.

The patients were required to join 6 virtual rehabilitation sessions in order to
recover the impaired upper limb. The virtual rehabilitation exercises performed
by them were Pick and Place. Throughout the 6 rehabilitation sessions, they were
exposed to the EMGmeasurement at the end of each rehabilitation exercise. Besides,

Table 1 Basic information of
stroke patients

Characteristics Stroke patients (n =
10)

Control (n = 10)

Age, year (mean
± SD)

55.36 ± 11.37 59.26 ± 9.64

Gender
(Male/Female)

8/7 8/7

Height, cm 166.49 ± 7.42 166.23 ± 5.24

Mass, kg 62.84 ± 7.87 60.33 ± 8.69

Impaired side
(Left/Right)

10/10 -

Stroke duration,
months (range)

11.24 ± 10.66 (2–30) -

MMSE (mean,
range)a

27.72 ± 3.49 (25–28) 30 ± 0 (30)

FMA (range)b 22.34 ± 2.89 (19–27) 34 ± 0 (34)

aMMSE =Mini-Mental State Examination; 0–30; high: better
bFMA = Fugl-Meyer assessment; 0–34; high: better.
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the normal participants (control group) who did not participate in the rehabilitation
session also needed to join the EMGmeasurement process. Nevertheless, the control
group was only exposed to one-time EMG muscle signal measurement to collect
the normal muscle power possessed by normal people. The muscle power of healthy
people was set as a control variable so that comparison of muscle power between
stroke and the healthy group could be made. The surface EMG sensor used was a
two-channel OYMotion analog EMG sensor. The EMG sensor was attached at the
bicep and arm area (flexor carpi ulnaris muscle) of the impaired limb. During the
EMG signal measurement process, the patients were instructed to fully grab a stress
ball by using the paralysis side of hand as hard as they could. The maximum grab-
bing force could ensure the maximum voluntary contraction of the patients. After the
motion of maximum grabbing, the hand was released, and the overall process was
repeatedly carried out for 30 s. The similar processwas repeated for the control group.
This aimed to collect the muscle strength of the upper limb [10]. Next, ‘Processing’
application was applied to record the output data to the spreadsheet for analysing
purpose. For that purpose, the output muscle signal was analysed in the MATLAB
software by using the signal processing steps mentioned earlier to obtain the overall
RMS value.

In order to make a comparison between the computed overall RMS value and the
MRC scale, one of the patients was exposed to MRC scale assessment at the end of
each rehabilitation exercise.

2.3 Virtual Rehabilitation Exercise

Virtual rehabilitation exercise is introduced to the stroke patients to replace the
conventional rehabilitation exercise. The 3-dimensional virtual environment brings
more fun to the patients so that the patients will be immersed in the virtual envi-
ronment [11]. Pick and Place is a rehabilitation training that is introduced to restore
upper limb impairment [12]. Leap Motion sensor is applied to detect the fingers’
motion of the patients. By looking at the computer monitor screen, the patients are
able to carry out the virtual upper limb training. There are a number of blocks with
different sizes in the game. There are 3 levels of difficulty with Level 1 consists of 3
blocks, Level 2 comprises 4 blocks, and Level 3 consists of 5 blocks.

The patients were required to stack up the virtual blocks according to size of the
largest at the bottom to the smallest at the top. The stack was considered successful
when all the blocks were stacked in the correct sequence. The game would proceed
the patients to the next higher level once the current level was completed. The time
utilised to successfully stack the blocks was recorded. The patients were required to
carry out 4 sets of training for every rehabilitation session.
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3 Results and Discussion

In EMG data analysation, the raw EMG data had undergone signal processing steps
of shifting, rectification and filtering. These techniques were crucial as they strongly
enhanced the data. Figure 1 showed the result (fully-rectified EMG signal) of Patient
C.

Each of the well-organised burst in the signal clearly represented each contraction
of Patient C. Obviously, the number of contractions performed by Patient C during
the 30 s was 16. It meant that the patient repeatedly grabbed and released the stress
ball for 16 times within the given time. Next, the smoothing technique (sliding RMS)
was employed to filter out extreme values such as huge noise interference.

Figure 2 displayed the comparison of applying the sliding RMS filter and without
applying the filter. The blue signal represented the normal signal (before applying
sRMS filter) and the orange signal represented the signal after applying the sRMS.
The amplitude was significantly reduced by applying this technique. Nevertheless,
the shape and distance of the burst were still the same as the signal before applying
the technique. Therefore, this technique would only remove the extreme noise and
would not change the pattern of muscle contraction.

The overall RMS value of the signal was calculated to determine the strength of
the patients’ muscle. Figure 3 depicted the graph of the averaged overall RMS value
of 10 patients throughout 6 rehabilitation sessions.

Since the EMG two-channel sensor was used, it resulted in two muscle power
values for each patient. The overall RMS values of 10 patients were averaged to
determine the improvement of muscle strength over the 6 rehabilitation sessions.
From the graphs, themuscle behaviour of the bicep and armwere quite similar as both
increased and decreased relatively. However, the bicep showed a larger magnitude

Fig. 1 Fully-rectified EMG signal of patient C
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Fig. 2 Graph of comparison between EMG original rectified signal and sliding RMS signal of
patient C

Fig. 3 Graph of averaged overall RMS value of 10 patients throughout 6 rehabilitation sessions

of RMS value than the arm area (flexor carpi ulnaris muscle). This reflected that the
bicep muscles exerted more muscle force than flexor carpi ulnaris muscle during the
squeezing of stress ball.

The averaged RMS value for upper limb was computed by taking the average
value of averaged bicep RMS and averaged arm RMS. The muscle strength of the
control group was computed to make a comparison between both groups so that any
muscle improvement of the patient group could be determined. The average RMS
value possessed by the control group was set as an optimum muscle power owned
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Table 2 Recovery rate of the patients

Rehabilitation sessions Averaged RMS for upper limb (mV) Recovery (%)

Patient group Control group

1 58.95 ± 12.69 115.43 ± 6.94 51.07

2 58.28 ± 11.87 115.43 ± 6.94 50.49

3 59.80 ± 12.76 115.43 ± 6.94 51.81

4 62.76 ± 13.72 115.43 ± 6.94 54.37

5 62.39 ± 13.17 115.43 ± 6.94 54.05

6 63.82 ± 12.24 115.43 ± 6.94 55.29

by a normal person. Therefore, it was set as a target value where the patients were
considered fully recovered when this value was achieved.

Table 2 illustrated the recovery rate of the patients. The variance of upper limb
RMS value of the patient group was large since there were a large variety of patients
with different stroke condition. Some light stroke patients had great muscle power,
whereas some severe stroke patients owned little muscle power. On the other hand,
the variance of muscle strength of control group was lower since the participants who
were invited to join the experiment came from the same range of age. The age of
the control group ranged from 52 to 66. There was no powerful teenager who joined
the study. Therefore, the control group’s muscle strength variance was low. From the
table, the increased value of recovery rate showed that the patients were on the right
track of stroke recovery by conducting rehabilitation exercises. Nevertheless, the
muscle strength was only slightly improved by 4.22% throughout the rehabilitation
process. This was because that rehabilitation was a long process that takes up to
months and some even to years. Therefore, 6 rehabilitation sessions were not long
enough to see any significant improvement in the muscle strength of the patients.

At the same time, one of the patient (Patient E) was exposed to MRC scale
measurement throughout six rehabilitation sessions to determine the efficiency of
MRC scale in determining the upper limb power of the patients. The result of compar-
ison between the MRC scale and EMG measurement of Patient E was presented in
Table 3.

As displayed in Table 3, measurement ofMRC scale and EMGmuscle signal were
focused at the impaired upper limb of Patient E. MRC scale of 3 implied the ability
of upper limb movement against the gravitational effect. However, Patient E did not
exhibit any improvement in MRC scale throughout the rehabilitation process. This
reflected that he could only raise his impaired upper limb without the resistive force
applied by the nurse. Thus, Patient E showed no evident muscle power improvement
for the MRC scale measurement since the MRC scale of 3 remained unchanged
from the beginning until the end. Nevertheless, there was a noticeable improve-
ment of muscle strength exhibited by Patient E through the EMGmeasurement. The
numerical value of the averaged RMS value of upper limb could precisely describe
the muscle power owned by Patient E. The result of the last rehabilitation session
was slightly lower than the result presented in the fifth session. This might be due to
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Table 3 Comparison between the MRC scale and EMG measurement of patient E

MRC scale (Patient E) EMG measurement (Patient E)

Actual
result

Optimum
value

Recovery (%) Actual result Optimum
value (mV)

Recovery (%)

1 3 5 60.00 58.09 115.43 50.32

2 3 5 60.00 57.73 115.43 50.01

3 3 5 60.00 58.77 115.43 50.91

4 3 5 60.00 60.46 115.43 52.38

5 3 5 60.00 61.23 115.43 53.05

6 3 5 60.00 60.89 115.43 52.75

the reason of tiredness of muscle after the vigorous rehabilitation exercise. Thus, it
declined the capability of the muscle in force generation [13]. However, it showed
an overall improvement of 2.43% at the end of the rehabilitation session. Compared
to the MRC scale, EMGmuscle measurement was an excellent approach to measure
the muscle power of stroke patients since it could accurately and precisely describe
the muscle power of the patients.

4 Conclusion

To conclude it, a two-channel surface EMG sensor is capable of assessing the muscle
power of paralysed upper limb. The EMG signal must be undergone through some
signal processing steps to eliminate the unnecessary signal features so that the
computed overall RMS value will be accurate. The result showed that the patients’
overall RMS value of the impaired upper limb was averagely improved at the
end of the rehabilitation process. In the muscle power measurement, EMG signal
measurement presented evident improvement (+2.43%) compared with the MRC
scale measurement (+0%). Therefore, EMG signal measurement can precisely and
accurately describe the muscle power of the patients. Thus, it can be applied as a
muscle power measurement tool in the stroke rehabilitation field to determine the
recovery rate of stroke patients.
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Automated Microservice Code-Smell
Detection

Andrew Walker, Dipta Das, and Tomas Cerny

Abstract Microservice Architecture (MSA) is rapidly taking over modern soft-
ware engineering and becoming the predominant architecture of new cloud-based
applications (apps). There are many advantages to using MSA, but there are many
downsides to using a more complex architecture than a typical monolithic enter-
prise app. Beyond the normal bad coding practices and code-smells of a typical app,
MSA specific code-smells are difficult to discover within a distributed app. There
are many static code analysis tools for monolithic apps, but no tool exists to offer
code-smell detection for MSA-based apps. This paper proposes a new approach to
detect code smells in distributed apps based on MSA. We develop an open-source
tool, MSANose, which can accurately detect up to eleven different types of MSA
specific code smells. We demonstrate our tool through a case study on a benchmark
MSA app and verify its accuracy. Our results show that it is possible to detect code-
smells within MSA apps using bytecode and or source code analysis throughout the
development or before deployment to production.

Keywords Microservice · Cloud-computing · Code smells · Code-analysis

1 Introduction

MicroserviceArchitecture (MSA) has become the preeminent architecture inmodern
enterprise applications (apps) [16]. MSA brings many advantages, which have led
to its rise in popularity [4]. The distributed nature of an MSA-based app allows for
greater autonomy of developer units. While this provides greater flexibility with
respect to faster delivery, improved scalability, and benefits in existing problem
domains, it also presents the opportunity for code smells to be more readily cre-
ated within the app.
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Code smells [9] are anomalies within codebases that do not necessarily impact the
performance or correct functionality of an app. They are patterns of bad programming
practice that can affect a wide range of areas in a program, including reusability,
testability, andmaintainability. If code smells gounchecked in anMSA-based app, the
benefits of using a distributed development process can be mitigated. It is, therefore,
important that the code-smells in an app are properly detected and managed [9].

MSA presents a unique situation when it comes to code-smells due to its dis-
tributed nature. MSA-specific code smells often focus on inter-module issues rather
than an intra-module issue. Traditional code-smell detecting tools cannot detect code
smells between discrete modules, so these issues go unchecked during the develop-
ment process. This paper shows that when we augment static code analysis to rec-
ognize enterprise development constructs, we can effectively detect code smells in
MSA distributed apps. A case study demonstrates our approach targeting 11 recently
identified code smells for this architecture. Furthermore, we share our open-source
prototype code analyzer with the community that can recognize Enterprise Java plat-
form constructs and standards, along with the MSA code smell detector recognizing
the 11 code smells targeted in this paper.

The rest of the paper is as follows: Sect. 2 assesses related work. Section3 intro-
duces the MSA code smells. Section4 describes the code analysis of enterprise
systems. Section5 introduces our solution for automatic MSA code smell detection,
and Sect. 6 shares a case study evaluation. We conclude in Sect. 7.

2 Related Work

Code smells can be defined as “characteristics of the software that may indicate a
code or design problem that can make software hard to evolve and maintain” [8].
Code smells do not necessarily impact the performance or correct functionality; they
are patterns of bad programming practice that can affect a wide range of areas in
a program, including reusability, testability, and maintainability. They can be seen
as code structures that indicate a violation of fundamental design principles and
negatively impact design quality [21].

Gupta et al. [10] underlines the need to identify and control code smells during the
design and development stages to achieve higher code maintainability and quality.
If developers are not invested in fixing them, code smells do matter to the overall
maintainability of the software. If left unchecked, they can impact the overall system
architecture [11]. Code smells can be deceptive and hide the true extent of their
’smelliness’ and even carry into further refactorings of the code [6, 11]. Frequently
code smells are also related to anti-patterns [18] in an app.

Code-smell correction is clearly a necessary process for developers [20], but it is
often pushed aside. It was found that the most prevalent factor towards developers
addressing code smells is the importance and relevance of the issue to the taskworked
on. Peters et al. [17] found that while developers are oftentimes aware of the code
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smells in their app, they do not care about actively fixing them. Code smells are often
fixed accidentally through unrelated code refactoring [9].

Tahir et al. [22] studied how developers discussed code smells in stack exchange
sites and found out that these sites work as an informal crowd-based code smell
detector. Peers discuss the identification of smells and how to get rid of them in a
specific given context. Thus, the question is not only how to detect them but also
how to eliminate them in a given context. They found that the most popular smells
discussed between developers are also shown to be most frequently covered by
available code analysis tools. It is also noted that while Java support is the broadest,
other platforms, including C#, JavaScript, C++, Python, Ruby, and PHP, are lacking
in support. Concerns were also raised that there is a missing classification for how
harmful smells are on a given app.

Some researcherswould argue that developers do not have the time tofix all smells.
For instance, Gupta et al. [10] identified 18 common code smells and identified the
driving power of these code smells to improve the overall code maintainability.
The effect is that developers could refactor one of the smells with higher driving
power, rather than address all smells in an app, and still significantly improve code
maintainability.

An attempt at automatic code smell detection [25], defined an automated code
smell detection tool for Java. Since then, the field of code smell detection has con-
tinued to grow. Code smell tools have been developed for high level design [2],
architectural smells [15], as well as for language-specific code smells [14], measur-
ing not just code smells but also the quality [10] of the app. The field of automatic
code smell detection continues to evolve with an ever-changing list of code smells
and languages to cover.

It is common to identify code smells in monolithic systems using code-analysis.
Anil et al. [13] recently analyzed 24 code smells detection tools (e.g, SpotBugs,
PMD, etc.). While the tools correctly mapped the code smells in an app, they are
limited to a single codebase, and so they become antiquated as modern software
development tends towards MSA.

While extensive research has been done to define and detect code smells in a
monolithic app, little has been done for distributed systems [3]. It would be possible
for a developer to run code smell detection on each individual module, but this does
not address any code smells specific to MSA.

In a distributed environment, in particular MSA, there have been multiple code
smells identified. In one study [23], these smells include improper module interac-
tion, modules with too many responsibilities, or a misunderstanding of the MSA.
Code smells can be specific to a certain app perspective, including the communica-
tion perspective, or in the development and design process of the app. These smells
can be detectedmanually, which usually requires assessing the app and a basic under-
standing of the system, but this demands considerable effort from the developers.
With code analysis instruments, smells can be discovered almost instantly and auto-
matically with no previous knowledge of the system required. However, we are aware
that no tool at present can detect the code anomalies that can exist between discrete
modules of an MSA app.
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3 Microservice Code Smell Catalogue

In this paper,we reuse the definition of elevenMSAspecific code smells froma recent
exploratory study by Taibi et al. [23], which used existing literature and interviews
with industry leaders to distill and rank these eleven code smells for MSA. The code
smells are briefly summarized as follows:
ESB Usage (EU) An Enterprise Service Bus (ESB) [4] is a way of message passing
between modules of a distributed app in which one module acts as a service bus
for all of the other modules to pass messages on. There are pros and cons to this
approach. However, it can become an issue of creating a single point of failure and
increasing coupling, so it should be avoided in MSA.
Too Many Standards (TMS) Given the distributed nature of the MSA app, multi-
ple discrete teams of developers often work on a given module, separate from the
other teams. This can create a situation where multiple frameworks are used when a
standard should be established for consistency across the modules.
Wrong Cuts (WC) WC is when modules are split into their technical layers (pre-
sentation, business, and data layers). MSA modules must be split by features, and
each fully contains their domain’s presentation, business, and data layers.
Not Having an API Gateway (NAG) The API gateway design pattern is for manag-
ing the connections between MSA modules. In large, complex systems, this should
be used to reduce the potential issues of direct communication.
Hard-Coded Endpoints (HCE) Hardcoded IP addresses and ports to communicate
between services. By hardcoding the endpoints, the app becomes more brittle to
change and reduces the app’s scalability.
API Versioning (AV)All Application Programming Interfaces (API) should be ver-
sioned to keep track of changes properly.
Microservice Greedy (MG) This occurs when modules are created for every new
feature, and oftentimes, these new modules are too small and do not serve many
purposes. This increases complexity and the overhead of the system. Smaller features
should be wrapped into a larger MSA module, if possible.
Shared Persistency (SP) When two modules of the MSA app access the same
database. This breaks the definition of an MSA where each module should have
autonomy and control over its data and database.
Inappropriate Service Intimacy (ISI) One module requesting private data from
a separate module. This likewise breaks the MSA definition, where each module
should have control over its private data.
Shared Libraries (SL) If modules are coupled with a common library, that library
should be refactored into a separate module to reduce the app’s fragility by migrating
the shared functionality behind a common, unchanging interface. This will make the
app resistant ripples from changes within the library.
Cyclic Dependency (CD) Cyclic connection between calls to different modules.
This can cause repetitive calls and also increase the complexity of understanding call
traces for developers. This is a bad architectural practice for MSA.
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To highlight the gap in MSA code smells, we assessed existing state-of-the-art
architecture-specific code smell detection tools, compiled in a previous study [3],
AI Reviewer, ARCADE, Arcan, Designite, Hotspot Detector, Massey Architecture
Explorer, Sonargraph, STAN, and Structure 101 and verified that all are capable of
detecting CD and in the case of Arcan, also HCE and SPMSA code smells.We chose
these tools as they were compiled to study the existing state of the art of architecture
smell detection tools andwere shown tomeet aminimum threshold of documentation
and information about the tool.

4 Code Analysis in Enterprise Systems

The two static code analysis processes, source code analysis and bytecode analysis,
ultimately create a representation of the app. This is done through several processes,
including recognizing components, classes, methods, fields or annotations, tokeniza-
tion, and parsing, which produce graph representations of the code. These include
Abstract Syntax Trees (AST), Control-FlowGraphs (CFG), or ProgramDependency
Graphs (PDG) [19].

Bytecode analysis uses the compiled code of an app. This is useful in uncovering
endpoints, components, authorization policy enforcements, classes, and methods. It
can also be used to augment or build CFG or AST. However, the disadvantage is that
not all languages have a bytecode.

We can also turn to source code analysis [5], which parses through the source
code of the app, without having to compile it into an immediate representation.Many
approaches exist to do this; however, most tools tokenize the code and construct trees,
including AST, CFG, or PDG.

However, limits exist with these representations in encapsulating the complexity
of enterprise systems. To mitigate the shortcomings of existing static code anal-
ysis techniques on enterprise systems, we must augment existing techniques with
an understanding of enterprise standards [7]. A more realistic representation of the
enterprise app can be constructed with aid from either source code or bytecode anal-
ysis. This primarily includes a tree representation and the detection of the system’s
endpoints, and the construction of a communication map. These augmented repre-
sentations and metadata have been successful in other problem domains, including
security, networking, and semantic clone detection.

5 Proposed Solution to Detect Code Smells

Our approach is integrable to the software development life-cycle. It uses static-code
analysis for fast and easily-integrated reports on the code-smells in an system. To
cover the wide variety of possible issues within an MSA app, as well as the different
concerns (app, business, and data) issues that the identified smells cover,wemust stat-
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ically analyze a couple of different areas of an app.Our approach specifically involved
the Java Enterprise Edition platform because of its rich standards for enterprise devel-
opment, which include Spring Boot (https://spring.io/projects/spring-boot) and Java
EE (https://docs.oracle.com/javaee). However, alternative standard adoptions exist
also for other platforms. Extending for another language would be trivial since we
utilize an intermediate representation for analysis, as explained below.

The core of our solution is the creation of a centralized view of the app. To begin
with, we individually analyze each MSA module in the app. Once each module is
fully analyzed, it can be aggregated into a larger servicemesh. Then the full detection
can be done on the aggregated mesh.

Our analysis process aims to generate a graph of interaction between the different
MSAmodules. This involves exploring eachmodule for a connection to anothermod-
ule, usually through a RESTAPI call. The inter-module communications are realized
using a two-phase analysis: scanning and matching. In the first phase, we scan each
module to list all the REST endpoints and their specification metadata. This meta-
data contains the HTTP type, path, parameter, and return type of the REST endpoint.
Additionally, the server IP addresses (or their placeholders) are resolved by analyzing
app configuration files that accompany systemmodules. These IP addresses, together
with the paths, define the fully-qualified URLs for each REST endpoint. We further
analyze each module to enumerate all REST calls along with request URLs and sim-
ilar metadata. We list these REST endpoints and REST calls based solely on static
code analysis, where we leveraged the annotation-based REST API configuration
commonly used in enterprise frameworks. We match each endpoint with each REST
call across different MSA modules based on the URL and metadata in the second
phase. During matching, URLs are generalized to address different naming of path
variables across different MSA modules. Each resultant matching pair indicates an
inter-module REST communication.

Afterward, the underlying dependency management tool’s configuration file, e.g.,
pom.xml file for maven, is analyzed for each of the different MSA modules. This
allows us to find the dependencies and libraries used by each of the apps. Lastly,
the app configuration, where developers define information such as the port for the
module, the databases it connects to, and other relevant environment variables for the
app, is analyzed. Once the processing of each module is done, we begin the process
of code-smell detection. In the following text, we provide details relevant to each
particular smell and its detection.
ESB Usage is detected by tallying up all of the incoming and outgoing connections
within each module. We see an ESB as a module with a high, almost outlier, number
of connections, and a relatively equal number of incoming and outgoing connections.
Additionally, an ESB should connect to nearly all the modules.
Too Many Standards is tricky to detect since it is entirely subjective on how many
standards are “toomany.”Additionally, there are very good reasons developerswould
choose different standards for different system modules, including speed, available
features, and security. We tally the standards used for each of the layers of the app
(presentation, business, and data). The user can configure how many standards are
too many for each of the respective sections.

https://spring.io/projects/spring-boot
https://docs.oracle.com/javaee
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WrongCuts depends on the business logic and, therefore, nearly impossible to auto-
matically detect without extrapolating a deep understanding of the business domain.
However, we would expect to see an unbalanced distribution of artifacts within the
MSA modules along with the different layers of the app (presentation, business, and
data). To detect an unbalance presentation MSA module, we look for an abnormally
high number of front-end artifacts (such as HTML/XML documents for JSP). For
the potentially WC business MSA modules, we look for an unbalanced number of
service objects, and lastly, for WC data modules, we look for an unbalanced number
of entity objects. To find unbalanced MSAmodules, we look for outliers in the num-
ber of the specified artifacts within each module and report the possibility of MSA
module WC. We defined an outlier count of greater than two times the standard
deviation away from the average count of the artifacts in each module, which is seen
in Eq.1.

2 ∗
√∑n

i=0(xi − X̄)2

n − 1
(1)

Not Having an API Gateway is determined from code analysis alone, especially
as cloud apps increasingly rely on routing frameworks such as AWS API Gateway
(https://aws.amazon.com/api-gateway/). This uses an online configuration console
and is not discoverable from code analysis, to handle routing API calls. In a study by
Taibi [23], it was found that developers could adequately manage up to 50 distinct
modules without needing to rely on an API gateway. For this reason, if the scanned
app has more than 50 distinct modules, we include a warning message in the report
to use an API gateway. This is not classified as an error, but rather a suggestion for
best practice.
Shared Persistency is detected by parsing the app’s configuration files and finding
the persistence settings location for each of the submodules. For example, in a Spring
Boot apps, the YAML file is parsed for the datasource URL. Then the persistence of
each module is compared to the others to find shared datasources.
Inappropriate Service Intimacy can appear in a couple of different ways. First,
we detect this as a variant of the shared persistency problem. Instead of sharing a
datasource between two or more modules, a module is directly accessing another’s
datasource in addition to its own; however, once a duplicate datasource is found, if
the module also has its own private datasource, then it is an instance of inappropriate
service intimacy.Next, we look for twomoduleswith the same entities. If one of those
modules is only modifying/requesting the other’s data, we defined it as inappropriate
service intimacy.
Shared Libraries is found by scanning the dependency management files for each
app module to locate all shared libraries. Clearly, some shared outside libraries will
be shared among the MSA modules; however, the focus should be on any in-house
libraries. Developers can then decide to extract into a separate module if necessary
to bolster the app against the libraries’ changes.
Cyclic Dependency is found using a modified depth-first search [24].

https://aws.amazon.com/api-gateway/
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Hard-Coded Endpoints is found during the bytecode analysis phase of the app.
Using the bytecode instructions, we can peek at the variable stack and see what
parameters are passed into the function calls used to connect to other MSAmodules.
E.g., in Spring Boot, we took calls from RestTemplate. We link the passed address
back to any parameters passed to the function or any class fields to find the path
parameters used.We test for hardcoded port numbers and IP addresses as both should
be avoided.
API Versioning is found in the app by first finding all the fully qualified paths for
the app. To locate the unversioned paths, each API path is matched against a regular
expression pattern .*/v[0-9]+(.?[0-9]*).*, matching the app convention.
All unversioned APIs are reported back to the user.
Microservice Greedy is found by calculating a couple of different metrics for each
module. This includes the counts of front-end files, service and entity objects. Then
we find outliers, if any exist, as potential MG. We define outliers similarly as when
finding MSA module WC using the Eq.1. However, we focus only on those that are
outliers due to being undersized, as opposed to too large.

6 Case Study

Wedeveloped aprototypeopen-sourceMSANose tool (https://github.com/cloudhubs/
msa-nose) using our approach. It accepts Java-based MSA apps and performs static
analysis of MSA modules. From the individual modules, it extracts the interaction
patterns, combines the partial results and derives a holistic view on the distributed
system. Next, it performs the smell detection and reports a list of MSA code smells
with references to the offending modules and code.

Recent efforts [12] to catalog MSA testbed apps have found a lack of apps that
adhere to the guidelines for testbeds outlined by Aderaldo et al. [1]. To test our app,
we chose to run it on an existing MSA benchmark, the Train Ticket Benchmark
[26], it is a reasonable size for an MSA app and provides a good test of all of the
conditions in our app. Furthermore, it was designed as a real-world interaction model
between MSA modules in an industrial environment and is one of the largest MSA
benchmarks available. This benchmark consists of 41 modules and contains over
60,000 lines of code. It uses Docker or Kubernetes for deployment and relies on
NGINX or Ingress for routing.

We manually analyzed the testbed for each of the eleven MSA code smells, by
manual tracing ofREST calls, the cataloging of entities, and endpointswithin the app.
We show the results of our manual assessment in column two of Table1. Next, we
ran our app on the testbed system. The app took just ten seconds to run on a system
with an Intel i7-4770k and 8 GB of RAM. This includes the average time (taken
over ten runs) it took to analyze the source code fully and compiled the bytecode
of the testbed app. In the third column of Table1 is a quick overview of the results
from running our app on the testbed. Our tool correctly analyzed the testbed and
successfully identified the MSA code smells.

https://github.com/cloudhubs/msa-nose
https://github.com/cloudhubs/msa-nose
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Table 1 Code smells in the trainticket benchmark [26]

Smell Manual MSANose

EU No No

TMS No No

WC 0 2

NAG No No

HCE 28 28

AV 76 76

MG 0 0

SP 0 0

ISI 1 1

SL 4 4

CD No No

Code smells do not always break the system, but they are indicators of poor
programming practice. As the testbed app has done over the past couple of years,
these smells can easily work their way into the system as a system grows organically.
Our tool can help developers locate code smells in enterprise MSA apps and provide
a catalog of the smells and their common fix solutions.

7 Conclusions

In this paper, we have discussed the nature of code smells in software apps. Code
smells, which may not break the app in the immediate time-frame, can cause long-
lasting problems for maintainability and efficiency later on. Many tools have been
developed which automatically detect code smells in apps, including ones designed
for architecture and overall design of a system. However, none of these tools ade-
quately address a distributed app’s needs, specifically anMSA-based app. To address
these issues, we draw upon previous research into definingMSA specific code smells
to build an app capable of detecting eleven unique MSA-based code smells. We then
run our app on an established MSA benchmark app and compare our results to man-
ually gathered ones. We show that it is possible, through static code analysis, to
analyze an MSA-based app and derive MSA-specific code smells accurately.

For future work, we plan to assess more app testbeds. Moreover, we plan to
continue our work on integrating the python platform to our approach since there
are no platform-specific details, and most of the enterprise standards apply to across
platforms.
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On Automatic Software Architecture
Reconstruction of Microservice
Applications

Andrew Walker, Ian Laird, and Tomas Cerny

Abstract The adoption of Microservice Architecture (MSA) is rapidly becoming
standard for modern software development. However, the added benefits of using
a distributed architecture, including reliability and scalability, come with a cost in
increasing the system’s complexity. One way developers attempt to mitigate the
effects of an overly complicated system is through Systematic Architecture Recon-
struction (SAR), which creates a high-level overview of the system concerns. This
is typically done manually, which takes a great amount of effort from the develop-
ers. This paper proposes a method for automatically completing SAR of an MSA
application through code analysis and demonstrating it on a case study on an existing
microservice benchmark application.

Keywords Microservice · Software architecture reconstruction · Code analysis ·
Static analysis · Information extraction · Compliance

1 Introduction

Microservice Architecture (MSA) offers many benefits for modern software devel-
opment. Primarily these include benefits in scalability and reliability. With a dis-
tributed development model, different developers’ teams can work separately on
different modules of the application. While this offers rapid development benefits, it
also allows errors to slip into the application through discrepancies betweenmodules.
Another side effect of this distributed development is an increase in the complexity
of the application.

One way to mitigate these unintended errors is through Software Architecture
Reconstruction (SAR). The construction of a simplified overview of the applica-
tion can help developers understand the application’s full scope, even beyond their
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modules. One study [18] underlines that SAR is key to architecture verification,
conformance checking, and trade-off analysis.

Many methods have been proposed for SAR, even for distributed systems, but
none can fully automate the domain, technology, service, and operation views. In this
paper, we propose a novel automation method applied to an existing distributed sys-
tem SAR methodology. We then verify our automation against an existing microser-
vice benchmark system.

The paper is organized as follows. The SAR and static-code analysis background
is given in Sect. 2 and SAR state of the art in Sect. 3. Our automatic SAR method
for microservice apps is described in Sect. 4. Section5 tests our method against an
existing testbed application. Section6 concludes the paper.

2 Background

This section presents background on the SAR process as a whole, the methodology
that serves as the source of our automation goals, and lastly, static-code analysis,
which is the method we use to automate the SAR process.

2.1 Systematic Architecture Reconstruction

SAR has historically been defined with four distinct phases. These are as follows:

1. Extraction: This phase collects all of the artifacts needed during the next three
phases of SAR. The artifacts collected are relevant to the “views” that are being
constructed. A “view” is defined as a set of related artifacts that cover a concern
of the architecture of the system.

2. Construction: This phase creates a canonical representation of the views and
usually stores them in some form, like a database.

3. Manipulation: This phase combines the views to allow for the answering ofmore
complicated questions in the next phase. How the views are combined is relevant
to the specific application being reconstructed.

4. Analysis: This phase answers questions about a system given the overall views
of the architecture constructed in the previous phases. There are almost infinite
questions that can be asked, covering multitudes of domains, including network-
ing, security, and code quality.

For this paper’s purposes, we aim to demonstrate a framework for SAR analysis, so
we do not focus on a specific question and thus exclude phase 4.
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2.2 Views

The core of successful SAR is the construction of effective views of the architecture
of a system. Care must be taken to choose views that are relevant to the questions
being asked about a system. Since we are focusing on creating a general framework
for SAR, instead of asking a particular question, we chose a set of views that provide
good coverage of the system’s concerns. We took our set of views from a previous
study on SAR methodology [18]. We will briefly outline the four of them below.

• Domain View: This view covers the domain concerns of an MSA application. It
describes the entity objects of the system as well as the datasource connections of
those objects.

• Technology View: This view focuses on the technology aspect of an application. It
describes the technologies used for microservice implementation and operation.

• Service View: The view focuses on service operators. It describes the service mod-
els that specify microservices, interfaces, and endpoints.

• Operation View: This view focuses on the ops concern of a system. It describes
service deployment and infrastructure, such as containerization, service discovery,
and monitoring.

Each of these views can be understood as distinct concerns within the system but
also as related to the others. For example, the domain view intersects with the service
view since the service view can be thought of as the intersections of data between
microservices and the technology view since the technology view describes how data
is stored in the application.

Another key point about the construction of these views is that ultimately each
view is an aggregation of a smaller viewencompassing a disparatemicroservice. Each
microservice has a bounded-context of its concerns, but these can be aggregated into
a fully centralized perspective of the system’s architecture.

2.3 Static-Code Analysis

Static-code analysis is what makes an internal inspection of an application possible.
It’s used throughout software development but is primarily used to detect bugs in
a piece of software. There are two main processes for static code analysis - source
code analysis and bytecode analysis. These are used for several processes, including
recognizing components, classes, methods, fields or annotations, tokenization, and
parsing, which produce graph representations of the code. These include Abstract
Syntax Trees (AST), Control-Flow Graphs (CFG) [12, 20, 25], or Program Depen-
dency Graphs (PDG) [21, 22].

Bytecode analysis [1] uses the compiled code of an application. This is useful in
uncovering endpoints, components, authorization policy enforcements, classes, and
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methods. It can also be used to augment or build CFG, or AST [10, 11, 13]. However,
the disadvantage is that not all languages have a bytecode.

To fill this gap, we can also turn to source code analysis [3]. It parses through
the source code of the application, without having to compile it into an immediate
representation. Many approaches exist to do this, however, most tools toke-nize
thecode and construct trees, i.e.,AST[21, 22],CFG[12, 20, 25], orPDG[6, 24].

Static-code analysis can also be extended beyond just the source-code and com-
piled artifacts to include other application artifacts. Static analysis gives the ability to
access Docker images [16, 23] through the Kubernetes1 platform. Since Kubernetes
is typically the enterprise standard for service-meshes, it provides thorough coverage
of the operation view for many enterprise applications.

Despite all of the usefulness of static-code analysis, limits exist with these rep-
resentations in encapsulating enterprise systems’ complexity. To mitigate the short-
comings of existing static code analysis techniques on enterprise systems, we must
augment existing techniques with an understanding of enterprise standards [4, 14].
A more realistic representation of the enterprise application can be constructed with
aid from either source code analysis or bytecode analysis. This primarily includes a
tree representation and the detection of the system’s endpoints, and the construction
of a communication map. These augmented representations and metadata have been
successful in other problem domains, including security, networking, and semantic
clone detection.

3 Related Work

Most of the work done in SAR on microservices has focused on the methodology
instead of the automation of the methodology. However, some works have partially
automated a full SAR representation of a microservice-based system.

Ratemacher et al. [18], defined a methodology for the construction of all four
of our targeted views. Their process involved the construction of a canonical rep-
resentation of the data model. From there, they employed methods to fuse module
views. Finally, it performed architecture analysis to answer questions about architec-
ture implementations from the reconstructed architecture information.Unfortunately,
they only provided amanual assessment of their benchmark application and included
no attempt at automation. However, they highlighted the need for furthering the work
in SAR to automate the process.

Alshuqayran et al. [2] conducted a manual reconstruction process that included
modeling the application to derive the overall architecture while utilizing multiple
module merge strategies such as data model integration and meta-model mapping
rules. They do not, however, apply their strategies towards extraction or merging of
domain concepts.

1https://kubernetes.io/.

https://kubernetes.io/
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Ibrahim et al. [9] considered container-based deployment configuration files to
derive MSA module topology. In particular, they used Docker Compose to extract
the topology of the module orchestration. In addition to topology, they generated
“attack graphs”, that depict actions which attackers may use to reach their malicious
goal. Attack graphs help developers identify attack paths that comprise exploitable
vulnerabilities in deployed services. They underlined that testers commonly construct
such graphs manually, but container configuration files provide a well-structured
input for automation. Their open-source tool is based on Clair [19], a vulnerability
scanner for Docker containers and images. It generates image vulnerabilities linked
to CVE [17] as well as connections to an attack vector for each vulnerability. An
attack vector describes the conditions and effects that are connected to vulnerability.

Mayer et al. [15] propose an automatic method for extracting the domain, service,
and operation information of an application. It utilizes a combination of static analysis
and runtime analysis to construct a language-agnostic representation of each service
and its interaction with other services. The downside to this approach is that to fully
construct the representations, and not just a domain model, the application needs to
be deployed. The proposed upside to this is that we no longer need a litany of parsers
for the different language implementations of a heterogeneous MSA application;
however since it still relies on parsing for the domain view, the parsers are needed
regardless, and the dynamic approach provides extra overhead. It also creates the
possibility of an incomplete view since communication paths that are not traversed
during the extraction phase are absent from the final view.

MicroART [7] tool automates SAR. It extracts information about the service con-
cern of a module (service names, ports, etc.) from source code repositories. It also
performs log analysis during runtime to discover containers, network interfaces, and
service interaction. The user must provide the running container’s location since
MicroART does not extract that information automatically. It then uses that informa-
tion to generate views for the service and operations concerns. It does not consider
the domain or technology views.

Zdun et al. [26] propose a methodology for the service view; however, it
approaches the problem differently from the previously mentioned tools. It pro-
poses a method for measuring MSA conformance. Because of this approach, it uses
a formal model when conducting SAR. Conformance is then assessed via metrics
and constraints defined by the relationships between these types. Though it considers
the service view of an application, domain, technology, and operation views are not
considered for its conformance measure.

We are aware of no tool at present that is capable of fully automating all four of
our chosen architecture views on a microservice-based system. A breakdown of the
capabilities of the tools mentioned previously is available in Table1.
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Table 1 Comparison of Modern SAR Tools

Domain Technology Service Operation Automated

Alshuqayran
et al.

X X X No

Ibrahim et al. X Yes

Mayer et al. X X X Yes

MicroART X X Yes

Rademacher
et al.

X X X X No

Zdun et al. X No

Our approach X X X X Yes

4 Proposed Method

In this section, we introduce our proposed method for automatically conducting
SAR. In particular, we use static-code analysis, both source-code and bytecode, as
well as other dependency and application analysis to construct bounded-contexts
of the different views for each microservice. Then we aggregate them into a full-
scope centralized perspective for each view, which consists of all the microservices
aggregated into a mesh.

We start with the extraction phase of SAR. In particular, we extract Control-Flow
Graphs (CFG) and Program Dependency Graphs (PDG). This allows us to construct
a representation of the method calls and internal flow of data in a microservice. We
also detect endpoints and their metadata, including security constraints and policies
along with parameters and internal method branches, conditions, and loops. Lastly,
we detect all entities within a specific module. All of this metadata is important to be
able to construct a full centralized perspective of a view and offer a complete SAR
overview.

The next phase in the SAR process is the construction phase. Once we extract the
module-specific information, we represent it in a graph format. We further link the
additional extracted metadata to its corresponding module. By aggregating all of the
individual metadata artifacts in a cohesive and consistent way, we can easily move
into the next phase.

To begin the manipulation phase, we use existing strategies of module fusion.
Based on DDD [18], each module considers a bounded context [5], which includes
a limited perspective of the data model, and often partially overlaps through certain
data entities with other modules. This overlap is a key strategy in this phase of SAR.
We begin with entity matching by looking for entities from distinct modules with a
subset match of properties, data types, and possibly names. For this matching, we
also considered natural language processing strategies (Wu-Palmer algorithm [8]).
We derive the canonical data model and, through the matched entities, promote data
and control dependencies.
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The second perspective of static analysis we considered to merge modules is
interaction. We identify all endpoints, parameter types, and metadata, and then the
remote procedure calls within the methods. Next, we aim tomatch them and generate
a complete service view of the entire application. This allows us to augment the result
involving the canonical model.

We do not aggregate the technology view as each microservice is distinct in its
choice of implementation; this is a hallmark of the microservice architecture.

The output of our application is a set of module metadata and the connections
between them. Each individual microservice contains its bounded context domain
model, while the centralized perspective contains the fused domainmodel. Similarly,
each microservice contains its own service registry information, and the centralized
perspective contains a graph that shows the connection edges between the disparate
services. Each microservice contains its technology information, and an aggregate
list of the technologies, broken up by layer, is in the centralized perspective. Lastly,
each microservice owns its own deployment and operation information, and the
centralized perspective contains a graph of connected deployments.

5 Case Study: Train Ticket

To demonstrate our framework’s effectiveness, we tested it on an existing microser-
vice benchmark, TrainTicket.2 We chose this benchmark since it was specifically
designed to emulate a real-worldmicroservice application, consisting of 41microser-
vices and over 60,000 lines of code. It is written in Spring Boot and uses MongoDB
for the datasource. It uses either Docker3 or Kubernetes for deployment and either
NGINX4 or Ingress5 for routing.

5.1 Domain View

The domain view is constructed through the analysis of the entities within each
microservice. Our testbed broke from the convention with entity objects. Typically,
entities can be discovered through the use of Enterprise standard annotation such as
@Document for MongoDB objects or @Entity for MySQL objects. However, not
all entities were annotated within the application. Because of this, we extended our
definition of a system entity to include an annotated object, any object that is a field
to such an object, or a POJO that matches a known entity in the system. Based on
this, we could determine that object was an entity in its microservice, even if it was
explicitly marked. An example merging is in Fig. 1.

2https://github.com/FudanSELab/train-ticket.
3https://www.docker.com/.
4https://www.nginx.com/.
5https://kubernetes.io/docs/concepts/services-networking/ingress/.

https://github.com/FudanSELab/train-ticket
https://www.docker.com/
https://www.nginx.com/
https://kubernetes.io/docs/concepts/services-networking/ingress/
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Fig. 1 Merged domain view from TrainTicket

5.2 Technology View

The technology view was broken into three sections, each representing one applica-
tion layer (presentation, business, and data). For each layer, the system’s underlying
technologies were found by analyzing the source code files and the dependencyman-
agement files (e.g., pom.xml for Maven), and system configuration files. We verified
our findings against the existing TrainTicket documentation.

5.3 Service View

The service view is constructed using the generated internal communication dia-
gram and the metadata of each module. In Fig. 2, we show a small selection of the
canonical model for the service view of TrainTicket. Even a small selection from the
overall service view can show some relevant observations. For example, from the
documentation6 of the TrainTicket system, it appears that the cancel service only has
a dependency on the order service however through the lens of the service view, we
can see that the cancel service is far more coupled to the other service. It relies on
four other services, in addition to the order service.

6https://github.com/FudanSELab/train-ticket/blob/master/image/2.png.

https://github.com/FudanSELab/train-ticket/blob/master/image/2.png
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Fig. 2 Service view from TrainTicket

Fig. 3 Operation view from TrainTicket

5.4 Operation View

The operation view of the SAR process defines a topology of the containerization
of the application. Figure3 shows a small section of the TrainTicket topology. The
TrainTicket containerization defines a singular network to connect each of the con-
tainers, which creates a graph where each node is connected to every other. This
example shows our method benefit for full automation of the four application views.
If only the operation view was available, it would create an incorrect/incomplete
view of the application. By combining the operation view with the service view, the
edges can be mapped to create the topology shown in Fig. 2.
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5.5 Threats to Validity

Internal Validity: To verify our approach, we utilized the methodology we auto-
mated to extract the SARviewsmanually for our benchmark system.We hadmultiple
people extract the information and construct their views.
External Validity: The effectiveness of SAR, regardless of if manual or automated,
comes down to the availability of artifacts to analyze. For our application, we lack
the ability to analyze artifacts such as images, diagrams, or textual descriptions of
an application. We do not believe this impacts our application’s overall effective-
ness; however, since the concerns we automated, domain modeling, services, and
containerization can be extracted through enterprise standards that do not vary from
application to application. This means that our framework is capable of analyzing
any application which uses the enterprise standards.

6 Conclusion

MSA is themainstream direction formodern software development, andwhile exten-
sive work has been done to define SAR methodologies on distributed systems, there
is a lack of work on automation. Without automation, developers rely on expending
a large amount of effort to generate the SAR artifacts manually. This paper demon-
strated a framework for automatic SAR across four important views of the applica-
tion, domain, technology, service, and operations. With our framework, developers
can focus on answering questions about their application, phase 4 of SAR, instead
of focusing all their time in phases 1–3.
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Pyclone: A Python Code Clone Test Bank
Generator

Schaeffer Duncan, Andrew Walker, Caleb DeHaan, Stephanie Alvord,
Tomas Cerny, and Pavel Tisnovsky

Abstract Code clones are fragments of code that are duplicated in the codebase
of an application. They create problems with maintainability, duplicate buggy code,
and increase the size of the repository. To combat these issues, there currently exists
a multitude of programs to detect duplicated code segments. However, there are
not many varieties of languages among the benchmarks for code clone detection
tools. Without covering enough languages for modern software development, the
development of code-clone detection tools remains stunted. This paper describes a
novel tool that will take a seed of Python source code and generate Type 1, 2, and
3 code clones in Python. As one of the most used and rapidly-growing languages in
modern software development, our testbed will provide the opportunity for Python
code-clone detection tools to be developed and tested.

Keywords Code-Clone · Benchmark · Quality assurance · Testbed

1 Introduction

In many programs and code, developers are constantly trying to reduce the number
of errors, bugs, and other issues brought upon by poor coding design. One such
ingredient to bug-prone software is the inclusion of duplicated code segments or
code clones. Code clones in programs introduce problems in the forms of bugs,
unnecessarily large repositories, and difficulty in software maintenance. These can
be introduced into the program throughmany avenues, including developers copying
and pasting code, rather than putting in the effort to refactor code. Because of the
pervasive nature of code clones in a repository, care must be taken when modifying
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a piece of code also to modify any clones. Without a reasonable way to manage code
clones, bugs can persist in the application and require significantly more developer
overhead to update the repository.

A handful of useful code clone detection tools currently exist to assist developers
in locating code clones in their application. However, this field is stunted by the lack
of code-clone benchmark applications for the different popular industry languages.
Python has recently become one of the predominant languages for applications in
the industry. However, a recent mapping study on existing code clone detection tools
[14] found that Python tools ranked 9th in the number of tools, with only 7 out of
67 tools able to detect Python, and no tools solely dedicated to Python code clone
detection.

Given a general lack of benchmark applications, it would be beneficial to create
a dynamic benchmark or test bank generator that can measure these tools’ effective-
ness. In this paper, we present a Python-based code clone generator, named Pyclone,
that can produce a documented number of code clones to better gauge when seeded
with a directory of Python code files how effective code clone detection tools are.

The rest of the paper is organized as follows. Section2 presents background on
code-clones. Section3 presents background on existing mutation frameworks for
code-clone detection tool evaluation. Section3 presents our tool, Pyclone, and our
process for the generation of the test bank. Section4 discusses threats to validity.
Finally, we conclude in Sect. 5.

2 Background

In this section, we will introduce the background to duplicated code within projects.
In general, code clones or duplicate code segments are seen as poor coding practices.
This is due to duplicate code being inefficient and because they introduce a level
of variability, which is a breeding ground for bugs and unexpected errors. Code
clones can introduce unpredictability when inconsistent changes are made to code
duplicates. In general, there are four different types of code clones.

2.1 Basic Definitions

This subsection will define some general terms that will be used throughout the rest
of the paper. These termswill be adapted from previous works/studies on code clones
[2, 8, 9].

Code Fragment—A continuous segment of the source code, specified by (l, s, e),
including the source file l, the line the fragment starts on, s, and the line it sends
on, e.

Code Clone—Two code fragments that have similarities either in their syntax
and/or semantics.
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Table 1 Comparing/contrasting different types of code clones

Original code Type 1 Type 2 Type 3 Type 4

int x = 5; int x = 5; int a = 5; double a = 5; int a = (10/2);

int y = 0; int y = 0; int b = 0; double b = 0; double b = 0;

// comment

while(y <= x){
y++; }

while(y<=x){y++;
}

while(b<=a){
b++; }

while(b<=a){b+=
1.0; }

while(b <= 5){ b
+= 1.0; }

2.2 Types of Clones

In addition to the existence of a generic “code clones,” these clones are broken into
four sub-categories of clones, as highlighted in Table 1. In this subsection, we will
define the general understandings of the four primary categories of code clones.

Type 1 code clones are said to be completely identical code fragments, disregard-
ing comments and whitespace.

Type 2 code clones are said to be code fragments that are identical except they
could have different variable and function names, along with different variable types
and literals.

Type 3 code clones are said to be code fragments that are similar yet have
some modifications consisting of either added/removed statements, different vari-
able types/names, or differing function names.

Type 4 code clones are said to be code fragments that do not follow the same
syntactical structure yet implement the same functionality.

Generally, these clone types are grouped by Types 1–3, which differ based on
their text [1, 7] and Type 4, which is different only semantically [5].

3 Related Works

There has been a handful of studies conducted in the pursuit to evaluate the validity
of code clone detection tools independently. While developers of tools typically fall
back to BigCloneEval [12], several alternatives to methods of validating code clone
detection tools have been proposed.

Roy and Cordy [7] proposed a unique approach to evaluating code clone detec-
tion tools. They proposed a mutation and injection automatic framework that would
evaluate code clone detection tools based on code clones’ editing theory. Their pre-
liminary approach focuses on the idea of their framework being injection-based, and
their approach solely relies upon textual mutation of the code. They go on to express
the need for a benchmark that can be used by developers and researchers to evaluate
proposed code clone detection tools. In this work, they relay the importance of ver-
ifying clones needs to be able to test results yet require minimal effort thoroughly.
This aspect of easily crafting a test bank based on seed code would allow a developer
more options in terms of identifying more efficient ways to code.
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Svajlenko and Roy [10] also had another study done on the evaluation of code
clone detection tools, this time with a focus on a clone detection tool evaluation
framework named BigCloneBench [11]. In this extension of their previous work,
they use BigCloneBench to validate their own mutation framework discussed above.
Their proposed tool validated the effectiveness of inject-based frameworks for code-
clone tool verification. Their injection framework solely aims to solve the problem
of Java code clone detection tools.

3.1 Need for Pyclone

Python has been steadily rising in popularity for over a decade now and has become
one of the preeminent programming languages, especially in industry. One look at
the Google search trends in Fig. 1 shows that Python is at its most popular ever. The
TIOBE Programming Community index [13] is a good indicator of programming
language popularity. The rating bases on the number of skilled engineers world-wide,
courses, and third-party vendors. For August 2020, the top was C with 16.9%, Java
with 14.4%, and Python with 9.6%. Analysis of 2020 Indeed.com job postings [4]
showPython, followed by Java and JavaScript. ForMicroserviceArchitecture related
jobs that drive the cloud-computing field [15], 48% of companies use Java, and 21%
use Python. The top languages for containers are JavaScript, Java, Python, and PHP
[3].

For code clone detection, there have been various tools that have been created to
test the percentage of code clones within computer programs, and while there exist a
multitude of code clone detection tools for C++ and Java, comparably, there are very
few available for Python. A recent analysis of open-source tools and benchmarks for
code clone detection [14] made clear that there exists a significant gap for the Python
language. With there being no benchmark for Python code-clone detection, it falls
on these tools to test using another benchmark, in another language, and while these
tools claim equal performance across their supported languages, no method exists to
verify their tools.

To improve the quality of such detection tools as it pertains to the Python language,
a standard set of code clones in a test bank needed to be created. The creation of
clearly defined code clones would then set a benchmark for the quality of detection
across the various tools.

Fig. 1 Google search trends for python over time
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4 Pyclone

In this section, we will detail the way Pyclone generates each type of code clone
based upon its representation to the system. Having been developed in Python for
testing Python code clone detection tools, Pyclone was written to create code clones
based on a seed of Python files passed to it. It works based on the idea of mutation
of Abstract Syntax Trees (AST) generated from the seed files.

4.1 Abstract Syntax Trees

The first step in mutating new code-clones is to scan the seed files and construct
ASTs for all of the files. An AST is essentially a tree representation of abstract code
structure. Each node in an AST is a different statement or condition in the code. If
code is different between the two projects, then the ASTs between the two projects
will also differ in the same locations, and vice versa.

With these ASTs, our tool can then modify these ASTs in order to change the
underlying source code once the tool converts the AST back into Python code, giving
us differing code samples.

The Python compiler uses ASTs to compile the Python code into bytecode. How-
ever, in order for Pyclone to manipulate the ASTs, it was required to find a more
high-level representation of ASTs that can be manipulated within the tool itself.

Pyclone, therefore, uses a Python package called astor.1 Astor allows for Pyclone
to form ASTs based on valid Python files and modify them programmatically. These
ASTs aremanipulated as anyother tree-basedobject inPythonwould bemanipulated.
Astor then handles the recreating code from the ASTs once the mutation is complete.

A key understanding of ASTs, which is used in all three type generations, is the
idea of a “copyable” node in the AST. When we construct an AST, we must select a
node that can constitute a fully complete and compilable code segment when taken
alone. When constructing the ASTs from the seed files, we begin by utilizing the
most common “copyable node” for code-clones, which is the file-root node. An
AST containing an entire Python file is a fully-contained piece of code for code-
clone detection purposes. It’s worth noting that the code may not be runnable if it
references classes or methods from other files or libraries, but it is fully compilable
by Python.

The selection process is then further specified with a number of rules about which
sub-nodes can be selected. For example, while a pure-method (one not existing as
a class method) node is copyable without any additional steps, a class-method node
must be copied within a duplicate of the seed class, along with any sub-methods that
are called. Besides, the class must copy any necessary class fields. An example of
the bare minimum needed to clone a class-method is seen in Fig. 2.

1https://pypi.org/project/astor/.

https://pypi.org/project/astor/
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Fig. 2 Cloning a class method

Fig. 3 First order nodes of a python code sample

Further detailed nodes such as individual for, if orwhile blocks must be examined
carefully before being copied. For example, if a for block calls a method within its
body, then that method must either be copied along with the for block.

Last to be considered are individual statements. For our purposes, we only look
at statements which we call “first-order” statements. These statements are any that
exist as a direct child of either a file-root node or a pure-method node. An example
of possible “first-order” statements is shown in Fig. 3.

Once all nodes which are copyable are identified, the process of code-clone cre-
ation can begin.

4.2 Generation of Type 1

Creating Type 1 clones is straightforward. The tool essentially selects a random
number of copyable nodes to construct new clones out of and directly dumps them
into a new file. Occasionally we would modify the AST before constructing the new
clone to add in comment nodes. Once the new files are created, we retroactively
modify their whitespace as well.

Pyclone creates a directory named ‘type1clones’ and puts all of the Type 1 clones
with identifier file names into this directory.
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4.3 Generation of Type 2

Creating Type 2 code clones was a little different from Type 1 because Pyclone has
to modify the ASTs before constructing the new clone.

After selecting a new set of copyable nodes to construct the clones out of, we then
proceeded to modify them by symbol translation for Type 2 clones.

The process of symbol translation involves mapping function and variable names
in the existing code block.Whenever Pyclonewould come across a value representing
a function name or variable name, it would be inserted into a map that maps previous
names to their newly generated name. When traversing future nodes, if a name that
had already been mapped is discovered, it is not inserted as a new entry into the map.

After the symbol mapping phase, we begin the symbol translation phase, which
involves traversing the entire tree of the node that is being copied and searching for
any names that are translated in the symbol table. If the name is found, then it is
mapped to its new name.

After the entire tree has been changed, the AST was then converted back to code
and returned in the formof a Python code file.Additionally, Type 2 clones’ generation
can also include steps from the Type 1 protocol, which includes adding comments
or modifying whitespace.

Pyclone creates a directory named ‘type2clones’ and puts all of the Type 2 clones
with identifier file names into this directory.

4.4 Generation of Type 3

Creating Type 3 code clones was more similar to the generation of Type 2 clones
than Type 1 clones. Like with clone types, the tool then traversed the tree, however
this time it was looking for nodes that represented boolean operators, mathematical
operations, or comparing operations, as modifications to these types of nodes would
generate code nearly similar to the original but with different functionality.

A static list of replacement values was created for each operator type to change
these nodes, and then one was chosen at random to replace the original value. Each
AST could also have nodes removed. If a node is removed, any children nodes are also
removed (i.e., an entire for block can be removed). Lastly, each AST is potentially
merged with another to add lines to the code-clone. When a new AST is added in, it
will have different variable names than the original AST. Tomitigate this, we perform
symbol realignment on the merged in section. This process is similar to the symbol
translation process in Type 2 clone generation. Each symbol in each of the ASTs is
mapped from its name to its data type. Then the AST to be merged in is traversed,
and each variable name is mapped to a name from the original AST that matches the
data type. If no suitable replacement is found, then that statement is removed, or a
variable declaration is appended to the top of the code block.
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After going through the entire tree, and potentially applying Type 1–2 mutations
as well, the AST is then converted back to code and written to a new Python file in
a directory for Type 3 clones.

Pyclone creates a directory named ‘type3clones’ and puts all of the Type 3 clones
with identifier file names into this directory.

5 Threats to Validity

There are two main threats to the validity of Pyclone’s test bank. The first is that
due to the nature of injection-based frameworks, it’s possible that by injecting new
code lines or removing them, an accidental clone was created with an unintended
code segment. The second main threat to validity is that while the code clones are
compilable by Python, they may not be runnable, which is an issue with code-clone
detection tools that require a running program to detect similarities [6].

The main threat to the validity of Pyclone is the development of the code clones,
and whether the clone detection tools will find them. Type 1 and Type 2 clones
are fairly straightforward, as they are almost identical copies of the original code
with changed variable names at most. However, the detection of Type 3 or Type 4
clone may depend on the tool’s implementation for finding clones, as the given tool’s
definition of Type 3 or Type 4 clone may not be the same as the way our tool has
created them, and so the clones may be misidentified or not caught at all.

6 Conclusion

This paper presented an overview of the types of code clones and the reasons for
code-clone detection tools. We further explained that there exists a large gap in
the code-clone detection research field for the Python coding language, partially
due to the lack of a Python code-clone benchmark. We presented an injection-based
mutation framework for generating a Python code-clone benchmark from an existing
seed of Pythonfiles tomitigate this. This paper concludes one of thefirst steps forward
in creating viable means to check Python code clone detection tools.

Acknowledgements This material is based upon work supported by the National Science Foun-
dation under Grant No. 1854049 and a grant from Red Hat Research https://research.redhat.com.
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A Comprehensive Enterprise System
Metamodel for Quality Assurance

Jan Svacina, Vincent Bushong, Dipta Das, and Tomas Cerny

Abstract One of the biggest challenges in code quality assurance is the amount of
code that needs to be reviewed at an instance before the code is deployed on produc-
tion. Reviewers need to check not only coding practices and formatting but also the
meaning of the code and its compliance with requirements. Enterprise systems are
notoriously known for the large codebase, challenging business logic, and advanced
code constructs, which require significant resources for code review. However, enter-
prise systems use coding constructs that reveal aspects and constraints about the
business logic, such as validation, database connection, and API. We extract these
aspects and their relationships into a comprehensive metamodel. Next, we persist the
metamodel into a graph database and conduct quality assurance checks via database
queries. This method significantly reduces the amount of information that needs to
be processed while maintaining key enterprise aspects. The method enables system
administrators or project managers to discover defects and inconsistencies without
reading the code.

Keywords Quality assurance · Enterprise systems · Verification

1 Introduction

Enterprise systems are vital parts of the industry that create a market share of nearly
$36 billion in 2018 [17]. The enterprise systemsmaintenance costs steadily increased
and currently create up to 90% of project cost [11]. Quality assurance is a method-
ology that aims to reduce the cost of finding and fixing defects. Software engineers
spend from 40 to 60% of time searching for bugs in the code [7]. One way to substan-
tially decrease the resources on maintenance is a process of code review. However,
the developers need to process a large amount of a codebase, when only a small por-
tion of code is significant and error-prone. We addressed this issue by introducing a
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novel method that derives significant attributes of the enterprise systems . We rep-
resent the attributes as property code graphs, persist them into the database, and run
database queries to discover issues. We validate our method on a production system
and discover privacy-related issues.

The paper is structured as follows. In Sect. 2, we describe current programming
techniques for enterprise applications. Next, we define current approaches to quality
assurance in enterprise systems, and we describe the most significant challenges. In
Sect. 4, we propose the unique metamodel for enterprise system. We conduct a case
study in Sect. 5 and conclude by Sect. 6.

2 Background

Analysis of enterprise systems has some distinctive features that we are going to use
in the proposed method. Enterprise systems can be written in several programming
languages. Each language has a parser tool that derives from the code class names,
methods, and other properties together with the relationships among them [5]. The
derived code can be organized into the property code graphs, where each graph
consists of nodes, edges, and properties. Edges connect nodes in a single direction
called relationship. The two-way relationship is created by two single direction rela-
tionships in the opposing direction to maintain traversal algorithms. Both nodes and
edges can carry data, which are called properties. Property can be of any type and
often signify the variable name and type. We consider the following two examples
of enterprise code. The first is a C# code snippet, which describes an entry point
to the program that returns a GET HTTP request with a template as a View object.
An annotation HandleError in the square brackets signifies a code’s definition in
another object that checks the errors’ request. This abstraction enables to enhance
the functionality with encapsulated constructs that give additional meaning to the
code.

1 using System.Web.Mvc;
2
3 namespace MvcApplication1.Controllers
4 {
5 [HandleError]
6 public class HomeController : Controller
7 {
8 public ActionResult Index ()
9 {
10 return View ();
11 }
12 }
13 }

Listing 23.1 .NET code example [15]

Another example is a JAVA Spring code that handles a GET HTTP request again,
but we return only a plain string this time. We also observe that the code uses annota-
tions beginningwith@, for instance,RequestParam. This annotation gives additional
meaning to the arguments of the method. The arguments represent parameters in the
HTTP Get request.



A Comprehensive Enterprise System Metamodel … 247

1 @Controller
2 public class GreetingController {
3
4 @GetMapping("/greeting")
5 public String greeting(@RequestParam(name="name",
6 required=false , defaultValue="World")
7 String name , Model model) {
8 model.addAttribute("name", name);
9 return "greeting";
10 }
11
12 }

Listing 23.2 Example of Java Spring Enterprise code taken from [1]

3 Related Work

Representing a code of a program began by program slicing [12]. Authors talk about
selecting a reference point x, which is a base point. Then, we search for every ref-
erence to the program’s base point, thus creating a subprogram. Another way is to
create control flow graphs to discover security vulnerabilities [13].

Call graphs are used to analyze and discover code defects [14]. Authors in [19]
used also call graphs for problems associated with insufficient validation in the code.
There is an extensive research on flow-sensitive inter-procedural data flow analysis
[2–4, 6, 8]. However, there is a significant gap in proposing general methods that
apply to any enterprise project. There is some work on deriving trees for testers that
help with manual revisions [18].

4 Proposed Method

We propose a method consisting of three consecutive phases. We start with raw
source code initially, and we end up with found defects and inconsistencies in the
enterprise application, as shown in Fig. 1.

In phase one, we use the static code analysis tool to derive enterprise properties
from the code [5]. We derive properties common for any system, modules, class
names, methods, and fields. We also derive metadata associated with these basic

Fig. 1 Phases of the source code analysis
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Fig. 2 A generic enterprise system metamodel

components, such as validation, API, and persistence. We organized derived enter-
prise properties into the novel metamodel. We depicted the metamodel as the UML
domain model diagram, as shown in Fig. 2.

The metamodel consists of eleven classes and seventeen relationships. We start
with the System domain, which describes an instance of an enterprise system that is
analyzed. The nameof the system is the top-level directory of the system.Each system
can have one or more Modules, which are represented as second-level directories.
Each module has one or more Classes. In case no modules are present, we associate
classes with the system node. Each class encapsulates data and behavior. Data is
represented by Field, which is a property of a class. The behavior is depicted by
Method, which is a function inside the class. Each class can have any number of
fields or methods. Each field has a Type, and each method has a return type. Both
type and return type can be primitive or a class; thus, we have either a value or an
association. The method has any number of Parameters, which are incoming data
into the method.

The described structure so far can be applied to any program, even the one that
is not an enterprise. However, the basic structure is enhanced by properties called
Metadata, which is a programming construct that associates additional meaning to
classes, methods, fields, and parameters. Each metadata item has a Metadata type
association (architecture layer, validation, persistence). The metadata consists either
from key-value pairs or only a value.

In the second phase, we persist the metamodel into a graph database. The graph
database represents data as a property code graphs. We translate the metamodel
into the graph database in the following way. We start by creating the system node
and respective modules, and we connect them with HAS_MODULE relationship,
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Table 1 Edges in the graph database system

Name Description

HAS_MODULE (System → Module)

HAS_CLASS (System → Class), (Module → Class)

HAS_METHOD (Class → Method)

HAS_FIELD (Class → Field)

NEXT (Method → Method)

HAS_RETURN_TYPE (Method → Type)

HAS_TYPE (Field → Type), (Parameter → Type)

IS_A_CLASS (Class → Type)

HAS_(:METADATA_TYPE) (Class → Metadata), (Field → Metadata)

(Method → Metadata), (Parameter →
Metadata)

HAS_KEY (Metadata → Key)

as shown in Table1. We always store the name of the system, class, module, and
others as a node’s property. The third column in Table1 shows the edge’s orientation,
for instance, from the System node to the Module nodes. Next, we create class
nodes and associate them with either System node or respective module nodes with
HAS_CLASSmethod. Next, we continue with fields, methods, parameters, and types.
The method can have a NEXT relationship to another method in case this method is
called within the body of the calling method. Nodes parameter, method, field, and
class are also related to the metadata. However, we use named relationship, where
we name the relationship by the meaning of the relation, for instance, HAS_ROLE
orHAS_MAX_LENGTH. We store the value, for instance user or 43, as a property in
the metadata object. In case the value of the metadata item is in the key-value format,
we use the relationship to the node key, where the value is stored as a property.

The final phase is constructing queries in the graph database. Each graph database
has the language for querying with its grammar, including even a library function
for traversal and machine learning algorithms. The queries can check instantly, for
instance, properties of methods and fields in twomodules that are otherwise scattered
on the enterprise system’s number of places.

5 Case Study

In this section, we demonstrate detecting privacy violation issues in the enterprise
system. We detected three privacy violations, hierarchy, unrelated access violations,
unknown role violations, and missing security definition violations. We utilized a
microservice benchmark project [9] for our analysis. The project is entirely written
in JAVA using the Spring framework.We used Java parser for static code analysis, we
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used the Neo4j graph database as a storage of the metamodel, and we used the Neo4j
[16] Java bolt connector for persistence. Neo4j uses the Cypher query language [10]
that we utilized for analysis.

We focused on privacy issues that result from the incorrect usage of RBAC. In
Spring Boot, some methods represent endpoints of the API. These methods can have
an annotation @RolesAllowed, with the argument being an array of strings, where
each string represents the name of the role that is allowed to use the endpoint. Roles at
the endpoint are checkedwith the roles associatedwith an authenticated user. Various
roles can form a hierarchy; for instance, the administrator inherits all privileges from
members and moderators. We decided to detect application mutants from Walker et
al. using our method.

We detected two mutant types hierarchy access violations and unrelated access
violations with a single query. These violations capture situations when parts of a
system are accessed from endpoints with conflicting roles. The query in the Listing
23.3 finds module cms with their classes, methods of respective classes, and roles
to respective methods that have value user, admin, and super, admin. It makes then
union operation on methods with admin and super-admin associations. The query
yielded graphs that consist of related methods that use conflicting roles.

1 MATCH (module )-[: HAS_CLASS]->(class)
2 MATCH (method )-[: HAS_ROLE]->(role)
3 WHERE role.value="user" AND role.value="admin" \
4 AND role.value="superadmin"
5 RETURN method
6 UNION
7 MATCH (method )-[: HAS_ROLE]-(role)
8 WHERE role.value="admin" AND role.value="superadmin"
9 RETURN method

Listing 23.3 Cypher query for hierarchy and unrelated access violation

The unknown role violations happens due to misspelling the privacy role defini-
tion. We found the issues by querying all methods with other role values, then user,
admin, or super admin, as shown in the Listing 23.4.

1 MATCH (module )-[: HAS_CLASS]->(class)
2 MATCH (method )-[: HAS_ROLE]->(role)
3 WHERE NOT role.value="user" OR role.value="admin" \
4 OR role.value="superadmin"
5 RETURN method

Listing 23.4 Cypher query for unknown role violations

We also identified missing security definition violations, where an endpoint does
not have any role associated with it. We queried for classes and methods across
modules and filtered methods without any relationship HAS_ROLE, as shown in the
Listing 23.5.

Listing 23.5 Cypher query for missing security definition captionpos
1 MATCH (module )-[: HAS_CLASS]->(class)
2 MATCH (method)
3 WHERE NOT (method )-[: HAS_ROLE ]-()
4 RETURN method
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6 Conclusion

We proposed a unique method that creates a general metamodel from any enterprise
system. We showed how to persist the metamodel as a property code graphs and
persist them into the database. We also proved that we utilize the database to find
defects related to privacy. We tested our solution on a production enterprise system.
In future work, we want to focus on discovering other vulnerabilities and defects.
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Knowledge Incorporation
in Requirements Traceability Recovery

Adnane Ghannem , Mohammed Salah Hamdi, Marouane Kessentini,
and Hany Ammar

Abstract The necessity of continuous change and adaptation in software systems
makes maintenance tasks complex and difficult. One of the challenges in software
maintenance is keeping requirements traceability up to date automatically. This
problem can be considered as an optimization problem where the goal is to assign
each requirement to one or many software artifacts (class, method, variable, etc.).
However, some of the traceability links proposed using this approach do not neces-
sarily make sense depending on the context and the semantic of the system under
analysis. This paper proposes an approach that tackles this problem by adapting
the Interactive Genetic Algorithm (IGA) which enables to interact with users and
integrate their feedbacks into a classic GA. The proposed algorithm uses a fitness
function that combines the recency of change, the frequency of change, and the
semantic similarity between the description of the requirement and the software arti-
fact, and the designers’ ratings of the traceability links proposed during execution of
the classic GA. Experimentationwith the approach yielded interesting and promising
results.
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1 Introduction

The Requirement Traceability Recovery (RTR) is defined as a process of re-
/constructing traceability links between requirements and software system artifacts.
RTR is known as an important factor for refining softwaremaintenance by supporting
activities such as verification, change impact analysis, program comprehension, and
software reuse. Nowadays, RTR becomes more important especially, in the case of
systems that change frequently and continually such as adaptive systems that need to
manage the requirement changes and analyze their impact. Many reasons have made
that, RTR as a practice, is not always adopted by developers such as developers
dereliction, lack of time, etc. [1]. However, the automation of the RTR process is
of great necessity because performing the RTR task manually is extremely tedious,
error-prone, and time consuming.

To support RTR, several tools (e.g., REquirements TRacing On-target RETRO
[2], ReqSimile [3], ReqAnalyst [4], andADAMSRe-Trace [5])) have been developed
using Information Retrieval (IR) techniques. Most of the proposed tools are time-
consuming and semi-automatic. Therefore, we need to generate traceability links
automatically through all requirements frequently.

In this paper, we present an approach aiming at automating the RTR process
and helping designers update the system appropriately by extracting links between
requirements and software artifacts (class, method, variables, etc.). To do this, we
have considered the RTR process as a search problem using the interactive genetic
algorithm (IGA). The approach takes a software system and a set of requirements
needed to adapt to changes in the environment as input, and generates a set of trace-
ability links (solution) between the requirements and artifacts (class, method, vari-
able, etc.). A solution consists of assigning each requirement to one or many artifacts
of the system taking into consideration the recency of change (RC) (elements that
changed recently, are more likely to change now, i.e., are more likely to be related
to the new requirement at hand), the frequency of changes (FC) (elements that
change frequently, are more likely to change now, i.e., are more likely to be related
to the new requirement at hand), the semantic similarity between the requirement
documents and the software artifacts and designer/developer feedbacks. Although
heuristics search has been applied to many software engineering problems [6], to the
best of our knowledge, it is the first time that RTR is considered as an optimization
problem. The main contribution of this paper is that we introduce a new automatic
RTR approach based on the use of heuristic search using IGA. We evaluate the
approach using two object-oriented open source projects.

The paper is structured as follows: Sect. 2 is dedicated to background information
needed to understand the approach. Related work is discussed in Sect. 3. Section 4
describes the adaptation of the IGA on the RTR problem. Section 5 presents and
discusses the experimental results. Conclusions and future directions of work are
presented in Sect. 6.
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2 Background

Generally, “Traceability” is defined as the process of establishing links between
different elements manipulated. Specifically, in the case of software system, identi-
fying traceability links between requirements and code elements is called Require-
ments Traceability Recovery (RTR) that consists of tracing requirements throughout
a software system during and after implementation which is a complex and chal-
lenging task. Two types of RT have been identified in [7]: (1) traditional and (2) non-
traditional RT. Traditional RT deals with the traceability issue during the software
development process, however, the non-traditional RT deals with it at run-time to
guarantee that the system is implemented according to the requirements. The ability
to automatically identify the links during the software development step or after soft-
ware development (i.e., at runtime) is very interesting and useful. Dealing with the
second type (i.e., non-traditional RT) is more challenging than dealing with the first
type (i.e., traditional RT). In this paper, we propose a search-based RT approach that
can be applied to both traditional and non-traditional RT.

Interactive Genetic Algorithm (IGA) combines GA [8] with users’ feedbacks
(human evaluation). The main idea of GA consists of exploring the search space
by making a population of candidate solutions (individuals) evolve toward a “good”
solution of a specific problem. The GA process consists of evaluating each individual
of the population using a fitness function that determines a quantitative measure of
its ability to solve the target problem. The search space is explored by selecting
individuals of the current population having the best fitness values and evolving
them using genetic. This process is repeated iteratively, until a stopping criterion is
met. This criterion usually corresponds to a fixed number of generations. IGA can
be used to solve problems that cannot be easily solved by GA. Variety of appli-
cation domains have been tackled using IGA (e.g., music composition systems [9];
Humanoid dancing [10]; software re-modularization [11]; GUI [12]). Formore detail
see [13]. One of the key elements in IGAs is the management of the number of
interactions with the user and the way an individual is evaluated by the user.

3 Related Word

Several RTR tools were proposed in the literature [2–5]. Many IR techniques
have been widely adopted as core technologies of semi-automatic tools to extract
requirements traceability links such as algebraic or probabilistic models [14], data
mining [15], machine learning [16], cross referencing schemes [17], scenarios [18],
key-phrase dependencies [19], etc. (see [20] for an in-depth survey).

For example, ADAMS Re-Trace is a traceability recovery tool that has been
proposed by De Lucia [5] based on Latent Semantic Indexing (LSI) that was
developed in the fine-grained artifact management system ADAMS. ADAMS Re-
Trace aims at supporting the software engineer in the identification of traceability
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links between artifacts of different types. Another trust-based traceability recovery
approach, called Trustrace [1] that combine IR and Data mining methods in order to
establish traceability links between requirements and source code. Trustrace consists
of three parts, namely, Histrace, Trumo, and DynWing. Histrace consists of creating
the links from requirements to source code by mining the software repositories.
Trumo aims at re-ranking the recovered links obtained by Histrace using the web
trust model. DynWing is a weighting technique to dynamically assign weights to
experts giving their opinions about the recovered links. The approach presented by
Grechanik et al. [21] combines program analysis, run-time monitoring, and machine
learning to the process of recovering traceability links between types and variables in
Java programs and elements of the requirements model based on Use Case diagrams.
Chen and Grundy [22] presented an approach that combines three supporting tech-
niques, namely, Regular Expression, Key Phrases, and Clustering, with a VSM in
order to improve the performance of automated traceability between documents and
source code. Another prototype tool, called ReqAnalyst [4] aims at testing different
traceability recovery approaches and LSI methods in particular. The tool allows the
user to change the settings of the parameters in theLSI reconstruction.Once executed,
ReqAnalyst provides the user with the reconstructed traceability matrix with the
possibility of generating different requirement views. With this tool, it is possible
to obtain continuous feedback on the progress of ongoing software development or
maintenance projects.

To conclude, most of the approaches that tackled RTR problem using several tech-
niques are time-consuming. The RTR problem as an optimization problem suppose,
to some extent, that a traceability link is appropriate when it optimizes the fitness
function (FF).However,RTR is context-sensitive that requires someknowledgeof the
system to be validated. Indeed, the fact that the values of some measures composing
the fitness function were improved after some iterations does not necessarily mean
or ensure that all traceability links obtained in the best solution make sense. This
observation is at the origin of the work described in this paper as described in the
next section.

4 Interactive Genetic Algorithm Adapted to RTR Problem

This section introduces the basic concepts required to comprehend IGAs starting by
the representation of the individual followed by the genetics operators, the evaluation
function (fitness function), howwe collected and integrated feedbacks from designer.
Finally, we present a high-level pseudo-code of IGA adapted to the RTR problem.
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4.1 Individual Representation

To apply IGA, we represented an individual (i.e., a candidate solution) as a list in
which each element is a pair (R, A), where R is a requirement description selected
from the set of requirements at hand and A is an artifact (e.g., class, method) selected
from the software system under analysis.

We run IGA using the rank selection technique [23], two-point crossover tech-
nique that consists of randomly selecting two points from the parents I1 and I2, then
everything between the two points is swapped between the parents, creating two chil-
dren I1′ and I2′. Given a selected individual, mutation operator randomly selects
one or more elements in the list corresponding to the selected individual (solution).
Then these elements will be replaced by elements (pairs (R, A)) chosen randomly
from the base of examples.

4.2 Evaluation of Individual

To evaluate an individual, two factors have been defined:

Semantic Similarity To define the semantic similarity, we supposed that vocabu-
lary used in the requirements’ description is similar to the vocabulary used in the
related artifacts (software elements). Thus, finding the trace between the artifacts
and requirements is based on the calculus of the semantic similarity between the
requirement text and the artifact text found in the names of classes, methods, fields,
variables, parameters, types, etc. To do this, we used the well-known technique in
the IR area which is the cosine similarity measure that aims to estimate the semantic
similarity between documents (texts of requirements and artifacts) [24]. The docu-
ments are represented as vectors in a v-dimensional space where v is the number of
the different terms in the vocabulary (all different terms appearing in the documents).
The vector for each document is obtained by assigning a weight to each dimension
(representing a specific term) of the term space. The weight wij corresponding to the
term ki and document dj is computed using the Term Frequency – Inverse Document
Frequency (TF-IDF) method known in the field of IR [24] as shown in Eq. (1). tf ij is
the term frequency factor. idf i is the inverse document frequency factor. freqij is the
raw frequency of term ki in document dj. maxlfreqlj is the maximum term frequency
in document dj.N is the total number of documents and ni is the document frequency
of ki, i.e., the number of documents in which the term ki appears, where i = 1, 2, …,
v and j = 1, 2, …, N.

wi j = tfi j · id fi =
(

f reqi j
maxl f reql j

)
· log

(
N

ni

)
(1)

The similarity between a requirement R and an artifact A is computed by deter-
mining the cosine of the angle between the vector �R representing the requirement
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R and the vector �A representing the artifact A, i.e., inner product normalized by the
vector lengths, as shown in Eq. (2):

CosSim
( �R, �A

)
= �R · �A∣∣∣ �R

∣∣∣ ·
∣∣∣ �A

∣∣∣ (2)

We called SemSim, the function that computes the semantic similarity for an
individual I equal to the average of the semantic similarity value for the pair (Ri, Ai)
over all pairs in the individual I as shown by Eq. (3), where m is the number of pairs
in the individual (individual size).

SemSim(I ) = 1

m

m∑
i=1

CosSim
( �Ri , �Ai

)
(3)

Maintenance History We defined the maintenance history based on two measures:
Recency of change measure (RC). RCmeasure is computed based on information

extracted from the history of change collected from the maintenance process of the
software system. The intuition behind introducing the RC measure is that artifacts
(classes, methods, etc.) that changed more recently than others are more likely to
change now, i.e., are related to the new requirements at hand. The RC measure for a
given artifact is obtained by looking to the time at which the artifact in the software
system has undergone the last change. The RC measure for an artifact A is given
by Eq. (4), where LTC stands for “Last Time of Change”. The value of the fitness
function RecOfChange that computes the recency of change for an individual I is
computed as the average of the recency of change value for the artifact Ai over all
artifacts in the individual I. This average is then normalized by the current time to
ensure that the value is in the interval [0, 1]. This is shown by Eq. (5), where m is the
number of artifacts, i.e., the number of pairs, in the individual (size of the individual).

RC(A) = LTCA (4)

Rec O f Change(I ) =
∑m

i=1 RC(Ai )

m

Current T ime
(5)

Frequency of changemeasure (FC)FCmeasure is computed based on information
extracted from the history of change collected from the maintenance process of the
software system. The intuition behind introducing the FC measure is that artifacts
(classes, methods, etc.) that change more frequently than others are more likely to
change now, i.e., are related to the new requirement at hand. The FC measure for
a given artifact is obtained by looking to the number of times the artifact in the
software system has undergone a change in the history of change. The FC measure
for an artifact A is given by Eq. (6), where NC stands for “Number of Changes”. The
value of the fitness function FreqOfChange that computes the frequency of change
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for an individual I is computed as the average of the frequency of change value for
the artifact Ai over all artifacts in the individual I. This average is then normalized by
the maximum number of changes (over all artifacts in the individual) to ensure that
the value is in the interval [0, 1]. This is shown by Eq. (7), where m is the number of
artifacts, i.e., the number of pairs, in the individual (size of the individual).

FC(A) = NCA (6)

FreqO f Change(I ) =
∑m

i=1 FC(Ai )

m

maxl FC(Al)
(7)

In practice, the evaluation of an individual should be formalized as a mathemat-
ical function called “fitness function (FF)”. In this work, we defined three fitness
functions: (SemSim, RecOfChange and FreqOfChange). IGA is a mono-objective
optimization technique. For this reason,we combine the three fitness functionswithin
one fitness function. We decided for the Formula shown by Eq. (8) based on trial and
error. Thus, we assigned 50, 25 and 25% as weight to SemSim, RecOfChange and
FreqOfChange fitness functions respectively.

FF(I ) = SemSim(I ) + RecO f Change(I )+FreqO f Change(I )
2

2
(8)

4.3 Collecting and Integrating Feedbacks from Designers

RTR is a context-sensitive operation whose responsible is either the designer or
the developer or both. In addition, depending on the semantic of the system under
analysis and the requirement description, a traceability link between requirement and
artifact system proposed by any optimization technique (e.g., classic GA, NSGA-
II, etc.) can be considered as accurate or no sense by a designer and/or developer.
Consequently, we use IGA to partly tackle this problem by interacting with designers
and/or developer and getting their feedbacks on a number of the proposed traceability
links. To do so, we adopted a binary scale to rate the proposed traceability link; i.e.,
we distinguish two types of rating that a designer can assign to a detected traceability
link: (1) yes (value = 1): it is mandatory to consider the proposed traceability link;
and (2) no (value = 0): the traceability link has no sense.
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4.4 Interactive Genetic Algorithm Adaptation

The approach proposed in this paper exploits maintenance history, a heuristic search
technique and the designer’s feedback to automatically detect traceability links.
Algorithm 1 shows the pseudo code of IGA adaptation to the RTR problem.

ALGORITHM 1: High-level pseudo-code for IGA adapta-
tion to RTR problem
Input: set_Of_Requirements; set_Of_Artifacts; mainte-
nance_History;
Percentage (P%); Max_Nbr_Of_Iterations; Nbr_Of_Interactions
1: for i=1 … NbrOfInteractions, do
2: Evolve GA for NbrOfIterations
3: Select P% of best solutions from the current population
4: for each selected solution, do
5: Ask the designer wether each traceability link within the

selected solution makes
6: Update the fitness function of the selected solution to

integrate the feedback
7: end
8: Create a new population using the updates solutions
9: end
10: Continue GA evolution until it converges or it

reaches Max_Nbr_Of_Iterations

5 Experiments

To evaluate the efficiency of our approach for the generation of traceability links using
IGA algorithm, we aimed at answering two research questions:RQ1: To what extent
can the IGA approach generate correct traceability links? RQ2: To what extent does
our IGA approach outperforms a classic GA approach applied on the RTR problem?

5.1 Experimental Settings

After running our tool several times, we have set the IGA parameters as follow:
Maximum number of iterations (stopping criterion) parameter to 10,000, Maximum
size of the population parameter to 20, Crossover probability parameter to 0.9, and
Mutation probability parameter to 0.1. The execution time for the generation of
affected artifacts (10,000 iterations) was less than 10min including feedback integra-
tion (10 interactions with the designer). This indicates that the approach is reasonably
scalable. However, the execution time depends on the time spent by the designer to
introduce his feedbacks, the number of requirements and the length of the text in
requirements.
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To validate our approach, we used two medium-sized open-source projects: (1)
Albergate [14] which is a Hotel management system developed in Java and (2) eTour
[25] which is a tour guide system. Two measures were used to answer our two
research questions, which are Precision and Recall.

5.2 Results and Discussion

Figures 1 and 2 show respectively the obtained precision and recall values (y axis)
for 31 executions (x axis). The average values for (Precision, Recall) are as follows:
(95.5%, 95.37%) for Albergate, and (91.73%, 91%) for eTour. These results allow
us to answer positively the first research question RQ1.

To answer the second research question RQ2, we compared our results to those
obtained by Ghannem et al. [26] that proposed an RTR approach using classic GA
basedon the similarity of nouns between requirements and artifacts’ names calculated
by using Rita tool [27]. According to the results obtained and shown by Figs. 3 and 4,
our approach outperforms Ghannem et al. [26] approach. IGA approach presented in
this paper has a higher average for precision and recall than GA approach presented
in Ghannem et al. [26] for the two projects under analysis. This will allow us to say
that the impact of designer/developer is positive on the obtained results.

Fig. 1 Precision results for
31 executions of IGA
approach
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Fig. 2 Recall results for 31
executions of IGA approach
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Fig. 3 Precision comparison
between our proposal and
Ghannem et al. [26]

95.50% 92%78.05% 90.63%

ALBERGATE ETOUR

Precision

Our proposal Ghannem et al. 16

Fig. 4 Recall comparison
between our proposal and
Ghannem et al. [26]

95.37% 91.00%74.63% 87.38%

ALBERGATE ETOUR

Recall

Our proposal Ghannem et al. 16

6 Conclusion

In this paper, we presented a new approach aiming at identify traceability links
between requirements documents and artifacts system. To do so, we adapted Interac-
tive Genetic Algorithms (IGAs) to build an algorithmwhich integrates the designer’s
knowledge during the search process for requirements traceability links. We imple-
mented the approach as a plugin integratedwithin Eclipse platform andwe performed
multiple executions of the approach on two medium-sized open source projects.
The results of our experiment have shown that the approach is stable regarding its
correctness, completeness. IGA has significantly reduced the number of meaningless
traceability links in the optimal solutions for these executions. While the results of
the approach are very promising in terms of precision and recall, we plan to extend
it in two different ways: (1) expand our study to additional data sets (e. e., indus-
trial systems) and (2) make further analyze the traceability links that are correctly
suggested.
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On Log Analysis and Stack Trace Use to
Improve Program Slicing

Vincent Bushong, Jacob Curtis, Russell Sanders, Mark Du, Tomas Cerny,
Karel Frajtak, Pavel Tisnovsky, and Dongwan Shin

Abstract Program slicing is a common technique to help reconstruct the path of
execution a program has taken. It is beneficial for assisting developers in debugging
their programs, but its usefulness depends on the slice accuracy that can be achieved,
which is limited by the sources of information used in building the slice. In this
paper, we demonstrate that two sources of information, namely program logs, and
stack traces, previously used in isolation to build program slices, can be combined to
build a program slicer capable of handling more scenarios than either method indi-
vidually. We also demonstrate a sample application of our proposed slicing approach
by showing how our slicer can deduce integer inputs that will recreate the detected
error’s execution path.
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Keywords Code analysis · Log analysis · Program slicing

1 Introduction

Finding the root cause of an error is one of themost time consuming and tedious tasks
a developer must face. As a result, many methods have been explored to improve the
debugging process. One such method depends on program slicing. Program slicing
is the process of narrowing down a program’s source code to an increasingly-narrow
selection. When applied to the problem of debugging, the goal of program slicing is
to narrow the code down to the section of code that was actually executed during the
erroneous run of the program. This reduces the amount of code that must be analyzed
to find the error source, either through manual analysis or through other automated
techniques.

While program slices can be constructed using the source code alone, in order to
slice a program based on an actual given execution of the program, a source of addi-
tional information about the runtime data is needed. One such source of information
is the stack trace a program produces when an unhandled runtime exception occurs.
The stack trace provides a definite endpoint for the program slice and a cross-section
of the functions that were currently executing, so a method based on stack trace
analysis already has a good start for building its slice. Another source of data that
can be utilized for program slicing is the application log. Logging statements are
commonly used in code to provide information about the program’s execution by
printing errors or other interesting events in a place where developers can read and
interpret the messages. Log messages can also be analyzed as part of an automated
process, and, if the analyzer has access to the source code that generated them, the log
messages can serve as checkpoints in the code. Using the presence of log messages
compared to the log statements in the code, a program slicer can more accurately
identify which paths were possible for a given execution. Developers already use
this technique manually, not knowing it is program slicing; they read log messages
and search for its location and meaning in the code to narrow down the problem’s
location.

Program logs and stack traces have both been used as a source of data to improve
the accuracy of program slicing [1, 2, 6, 6, 10, 11, 14, 15, 15, 16]. However,
no existing work has combined the two techniques to use simultaneously. In order
to narrow down a program slice as much as possible, every available source that
can provide information about the execution should be used. We propose a method
that uses both the stack trace of an exception and any log messages that have been
generated up until the point the exception occurred to create a program slice more
accurately than using either data source in isolation.

To demonstrate our method and a potential application for the resulting program
slice, we describe an implementation for the Go language. It creates the program
slice for a runtime exception and uses it in conjunction with a Satisfiability Modulo
Theories (SMT) solver to suggest program inputs that produce the same path through
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the program as the exception, thus reproducing the error. In Sect. 2, we give our
motivation. Section3 reviews prior work. Sections4 and 5 explain our proposed
method and sample implementation, respectively. We show an example usage in
Sect. 5 and offer conclusions in Sect. 6.

2 Motivation

While usually unstructured and designed for human consumption, program logs
represent a rich source of information that can be tapped to learn about an application
and its operation. When combined with static source code analysis, log analysis
techniques can be used to extract insights about a program’s performance using
log timing information, the presence of anomalies, and error localization within
a distributed system. One particular application of log analysis is improving the
accuracy of program slicing. If the locations of log statements in the code arematched
with logs collected from the application, the program slice representing a particular
execution of the application can be more accurately narrowed down.

Other methods have been used to increase the accuracy of program slicing. One
method is to use the information contained in stack traces. If a runtime exception
occurs and no exception handler is found for it, the stack trace is usually routed to the
logging mechanism to prevent the entire program from crashing. If this stack trace
is available post-mortem to an analyzer, its contents can be used to narrow down
the slice further, based on the functions it contains. This method has been shown
to improve the accuracy of a program slice, lending itself to applications such as
improving fault localization.

Both log and stack trace analysis can improve program slice accuracy. However,
the two techniques have not yet been combined. Since uncaught exceptions are
usually printed to the log, having access to stack traces usually means having access
to the program logs as well. If the goal is to build as accurate of a program slice
as possible without introducing more overhead to the program itself, every possible
source of information should be utilized; if access to the program log is available,
then there is no need to depend solely on the stack trace to build the program slice, and
vice versa. Our goal is to show that these two techniques can be used in conjunction
to build a program slice, and the resulting program slice can be used as the basis
for further analysis, in this case, providing the user with program inputs that will
recreate the execution path that caused the error.

3 Related Work

Automated log analysis is the process of extracting some insights from a program’s
logs, and it has been used for detecting performance anomalies, fault localization,
and identifying security anomalies [3]. A subset of log analysis methods consists
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of those that map logs to the corresponding location in source code. The general
approach is to traverse an Abstract Syntax Tree (AST), creating regular expressions
from the logging statements in the source code tomatch against gathered logs once the
program has run. These regular expressions are associated with their location in the
code, and when matched with seen logs, give the location in source code, providing
partial observation of program execution. This is a common approach [1, 2, 4, 5,
7–9, 13, 14, 16], with some variations. For example, in [2], the regular expressions
augment to denote that the log occurs inside a loop or conditional branch. In [9], the
regular expressions are associated with the class or method they are used in, not the
source line itself.

Program slicing is a technique to narrow down a code base to a particular sub-
set, usually a subset that can affect a particular statement, performed by creating a
reachability graph between the program’s statements [12]. The variant of program
slicing we consider is dynamic program slicing. In this method, a program slice is
constructed regarding a single execution of the program, resulting in the subset of
the program’s code that could have affected a particular line of code in a particu-
lar execution [12]. When applied to a part of a program known to have failed, this
technique helps in debugging and fault localization [12].

Manyworks [1, 2, 6, 10, 11, 14–16] utilize log analysis to assistwith programslic-
ing. The approach we adopt is inspired by Chen et al. [2]. Statements in the code are
assigned labels to determine which lines were executed. The labels used in this study
are: “may”, “must-have”, or “must-not”, and are assigned on the basis of whether a
certain log appeared during execution. The approach accounts for conditional exe-
cution and surrounding code having related execution status. If a log appears in a
conditional branch, the entire block of statements in that branch is labeled “must-
have”; any code in the opposing branch is consequentially labeled as “must-not”
have been executed. Similarly, logs that appear in code but not in the output must not
have executed and labeled as such. If no logs are present in either branch, it cannot be
known which branch was executed without further analysis and is labeled as “may”
have executed. A similar approach is taken by [15], with different names for labels
being used. The limitation of this method is that the information needed to construct
the slice is entirely dependent on the frequency/location of matchable logs within
the source code.

Another method used for program slicing is to analyze stack traces to generate
method-level execution paths. This is fairly straightforward, as it is known from a
complete stack trace a majority of the functions currently executing at the point it is
printed. This information gives a good starting point for building a slice. The approach
is used by several works that specifically use the information to help localize faults
[6, 15]. The authors of [10] supplement this call graph generated from the stack
trace with information mined from the internet to construct a complete call-graph
that could be used to show more program execution information. The drawback of
this approach is that the inner workings of each function’s execution are not known.

While these two methods do work in isolation, our goal is to show these two
sources of information can be used to enhance each others’ coverage,more accurately
revealing which paths through a program could have been executed. With the stack
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trace analysis, we gain an overview of program execution that is then supplemented
by the more detailed execution trace given by the log analysis. This way, we have a
detailed execution path to analyze.

4 Method

Utilizing printed logs matching statements in the source code will let us slice down
the program into the paths that must have or may have executed, further allowing
us to perform value analysis on the variables along the path. To meet our goal of
extracting the executed path and its conditions in a program, our approach takes to
input the stack trace produced by an unhandled error, the logs produced from the
program before the error occurred, and the source code that produced the error and
logs.

The provided stack trace is parsed to find the functions on the stack when the
error occurred. This parsed information also provides the root level function for
constructing the control-flow graph (CFG), which represents the different execution
paths for a given function. This root function has its CFG constructed and is then
expanded. To expand theCFG,wefind all of the function calls inside of some function
and then replace each one with the code inside of its function declaration, meaning
we are in-lining the function’s contained statements. We also map the arguments
passed into the function call to the parameters from the function declaration. This
allows us to determine where parameters used in the in-lined statements get their
values from. Having the CFG expanded allows us to backtrack from the point of the
exception and slice the program based on printed logs matching log templates along
the paths we find.

During the backtracking phase of ourmethod,we use the stack trace in conjunction
with the provided logs to slice the program’s CFG into the paths that must have, may
have, or must not have executed. Our log templates are regular expressions created
from a log statement in the program. We account for static and dynamic information
in the log so that anymessage produced from that log statementwill match the regular
expression. Any time a printed log matches a log template from the CFG, that block
is labeled as must have executed. Once a block is labeled as must have executed,
any other alternative branches (i.e., conditional control flow) that do not have a log
statement matching a printed log are then labeled as must not have executed. Any
time we encounter a conditional control flow in the CFG, if the preceding block
is labeled as must-have executed, both outgoing branches are labeled as may have
executed. May have labels can be overwritten to must-have labels if a printed log
matching a log template is encountered.

For the sliced execution path, we also extract the conditions for each possible
branch combination within the sliced execution path. This includes expressions
within a conditional statement and assignments to variables since these are rele-
vant to the SMT solver for determining possible input values. These conditions are
recorded during the backtracking phase when each path is being traversed.
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Oncewehave the execution path alongwith its conditions that need to be analyzed,
we use an SMT solver to perform value analysis on the variables found in the path
conditions. The only variables reported to the user calling our method are those that
are user input (in our method using the heuristic that any variable never assigned or
is a program argument is user input). By doing this, we can report to the user the
variable values necessary to recreate the erroneous path of execution, which allows
us to create a more accurate program slice overall.

5 Implementation

Herewedescribe an implementation of ourmethod for theGoprogramming language
to demonstrate the effectiveness of our approach.

Stack Trace Parsing The first step in our process is to analyze the stack trace
written to standard output when an exception is unhandled. This stack trace contains
the functions that were currently on the stack when the exception occurred, giving a
definite list of functions that were at least partially executed and a definite end point
for the path (the line where the exception was thrown). Additionally, the stack trace
provides the file names that the functions are located in; since the Go language does
not compile to an intermediate representation (such as Java’s bytecode), the source
files themselves are necessary to perform the analysis, as the exact execution path
through the code is not recoverable from the executable.

In Go stack traces, lines can contain either a file path and line number or a function
call. We used these two types of lines to detect all of the functions that were on the
stack and their corresponding file names and line numbers. We then stored the func-
tion information into a structure for later use in constructing the CFG and labeling.
Once the functions from the stack trace and point of original error are found, we
move on to constructing the CFG.

CFG Construction Our approach to creating a CFG for some input program
is to create a wrapper type around the existing CFG package in the Go standard
library. We create wrapper types around the native Go CFG because it only parses
on a per-function basis, and our analysis requires a CFG that includes all function
calls connected together so we can view an entire execution trace. We created a
wrapper interface with two concrete implementations. The function wrapper is the
entry point of a function, representing the function signature along with its entry
block. The block wrapper wraps the Go CFG package’s block representation and has
parent and child connections to other wrapper blocks, mimicking the structure of the
Go CFG so it can be traversed in a similar way, while also allowing us to store extra
information.

We construct the wrapped CFG by first building the Go CFG for the function,
then recursively traversing its blocks and creating a block wrapper for each. Every
time we create a block wrapper, we replicate the wrapped block’s children with a
wrapper substitute, allowing us to keep the sequence of the original blocks within
our wrappers. The parent relation is also set to the current wrapper on the successor
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wrapper. As a result, we have a series of blocks where we can traverse through both
its ancestors and descendants.

To connect the CFG across functions, we replace function calls with parsed func-
tion itself. Beginning with the function wrapper at the root of the stack trace, we
search the chain of block wrappers for function calls. Upon finding a call expression,
we split the current block in two halves, and search the code for the function decla-
ration matching the call expression. We then construct the called function’s function
wrapper, passing in the list of arguments found via the call expression in order to
map the arguments to the function parameters. The new function is given the first
half of the original block as its parent and the second half of the original block as its
child. After repeating this for all function calls, a connected CFG for the given stack
trace has been created.

Log Matching The next step is to find log statements within the source code and
construct regular expressions tomatch them.We extract log statements by examining
AST nodes and looking for call expressions that match the log statements’ format.
In our implementation, we currently detect log calls from the Zerolog library1 as
well as the standard Go logging library and generate a regular expression for the log
message that matches both the static part of the message and the dynamic portions.
The dynamic portions are variable values that are interspersed in a log message. For
example, the dynamic portion in a string "%d is an odd number" would be %d, and
the regex generated would include a ‘\d‘ to match that portion.

Our log-matching functionality is used later during the labelling phase. Given
a set of observed log messages, we attempt to match the messages to each log
statement’s regular expression. If we identify a match between a log message and
a regular expression, we can identify that log statement and the branch it is in as
having executed. This gives us better filtering of execution paths that may or may
not have occurred.

Path Labeling The next step is to attach labels to each of our wrappers specifying
whether the block of code it represents must have or may have executed. This is
accomplished using both the stack trace and log matching. Our approach labels the
tree bottom-up, startingwith the block containing the line in the source that caused an
exception. From here, as long as there is only one parent block, we label that parent as
a must because there is no deviation in execution. A block with two parents indicates
its parents are part of a conditional statement, which may be arbitrarily nested. We
navigate up the tree until all conditional branches have converged, reaching the
topmost condition. We then traverse down each branch, labeling every branch as
may-have, and stopping when the original block with two parents, mentioned above,
is reached. We then resume labeling parents starting with the block above all of the
branches just analyzed. If the logmatching described above finds a log statement that
matches a log seen in the particular execution, its branch is changed to must-have,
and any opposing branches are treated as not having been executed.

The next problem we needed to address is a limitation of the Z3 solver. The
Z3 solver analyzes assertions as one unit, which means order is ignored, so con-

1https://github.com/rs/zerolog.

https://github.com/rs/zerolog
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ditions such as in this set of statements, “if (x < 0) x = 1; if (x > 0)
return”, will contradict. The solver tries to solve a system of equations where x
< 0, x = 1, x > 0, which is unsolvable. Our solution is to convert the vari-
ables in the conditions to a single static assignment form (SSA). SSA treats each
reassignment of a variable as if it were a new variable, giving it a unique name.
This is necessary because every new value needs to be considered in the conditions.
We accomplish this by traversing the tree again and adding numeric values to the
beginning of identifiers, incrementing the value for every instance of reassignment
seen for a particular variable. Our solution would transform the statements to look
like this “if (x < 0) 1x = 1; if (1x > 0) return”. This allows the
solver to assert that x < 0, 1x = 1, and 1x > 0, which is solvable.

SMT Analysis After the renaming, we extract the conditions along the execution
paths identified by the labeling stage. Following the path of must-have blocks, we
add all conditions and assignments of variables to a list, and when necessary, create
a new path when a branch is reached to construct every possible route through the
code. Any conditions in branches that oppose the branch taken (e.g., an “if” condition
that was false when an “else if” condition was true) are negated to provide the most
correct set of constraints for the path.

The extracted conditionals (Go AST expressions) along the execution path from
the backtracking stage are each passed into a function that recursively converts them
into a format that Z3 can recognize. After all of these are converted, they are used as
assertions with Z3 to build a model.

If the Z3 solver was able to solve the constraints, we filter the returned value
assignments that satisfy the conditions down to only those variables presumed to be
user input. We used a heuristic to define user input as any variable that was never
given a value assignment in the path conditions. If the argument variable was user
input, then the parameter is treated as user input, and vice versa. Command-line
arguments were also recognized as user input despite there being an assignment to
the variable in the path conditions.

To demonstrate the effectiveness of our method, we show its results of operat-
ing on code samples. First example given in Listingexample1. The listing shows
the logs output during the particular execution that would lead to the panic state-
ment on line 24, as well as the simple stack trace generated by the panic. The
conditions that are collected include the ones that branch to the locations of
collected logs in the source code, and the negations of ones that lead to logs
that were not collected. The following expressions are given to the Z3 Solver
after SSA reassignment has been performed: 1main.num == main.num *
2, !(1main.num > 4), main.x == 1main.num * 4, main.x <
8, 2main.num == 1main.num - 2, !(2main.num < 0), and
2main.num < 10. After these statements are asserted with the Z3 Solver, the
variables are filtered to show only variables that are described as user input, as dis-
cussed earlier. The final output shows a possible value for the variable ’num’ is 1,
thus, the expected input given for this example.

DiscussionWe present two primary contributions. First, combining two previous
approaches to program slicing creates a more robust system. The success of any
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Listing 25.1 Example code
1 package ifelse
2
3 func main() {
4 num , _ := strconv.Atoi(os.Args [1])
5 num *= 2
6 if num > 4 {
7 log.Log(). Msgf("%d > 4", num)
8 } else {
9 log.Log(). Msgf("%d <= 4", num)
10 }
11 x := num * 4
12 if x < 9 {
13 log.Log(). Msgf("%d < 9", num)
14 }
15 num -= 2
16 if num < 0 {
17 log.Log(). Msgf("%d is negative", num)
18 } else if num < 10 {
19 log.Warn (). Msgf("%d has 1 digit", num)
20 panic(errors.New("has 1 digit"))
21 } else {
22 log.Log(). Msgf("%d has multiple digits", num)
23 }
24 }
25
26 Stack Trace:
27 ifelse.main()
28 /workspaces/test/test.go:32
29
30 Log Output:
31 2 < = 4
32 8 < 9
33 0 has 1 digit
34
35 Project root: /workspaces/test/

technique that depends on program slicing depends greatly on the accuracy of the
slice that can be achieved. Using multiple sources of information increases the like-
lihood that the slice can be further narrowed down, as each source of information
by itself may not contain the full picture. While they will not be applicable in every
situation, the program logs and stack trace can be mutually beneficial to each other.
Further information sources, such as static configuration files or code from third-
party libraries, could be brought into the process to increase the number of scenarios
the program slicer can adequately address.

Second, we demonstrate a sample application using our program slicing method.
By representing the program slice’s path as a series of conditionals, we were able
to obtain a list of constraints that can be programmatically analyzed, in this case,
by using an SMT solver. In this case, the output was relatively simple, being input
values that could recreate the path taken through the program; there is room for more
complex solutions to be built upon this concept, such as recommending ranges of
values, as well as considering non-integer values.

Threats to ValidityAs a proof-of-concept prototype work, an in-depth case study
has yet to bedone to address several threats to the validity of ourwork.Our prototype’s
performance on large codebases has yet to be determined, though optimizations may
address performance issues to the implementation, rather than the method itself. A
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case study or series of studies is also necessary to determine how many scenarios the
combination of program logs and stack traces affects in the broader corpus of code
in the industry.

There a limitation of a CFG in describing modern program execution. While
analyzing conditionals as the primary program flow indicator is a good baseline, it
leaves out approaches used in emerging software trends, e.g., aspect-oriented pro-
gramming, interceptors, and distributed programs, all of which defy description by
a traditional CFG representation of a piece of code. The new potential execution
paths these alternative methods present will have to be analyzed using new tools and
techniques; if they could be analyzed and merged into an intermediate representation
with the rest of the code flow, common techniques (e.g., our labeling approach using
logs and stack traces) could be used on the result.

6 Conclusion

In this paper, we have presented a novel approach to program slicing by combining
two sources of information that have previously remained separate, program logs,
and stack traces. We have shown that these proven approaches to program slicing are
able to be used simultaneously to complement each others’ coverage by sharing our
implementation of the combined methods.We also presented a sample application of
this novel technique in using an SMT solver and the paths of conditional constraints
found in the program slice to assist the programmer in recreating the program’s
execution path.
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Data-Driven Similarity Measures
for Matrimonial Application

Yong-Fang Chia, Chian-Wen Too, and Kok-Chin Khor

Abstract Marriage is a life-long commitment that completes our life. However, the
marriage rate in Malaysia continues to decline due to the difficulties in seeking a
suitable partner. A web-based matrimonial application was, therefore, developed to
help people finding their potential partner formarriage according to their preferences.
The application used similarity measures to find matches that suited user preferences
and to overcome the limitations of the rule-based approach and SQL syntax. We
evaluated five similarity measures, namely, Jaccard Coefficient, Cosine Similarity,
Euclidean Distance, Manhattan Distance, and Minkowski Distance, through remote
usability testing with eight users. We found that using Manhattan Distance returned
the most satisfying search results to them.

Keywords Similarity measures · Web-based matrimonial · Usability testing

1 Introduction

Marriage is one of the most important events in one’s life. It is a bond that unites two
souls together into one. Traditional offline dating is very time-consuming and based
on spatial proximity. Nowadays, nearly 60% of the seven billion people in the world
can access the Internet [1]. With the Internet, people can interact with anyone from
different corners of the globe almost instantaneously. Hence, a new phenomenon
has emerged, where people are becoming more interested in finding their life partner
online. According to the study by [2], the traditional offline ways of meeting partners
in U.S. have all been declining sharply since the year 2000.
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Late marriage is a recent trend in Malaysia, particularly in the non-Muslim
community [3]. The women are facing difficulties in finding suitable partners,
according to the Malaysia Population Research Hub [4]. It is because good oppor-
tunities for education and employment had led women to postpone marriage [5]. As
women are getting better qualification for jobs and more economically independent
than before, they tend to have higher expectations for choosing theirmarriage partner.
Besides, it is not easy to find a partner that meet their expectations as the circle of
suitable candidates may become smaller when they get older.

Currently, there are a lot of matrimonial applications exist in the market. Some of
the existing matrimonial applications implement a rule-based approach or Standard
Query Language (SQL) as thematchingmethod. However, there are some limitations
to the rule-based approach and SQL. The rule-based approach uses a series of rules
that are usually expressed as “if–then” clauses to derive actions [6]. Using the rule-
based approachmaycause a combinatorial explosion as the classificationof data often
contains a considerable number of rules [7]. Generating all the rules and conditions
for a complex system is sometimes difficult and time-consuming. On the other hand,
almost all applications that work with databases manage relational data through
SQL. Usually, SQL is excellent at finding exact matches. However, it may return
zero results when no record in the database meets the SQL statements.

In this paper, we implemented five similarity measures for our newly devel-
oped web-based matrimonial application. The application performed matching
through similarity measures based on the preferences set by users. The similarity
measures were used to overcome the limitations of the rule-based approach and
SQL. There are five similarity measures used, namely Jaccard Coefficient, Cosine
Similarity, Euclidean Distance, Manhattan Distance and Minkowski Distance. We
then performed an empirical evaluation to determine which similarity measure is
useful in finding matches that suit user preference.

We organised the paper as follows. Section Two provides a review of the similarity
measures andusability testing. InSectionThree,wepresent themethodology thatwas
used to determine the best similarity measure. Section Four discusses the analysis
of results obtained from the usability testing and the evaluation of the similarity
measures. We conclude the paper and discusses the limitations in Section Five.

2 Literature Review

2.1 Existing Applications

According to the study by [8], there are several matching mechanisms adopted by the
online dating systems in themarket, such as search/sort/match, personality-matching
systems, and social network. Search/sort/match is the most common mechanism
adopted by many online dating systems. Sites like Match.com allow users to set their
match criteria; the system will find the user profiles that exactly match the criteria
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set by the users. eHarmony.com, on the hand, implements the personality-matching
mechanism. Personality tests are provided to the users, and the systemwill match the
users based on the compatibility of their personality features. There are also sites like
Facebook Dating adopting social network mechanism. It has a function that enables
the users to pair with people from events or groups they have joined via Facebook.

2.2 Similarity Measures

The similarity measure is the measure of the relation between a pair of data objects
[9]. It determines how much identical two data objects are. Two objects that have a
high degree of similarity are usually closed to each other in the distance. We shall
discuss five popular similarity measures the following subsections.

Jaccard Coefficient. Jaccard Coefficient measures the similarity of two sets of data.
To measure the similarity between two data sets through Jaccard Coefficient, the
division between the size of the intersection (∩) and the size of the union (∪) of two
data sets (A and B) is calculated. The Jaccard coefficient takes a value between [0,1]
with 1 indicating the two data sets are entirely similar and 0 indicating otherwise.
The mathematical representation of Jaccard Coefficient is as follows.

J (A, B) = |A ∩ B|
A ∪ B

= |A ∩ B|
|A| ∪ |B| − |A ∩ B| (1)

Cosine Similarity. Cosine similarity measures the normalised dot product of the two
attributes by finding the cosine angle between the two vectors. The outcome of the
cosine similarity is between [0,1]. If the angle between two vectors is 0°, the two
vectors will have a similarity value of 1. On the other hand, the two vectors at 90°
have the similarity value of 0, independent of the magnitude. The larger the angle
between two vectors, the smaller their similarity. The mathematical representation
of Cosine Similarity is as follows.

Similarity (A, B) = cos(θ)

= A · B
‖A‖ × ‖B‖ =

∑d
i=1 Ai × Bi

√∑d
i=1 A

2
i

√∑d
i=1 B

2
i

(2)

EuclideanDistance. EuclideanDistance is thewidely useddistance function inmany
applications. The Euclidean distancemeasures the straight-line distance between two
points by following the Pythagorean rule. The result of Euclidean Distance is usually
greater than or equal to zero, where zero indicates that two points are identical.
The higher the value, the lesser the similarity. The mathematical representation of
Euclidean Distance is as follows.
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d(A, B) =
√
√
√
√

d∑

i=1

(Ai − Bi )2 (3)

Manhattan Distance. Manhattan Distance is a measure to obtain the difference
between two points along axes at right angles. It calculates the absolute sum of
the difference between their Cartesian coordinates which are the x-coordinates and
y-coordinates. The result of Manhattan Distance is similar to Euclidean Distance,
where zero indicates that two points are identical. The higher the value, the lesser
the similarity. The mathematical representation of Manhattan Distance is as follows.

d(A, B) =
d∑

i=1

|Ai − Bi | (4)

Minkowski Distance. Minkowski Distance is a generalisation of the Euclidean and
Manhattan distances. It is a similaritymeasurement between two points in the normed
vector space. The order of Minkowski metric, λ can be manipulated to calculate the
distance in three different ways. When λ is equal to one, it is Manhattan Distance.
Whenλ is two, it is then Euclidean Distance.Whenλ is∞, it is Chebyshev Distance.
The mathematical representation of Minkowski Distance is as follows.

d(A, B) = λ

√
√
√
√

d∑

i=1

|Ai − Bi |λ (5)

2.3 Usability Testing

Usability testing is the evaluation of an application by testing it with real users.
It measures how easy an application is to use and how easy an application is for
users to achieve their usability goal. During a usability test, participants are required
to complete typical tasks. Then, their performance will be observed and recorded
for evaluation purpose. Usability testing can be carried out remotely even though the
researcher and the participants located in different geographical locations. Therefore,
it provides an opportunity to connect with participants from various geographical
regions. It also helps to save time and cost, particularly the cost of hiring a professional
usability lab.

The System Usability Scale (SUS) can be used to evaluate the usability of a
system [11]. It consists of ten questions with five response choices. Among the ten
questions, odd-numbered items worded positively, whereas even-numbered items
worded negatively. Participants will rate each question from 1 to 5, which ranges



Data-Driven Similarity Measures for Matrimonial Application 281

Table 1 The SUS score
grading scale

SUS score range Grade Percentile range

84.1–100 A+ 96–100

80.8–84 A 90–95

78.9–80.7 A− 85–89

77.2–78.8 B+ 80–84

74.1–77.1 B 70–79

72.6–74 B− 65–69

71.1–72.5 C+ 60–64

65–71 C 41–59

62.7–64.9 C− 35–40

51.7–62.6 D 15–34

0–51.7 F 0–14

Adopted from the study by [10]

from strongly agree to strongly disagree, based on their degree of agreement [12].
The SUS score will be range from 0 to 100, while 68 is the average SUS score. If the
score is below 68, it indicates that there would be some problems with the system
usability. SUS scores can be translated into letter grades, as shown in Table 1.

3 Methodology

3.1 Data Preparation and Pre-processing

Figure 1 shows the methodology we used in this study to determine the best simi-
larity measure for our newly developed matrimonial application. We collected data
from 40 males and 45 females through questionnaires for creating their member
profiles in our application. They provided their personal information, such as demo-
graphic info, background and lifestyle. Before storing their data into the application,
we transformed the data from strings to numerical values. For example, “Male” in

Fig. 1 The methodology to determine the best similarity measure
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the gender field was represented by 1, while “Female” was represented by 2. Such
transformation was necessary so that we can apply similarity measures to the data
later.

3.2 Similarity Measures Implementation

There were 12 search preferences implemented in the application. They were gender,
age range, height range, living state, marital status, posture, religion, mother tongue,
education level, the field of study, smoking habit, and desire for a child.

We evaluated five similaritymeasures on the collected data, namely, JaccardCoef-
ficient, Cosine Similarity, Euclidean Distance, Manhattan Distance and Minkowski
Distance. When the users set their preferences, their preferences will be converted
into index numbers. However, the large-scaled preferences may dominate the simi-
larity measures. Thus, the index numbers were normalised to values range between
0 and 1. After that, the similarity of the member data and the preferences set by users
were measured.

3.3 Remote Usability Testing

The targets members for the matrimonial application are the individuals who are
single with age between 22 and 26. Thus, we enrolled eight participants (six males
and two females) who fulfilled the age requirements for the usability test. A usability
testing on the matrimonial application was carried remotely with these eight partic-
ipants. We prepared a user satisfaction survey form for the participants. The survey
form included the question of the System Usability Scale (SUS), and also several
questions regarding the accuracy of a similarity measure in finding the matches. The
usability testing was conducted through one-to-one meetings using Microsoft Team.

3.4 Results Evaluation

We evaluated the data collected through the survey. The SUS scores were calculated
using the method developed by Brooke [13]. The score for odd-numbered items was
deducted by 1, while the score for even-numbered items was deducted by 5. Then,
the sum of the scores will be multiplied by 2.5 to get the final usability score.
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4 Results and Discussion

Figure 2 shows the interface of the newly developed matrimonial application. This
interfacewill show the search results after users setting theirmatch preferences. In the
application, sixmatchingmethods can be chosen by users to find their partners, which
are the exactmatching (using SQL) and thementionedfive similaritymeasures. Exact
matching will only display the search results that exactly match user preference.
For the similarity measures, the top 10 search results with the highest similarity
values will be displayed. The similarity values will be converted into percentages
and displayed beside members’ name. A higher percentage of similarity indicates
that a member is closer to the user preference.

Jac Jaccard Coefficient, Cos cosine similarity, Euc Euclidean distance, Man
Manhattan distance, Min Minkowski distance.

Figure 3 shows the overall user satisfaction for the matrimonial application. The
SUS scores collected from each participant ranged from 70 to 92.5. The findings
demonstrated that the mean of the SUS score was 80.5. According to the grading
scale defined as shown in Table 1, the SUS score between 78.9 and 80.7 can be
interpreted as grade A−. Grade A—reflects that the users had a good experience
with the application.

During the usability test, we requested the participants to select the similarity
measure method that can help them to find the potential matches close to their pref-
erences. From the top 5 and top 10 search results returned by each similaritymeasure,
they needed to select the profiles that suit their preferences. Table 2 shows the results
obtained from the participants during the test. For the top 5 search results, half of

Fig. 2 The application interface that displays a user’s search result
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Fig. 3 The overall user satisfaction for the matrimonial application

Table 2 The user feedback on the similarity measures

Participant Similarity measures

Top 5 search result Top 10 search result

Jac Cos Euc Man Min Jac Cos Euc Man Min

1 2 3 2 5 1 5 6 3 7 3

2 3 2 2 2 2 5 2 2 3 2

3 4 4 5 4 4 8 8 8 9 9

4 3 3 3 5 3 6 6 5 6 5

5 4 2 2 2 2 4 4 2 7 4

6 1 3 1 2 2 5 7 4 4 3

7 3 5 5 5 5 8 6 7 7 9

8 4 4 4 5 4 7 6 6 9 6

The numbers in bold indicate that the best similarity measures selected by the participants. Take
the example of Participant 1, out of the top 5 search results returned by the Manhattan Distance,
the participant agrees with all of them
Jac jaccard coefficient; Cos cosine similarity; Euc euclidean distance; Man manhattan distance;
Min Minkowski distance

the participants selected Manhattan Distance as the best similarity measure. They
satisfied with all of the top 5 search results.

On the other hand, there were 5 participants satisfied with the top10 search results
of Manhattan Distance. The number of search results they agreed with was higher
as compared with the other similarity measures. In conclusion, this test showed that
Manhattan Distance is useful in helping the participants to find the potential matches
close to their preferences.

The result of the exact matching method is not displayed in Table 2 as no user
select this method.
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5 Conclusion

In this project, we developed thematrimonial application that enables an individual to
find their potentialmatches formarriage based on their preferences.We evaluated five
similarity measures that allow a user to search for a potential partner based on his/her
preference. These five similarity measures are, namely Jaccard Coefficient, Cosine
Similarity, Euclidean Distance, Manhattan Distance and Minkowski Distance. We
carried out a usability test remotely with eight participants to figure out which simi-
laritymeasure is best suited for the application. From the study conducted,Manhattan
Distance was found to be more appropriate for the application. As compared with
the other similarity measures, Manhattan Distance is useful in helping an individual
to find a potential partner that suits his/her preference.

However, there are rooms for improvement. Firstly, we found that the participants
tended to focus more on member appearance during the usability test. To ensure the
accuracy of the results, the participants had been advised to make their selection
solely based on the member data. But it was unable to deny that physical attraction is
a significant factor in selecting a partner. Some participants also mentioned that the
first impression is crucial while choosing a partner that matches their preferences.
Secondly, the data set collected for usability testing is small since it only consists
of 40 male and 45 female data. Hence, we will collect larger data and include the
physical appearance into the measurement for our future work.
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Proposal of Situation Estimation System
Using AI Speaker

Yuki Kitasako and Tsutomu Miyoshi

Abstract We propose a system that uses the sound acquired by voice AI to guess the
user’s situation and provide services according to the situation. The system analyzes
environmental sounds before the user’s command, and records and collects the char-
acteristic environmental sounds as symbol sounds, the type and time of occurrence.
We thoughtwe could analyze the pattern inwhich a particular commandwas executed
each time a particular symbol string occurred at the same time interval. In Experiment
1, we investigated the characteristic sounds that were candidates for symbol sounds
from the recording of daily environmental sounds. In Experiment 2, we selected
three characteristic sounds, converted 120 recorded data into spectrogram images,
and obtained a Convolutional Neural Network (CNN) model. We built a model,
trained it, identified unidentified data in the trained model, and verified whether the
prediction accuracy can identify it.

1 Introduction

In recent years, the number of devices equipped with voice AI is increasing in each
home. In this research, we propose a system that can estimate and share the user’s
situation using the environmental sound acquired by voice AI. The feature of this
system is to guess the user’s situation by connecting the command and the envi-
ronmental sound. We believe that the operation by voice recognition, which only
responds passively, will be improved, and it can be expected to be applied to a
wide range of fields such as providing services according to the user’s situation and
building an indoor watching system.

Assuming a command with a relatively high frequency in which commands are
repeated daily, analyze the environmental sounds before the user’s command at that
time and classify the characteristic environmental sounds into several types of symbol
sounds. Every time a command or a symbol sound with a certain degree of accuracy
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or more is generated, the type and time of occurrence of the command or symbol
sound is recorded and collected using a device equipped with multiple voice AIs
installed in a house By using the collected data, it is possible to analyze patterns such
that a specific command is executed each time a specific symbol sound sequence
occurs at similar time intervals. Recognizes a pattern of occurrence of a specific
symbol sound found by machine learning and proposes to the user whether to give a
specific command. The pattern that the proposed system uses to infer the situation of
the user. As an experiment related to the identification of the symbol sounds used in
matching, two types of experiments were conducted to verify (1) what can be used
as the symbol sounds and (2) whether different symbol sounds can be identified.

2 Methods

In Experiment 1, in order to verify (1), characteristic sounds that were candidates
for symbolic sounds were examined from the recorded daily environmental sounds.
Recording was performed for 3 weeks and 6 h or more per day. A characteristic
sound, which is a candidate for a symbol sound among the environmental sounds by
listening, was summarized in a list. In Experiment 2, in order to verify (2), machine
learning was performed from the symbol sound candidates examined in Experiment
1. Then, we verified whether the identification was correctly performed. We selected
three characteristic sounds, that is, the sound of opening the key from the outside,
the sound of opening and closing the door, and the sound of closing the key from
the inside, and 120 of each of the three characteristic sounds. The recorded data
was converted into image data by performing a short-time Fourier transform so
that the vertical axis represents frequency and the horizontal axis represents time
spectrogram. The sound of opening the lock, the sound of opening and closing the
door, and the sound of closing the key are labeled for each image data, and 80 of
the 120 images are used as training data and 20 are used as verification data to build
a CNN model for learning. The structure of the CNN model is shown in Table 1.
At this time, the accuracy of identification and the loss value were graphed as the
learning result of CNN.We identified 20 unconfirmed data each in the trained model
and verified whether the identification was possible from the prediction accuracy.

3 Results and Discussion

3.1 Experiment 1

In Experiment 1, we investigated the characteristic sounds that are candidates for
symbol sounds from the environmental sounds recorded at the entrance and the
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Table 1 CNN model
structure

Layer Filter size

Input

Conv 3*3

Maxpool 2*2

Conv 3*3

Conv 3*3

Maxpool 2*2

Conv 3*3

Maxpool 2*2

Flat

(Dopout) (0.5)

Relu

(Dropout) (0.5)

Sigmoid

living room.The characteristic sounds that are candidates for symbol sounds from
the environmental sounds recorded at the entrance are listed below.

• Cars and buses running outside
• Car engine sound
• Airplanes and helicopters
• Inserting a key from the outside
• Sound to unlock
• Sound of removing key from keyhole
• Sound of door opening and closing
• The sound of opening and closing the key from the inside
• Human voice·footsteps
• The sound of luggage hitting the wall
• The noise of taking off shoes
• The noise of fixing shoes
• Intercom sound.

The characteristic sounds that are candidate symbol sounds from the environ-
mental sounds recorded in the living room are listed below.

• The sound of cars and buses running outside
• Car engine sound
• The sound of airplanes and helicopters
• Human voice
• Human footsteps
• Rubbing sound
• Belt metal noise
• Metal sound of a key or key bunch
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• The sound of opening and closing the doors of balconies and corridors
• Sound for opening and closing sliding doors
• TV audio
• Squealing sound of chair
• Sound of objects hitting the table
• Dryer sound
• Water sound of wash basin
• The sound of washing things in the kitchen
• The sound of opening food packaging
• The sound of hitting a cutting board with a knife
• The sound of opening the refrigerator
• Operation sound of air conditioner
• Sound using home appliances such as microwave ovens
• Crying and footsteps of cats
• Sound to turn on electricity
• Sound to turn off electricity
• Sound about alarm clock.

3.2 Experiment 2

The results of Experiment 2 are shown in Figs. 1, 2, where the vertical axis of Fig. 1
is the model identification accuracy, the vertical axis of Fig. 2 is the model loss value,
and the horizontal axis is epoch (the unit of processing of the entire data set. The
number of iterations), the line graph is the training data, and the dotted line is the
verification data.

Fig. 1 The accuracy of CNN
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Fig. 2 Loss value of CNN

4 Conclusions

From the results of Experiment 1, when we examined the characteristic sounds that
are candidates for symbol sounds from everyday environmental sounds, we found
that there were many candidate candidates for symbol sounds.

At first glance, some of the characteristic sounds listed as candidates for symbol
sounds seem to be noise, but the symbol sounds, which are the clues for the pattern
analysis or machine learning performed by the proposed system, have characteristics
that are not regular to humans. Even with sounds, artificial intelligence may be
able to find regularity during long-term analysis, so it is desirable to have as many
symbol sound candidates as possible. Therefore, cohesive sounds are considered to
be candidates for symbolic sounds.

In Experiment 2, we verifiedwhether the characteristic sounds listed as candidates
for the symbol sounds inExperiment 1 could actually be identified as different symbol
sounds. 80 learning data and 20 verification data for each sound.As a result of training
with individual spectrogram images, it was found that the classification accuracy of
the CNN model was 97.8% on average for unconfirmed data, and classification was
possible with high accuracy.

From the graphs in Figs. 1 and 2, it can be seen that there is a little overlearning
of the image data for the verification data, but because of the high identification
accuracy for unconfirmed data, the learning performed with 80 images is sufficient
for learning. Since it was found that individual tones could be identified, it became
possible to treat the symbol tones as a sequence of symbol data. In the future, it will
be necessary to verify whether it is possible to find a symbol pattern similar to the
symbol pattern contained in the environmental sound before the user’s command
from the symbol data string.



RPL-Based Adaptive Multi-metric
Routing Mechanism

Hung-Chi Chu and Xing-Dai Liao

Abstract Due to the rapid development of communication technology and
embedded technology, tiny electronic devices can be embeddedwith diversified func-
tions such as precision sense, calculation, and communication for use in environments
that are difficult to monitor around life. However, wireless sensors are hardware with
limited energy and memory performance. In order to operate in limited resources, its
transmissionmethod is extremely important. Therefore, RPL (IPv6 Routing Protocol
for Low Power and Lossy Networks) is designed to provide routing protocols for
devices with limited resources. However, the traditional RPL routing mechanism
considers a single metric, which leads to a reduction in the energy of a specific
node and gradually cannot meet the needs of users. Therefore, this paper proposes
an adaptive multi-metric routing mechanism that considers Expected Transmission
Count, Energy Consumption, and Hop Count to extend network lifetime. Simulation
results show that the proposed method can effectively prolong the network lifetime
by 15.91%, maintain a packet delivery ratio of more than 99%, and reduce the total
delay by 6.6% compared with the traditional method.

Keywords RPL · LLN · Routing

1 Introduction

With the Internet of Things (IoT) [1, 2], a large number of different devices are
connected to the Internet in wired or wireless ways to achieve identification, automa-
tion andmanagement purposes.Many application technologies have been developing
under the IoT concept. One of the important wireless network techniques in IoT is
discussed in the working group of IEEE802.15, which is mainly used in Wireless
Personal Area Network (WPAN). The wireless low-power transmission standard,
IEEE802.15.4 corresponds to Low-Rate Wireless Personal Area Networks (LR-
WPANs), which are commonly used in Wireless Sensor Networks (WSN) platform.
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The WSN is composed of multiple sensing nodes, and the sensing data is sent to
the data collection center in a single-hop or multi-hop routing method through wire-
less communication between the sensor nodes. WSN practical applications include
environmental monitoring, military [3] and smart city [4] and other applications.
Since the nodes have the ability to self-organize, the network topology and connec-
tions can be automatically formed after the sensor nodes are arranged. Therefore,
the monitoring function can be achieved according to the requirement of the user.

There are still many problems to be solved under the IEEE802.15.4 protocol [5],
including transmission traffic, path selection [6], network lifetime [7], scalability
and insufficient IPv4 addresses. Note that the problem of insufficient IPv4 addresses
makes it impossible to deploy a large number of sensors. In order to solve this
problem, the Internet EngineeringTask Force (IETF) proposed the IPv6 Internet stan-
dard specification to replace the traditional routingwith insufficient IPv4 addresses as
the IPv6 over Low-Power Wireless Personal Area Networks (6LoWPAN) standard,
which is based on openness and standardization. IPv6 is connected to the Internet so
that a large number of sensor nodes can connect to the Internet. Let 6LoWPAN have
more operability, flexibility andmulti-function in the Low-Power andLossyNetwork
(LLN) environment, and propose the IPv6 routing protocol suitable for LLN envi-
ronment, namely IPv6 Routing Protocol for Low-Power and Lossy Network (RPL)
[8] to improve routing and greatly to reduce the use of network resources. In the
LLN environment, there is an inseparable relationship between packet transmission,
equipment, and users, so that routing protocols can evaluate the balance between
applications under limited resources and find the best configuration. In order to
improve the performance of the overall network without reducing the lifetime of the
network in the LLN environment, this will be the subject of this paper.

2 Related Works

2.1 Routing Metrics

According to the protocol of wireless networks, the routing metrics of wireless
networks have been diversified to obtain different information. However, the design
of routing metrics is not arbitrary, because it has a significant impact on the opera-
tion of routing agreements. In [9], it proposed a new security solution for the IoT to
enhance the security and credibility of the routing protocol, and it conforms to the
design of the wireless routing path weight structure and the criteria for the specific
attributes that the routing metrics must have to ensure consistency, optimality and
loop-free of routing.

The traditional routing mechanism can be divided into two types of methods:
additive [10] and lexical [11]. The former is to give weight values to perform routing
metric combination operations. The latter is to set specific conditions for routing
metrics based on priority. The additive and lexical methods can be used in routing
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metrics such as HC, ETX, EC and Link quality level (LQL) to carry out one or more
routing metric combinations [12]. A 4-tuple in (1) shows that it conforms to the
nature of strictly increasing and transition.

(
S,≺, ω,⊕)

(1)

Note that S is the set of all paths in the environment. ω is expressed as a function,
and the path using this function ismapped to itsweight.⊕ is the action of continuously
adding links between nodes. ≺ is the weight order of all paths relationship.

2.2 RPL

RPL is an IPv6 routing protocol developed based on the 6LoWPAN standard. It
is suitable for use in LLN environments with limited processing power, memory
and power, and it is not suitable for a large number of periodic route maintenance
methods. RPL helps nodes in peak packet loss rates, low-rate transmissions and
unstable environments to connect to the Internet and establish data streams such as
Point-to-Point, Point-to-Multipoint, and Multipoint-to-Point. RPL uses the Distance
Vector (DV) routing protocol, so that each node does not need to store the overall
network routing status, establishes a Directed Acyclic Graph (DAG) and based on
routing information and objective function (OF) establishes a Destination-Oriented
Directed Acyclic Graph (DODAG). The operation of RPL and the definition of
symbols used are as follows.

Control Message
In order to establish and maintain the network topology, RPL defines four Control
messages.

• DODAG Information Object (DIO)
The main message is used to establish and maintain the network topology, and
assist each node to join the DODAG and select the basis of the parent.

• DODAG Information Solicitation (DIS)
Used for nodes that have not joined DODAG and seek DIO messages from
neighbor nodes.

• Destination Advertisement Object (DAO)
When the node selects the parent, it will send the DAO messages to the parent in
the path until it is transmitted to the root to update the Routing Table in real time.

• Destination Advertisement Object Acknowledgement (DAO-ACK)
When the DAO message is received, the sender has received the response.

Objective Function
OF provides optimization standards and defines how RPL nodes select the best route
and form DODAG under resource constraints. OF is a combination of one or more
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routing metrics and routing constraints. OF has currently defined Objective Func-
tion Zero (OF0) [13] and The Minimum Rank with Hysteresis Objective Function
(MRHOF) [14] two protocols. OF0 uses the number of Hop Count (HC) as the
routing consideration, and MRHOF uses the Expected Transmission Count (ETX)
as the routing consideration. One or more routing metrics must be set in the RPL
network to let the node know how to choose the parent.

2.3 RPL Simulation Tools

Contiki OS
Contiki OS [15] is an open source operating system for the Internet of Things, which
can connect small, low-cost and low-power microprocessors to the IoT, and is used
as a powerful toolbox for building complex wireless systems. Contiki supports fully
standard IPv6 and IPv4, as well as recent low-power wireless standards: 6LoWPAN,
RPL and CoAP (Constrained Application Protocol) agreements.

Cooja Simulator
Cooja [16] is a network simulator that supports 6LoWPAN technology. Cooja simu-
lator runs on the Contiki operating system and provides a simulation environment
that can imitate Motes and supports radio medium simulation and integration with
external tools, providing additional functions for applications.

3 Adaptive Multi-metric Routing Mechanism

The proposed method is modified by the traditional RPL method. Therefore, the
traditional RPL and the proposed method is presented in the following subsection.

3.1 Routing Metrics of Traditional RPL

RFC6551 [17] proposes a variety of routing metrics that can be applied to RPL. The
ETX, HC and EC (Energy Consumption) are possible routing metrics in traditional
RPL. However, traditional RPL routing mechanism just only can trigger one of them
(i.e. single metric) to perform routing task.

Expected Transmission Count (ETX)
ETX is the number of times that a data packet needs to be transmitted successfully
to the destination node, which is calculated by Eq. (2).

ET X = 1

D f ∗Dr
(2)



RPL-Based Adaptive Multi-metric Routing Mechanism 297

D f is the forward delivery ratio, that is, the success rate of a data packet successfully
delivered to the receiving end.Dr is the receiving rate (Reverse delivery ratio), which
refers to the success rate of the sender successfully receiving the returned packet.

Hop Count (HC)
HC is the number of nodes passed between the node and the root, which can be used
to avoid the path caused by the loop state, and its calculation formula is shown in
Eq. (3)

HC =
(
Ranksel f
Rankroot

− 1

)
(3)

Ranksel f is the number of nodes passed between itself and the root. Rankroot is the
value of the root.

Energy Consumption (EC)
EC is the total energy consumption of the node. There are three types of energy
consumption that considered in this paper: Low Power Module (LPM), Radio
Listening Mode (RX) and Radio Transmission Mode (TX). The total EC can be
obtained by Eq. (4).

EC =
(

∑

n,m

Pm,n · Tm,n

)

(4)

m represents all modes of operation. n represents the state (open or closed) in the m
operation mode. Pm,n is expressed as the power in the current operating mode. Tm,n

presents the running time in the current operating mode.

3.2 Weighted Evaluation Function

In this paper, the routing metrics of ETX, HC, and ECP are considered simultane-
ously.

The energy consumption with Punishment (ECP) is EC plus P, and it is listed in
Eq. (5). If the network is stable and the routing is unchanged, then P is zero. On the
other hand, if the routing is changed, it needs to consume energy to change the route,
then P is the energy consumption of the route change operation. P is used to prevent
the node from excessively exchanging the parent to consume too much energy, as
shown in Eq. (6).

ECP = (EC + P) (5)
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P = k × p (6)

k is the number of times DIO is sent, p is the energy consumed by multicasting a
DIO message.

In order to make each metric value can be measured concretely, the original value
of each metric will be normalized. The large value of the metric indicates its high
importance. The normalized ETX, ECP, and HC are listed in Eqs. (7), (8) and (9).

ET XNor = (−1) × ET X

ET Xmax
(7)

ECPNor = (−1) × ECP

ECPmax
(8)

HCNor = (−1) × HC

HCmax
(9)

ET Xmax is the maximum values of ETX, HCmax is the maximum values of HC,
and ECPmax is the total energy of the node.

The routing evaluation function (Eva) of the proposedmethod is listed in Eq. (10).
α, β and γ are the weight values corresponding to its normalized routing metrics
ET XNor , ECPNor , and HCnor , respectively. Among them, α, β and γ must be
greater than zero and α + β+ γ is one.

Eva = α × ET XNor + β × ECPNor + γ × HCNor (10)

3.3 Adaptive Multi-metric Routing Algorithm

The pseudocode of the proposed AdaptiveMulti-metric Routing Algorithm is shown
in Algorithm 1. Lines 1–22 are the DODAG construction and maintenance process.
In detail, lines 1–2 are the root starts to send DIO to establish RPL topology. Lines
3–15 are the operation of the node after receiving DIO. Lines 4–6 are after the node
receives the DIO message, if it judges that it has not joined the DODAG, it will join
the DODAG and calculate the evaluation value of the parent. Lines 7–14 are the DIO
message sent by the neighbor node after the node has joined the topology. The node
will calculate the routing evaluation function (Evan) of the neighbor node and judge
with the routing evaluation function of the parent (Evap). If Ep is greater or equal to
Evan , then the source parent will be kept. Otherwise, replace the parent (i.e. Evap is
less than Evan). Line 12 is when the node changes its parent node, the trickle timer
will be remade. Lines 16–21 are that the node has not received DIO message after a
period of time after startup, the node will send DIS message to its neighboring nodes
to request DIO message. Lines 24–30 are the process of routing evaluation function.
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The 25th line is to set the weight values α, β and γ corresponding to ETX, ECP and
HC.

Algorithm 1 : Construct and Maintain DODAG
1. root start sending DIO message for neighbor node
2. construct DODAG topology
3. if ( node receive DIO message) then
4. if ( node have not yet joined DODAG) then
5. node join DODAG 
6. ← Calculate_Evaluation( )
7. else
8. ← Calculate_Evaluation( )
9. if ( ≥  ) then
10. parent remain unchanged
11. else
12. reset trickle timer
13. neighbor node becomes parent of node
14. end if
15. end if
16. else
17. node is waiting to receive DIO
18. if ( node waiting time > T) then
19. send DIS to DIO from neighbor node
20. end if
21. end if
22. end
23.
24.Function Calculate_Evaluation( )
25. ,
26. ETX ←  , ←

27. ECP ← , ←

28. HC ← ←

29. Eva = 
30. return Eva

4 Experimental Results

The experiment uses the Contiki OS operating system (version 3.0) and the Cooja
simulator as the simulation platform. Table 1 shows the parameters used in the
simulator. The experiment is divided into three stages. In each stage, the weight
ratio of the best Network Lifetime (NL) will be obtained one by one and substituted
into the subsequent experiments. In order to show the performance of the proposed
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Table 1 Experimental
parameters

Parameter Describe

Network simulator Contiki OS 3.0

Platform Sky mote

Transmission range 50 m

Number of node 30 node + 1root

Initial energy 7500 mJ

Network topology Randomly generate

Table 2 Performance evaluation with single metric

α β γ k NL PDR (%) TD

1 0 0 0 1169 87.78 28.4

0 1 0 0 1562 71.75 19.6

0 0 1 0 3423 99.96 9.9

method, the results of Packet Delivery Ratio (PDR), NL, and Total Delay (TD) are
considered.

4.1 Experiment 1. Performance Analysis with Single Metric

This paper considers that the RPL routing mechanism uses a single metric to select
the routing path. Therefore, this experiment will focus on the three single metrics
of ETX, ECP and HC. As shown in Table 2, it can be observed that the network
performance focusing on ETX and ECP is not good, while the network performance
focusing on HC is the best of the three metrics. The reason is that during the initial
establishment of DODAG, the focus on the routing of ETX and ECP will cause
nodes to frequently exchange parent node and multicast DIO messages, resulting in
excessive power consumption. In addition, the routing mechanism is used on a lossy
network, causing the node to lose the packet sent by the neighbor node, which affects
the PDR, NL and TD. HC will have the best performance because the initial HC is
not available. If the network topology is stable after a period of time, the HC will
gradually become fixed, and then the routing metric is also fixed.

4.2 Experiment 2. Adaptive Weight of ETX, ECP and HC

Considering that traditional RPL can no longer meet the needs of users for multiple
services. Therefore, this experiment will focus on the results obtained in Experiment
1 and perform experiments with different weights to find a better network lifetime.
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Table 3 Performance evaluation with Multi-metric

α β γ k NL PDR (%) TD

0 0 1 0 3423 99.96 9.9

0.05 0.05 0.9 0 3773 99.69 10.3

0.05 0.15 0.8 0 3774 99.56 10.3

0.15 0.15 0.7 0 3729 99.54 10.4

0.2 0.2 0.6 0 3834 99.58 10.4

0.4 0.1 0.5 0 3677 99.88 10.3

0.35 0.25 0.4 0 3530 99.10 11.5

0.6 0.1 0.3 0 3264 99.61 11.5

According to Experiment 1, it is known that the route metric focusing on HC will
have the best network performance. Therefore, experiment 2 will use HC as the main
metric to conduct experiments with different weight adjustments. To simplify, this
experiment selects the best 8 sets of results from 63 sets of weights for performance
analysis. In Table 3, it showed that when γ is set to 0.4 to 0.9, the network lifetime
is significantly extended. However, when γ is 0.3, the network lifetime is shorter,
which shows that if HC is not themainmetric, the network lifetimewill be shortened.
And due to the consideration of the other two metrics (ETX and ECP), the routing
path variation increases, which makes PDR and TD worse.

4.3 Experiment 3. Adaptive Weight of ETX, ECP and HC
with k Value

According to the results of experiment 2, it showed that theweight (α = 0.2,β = 0.2,
γ = 0.6 and k = 0) can get the best network lifetime and improve the results of PDR
and TD. In Experiment 3, it will change the number of transmissions k (see Eq. (6))
for α = 0.2, β = 0.2, and γ = 0.6. The Performance evaluation with different k is
listed in Table 4. It shows that regardless of k, PDR is higher than 99.18%. The NL is
mostly unstable when the k is set to 1 to 12. The NL when k is between 12 and 20 is
better than the NL when k is less than or equal to 1. When k is between 1 and 4, the
TD is similar to the initial value. When k is set between 10 and 19, it will increase,
but when k is 20, it will decrease.

5 Conclusions

In this paper, a routing mechanism with multi-metrics based on ETX, EC (or ECP),
and HC was proposed. According to the experimental results, the proposed method
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Table 4 Performance evaluation with different k

α β γ k PDR (%) NL TD

0.2 0.2 0.6 1 99.18 3825 10.4

0.2 0.2 0.6 2 99.33 3766 10.4

0.2 0.2 0.6 3 99.55 3871 10.4

0.2 0.2 0.6 4 99.86 4007 10.8

0.2 0.2 0.6 5 99.68 3737 10.3

0.2 0.2 0.6 6 99.52 3916 9.3

0.2 0.2 0.6 7 99.96 3905 9.3

0.2 0.2 0.6 8 99.86 3968 9.5

0.2 0.2 0.6 9 99.93 3829 9.5

0.2 0.2 0.6 10 99.88 3848 9.7

0.2 0.2 0.6 11 99.90 3828 9.4

0.2 0.2 0.6 12 99.93 3949 9.4

0.2 0.2 0.6 13 99.84 3897 9.3

0.2 0.2 0.6 14 99.72 3967 9.4

0.2 0.2 0.6 15 99.63 4027 9.4

0.2 0.2 0.6 16 99.71 4058 9.3

0.2 0.2 0.6 17 99.63 3978 9.6

0.2 0.2 0.6 18 99.54 3955 9.3

0.2 0.2 0.6 19 99.43 3937 9.5

0.2 0.2 0.6 20 99.58 3966 10.4

can effectively expand NL by 15.91%, keep PDR above 99%, and reduce TD by
6.6% when the weight (α = 0.2, β = 0.2, γ = 0.6 and k = 7) is used. Overall, the
proposed method can effectively improve the performance of RPL. In future works,
other routing metrics can also be considered to meet the different data transmission
requirements of IoT application systems.
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NFC Label Tagging Smartphone
Application for the Blind and Visually
Impaired in IoT

Kah Yong Lim and Yean Li Ho

Abstract This paper details a mobile labelling application for visually impaired
and blind user to help them identify an object’s character in IoT. Visually impaired
and blind people recognize items through their sense of touch. However, it is not
very easy for them to know the object’s character, for example, the colour of clothes.
NFC technology was used to develop this project, the main reason for using NFC is
because it requires the least effort to scan and automatically generates information
without needing to open any third-party application. Problems arise from the existing
applications which are implemented with barcode and QR code, these codes are
only convenient for sighted people. If we consider the perspective of the visually
impaired or blind people, they need to spend more time searching for the location
of the code blindly. Moreover, the existing applications only generate output if the
scanner successfully captures the code in full size. Besides that, the lack of labelling
feature is another problem of the existing system, which is unable to identify an
object’s character which is also crucial for the visually impaired or blind users.
Research testing of the usability of the mobile application was tested by 30 people,
classified as sighted blindfolded participants and short-sighted users without glasses.
The results show that NFC works in the simplest way and requires the least effort
during the scanning process, and it is suitable for blind or visually impaired and also
sighted user. NFC-enabled Smartphones will generate output when detecting any
NFC tags in a range of 3 cm. Having good accessibility and usability of application
not only bring benefits to sighted people, but it also helps the visually impaired and
blind users enjoy this benefit.
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1 Introduction

The smart phone is becoming an important aspect of our lives. The comfort and
convenience certainly makes our lives much easier than ever before. Smart phones
really bring so many advantages to mankind. For example, e-commerce connects
people everywhere and etc.

Although the smart phone brings many advantages to mankind, it is still difficult
for visually impaired or blind people to use the smart phone. Application developers
should include functions and features that are able to support blind people. For
instance, text-to-speech technology, sound of a clicked button, vibration and etc.

This mobile application is built to help the visually impaired or blind people to
identify objects and its characteristics by scanning using a technology called Near
Field Communication (NFC tag). This advanced technology requires less efforts to
successful identify an object compared with other scanning mechanisms such as QR
code. In other words, NFC brings convenience to different kinds of user regardless
if they are visually impaired or sighted people.

In this project, the user is allowed to add or change contents with speech-to-text
technology unlimited times until the tag is physically damaged. Content is stored
in NFC tags independently. No matter if the smart phone is in the online or offline
environment, it is still able to access the content of NFC tags. Once a user inserts
content into NFC tags, the smart phone will automatically generate and display the
contents without opening ant third-party application.

TheNFC tag is a passive item. It operateswithout the need of a power source. NFC
tags are powered through a process called electromagnetic induction. As the phone
is placed near to the tag, the phone creates a magnetic field and the NFC receiving
coil will produce a match with the electrons coming from a powered phone.

2 Existing Systems

2.1 WayAround Application

The WayAround app and the smart WayTags lets the user add helpful information
to items around their home and office [1]. The simple tag-and-scan system lets the
user add a custom description or more information such as expiration dates of food
or washing instruction for clothes.

After tagging an item, scan it anytime with a smart phone to hear the description
and details. WayAround use the technologies of NFC (Near Field Communication)
in this application. WayTag are designed in 4 types, such as button, sticker, clip and
magne [1].

WayAroundmakes information that has never before been available to peoplewho
are blind easily accessible. It is an elegant solution, which meets previously unmet
needs of many who live with vision loss [1]. Strengths of this application include
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adaptability.Waytags have 4 types of tags such as sticker, magnet, button and clips so
the user can tag anything and everything.Waytags are reusable.WayAround is afford-
able, each of the tags cost about a dollar each. Besides that, it is accessible because
this application works with NFC technologies to store information and transmit it
wirelessly [1]. All a user needs to do is hold the device close to the target WayTag.

The weakness of this application is that it only works with a smart phone that
has the feature of NFC (Android phone). iPhone users should install the additional
NFC application and it only allow the user to read NFC and cannot insert or modify
content inside NFC tags [1]. Another limitation of NFC is it only works in short
distance, in a range of 10 cm to read the NFC tag.

2.2 Digit-Eyes

There are 2 versions of this application, Digit-Eyes with full features and Digit-Eyes
Lite with limited features. This is an application only available on iPhone, Digit-Eyes
allows user to read Digit-Eyes QR (Quick-Response) text bar code labels [2].

They have their own website called Digit-eyes website, which allows a user to
create a PDF file of Digit-Eyes QR bar codes that each contain up to 250 character
of text. These codes are useful for labelling items where the content that cannot be
changed and also create labels to identify clothing, CDs, canning and personal items
[2].

Digit-Eyes includes a feature that enables a user to identify many groceries, CDs,
and other consumer goods by scanning the UPC and EAN codes on the products. It
will connect to the product database, after a matched result is returned in text form.
If a user’s phone has Voiceover Active, it will read aloud to the user [2].

The cons of this application areUPC andEANcodes features are only available on
the full version application. The user needs to pay USD9.99 to use the full features
version. Besides that, this application only supports the iPhone operating system.
Based on the chart from [3], there are only 22.17% IOS users in globally, which
means this application only focusses on this 22.17% of a narrow market.

The strength of this Digit-Eyes application is that it supports multiple languages
including English, Danish, French, German, Italian, Norwegian Bokmal, Polish,
Portuguese, Spanish, Swedish [2]. Besides that, it can create its own label code and
record information that the user wants in text form and audio form. After the user
successfully recorded the information, a rescan of the label code will display the
information that the user recorded.
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3 Layout Interface Requirement

3.1 Interface Design Requirements for the Moderately
Visually Impaired User

Touchscreens became a standard feature of mobile devices such as smart phones
and tablets. Touchscreens provide friendly and easy to use interface for modern
mobile devices [4]. However, visually impaired people are faced with numerous
difficulties using a touchscreen. There are several functions that are able to improve
accessibility on smart device, including screen reading, voice input, large buttons,
screen magnification and high-contrast screen [4].

Nowadays, the mobile device is designed with the function buttons of numerous
items integrated into the software interface, this approach tries to minimize the
production costs, but it also increases the difficulties faced by visually impaired user
when they experience the touchscreen-based smartphone. Therefore, the researcher
should do further exploration on the accessibility of the touchscreen interface and
also focus on visually impaired user accessibility requirement and expectation [4].

There are several factors which influence accessible touchscreen interface design.
The first factor is ‘Tracking’, which includes bold borders, touch clues and etc. Visu-
ally impaired users often collect information by touch, therefore traditional mobile
phones with bumps on the keys can enhance their touch perception of an object’s
surface, while perceiving objects on touchscreen-based smartphone is challenging
for a visually impaired user because the touchscreen surface is flat and slippery.
Thus, adding a bold border around the tapped button will help moderately visually
impaired user to easily locate and know related clues on the touchscreens. Therefore,
providing useful tracking clues for touchscreen is crucial [4].

Second factor is ‘Detection Quality’, this factor helps moderately visually
impaired users to perceive signals and other information on the screen. Items
including information sequence arrangement on screen, screen density, vibrotactile,
reading glass and sensitive click on screen are able to assist the visually impaired
user to receive more information. For example, picture and text information should
be in big size and arranged [4].

Furthermore, third factor ‘Fuzzy Field’ includes designing a related object shape
that easily recognizes the dynamic effects of the item [4]. This factor is mainly
for moderately visually impaired because they have some light perception and able
to vaguely identify the shape of an object. For these kinds of user, although the
information may be not very clear, but fuzzy object shapes able to give them a
reference to guide them the right location to press on the screen.

Factor 4, ‘Dominance’ is used to control the capabilities of touchscreen inter-
face, such as voice control and speed of sliding screen [4]. Some of the modern
smartphones provide voice control functions. For example, Apple product (Siri) and
Android product (Google Now). This is a useful assistance for user with physical
disabilities. They can easily interact with smartphones by using voice control to
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perform daily tasks such as phone calling, listening to music and etc. Moreover, the
sliding speed must be adjusted to ensure that the touch feedback was good.

Besides that, factor 5 ‘Colourity’ is another design factor which should be consid-
ered formoderately visually impairment user [4]. A high-contrast screen can be result
in easy perception of an object, visually impaired people prefer appropriate screen
colourity when they are looking for information on the touchscreen. For example,
black colour background with text in white colour is the best colour contrast for
visually impaired user.

Factor 6 ‘Speech Quality’ refers to the quality of screen reader and natural voice
item [4]. Visually impaired users rely on auditory information to perform different
mobile activities. When a user press on a block of text or information, the content
must be automatically read out. Besides that, the button should announce its function,
for example home button should pronounce ‘home’ after user press on it. Screen
reader enables the visually impaired user to receive messages through sound, this
will increase the speed of receiving information and also reduce the false selections
on the touchscreen.

3.2 Interaction Experience of Visually Impaired People
with Assistive Technology

Affect from auditory sense play a significant role for visually impaired user [5]. But
on this experiment, it was observed that problems included speech is too slow, screen
reader voice are not friendly and so on. Screen reader is a crucial element for visually
impaired user interact with smartphones, therefore, to develop a good quality screen
reader is necessary to meet the expectation of the visually impaired user [5].

Besides that, participants found it difficult to perceive spatial information through
an auditory channel. For example, the screen reader expresses the information in
nine sections of a screen (3 X 3) (e.g. top left, right down). Many visually impaired
indicated that using clock metaphor such as direction 11 o’clock would help them
easily to understand spatial structure [5].

Moreover, before beginning to access any application, the visually impaired user
will memorize the location of the item or button on the screen by practicing alone or
asking to someone help. However, the lack of the tactile landmark on the touchscreen
is difficult for them to memorize the interface layout [5].

Furthermore, the most influential factor that affect the ability of moderately visu-
ally impaired people to use a smartphone is eye fatigue.Color contrast and transparent
background are the factors that cause eye fatigue for people with low vision. Most
participants preferred using black background with white text and also suitable text
sizes [5].

From 4 experimental findings of unique interaction experience of visually
impaired user mention on above paragraph, it is very important for the designer
to understand what technologies is able to assist the visually impaired user [5].
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First, it is important for visually impaired users to receive information mostly
through the auditory sense. Several auditory design features can be included, such
as softness of bell sound, number of default bell sounds, and steps required to adjust
the volume of the bell [5].

Secondly, visually impaired user cannot estimate distances between items on the
screen. Therefore, the experimenter indicated that visually impaired user preferred
guidance with the clock metaphor when receiving spatial information on the touch-
screen. In addition, development of a navigation system can be helpful for them
perceive visual-spatial information [5].

Third, provide a consistent and simple-structured UI layout. From the experiment
observation [5], they found out that users tried to memorize the layout of the smart-
phones before starting to use it. The layout must be consistent and should not change
according to the function. For example, (in Fig. 2) the button location inside pop-
up components change frequently according to the message length. In other words,
the button is not always at the same location. Hence, it was difficult for visually
impaired user to know the exact location of the button (e.g. okay, cancel). In addi-
tion, the layout of application should be simple and familiar. Visually impaired users
prefer a familiar layout [5].

Fourth, increase configurable settings. There should be an additional settings func-
tion which can improve the accessibility of application. Text size and colour should
not be set arbitrarily because visually impaired users with different levels of severity
have different requirements. Providing changeable color contrast, transparency of
background, font shape, space between letter and lines will be helpful for them [5].

Fifth, improve speech performance of the screen reader. There is a lack of studies
on improving the speech performance for assists blind people [5]. Visually impaired
users rely heavily on the screen reader to receive all information. Therefore, the
demand for speech performance should be further studied and applied [5].

3.3 Designing Mobile Application for Visually Impaired
People

Visually impaired user faces different problems due to the rapid development of infor-
mation technology has made to mobile applications. Application without features of
screen readers, screen magnification, voice commands recognition is useless for
visually impaired user [6]. Besides that, accessibility to the functionality of mobile
devices is another problem. Modern smartphones and tablets have flat surface of
the touchscreen. The touchable “home” button is not enough for a fluent navigation
through the content of the screens.Next problem is visually impaired users are impos-
sible download available mobile application in Google Play or App Store. Action
such as selecting item from a list or cancellation in the pop-up dialog windows are
difficult task for them to do [6].
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Most important feature of operating system accessibility for blind people is screen
reader. It interacts with user by using various gestures. For the example, a single-tap
reads the label of the selected elements. Double-tap activates a selected element,
similarly to double-click a mouse button on computer [6].

One of the most powerful features of mobile accessibility is the function of intel-
ligent voice assistant. Mobile personal assistant helps user to answer question, make
recommendations. Additionally, it analyses user’s behavior, based on their search
queries, it will predict what user may want to know, or what to do. Intelligent assis-
tant is useful for visually impaired user because this the best method to interact with
smartphones [6].

Currently most mobile operating system allow user to change text size. IOS 8.1
offers 12 sizes to choose from horizontal slider, but the changed sized only affects e-
mails, contract and text messages. While Android OS 5.0 offers 4 different sizes and
selected text size applied in the whole operating system. Besides that, both mobile
operating system provides color inversion as the option of accessibility. The is a very
important option for reducing reflects and visual fatigue. This could be helpful for
those visual impairment users. This feature changes the text in black color and white
in background [6].

Both IOS and Android operating system have their own built-in screen magnifi-
cation. This accessibility feature is important and useful for those people with low
vision. The IOS includes the ability to increase the viewable display with a three-
finger double-tap. With Android OS, activate the screen magnification by triple
tapping the screen with a single finger. Disabling magnification is done by triple
tapping the screen again with a single finger [6].

4 Proposed System

4.1 Interface Design

The proposed system was implemented by using software Android Studio. Latest
version of Android Studio support many different programming languages such
as Java, C+ + , GO and Kotlin. This application was built by using Java as the
programming language. Java is the official language for programming Android apps,
so it could be the best languages forAndroid apps and there aremany useful resources
on internet that can be used for references during implementing this application.

Besides that, this application required an enabled NFC smartphone to run and test
usability of application. Huawei P10 is the model of smartphone that used in testing
and running this application.

Before start to build this application, study interface layout requirement for
visually impaired user is a must. After studied literature reviews [4–6], learned
knowledges was applied during designing interface layout.

Refer to Fig. 1, the insert content process was designed by using the recording
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Fig. 1 Implemented application layout

mechanism rather than using the QWERTY keyboard, because visually impaired
users face challenges to use QWERTY keyboard. Speech-to-text mechanism is used
in the recording process. The recorded content will be stored in text form. Besides
that, this application also provides a replay button used to check the content if it is
captured correctly. After the user confirms that the content was captured correctly,
the user is required to place the phone close to the NFC tag in order to successfully
save the content into NFC tag. The range of adding content into the tag is within 3 cm
distance. If the phone cannot detect any NFC tags, the screen reader will interact with
user and tell the user to get closer to the NFC tag.

In addition, designed button can be single-clickable and double-clickable. The
screen reader will speak out the button feature at a single-click, while double-click
is used to select the button.

Moreover, this application provided explanation pop-up dialog use to explain the
usability of this application. Screen reader will read aloud the content and after the
content read finished, the dialog will automatic close. Furthermore, configurable
settings were provided in this application to improve the accessibility of application.
Users can change the language of the application to English, Chinese and Bahasa
Malay, user also allow to change the voice reader.

5 Proposed System

This test was conducted to study accessibility, usability and satisfaction about the
implemented mobile application. 30 people were tested, which included sighted
participants who were wearing a blindfold and also near-sighted users without
wearing their glasses. Participants will be classified into 2 groups, group A is for
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Table 1 Interview questions about usability of application

1 2 3 4 5

(1) Does this application effective and easy teaching process?

(2) Are you satisfy about screen reader quality

(3) Is the font size easy to see? (for moderately visually impaired user only)

(4) Did you feel comfortable for Color-contrast? (for moderately visually
impaired user only)

(5) Did the icon relate with button feature? (for moderately visually impaired
user only)

those participants aged under 30, while group B is for participants aged 30 or above.
Participants were given assistance if they had problems. They were required go
through the tutorial part first before they start performing any task.

Secondly, they need to change the application language and screen reader type on
setting page. Third, they were required to add new content into the NFC tags by using
speech-to-text technology, all the processes were estimated to be completed within
15 min. After they finish the ordered tasks, they were required to give their feedback
about this application. Several questions about testing usability were prepared as
shown in Table 1 to find out whether this application meets the expected result and
allows the user to feedback their experience after they run through everything on this
application. Likert score scale is used from 1 (Very poor), 2 (Poor), 3 (Neutral), 4
(Good) to 5 (Very good) as illustrated Table 1.

6 Result

After conducting the testing of 2 groups of participants and collecting feedback from
the users, result can be referred to in Table 2.

GroupA average score of teaching process is 3.04 (Neutral), Screen reader quality
in average score of 3.66 (Neutral), font size average score of 4.33 (good), color-
contrast average score of 4.33(good), button’s icon average score is 3.66 (Neutral)
and overall.

experience average score is 3.83 (neutral).Group B average score of teaching
process is 2.5 (Poor), Screen reader quality in average score of 2.66 (Poor), font size
average score of 3.66 (Neutral), color-contrast average score of 4.66(good), button’s
icon average score is 3.66 (Neutral) and overall experience average score is 3.66
(neutral).

Through this test, we found out that this application still has a lot of room
for improvement. Besides that, we retrieved a lot of feedback from users for
future improvement. For instance, feedback from participant stating “Explanation
is too complicated, if able to change sound effect better and the explanation is not
complete”. From this feedback, we learned that if the explanation takes too long, the
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Table 2 Result of interview question (Q3 to Q5 for moderately visually impaired user only)

Name Age Gender Q1 Q2 Q3 Q4 Q5 Q6

User 1 15 Female 2 3 3

User 2 25 Female 3 2 4

User 3 25 Male 4 4 4 4 4 4

User 4 55 Male 3 3 3

User 5 25 Male 2 3 2

User 6 25 Male 3 4 3

User 7 54 Female 2 3 4 5 3 4

User 8 20 Male 4 5 4

User 9 21 Female 3 4 4

User 10 21 Female 2 4 4

User 11 27 Male 4 5 4

User 12 30 Male 3 3 4 4 4 4

User 13 24 Male 3 3 3

User 14 18 Female 4 3 4

User 15 15 Male 4 5 5

User 16 20 Male 3 4 4

User 17 24 Male 4 4 4

User 18 43 Female 2 3 3

User 19 21 Female 3 3 4 4 3 4

User 20 58 Male 2 2 3 5 4 4

User 21 40 Male 3 2 4

User 22 25 Male 3 3 5 5 4 4

User 23 25 Female 2 3 3

User 24 25 Female 3 4 3

User 25 25 Male 3 4 4

User 26 26 Female 2 3 4

User 27 25 Female 3 4 4

User 28 24 Male 4 4 5

User 29 27 Male 3 4 5

User 30 25 Male 2 3 4

Total score 88 104 24 27 22 114

Total score of user in group A (age under
30)

73 88 13 13 11 92

Average score of group A 3.04 3.66 4.33 4.33 3.66 3.83

Total score users in group B (age from 30
or above)

15 16 11 14 11 22

Average score of group B 2.5 2.66 4.66 4.66 3.66 3.66
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user will feel impatient to listen to the explanation till the end. The ‘explanation’
feature can be made simpler and easier to understand.

7 Conclusion

The growth of mobile technology is going rapidly in the last few years. As visually
impaired or blind users are increasing in this market, it is necessary for the developer
to build useful applications for them. Therefore, this system was proposed to enable
the visually impaired or blind user to identify object correctly in an effective way
and also easy to use way. This mobile application is built by using Android Studio.

The main goals of this project are to provide a simple and easy access mobile
application which allow blind and visually impaired users to identify objects quickly
and effectively using NFC technology.

Last but not least, after conducting usability testing, users’ overall feedback is
neutral, whichmeans that this application still needs to be improved. This application
could be improved in the future. For instance, the help function could be improved
by making the explanation simpler and placing explanations at every page separately
instead of putting all the explanations in one page. Furthermore, more options may
be included in the settings page. For example, user can turn on or off the optional
sound effects.
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COVID-19’s Telemedicine Platform

Gyöngyi Szilágyi Kocsisné and Kocsis Attila

Abstract The fight against COVID-19 has become part of our everyday lives. In
this paper, we will introduce a novel telehealth solution we developed to provide
powerful help in this fight. The integrated system we have developed provides tech-
nology support for special features that have already proven their effectiveness in
fighting the virus. Suchkey functions include social distance control, effective contact
detection, continuous monitoring of people’s health status, disinfection of affected
areas, analysis and optimization of work processes to prevent the spread of the virus.
Our health and safety solutions for COVID-19 are based on digitizing and moni-
toring spaces, time,motion and physiological parameterswith smart IoT and artificial
intelligence.

Keywords COVID-19 · Telemedicine · Social distance · Contact tracing · Indoor
positioning

1 Introduction

Nowadays, the technology feasibility and efficiency of different Telemedicine
systems [3] have been proven, so it is important to examine how they can be applied
in the situation caused by COVID-19. In the cycle that characterizes the spread and
treatment of COVID-19 [1, 2] virus, it is possible to intervene in several places to
prevent its destructive power.

Some possible points of intervention: 1. The person becomes infected; 2. Asymp-
tomatic (Invasive and non-invasive tests to detect positivity); 3. Infects through
personal contact (directly from person to person, or through objects); 4. Appearance
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of disease symptoms (Detection and identification of symptoms, different treatment
methods).

In the present study, we present a Platform that supports the effective fight against
COVID-19 in all four main phases and provides a common interface for correlating
and integrating the results of solutions based on invasive and non-invasive tech-
nologies. Our Health and safety solutions for COVID-19 for Enterprises and citi-
zens is based on digitizing and monitoring spaces, time, motion and physiological
parameters with smart IOT and artificial intelligence.

Our solution is built on three main pillars, including telemetric measurement
devices based on smart IOT technology (position, medical and other data), data
collection, analysis and visualization and Artificial Intelligence in every step.

The Platform uses special high-tech sensors and devices to continuously measure
and analyze the physiological and movement parameters and orientation of people
in real time, both indoors and outdoors [6]. The system’s online functions controlled
by artificial intelligence support real-time and continuous control, reporting, sending
alerts, 3-dimensional visualization, and synchronized video analysis. Meanwhile, in
the background, there is continuous machine learning guided by artificial intelli-
gence (AI). AI ensures that other data coming from the interface can be integrated
with continuous measurement results, the data can be processed using data mining
methods, and more efficient solutions can be developed based on these. For example,
if a user is found by a test method to be a virus carrier and the system has physio-
logical and other (e.g. position-based) measurement data about that person, it can be
automatically and very quickly localized, isolated, a list of contact persons affected
by the infection can be identified retrospectively, and the areas where urgent disin-
fection is required can be identified (where the positive person was active in the last
days).

On the other hand, automatic signal processing algorithms [6] can be used to
search for special features by analyzing of physiological measurement signals that
can serve as markers in terms of infection. By examining a sufficiently large number
of cases, a solution could be found that eliminates the test and can only generate
an alarm in the event of a probable positive case by continuously measuring and
analyzing physiological signals (e.g. body temperature, ECG, heart rate variability,
skin resistance, blood oxygen level change, etc.).

With this approach, we can provide effective assistance in screening during the
asymptomatic period, preventing the spread of the virus by contact detection, by
disinfecting the affected areas, and in the event of symptoms (such as fever) to
quickly identify the virus and take the necessary measures.

We have developed smart IOT solutions that are able to perform contact detec-
tion indoors and outdoors (using local position measurement), which are capable of
continuous tracking and historical management of this information.We also measure
movement and physiological parameters (e.g. ECG, heart rate, blood oxygen level,
skin temperature, ambient temperature, etc.) using an easy-to-wear integrated device.

Based on previous research and development, we have sophisticated expert
systems for the analysis of physiological signals, which are suitable for contin-
uous real-timemeasurement of skin temperature, identification of arrhythmic signals
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in everyday life, analysis of sympathetic/parasympathetic nervous system effects,
measurement of stress levels, correlation analysis, historical analysis, setting alarms,
etc.

In our research [7, 8], we correlated the results from invasive technologies with
the results of noninvasive measurements, combining these with expert knowledge to
develop directly usable tools and expert systems based on noninvasive technologies
for the users. The various special measuring modules have been integrated into a
common platform which allows information, data (such as non-invasive test results,
other health and position data) from other systems to be received via interfaces, and
their joint analysis, data mining processing, and correlation detection.

2 Functionalities and System Architecture
of the COVID-19’s Platform

The structure of COVID-19’s Platform is shown in Fig. 1.
Variousmodules provide the operation of telemetry devices, their synchronization,

data management and analysis, various information services for users, management
of alarms and reports, connection to other systems.

The main modules of COVID-19’s Platform and their functions are listed in Table
1.

Fig. 1 The system architecture of the COVID-19’s platform



320 G. S. Kocsisné and K. Attila

Table 1 The main modules of COVID-19’s platform

Modules Functions

Locations Service Module 1. Tracking people within an office, facility,
water park, a warehouse or manufacturing
plant: With an I-QRS tag all person’s and
visitor’s position can be tracked
continuously

2. Know the exact location of Employees who
are being tracked

3. Indoor wayfinding: The persons can be
automatically navigated to specific places,
buildings, rooms where they want to reach

4. Tracking information on the indoor map of
the building

5. Control the ban on Prohibited Areas

6ft of separation module Enforce social distancing: alert users (and also
the call center) when they are too close to each
other through sound or vibrations

Contact tracing module Identification of the list of colleagues which
were within close proximity in the past week
with the confirmed case, to isolate close
contacts of the confirmed case and break the
chain of transmission

Personal-symptom tracker module 1. Send an immediate alert if a symptom of an
infection occurs: Continuous monitoring of
body temperature (fever) and ECG/HR
(abnormal heart rhythm), HRV, and SpO2
level

2. Historic analysis for employees health status
monitoring

Risk forecasting module Historical employee motion analysis to identify
and analyze the risk of an employee based on
the time spent in the areas affected by the virus
carrier, and contact time with them

Facilities capacity management module Facilities capacity, event and stateroom
capacity management. Timing of events,
scheduling the attendance of programs with
respect to current virus policies

Sanitation supporting module 1. Crowd flow analysis to determine high
traffic areas for sanitation

2. Disinfection of target areas: list the areas in
which infected person was active in the past
days

3. Heat maps (number of employees per time)

(continued)
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Table 1 (continued)

Modules Functions

Workflow optimization module Analyzing and optimizing the activity of
employees in space and time and performance
based on location and tracking (information in
percent- walking/stationary); Understand space
dwell time by using activity; rearrange the
workflow for contact minimization

Reporting and historical modules The different reports and the chronological
interpretation supports the sophisticated
interpretation of the measurement data

Synchronized video analysis module Camera based enter support:
1. Face recognition to check in the database

whether the employee or visitor can enter or
not (quarantined person, ask to stay home,
unauthorized intruders)

2. Thermal Camera to check the body
temperature

3. Supports synchronized analysis of
physiological and motion time series with
video recording

Visualization module Position, Tracking, activity and health status
information in 3D animation on the indoor map
of the building

COVID-19’s Data Management and device
control modules

General modules connected to the telemetric
system support the administrative management
of data stored in the central database
Radio transmission and Distributed algorithms
control the operation of the devices. The
management of logs is available

Alarm service, data mining, machine learning,
and AI

We use state-of-the-art methods of Artificial
Intelligence in our telemetry system
Intelligent processing algorithms perform the
analysis of the measured signals and the data
mining. Many subfields of artificial intelligence
have been used in the tools, from data analysis
to the development and operation of the expert
systems

Interface for other service providers We make system data available to other external
security and other systems through an interface
External data is integrated into the system
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Fig. 2 Wearable devices:
chest belt, identification
card, smartwatch

3 The Technology Background

3.1 Measurement Devices

The requirements for continuously wearable devices are to have small size, and
low power, preferably to integrate different functions in a single device, to provide
comfortable wearability to improve patient’s mobility and prolonged network
lifetime.

Technologies used: High-tech hardware development, embedded systems, radio
planning and protocols, distributed algorithms.

In the family of telemetry devices we have developed, only one small device needs
to be worn, which measures physiological signals and indoor and outdoor position
in an integrated way.

The formofwearable devices: chest belt, identification card, smartwatch (Fig. 2).

3.2 Indoor and Outdoor Positioning

In the current viral situation, it has become particularly important to monitor the
distance of people from each other, to trace their position and to detect the persons
who come into contact with the infected person, which poses a particularly high risk
in the case of indoor contact (see Fig. 3.).

Fig. 3 Sreenshots: 3D animation and physiological state
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There are many ways to apply indoor positioning [4], and many technologies to
choose from. For example technologies based on signal strength (Wi-Fi, Bluetooth,
RFID), and based on time-of-flight (UWB). Most systems use a combination of
technologies, because each technology has its own strengths and weaknesses.

The Global Navigation Satellite System (GPS, GLONASS, Galileo) is a
commonly used technology for position tracking outdoors, but they do not provide
enough accurate data for some important purposes.

The key element of our COVID-19’s Platform is high-tech telemedicine devices
that are able to provide accurate position data both indoors and outdoors using a
wireless sensor network. The wireless sensor network (WSN) [3] has important
applications such as remote environmental monitoring, health monitoring and target
tracking.

A wireless sensor network [5] consist of spatially distributed autonomous sensor
nodes for data acquisition. Each node is able to sense the environment, perform
simple computations and communicate with its other sensors or with the central
unit.

The IQRS system is optimized for applications in Real Time Location Systems
and Wireless Sensor Networks.

The solution we have developed integrates three different technologies: 1. GPS
(outdoor tracking) 2. LPM—UWB (high accuracy positioning system for indoor and
outdoor measurements [4]) 3. Inertial Measurement Unit (accelerometer, gyroscope
and magnetometer for fine motion analysis).

We analyze these signals using Artificial Intelligence algorithms and integrate
these signals using sensor fusion. Sensor integration makes it possible to track
fine movements and determine orientation, which can also be important informa-
tion in risk analysis. Currently, in the wake of the COVID-19 pandemic, our engi-
neers and researchers have built 20–50 cm precision systems. The results of tens of
millions of position measurements show reliable and robust positioning at an accu-
racy below 0.5 m, the observed standard deviation is about 0.25 m, depending on
local circumstances (walls, metal objects, anchor geometric configuration, etc.).

3.3 Physiological Signal Monitoring

In the sensor layer wireless sensor network of wearable noninvasive sensor units are
integrated [6].

Many physiological signals can be measured from individuals during their
everyday activities and are used to observe the deviations of health status in the
early phase or to alert automatically in special cases.

Our solution includes user friendly, flexible and comfortable mobile/wireless
signal recording devices. The devices can continuously measure different physio-
logical signals: ECG, SpO2, heart rate, body temperature and ambient temperature.

The heart that controls life of every human being is an important organ in our body.
By studying the electrocardiogram (ECG) valuable information about the health
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status of the patient can be obtained. From the ECG can be calculated and predicted
some life endangering situations.

We developed an intelligent agent for automatic, real time and continuous detec-
tion, analysis warning and predictive diagnostic. In the case of a mobile ECG device
the patient canmove, run, do sports using the device, so the different disturbances can
be very large. In our solution we used special feature extraction andmachine learning
algorithms to give automatically validated diagnosis. The built-in motion sensors
(accelerometer, gyroscope, magnetometer) provide an opportunity to examine phys-
iological signals as a function of the intensity of physical exertion. Our Physiological
Expert system has shown its effectiveness in tens of thousands of measurements.

In a special study 63 patient was examined to compare the physiological effects of
an extreme physical and psychological stress. Physical stress testwas carried out in an
exercise physiology laboratory, where subjects completed an incremental treadmill
test to full exhaustion. Psychological test was brought off in a military tactical room,
where subjects met a street offence situation. ECG and blood pressure were recorded
directly before, during (ECG), immediately after (BP) and 30 min after the test.
Artificial Intelligence algorithm analyzed the measured signals and calculated the
Heart Rate Variability parameters. Majority of HRV indices changed significantly
between the baseline and post test at both stress protocols. Inverse changes and very
strong significant difference (p < 0.001) was found when comparing the changes
of pre and post stress HRV indices between the physical and psychological tests.
Significant differencewas found in the change of systolic and diastolic blood pressure
between the test protocols, and also between the baseline and post test measurements
[7]. According to the results HRV seems to be a sensitive tool to measure the impact
of either physical or psychological stress.

Measuring body temperature is medically important. This is because many
diseases are associated with characteristic changes in body temperature. The course
of certain diseases can be monitored by measuring body temperature. Even in
special environmental conditions or in physical activity, the temperature may rise
temporarily, for example, extreme physical exertion has a special body temperature
characteristic.

With the help of a high precision fast thermometer our device is able to asses the
metabolic processes, as compared to ambient temperature.

Blood Oxygenation Measurement (SpO2) and Heart Rate are also measured.
SpO2 or pulse oximetry is a noninvasive method for monitoring a person’s oxygen
saturation, which is related to the heart pulse.

3.4 Space and time digitalization

We digitize the measurement data, synchronize it, and build a huge data network
from it in space and time. This data network forms the basis of different types of
analytics and services.
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3.5 Data Management Module

Telehealth systems always include a subject-oriented and time-variant digital
platform to access, store, share, and secure patient medical data.

3.6 Artificial Intelligence

Artificial Intelligence also ensures that the correlations of different types of data are
synchronized in space and time, building a huge data network. With the help of data
network analysis, we can provide a high level of decision support for experts and
users. We used the following sub-areas of Artificial Intelligence during the develop-
ments: Signal Processing, Control Engineering, Navigation Systems, Data Mining,
Expert Systems, Decision Support Systems, Sensor Technology and Fusion, Time
Series Analysis, Medical Research, Automatic ECG Analysis, Uncertain Knowl-
edge Management, Machine Learning, Radio Transmission Algorithms, Distributed
Algorithms, BigData technology, Face recognition, and other fields.

Each of these technologies is applied in different modules of the Platform in order
to produce an integrated service.

Our company has been working for more than 10 years on the development of
appropriate high-tech devices and the development of special expert modules for
various fields, such as cardiovascular rehabilitation, anthropometry, sports, stress
research [7, 8], building control and automation, healthcare, safety and security,
industrial parks, horse training.

3.7 Analytic Applications, Reports and Alarms:

The various functionalities are implemented in the form of reports and alerts. Reports
can be exported in several different formats (Fig. 4).

4 Functions and Potential Use Cases

Such a platform can be used not only in the field of Telemedicine, but also in
institutions, companies, industrial parks, sites, entertainment centers, etc.
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Harry Wilson ID SUM Time (hour)
2020.05.12 2020.05.30 80,00

Person
Personal Contact 

Time (hour)
Same Trace in 8 hours

Time (hour)
Risk (1-100)

Alexander 45,00 12,00 86
Catrin 12,60 23,00 53
James  10,34 10,00 28
Mason 2,04 4,50 9
Oliver 0,64 1,20 3
Lucas 0,02 0,90 1,38

Contact Tracing

Date Time Foreground Office1 Office2
2020.05.12 10:12:00 23 98 92
2020.05.12 12:12:00 87 67 39
2020.05.12 16:12:00 12 59 85

Capacity  Report
Date Time Foreground Office1 Office2

2020.05.12 10:12:00 SANITATE SANITATE
2020.05.12 12:12:00 SANITATE
2020.05.12 16:12:00 SANITATE

Warnings

Fig. 4 Reports

4.1 COVID-19’s Protection Specialized Functions

• tracking: enforce social distancing, perform contact tracing
• safety and health: high contact areas are being routinely sanitized, send an

immediate alert if a symptom of an infection occurs
• controlling: risk are isolated faster, keep under control the spread of the virus, ban

on prohibited areas
• optimization: risk forecasting, workflow optimization, the scope of the impact is

reduced
• cost-effectiveness: testing and other costs are minimized, minimized revenue loss
• legality and transparency: promoting and monitoring compliance with current

safety standards
• employee satisfaction: employees feel safe
• facilities capacity management: buildings, rooms capacity and time scheduling

management based on the position and tracking information.

Other use cases and functions that support the operation of organizations:
control the day-to-day tasks; improvement of work conditions and workflows; track
your assets, people and actions; real time location, condition and timing; accuracy
and speed of events occurring throughout the operation; various sensory modules for
full-spectrum observation of persons and objects; better and more efficient operation
at organizational level; risk reduction; reduce operating costs; control, manageability
and optimization of processes; transparency; improving work protection; more effi-
cient labor utilization; check the intensity, quality of work; and optimization of the
logistic.
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5 Conclusions

A special system has been presented that provides real answers to the problems posed
by the COVID-19 situation. We have developed a complex solution that includes
social distance control [1], effective contact detection [2], continuous monitoring
of people’s health status, and is based on digitizing and monitoring spaces, time,
motion and physiological parameterswith specialmeasurement devices, and artificial
intelligence.

The basic idea of building home care systems is not new [3, 6], but their real-life
usability depends to a large extent onwhether integratedmeasuring devices are really
capable of fulfilling their function, i.e. measuring reliable, accurate, diverse data that
can really be used by professionals. It depends on whether thousands of devices
can operate simultaneously even within a building, and time-shared radio protocols
are capable of operating a large number of measuring tags simultaneously. Another
important factor is whether signal processing algorithms are capable of automatically
analyzing signals. Also an important challenge is whether expert systems have been
developed to an appropriate professional level, which combine the knowledge base
of a specific field, and whether artificial intelligence algorithms are able to provide
a high level of decision support.

Our COVID-19’s Platform provides an effective response to these challenges in
terms of both hardware and software, and expert systems.
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Optimizing IoT Networks Through
Combined Estimations of Resource
Allocation and Computation Offloading

Saibal Ghosh and Dharma P. Agrawal

Abstract The low energy requirements of devices comprising the Internet of Things
have made them ubiquitous. However, it is also a huge bottleneck in real world
deployments.Computational offloading can improve network lifetimeswherein these
devices move heavy computation away to the edge and the cloud. However, this
also increases power consumption and network latencies. Optimum performance
can be achieved by intelligently deciding if the computation should be offloaded
or performed locally—a task that is inherently difficult given the complexity of the
systems. In this work, we formulate a distributed network optimization problem to
achieve a balance between performance and energy consumption. Our simulation
results show substantial improvements in network latency and power consumption.

Keywords Internet of things · Computation offloading · Edge computing ·
Energy efficiency

1 Introduction

The rapid growth of the Internet of Things (IoT) in the past decade has been fuelled
by improvements in computing capabilities and battery technology. However, this
widespread usage has also meant that these devices are being used in scenarios
that were not originally envisaged resulting in reduced performance and expected
lifetimes. While traditional cloud computing can help to alleviate some of these
issues, extending the cloud to the edge can improve the perceived latency and lack
of computing capability immensely.
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Current deployments of IoT devices include a number of edge computing nodes
to accelerate computation. These nodes are typically more powerful than individual
IoT devices but lack the full fledged computation capability of a cloud. For efficiency,
these nodes can also dynamically modify their resources based on the computational
load [1]. A hierarchy of nodes are generally employed based on their capabilities
to further improve the efficiency of the whole system. As the computational load
increases in individual IoT devices, they can make a decision to offload some of
the computation to edge devices. Each edge device can in turn offload to the next
higher layer based on their current load until it reaches the cloud. The crux of this
mechanism is to ensure that an individual node is never inundated with too much
computation that might result in longer wait times and faster depletion of energy.
However, computation offloading also introduces latency and results in more energy
utilization. In order to ensure optimal utilization of system resources, it is important
to decide thresholds and resource allocation for offloading based on the current
computation and network state and the overall computation to be performed.

The nature of network traffic between IoT devices and the edge is inherently
complex and depends on a variety of factors including the current system load, the
wireless channel capacity and overall energy consumption. If IoT devices merely
offload all the computation to the edge nodes, it would increase the energy consump-
tion exponentially and greatly increase latencies on the wireless channel. However, if
these devices perform all computations locally, the total time for computation would
also increase exponentially. Modelling our system would therefore involve intelli-
gent handling of local and offloaded computation taking into account the overhead
from the offloading decision making process. The offloading decision is based on
a continuous evaluation of the prevalent network conditions and the nature of the
computation.

In thiswork,wehavemodeled the problemof computation offloading and resource
allocation as a network optimization problem with the goal of minimizing power
consumption across the IoT devices and the edge while ensuring added latencies
incurred from offloading are kept to a minimum.

The rest of the chapter is organized as follows. Section2 describes the related
research and how our work differs from the existing work in this direction. We
describe our system architecture and define the problem formally in Sect. 3. Section
4 describes our simulation setup while we analyze the results in Sect. 5. Section6
concludes the paper and describes our goals for the future.

2 Related Work

Traditional power saving in IoT networks offloads computation to the nodes at the
edge. This method has improved power efficiency in smartphones wherein they just
act as portals while the actual computation is performed at the data center [2, 3].
Average task duration and response times under limited energy constraints can be
minimized by utilizing the alternating direction method of multipliers [4, 5]. A
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greedy heuristic scheme for multi hop offloading with offloading path selection was
studied in [6]. A study on the social relationships in IoT users was used to develop a
socially aware offloading scheme through a game theoretic approach in [7]. A study
on the joint minimization of latency and energy consumption on IoT networks was
performed in [8]. The study formulated the problem as a continuous time Markov
decision process and a solution was developed using dynamic programming.

A dynamic offloading scheme was developed for energy harvesting IoT devices
as part of [9]. An intelligent mechanism for placement of IoT nodes that takes into
account resource availability was formulated in [10]. An adaptive offloading scheme
minimizing energy consumption in transmission with a guaranteed queuing latency
was developed in [11]. A socially aware network resource allocation scheme for
device to device communicationswasdeveloped in [12].Chen et al. studied adynamic
servicemigrationmechanism for cognitive computing at the edge in [13]. An optimal
strategy for offloading computation in energy harvesting devices was developed in
[14]. This study was based on Lyapunov optimization techniques and employed
the Vickrey-Clarke-Groves auction method to determine rewards and improve the
system.

Most of these works assume that statistical information on computation tasks are
readily available. However, this is inherently difficult in real world deployments [15].
Moreover, these works assume a static dual level network wherein IoT devices send
and receive computation to/from the cloud. However, as we observe in this work,
increasing the number of tiers increases the efficiency albeit with a finite increase in
the network complexity and traffic. Our simulation results attest to this observation
and prove that the overall efficiency can be improved even with the added overhead
of maintaining a multi-tier edge network.

3 System Architecture and Problem Formulation

We consider amulti-tiered IoT network comprising of a number of devices, a number
of edge computing nodes and the cloud. The edge layer bridges the IoT devices and
the computing nodes over wireless links. Each IoT device can connect to at least
one of these edge nodes. The node that the device chooses to offload its data is
evaluated based on network load and latencies. Each edge node can connect to at
least of the edge nodes that are one level higher. If the computation exceeds the
capacity of the edge nodes at the highest tier, they offload to the cloud. The highest
level edge nodes access the cloud over high capacity wired links. Our work models
the energy consumption and perceived latencies in the edge node tiers. The energy
consumption is comprised of power consumed in processing and transmission. The
perceived latency is a combination of the queuing latency, processing latency and the
transmission latency. For the purposes of our simulation we consider each work unit
to complete processing within its allotted time slot. We would now briefly describe
the mechanism to compute these factors in the following sections.
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3.1 CPU Workload

The exponential moving average metric is used to compute the average CPU utiliza-
tion [16]. For a given time period t, the CPU utilization Ct is given by:

Ct = α · ct + (1 − α) · Ct−1 (1)

where, α = 2/(N + 1) and ct is the instantaneous CPU utilization at time t, α is the
weighted decreasing coefficient, and N denotes the total time period.

3.2 Channel Traffic and Bandwidth

The exponential moving average metric is also used to compute the instantaneous
traffic before making an computation offloading decision. For a given time period t,
the bandwidth Bt is given by:

Bt = β · bt + (1 − β) · Bt−1 (2)

where, β = 2/(N + 1) and bt is the instantaneous bandwidth at time t, β is the
weighted decreasing coefficient and N denotes the total time period.

3.3 Modeling the Access Node

We consider that during time slot t, there is a finite amount of computation Ci(t)
generated from IoT devices that need to be processed at the access node i. The task
arrival rates are different for each access node. Each access node employs time series
forecasting methods to estimate the arrival rate based on the previous work load and
generates an estimate window Wi [17].

We consider each access node to maintain four buffers:

1. Input buffer for incoming computations Ci,−1(t)
2. Estimation buffer for estimated computations Ci,0(t), ...,Ci,Wi−1(t)
3. Processing buffer for local computations P(a,p)

i (t) and
4. Offloading buffer for computations to be offloaded O(a,o)

i (t)

At any time slot t, the estimation buffer Ci,w(t)(0 ≤ w ≤ Wi − 1) stores the com-
putation that is expected to arrive in the time slot (t + w). Computations that actually
arrive at access node i is stored in the input buffer Ci,−1(t), before they are moved to
the processing or offloading buffer. Computations in the processing buffer P(a,p)

i (t)
are processed by the access node i locally,while those in the offloadingbufferO(a,o)

i (t)
would be offloaded to one of the computing nodes.
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In each time slot t, the access node i can move estimated workloads into the
estimation buffer. We define μi,w(t) as the amount of computational workload from
Ci,w(t), for w ∈ {−1, 0, ...,Wi − 1}, the amount of computation assigned to the pro-
cessing buffer as ρ

(a,p)
i (t) and that to the offloading buffer as ρ

(a,o)
i (t). Thus, we

have:
0 ≤ ρ

(a,β)

i (t) ≤ ρ
(a,β)

i,max(t)∀β ∈ {p, o} (3)

where, ρa,β
i,max is ≥ 0. Therefore, we have:

Wi−1∑

w=−1

μi,w(t) = ρ
(a,p)
i (t) + ρ

(a,o)
i (t) (4)

In each time slot t, computations in the offloading bufferO(a,o)
i (t)would be trans-

ferred to the set of computing nodesMi connected to the access node. The transmis-
sion capacity is determined from the transmission power (pi,j(t))j∈Mi , where pi,j(t)
is the power required to transmit from the access node i to the computing node j.

Therefore, we have:
pi,j(t) ≥ 0,∀i ∈ N , j ∈ Mi, t (5)

and, ∑

j∈Mi

pi,j(t) ≤ pi,max,∀i ∈ N , t (6)

The transmission capacity from access node i to computing node j is [18]:

Ui,j(t) � Ûi,j(pi,j(t)) = τ0B log2

(
1 + pi,j(t)Hi,j(t)

N0B

)
(7)

where,Ui,j(t) is the total transmission capacity in time slot t, τ0 is the length of each
time slot, B is the channel bandwidth, Hi,j(t) is the wireless channel gain between
the access node i and the computing node j and N0 is the power spectral density of
the additive white Gaussian noise. In this work, we ignore the intra-node wireless
interference.

Modulating the transmission power allows us to control the amount of compu-
tation offloaded from access node i to computing node j. Therefore, changes to the
offloading buffer is governed by:

Oa,o
i (t + 1) ≤ (Oa,o

i (t) −
∑

j∈Mi

Ui,j(t)) + ρ
a,o
i (t) (8)

where,
∑

j∈Mi
Ui,j(t) is the total transmission capacity at time slot t. We ignore the

transmission latency between the access node i and the computing node j when
compared to the length of the time slot t.
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3.4 Modeling the Computing Node

We consider each computing node j ∈ M to maintain three buffers:

1. Input buffer for incoming computations I (c,i)
j (t)

2. Processing buffer for local computations P(c,a)
j (t) and

3. Offloading buffer for computations to be offloaded Oc,o
j (t)

The computational workloads arriving at computing node j consist of workloads
that have been offloaded from the set of access nodes Nj. Denoting computation for
the processing buffer as ρ

(c,i)
j (t) and the offloading buffer as ρ

(c,o)
j t:

0 ≤ ρ
c,β
j (t) ≤ ρ

(c,β)

j,max,∀β ∈ {p, o} (9)

where ρ
(c,β)

j,max ≥ 0. Therefore, we have:

Oc,i
j (t + 1) ≤ (Oc,i

i (t) − (ρ
c,p
j (t) + ρ

c,o
j (t)) +

∑

j∈Nj

Ui,j(t)) (10)

For each computing node, j ∈ M , its offloading buffer Oc,o
j (t) contains the work-

load that is destined for the cloud.We considerGj(t) as the capacity of the wired link
from the computing node j to the cloud during time slot t. Therefore, the capacity
from the computing node j to the cloud is [18]:

Oc,o
j (t + 1) ≤ (Oc,o

j (t) − Gj(t)) + ρ
c,o
j (t) (11)

The workload offloaded to the cloud is bounded by min{Oc,o
j ,Gj(t)}

3.5 Energy Expenditure

The energy E(t) consumed by the system in time slot t is a combination of the energy
expended in processing and transmission. Considering a CPU running at frequency
f , the power consumption is τ0σ f 3 where σ is specific to the CPU hardware [19].

Therefore, we have:

E(t) � Ê(f (t), p(t)) =
∑

i∈N
τ0σ(f (e)

i (t))3 +
∑

j∈M
τ0σ(f (c)

j (t))3 +
∑

i∈N

∑

j∈Mi

τ0pi,j(t)

(12)
where, f (t) � ((f (a)

i )(t))i∈N , ((f (c)
j )(t))j∈M is the set of all CPU frequencies in the

system, and p(t) � (p)i(t))i∈N . pi(t) = (pi,j(t))j∈M is the power allocated for trans-
mission in the access node i.
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3.6 Problem Formulation

Having defined our system parameters we can now define our problem formally. The
overall power consumption P̂ is defined as:

P̂ � lim
T→∞ sup

1

T

T−1∑

t=0

E{P(t)} (13)

and the overall buffer backlog as:

B̂ � lim
T→∞ sup

1

T

T−1∑

t=0

∑

β∈{a,p,o}
(
∑

i∈N
E{B(a,β)

i (t)}
∑

j∈M
E{B(c,β)

j (t)}) (14)

Our objective is to minimize power consumption P̂ while ensuring that all com-
putations complete within a reasonable time. We use a variation of the Lyapunov
optimization techniques to split the problem into sub problems over time slots [20–
22]. We are omitting the details of this process due to space constraints.

In each time slot t, each node k ∈ N ∪ M determines the computation to be
performed locally and offloaded as ρ

(α,a)
k (t) and ρ

(α,o)
k (t) respectively where α =

{a, c} is dependent on the hardware. The decision to offload is determined by:

min
0≤ρ

(α,β)

k ≤ρ
(α,β)

k,max

(O(α,β)

k (t) − O(α,a)
k (t))ρ(α,β)

k

wherein, β = {a, o}, and the optimal solution is given as:

ρ
(α,β)(t)
k =

{
ρ

(α,β)

k,max , ifO(α,β)

k (t) < O(α,a)
k (t)

0 , otherwise
(15)

4 Simulation Setup

We have used a WSNet-based simulator written in C/Modern C++ [23]. We have
extended and improved the simulator in the the spectrum usage and orthogonal
models to reduce wireless interference. The spectrum usage model represents the
time-frequency dependent aspects of communication. It can be used to exploit the
available spectrum in terms of spectral resources rather than the traditional logical
channel approach. This feature allows us to support the heterogeneity in the Physical
layer arising from the different IoT devices.
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Table 1 Simulation parameters

Parameter Value

Input data size 0–1500 KB

Channel bandwidth 0- 500 KB/s

CPU utilization 10–70%

Latency threshold 10–30 s

The simulation parameters are in Table1. Our study determined if our mechanism
correctly decided to offloadby evaluating if anoffloadwouldprovide tangible benefits
over local computation. An explanation and discussion of our results follows from
our analysis of these parameters is presented in the next section.

5 Analysis and Discussion

We have compared the variation of input data size, channel bandwidth, CPU utiliza-
tion and the latency threshold with respect to the overall energy consumption and
overall execution time.

Figure1 shows more energy is consumed for local computations, as compared
to offloading and the cost increases with the size of the input data. This is because

Fig. 1 Input data size versus energy consumption
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Fig. 2 Channel bandwidth versus energy consumption

the energy expended in transmission is less than computation and the local energy
consumption increases faster than on the cloud. Figure2 shows computations use less
energy locally when the bandwidth is less but changes as bandwidth requirements
increase. This is because, while the transmission power remains constant, the effect
is more pronounced in lower bandwidth ranges.

Figure3 shows that the utilization of CPU is less on the cloud as compared to
local execution since weaker IoT devices take longer and expend more energy to
compute the same amount of work. The latency threshold data in Fig. 4 shows it is
more economical to run the computations locally when the latency threshold is low
since extra delays in transmission increases the overall latency.

Figure5 shows that the execution time grows faster with increasing data sizes
when the computation is performed locally. This is due to the weaker CPUs in
the IoT nodes. Figure6 shows that as the bandwidth increases the execution time
decreases for offloading. This is because the transmission overhead is higher in
lower bandwidth scenarios. Figure7 shows that CPU utilization has little impact on
the overall execution time when the computation is offloaded because of powerful
hardware. The latency threshold data in Fig. 8 shows that offloading the computation
reduces the execution time once the threshold exceeds a specified value and we
validate this with our simulations.
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Fig. 3 CPU utilization versus energy consumption

Fig. 4 Latency threshold versus energy consumption
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Fig. 5 Input data set size versus execution time

Fig. 6 Channel bandwidth versus execution time
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Fig. 7 Average CPU utilization versus execution time

Fig. 8 Latency threshold versus execution time
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6 Conclusion and Future Work

In this work we have explored the problem of computation offloading and resource
allocation in IoT networks with multiple intermediate edge levels. We formulated
an optimization problem and showed that by estimating computation requirements
we can reduce overall power consumption and latency. We are currently exploring
estimation models with machine learning techniques that can dynamically adapt,
improve estimations and lead to better results.
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A Decision Support Framework
to Enhance Performance in Resource
Constrained Devices

Saibal Ghosh and Dharma P. Agrawal

Abstract The last few decades have seen an exponential increase in capabilities
of smaller computing devices with an equally substantial decrease in their form
factors. The first wave was ubiquitous mobile connectivity which paved the way
for the widespread adoption of the Internet of Things (IoT) paradigm and its later
incarnation: The Internet of Everything (IoE). However, many of these devices may
not be able to fulfill all the requirements of applications that are designed to run
on them. In this work, we explore mechanisms to optimize computing offloading
decisions while minimizing transmission power to create a decision framework.
Our simulations show that the framework can achieve substantial improvements in
computing performance and power consumption.

Keywords Mobile wireless networks · Mobile user experience · Distributed
resource allocation · Distributed computing · Internet of things

1 Introduction

As more and more users have switched to smartphones, the demand for rich mobile
computing experiences have skyrocketed. New mobile applications such as natural
language processing, facial recognition, virtual and augmented reality and massively
multiplayer online gaminghave emerged [1–3]. The power of ubiquitous connectivity
has even extended to smart vehicles helping in early fault detection and remote
diagnosis, requiring minimal human interaction and helping to keep our roads safer
[4, 5]. For such experiences to be feasible, engineers have to keep the device’s power
and form factors to an acceptable level while allowing enough processing power to
create immersive experiences for effective user engagement [6].
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A solution to this problem is mobile edge and cloud computing. Traditional Cloud
infrastructure providers such as AmazonWeb Services, Microsoft Azure and Google
Cloud can provide the resources to run these demanding applications. However,
moving computation away to the edge and cloud introduces unexpected latencies
that impacts performance. More powerful IoT devices can act as a bridge between
traditionally inaccessible areas and the cloud [7]. We propose a tiered approach
wherein parts of the computation are moved to the edge for intermediate computing
while the cloud handles tasks that require more computing power[8–12]. The edge
and the cloud differ in computing power and network latencies but a balance can be
achieved to provide the best of efficiency and user experiences.

In this work, we study the offloading strategies for mobile devices and find a
middle ground, leveraging the edge and the cloud. Our simulations show that an
informed decision on computation offloading can be achieved from observing the
size of the payload data and computing load. By leveraging the combined power of
the edge and the cloud, we can obtain a framework for an optimal offloading strategy
that efficiently allocates workloads and minimizes power expenditure.

We describe the problem of distributing computation in the next section and our
simulation model in Sect. 3. We objectively formulate the problem of offloading
computation decisions in Sect. 4 and discuss the simulations and results in Sect. 5.
We finally conclude with our observations in Sect. 6.

2 Effectively Distributing Computation

An IoT network distinguishes itself from traditional computer networks in the sheer
number of nodes. Efficient utilization of the system requires a majority of these
nodes to perform computations. However, this also results in increased traffic for
housekeeping. Ideally, the computation should be distributed to the maximum pos-
sible extent while minimizing traffic. We split the task into atomic units that can
be independently computed at a node. Each group of nodes taking part in a larger
computation task is led by a leader node. We use a lightweight implementation of
Paxos to maintain consensus in the network [13].

Considering a group of nodes denoted by N and a group of leaders L , we construct
a bipartite graph denoted as G = (N ∪ L , E), where E is the set of edges between
nodes and leaders. An edge between ni ∈ N and l j ∈ L indicates the presence of
a communication channel between the two. Each node has one leader while each
leader is responsible for one or more subordinate nodes. We consider ti as the task to
be executed on node ni and that each node is able to connect to other nodes either as
a group or through leaders that communicate between groups. In order to optimize
for network traffic we have:

min max
j∈L

|N |∑

i=1

ti xi j
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wherein,

|L|∑

j=1

xi j = 1, i = 1, . . . , |N |

xi j ∈ 0, 1

(1)

xi j is 1, if the node ni is part of the group that has l j as the leader and 0 otherwise.

3 Modelling the System

We consider a system consisting of a large number of low powered devices clustered
in small groups with leaders. The leader coordinates taskmigrations and groups tasks
to be dispatched to the edge or cloud. All tasks assigned to an individual node are
atomic. However, for the overall computation, a number of these smaller sub-tasks
may need to be computed in parallel. Also, for efficiency, some tasks are grouped
together and computed at the edge or dispatched to the cloud. In general, we consider
the following scenarios:

1. Tasks that can be computed individually at each node.
2. Tasks that need to be grouped and computed at the edge.
3. Tasks that require intensive computation and are dispatched to the cloud.

We believe that this model accurately models a modern, large sized, real world
mobile network.Most computational tasks have a large number of low intensity tasks
and a minute number of computationally expensive tasks. Moreover, real world
computation demands that some sub-tasks must follow an order of computation.
Our simulation considers the absolute order of computations for an atomic task in
each node to determine the overall order of computation. Building the graph for
computations helps us to formulate the decision support framework to assist in real
world IoT setups and deployments in the future.

Figure1 shows a schematic diagram of the network with mobile devices, base
stations, edge computing devices and the cloud. Our network is comprised of a num-
ber of macro base stations connected to the cloud over very high capacity backbone
links. We have considered a tiered deployment of base stations wherein each macro
base station can also be connected to a number of smaller base stations. Each macro
base station has a number of Mobile Edge Computing (MEC) servers. The smaller
base stations are connected to the macro base stations over high capacity backbone
or wireless links. Each smaller base station is connected to one or more devices
over wireless links. Leader election strategies are applied to elect the base station
and macro base station leaders based on the nature of computation and the prevalent
network conditions.
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Fig. 1 The tiered network architecture

We denote the set of macro (Sm) and small base stations (Ss) as a nested list of
resources. Each macro base station in the list can be the leader of one or more smaller
base stations. We denote this as:

Sm = Sm0 , Sm1 , Sm2 , . . . , Smn

where,
Smi = Ss0 , Ss1 , Ss2 , . . . , Ssn

The macro and small base stations operate in non-overlapping frequency bands.
The spectrum is divided intoC channels whereC = 1, 2, . . . ,C , and each channel is
orthogonal to others to minimize interference. The bandwidth for each channel in the
base stations isωb andwe haveω1 = ω2 = . . . = ωb �= ωm . Let us consider the set of
all nodes as N = 1, 2, . . . , N . Each node has an assigned task Tn , where Tn is defined
by the tuple Tn = Rn, Pn, dmax

n , where Rn is the required resource for performing the
computation, Pn is the size of the input and dmax

n represents the maximum allowed
computational delay.

For each task, we choose between local computation, group and/or offload to the
network edge or offload to the cloud. The offload decision set is:

� = −O,−1,−O, . . . ,−1, 0, 1, . . . , O, O + 1

and the computational offload strategy is:

Y = yn|yn = i, i ∈ �, n ∈ N (2)

where, yn = 0 for local computation at n, yn = m, (m ∈ Ssi ) for offloading at an
edge node through a small base station s, yn = −m, (m ∈ Ssi ) for offloading to the
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cloud through a small base station s, yn = O + 1 for offloading at an edge node
through a macro base station and yn = −O − 1 for offloading at the cloud through
a macro base station.

3.1 Modelling Local Node Computation

Let us consider u0n as a device’s computing capacity, Rn as the computation that needs
to be performed, n and k to be the energy capacity of the device [14]. Therefore, the
time taken to process task Tn locally is given by:

dn
0 = Rn

un0
(3)

and the energy consumption for the node as [14, 15]

cn0 = k(u0n)
2
Rn (4)

3.2 Modelling Edge Node Computation

This scenario requires In data to be transmitted over links to the small base stations
or to the macro base station s, s ∈ Sm to be sent over to the edge. Let us consider
the transmission rate of a device n as:

rmn = nmωm log2 (�n p
c
nm + 1) (5)

where, pknm is the transmitting power of the device on channel c and,

�n = gmn
No + I (O < |yn| < Sm)

∑N
n′ �=n

∑Sm
m �=m ′ , pcn′m ′ , gm

′
n′

where No is the additive white Gaussian noise, gmn is the power gain from node n
to base station m and

∑N
n′ �=n

∑Sm
m �=m ′ , pcn′m ′ , gm

′
n′ is the interference from other edge

nodes to the node n transmitting to device m on the same sub-channel, I (x) is 1 if x
is true and 0 otherwise, nm is the number of orthogonal sub-channels of the node n
assigned by the leader node. For simplicity, we assume that:

C ≥
Sm∑

m=1

N∑

i=1

I (|yi | = m) (6)
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which gives us:

nSm = c
∑Sm

m=1

∑N
i=1 I (|yi | = m)

(m ∈ Sm) (7)

and,

nSm+1 = C
∑N

i=1 I (|yi | = Sm + 1)
(8)

using the uniform zero frequency reuse method [16]. Since the input data volume
exceeds the output data, the time required to receive the computation is ignored.

Now, the delay and energy consumption at the leader nodes are:

tun = I (1 ≤ yn ≤ O)tun,m + I (yn = O + 1)tun,O+1 (9)

and,
eun = I (1 ≤ yn ≤ O)eun,m + I (yn = O + 1)eun,O+1 (10)

where, tun,s = Rn

uun,s+ Pn
rsn

+Pntb
is the delay in moving the task from the node to the leader

through a small base station s, tun,O+1 = Rn

uun,O+1+ Pn
rO+1
n

is from the node to the leader

through a macro base station, uun is the computing capacity of the node n, tb is
the transmission delay for the backbone links for a unit of data, eun,s = esn + pcn +(

Rn
uun,s

+ Pntb
)

+ ptn,s Pn
rsn

is the energy for moving the task from the node to the leader

through a small base station s, eun,O+1 = esn +
(

pcn Rn

uun,O+1

)
+

(
ptn,O+1Pn
r O+1
n

)
is the energy for

moving the task from the node to the edge through amacro base station, esn represents
the energy consumed for scanning available base stations, pcn is the idle power draw,
ptn,m(m ∈ Sm) is the total transmission power n and ptn,m = nm pkn,m .

Therefore, the cost of migrating the computation to the edge nodes is:

Hu
n = ζ u + uun,m + ηrmn , (m ∈ Sm) (11)

where, ζ u is the unit cost of computation at the edge, η is the unit cost of transmission
for the base station m. Thus, the total cost of moving the computation to the leader
nodes is:

cun = βne
u
n + αnH

u
n (12)

where, βn and αn are factors that govern the energy consumption and cost.

3.3 Modelling Cloud Computation

We assume that the cloud always has enough computing capacity and that any task
arriving at the cloud will always proceed to completion[17].
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The computational delay and energy consumption for the cloud node n are:

tdn = I (−O + 1 ≤ yn ≤ −1)tdn,m + I (yn ≤ −O)tdn,O+1 (13)

and,
edn = I (−O ≤ yn ≤ −1)edn,m + I (yn ≤ −O)tdn,O+1 (14)

where, tdn,O+1 = Rn

tdn,O+1+ Pn
rO+1
n

+ Pnτ is the delay for moving the task from the leader

to the cloud through a macro base station, tdn,s = Rn

ldn,s+ Pn
rsn

+ Pntb + Pnτ is from

the node n to the cloud through a small base station s, τ is the delay from a
macro base station to the cloud for a unit amount of data transferred, ldn is the
computing capacity of the node n, tb is the delay for the backbone links for a

unit of data, edn,O+1 = esn + pdn
(

Rn

ldn,O+1
+ Pnτ

)
+ ptn,O+1Pn

r O+1
n

is the energy consumed

in moving the task from the node n to the cloud through a macro base station,

edn,s = esn + pcn
(

Rn
ldn,s

+ Pntb + Pnτ
)

+ ptn,s Pn
rsn

is the energy consumed for moving the

task from the node n to the cloud node through a small base station s, esn is the
energy consumed for scanning available base stations, pcn is the idle power draw,
pt(n,s)(m ∈ Ss) is the total transmission power of the node n and pt(n,s) = nm pk(n,s).

Therefore, the total cost of migrating the computation to the cloud is:

cdn = βne
d
n + αnH

d
n (15)

where,
Hd

m = ζ dl(n,m)d + ηrmn , (m ∈ Sm)

and ζ d is the unit computation cost in the cloud.

4 Problem Formulation

The overall cost of computation can be minimized by optimizing the following:

• Migrating data and tasks to the edge nodes and the cloud.
• Resource allocation for the overall computation.
• Power utilization for data transfers.

These can be expressed as the following mixed-integer programming problem:

min
p,Y,u

O+1∑

m=−O−1

N∑

n=1

I (Yn = m)cn (16)
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with the following six constraints:

C1 : u0n ≥ 0, n ∈ N ,

C2 : 0 ≤ ptn,m ≤ pmax
n , n ∈ N ,

C3 : udn,m ≥ 0, m ∈ Sm, n ∈ N ,

C4 :
O+1∑

m=1

N∑

n=1

uun,m ≤ U, m ∈ Sm,

C5 :
O+1∑

m=−O−1

I (yn = m) = 1, m ∈ �,

C6 : I (yn = m)(t ln + tdn + t0n ) ≤ tmax
n , m ∈ �

where, C1 denotes that each device has a finite, non-zero computing capacity, C2
denotes the range of the transmission power,C3 implies that the computing resources
are tangible, C4 puts a constraint that the computing resources of individual nodes
are less than the computing resources at the edge, C5 guarantees that the decision to
move tasks fromaparticular device is deterministic,C6 enforces that the computation
proceeds to completion within a specified deadline and

cn =

⎧
⎪⎨

⎪⎩

c0n, yn = 0

cln, yn > 0

cdn , yn < 0

5 Simulation

We compared performance based on local computation, offloading to the edge and
the cloud. The crux of the problem lies in efficiently making the decision to move
computation away from the local nodes to the edge or to the cloud. We consider
an iterative approach for arriving at a solution to this problem. We apply the Ford-
Fulkerson algorithm repeatedly to compute the efficacy of the migration between the
low powered nodes and the edge nodes and the cloud [18]. At each iteration, each
device in the network has the opportunity to compute and update its task offload-
ing decision based on the previous iteration. Each node computes the efficacy of
migration based on the strategy described in Sect. 2 and performs the migration
accordingly. Therefore, at each iteration, each device competes to choose the opti-
mal offloading strategy that minimizes the respective cost. Thus, the device with the
maximal reduction in the computation cost wins and is able to update its computation
offloading decision. This iterative process continues until no changes to the overall
cost are detected with the changes to the offloading decision strategy and the process
terminates.
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6 Discussion and Conclusion

Figure2 shows the averaged computation cost with respect to the input data size.
The computing cost decreases with each iteration until the algorithm converges and
we obtain an optimum resource allocation. The system always converges even with
increased payload sizes. This is because, our algorithm actively redistributes the
computation and more intensive tasks are ultimately moved to more powerful hard-
ware at the edge or in the cloud. Hence, although the overall system cost is more for
a larger payload, we do reach an optimum utilization of available resources after a
few iterations. Figure3 shows a comparison of the averaged computational cost for
the three schemes with respect to the available computational resources at the edge.
The computation cost decreases as the capacity at the edge increases.

However, we observe that at the start of the simulation, when resources at the edge
are low, offloading to the cloud outperforms offloading to the edge. This observation
is explained from the fact that at low edge node densities, it is more efficient to offload
the entire computation directly to the cloud rather than wait for more edge nodes to
become available which could slow down and increase the overall cost. Asmore edge
nodes become available, the average system cost converges and becomes constant.
This is because for each task there is a finite limit for fragmentation. Once the system
reaches this limit, the throughput becomes constant and cannot be improved further
even by adding more nodes.

Figure4 shows the variation of the average system cost with respect to the var-
ious offloading schemes and the changes in the computation cost ζ . For low CPU

Fig. 2 Averaged computation cost versus payload size
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Fig. 3 Averaged computation cost versus edge capacity

Fig. 4 Averaged system cost with different offloading strategies and ζ
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Fig. 5 Variation of the averaged system cost with the number of nodes

requirements, the average system cost is almost the same for all schemes. This is
because, each node can perform low intensity tasks without having to offload. As
such, thewhole system operates in local computationmode irrespective of the chosen
offloading scheme.However, as the requiredCPU resources increases, we see that the
offloading schemes start performing better than purely local computation. Once the
required CPU cycles exceed the gigahertz level, the combined edge and cloud com-
puting offloading scheme performs even better as the increased CPU requirements
are now met by the edge and the cloud improving the efficiency of the devices.

Since the combined strategy effectively offloads the computation to the cloud due
to lack of available CPU cycles at the edge, a substantial improvement is achieved
over the fixed offloading strategy and the edge, albeit with a small network latency
penalty. As the capacity of the edge is increased, the overall system cost for the two
strategies tend to converge as most of the computational requirements can be handled
by the edge itself. Therefore, once the system reaches an optimum utilization at the
edge, the overall cost of the computation becomes constant.

The variation of the average system cost with the number of available nodes for all
the computational strategies is shown in Fig. 5. Both edge and combined cloud and
edge computing perform better than the local computation. However, the combined
strategy performs better and is able to reduce the overall system cost above and
beyond what can be achieved from only the edge. This is more evident when the
overall computational capability of the edge is small.

The fact that offloading and efficient resource allocation can greatly reduce the
overall cost of computation over strictly local computation is evident from our results
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wherein both the offloading strategies consistently outperform the strictly local strat-
egy. However, as the number of devices increases, we observe that the combined edge
and cloud offloading strategy tends to outperform the edge offloading strategy. This
is attributed to the fact that even with an increase in the number of edge nodes, they
still cannot match the performance of the cloud where some computational tasks
maybe offloaded by the combined strategy. For the purposes of this study we have
assumed that the cloud can always compute the overall task to completion. In the
real world there is always a finite possibility that the cloud may run out of capacity
and may cause a bottleneck in the overall computation as the local and edge nodes
are already saturated. However, the likelihood of that happening is extremely small
and we do not consider that as part of our study.
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Proactive Personalized Primary Care
Information System (P3CIS)

V. Lakshmi Narasimhan

Abstract Personalized primary care is becoming very important as individualized
medical datasets are being collected on a vast scale by many systems and organi-
zations around the world. However, allegations are there that current primary care
treatments and procedures therein are not optimized for all people, but only to certain
type of people. This paper concerns the design of an Internet of Things (IoT) based
personal information system that can facilitate personalized primary care. In addi-
tion, the system also offers proactive care in that key features from automatically
extracted data from the user is analyzed and, where required, sent to their primary
physician. The Proactive Personalized Primary Care Information System (P3CIS) is
based on private cloud architecture and hence offers reasonable data security and
privacy to user datasets through encryption and decryption procedures. The perfor-
mance indices indicate that the P3CIS system is practically viable and further offers
good value-add to proactive personalized primary care to every individual patient.

Keywords Proactive personal care · IoT · Data security and privacy · Private
cloud · Parametric performance model

1 Introduction

Personalized primary care concerns the provision of customized medications and
treatment procedures based on individual characteristics such as race, gender, height,
weight and the like [1]. The current system of medical care is not personalized and
indeed, there are allegations that both treatment procedures and medications have
been developed for White men and White women only [2]. Further, allegations are
there that such procedures are not appropriate for non-White people. This paper
concerns the design of a Proactive Personalized Primary Care Information System
(P3CIS), which aims to offer proactive and personalized care to each and every
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individual. The system is proactive in that datasets can be analyzed locally and key
features can be sent to primary physician on a need basis.

The rest of the paper is organized as follows: Sect. 2 provides an overview of
Internet of Things (IoTs), while Sect. 3 describes the nature of proactivity and person-
alization in primary care. Section 4 presents the architecture of the P3CIS, followed
by the need for security and privacy of data and information in the P3CIS system in
Sect. 5. The performance of the P3CIS system is evaluated using parametricmodeling
technique as described in Sect. 6, while the conclusion summarizes the paper and
offers pointers for further R&D work in this arena.

2 Internet of Things (IoT) and Sensors

Internet of Things (IoTs) are devices that contain a processor, variety of sensors,
wireless modem, energy source and sometimes GPS (Fig. 1) [3, 4]. Sensors are
available in IoTs include those for monitoring weight, temperature, pulse rate, heart
rate, blood oxygen level, blood sugar level and other details need to monitor an
individual. IoTs have an operating system and other associated programs so that
most processing requirements are met locally. Networking systems over IoTs allow

Fig. 1 Configuration of an IoT
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them to cooperate with each other so that a complete coordinating system can be
built rapidly in order monitor individual patient and offer proactive personal primary
care [7, 8].

3 Proactivity and Personalization in Primary Care

Personalization in primary care concerns the provision of individual care attention
based on their personal history, their gender, race and their body needs and condi-
tions. Personal care varies from one patient to another and personalized medical
care offers better recovery and management from various diseases [5]. Further, the
P3CIS system offers proactive care [6] in that key features from individual patients
can be automatically extracted and locally analyzed and, when and where required,
the data and features can be sent to their primary physician via built-in modem in the
IoT device. The IoT based device contains personalized sensors in order to monitor
conditions of a user on an on-going basis and record them. A care provider can
download data and/or extracted key features using their smart phone and monitor
them on a regular basis. The IoT based device is similar to a wrist band and does not
intrude with the patient movements or comfort.

4 P3CIS Information Architecture

The P3CIS data architecture is provided in Fig. 2, whose core is ISO Standard Asset
Registry [11] and a datawarehouse.Various types of data cleansers and handlers (e.g.,
XML extensions for import and export [9]) are also available in this data architecture.
Figure 3 provides the private-cloud based information architecture [10] of the P3CIS
system offering a wide variety of services, which include data collection, processing,
analytics, besides encryption and decryption. In addition, Query-By-Example (QBE)
service is also available, whereby a service provider can search over a given condition
of a particular patient—be they signals, data or image. TheQBE service thus provides
image and signal comparators, besides a variety of data related comparators.

5 Security and Privacy of Data and Information

Security and privacy of medical data are two major issues with regard to medical
data. The P3CIS system is private cloud based and hence only a limited number
of approved personnel can operate the system. Further, the system offers a limited
degree of data encryption and decryption and, in addition, provides data dithering
also. As a result, the P3CIS system has a decent control over the two thorny issues
of security and privacy of user’s medical data.
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6 Parametric Performance Evaluation

A parametric model-based evaluation of the P3CIS Cloud system has been carried
out. Table 1 provides typical parameters used for the evaluation of the P3CIS Cloud,
which have been obtained after discussions with several experts. Table 2 provides
a list of performance indicators and their values, wherein the values are calculated
using Relative Cost Unit (RCU) so that depending on the actual cost of individual
companies a suitable multiplier can be employed to calculate the corrected values of
various performance indices. It is hoped that these indicators will provide the way
forward for the advancement of such systems in various marine sensor network R&D
centers around the world.

7 Conclusions

This paper describes a wireless sensor network environment for managing marine
environment. A CCOM model of the sensor network system has been developed.
In addition, a four-layer information management architecture containing modules
that collects and cleans data, an integrated asset registry, tools and technologies for
information exploitation and output management in order to handle various types
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Table 1 P3CIS private cloud information systems architecture

S. No. Explanation Symbol Average value Max. value

Size of P3CIS PDF file (data or
sonar or image)

a 0.001 GB 1 GB

Number of sensors per person b 8 15

Number of persons per field of
interest

c 50 200

Average number of messages per
sensor

d 3 5

Number of gateway nodes e 5 7

Average sensor message size per
message

f 5 10

Number of services in P3CIS g 4 10

Number of Maintenance calls per
day

h 4 6

Number of To-Act-On messages per
day

i 5 20

Number of Upgrade requirements
per day

j 4 6

Number of Internal low-end service
calls per day

k 10 18

Number of Internal medium-end
service calls per day

l 5 8

Number of Internal high-end service
calls per day

m 3 5

Number of Reports to be generated
per day

n 40 100

Number of Knowledge query
management per day

p 50 150

Number of Help line
management--simple call per day

q 20 30

Number of Help line
management--medium call per day

r 10 15

Number of Help line
management--complex call per day

s 5 8

Number of compliance requirements
per day (if any)

t 5 10

Average viewing time per report u 4 min. 7 min.

(continued)
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Table 1 (continued)

S. No. Explanation Symbol Relative cost units

1. Data storage cost per GB per month C1 25

2. Data access cost per GB C2 2

3. Internal low-end service cost per service call C3 1

4. Internal medium-end service cost per service call C4 3

5. Internal high-end service cost per service call C5 8

6. Maintenance cost per service call C6 15

7. Upgrade cost per service call C7 10

8. Encryption cost per file (1 MB) C8 5

9. Decryption cost per file (1 MB) C9 5

10. Air conditioning costs per day C10 200

11. Average Downtown costs for services upgrade per
day

C11 400

12. Compliance Management costs per compliance
requirement (if any)

C12 500

13. Average Report generation cost per report C13 20

14. Average Knowledge query management cost per
query

C14 2

15. Help line management per simple call C15 1

16. Help line management per medium call C16 5

17. Help line management per complex call C17 10

of customer requirements. An important feature of this architecture is the use of
ISO-compliant federated asset registry [11], which ensures all data, metadata and
information can be stored and exported in a standardized manner. We are currently
working on following up on theMIMOSAStandards [12] and ISOStandards [13] and
enhancing them to suit marine information management. The issues to be addressed
include, conditional monitoring and facilitation for diagnostics and prognostics of
various asset types inside a marine sensor network, including sensors, thrusters and
others. The performance of the P3CIS private Cloud has been evaluated using para-
metric modeling technique and the results indicate that P3CIS private Cloud system
can successfully enhance the performance of the scientists and technical people
involved in this field; the details are also provided in this paper. We intend to develop
operational IT systems, in addition to developing international Standards in these
areas.
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Table 2 P3CIS private cloud information systems architecture performance indicators

S. No. Metric name Symbol Formula Typical average
value

Max. value

1. Average Execution
time per person

PI-1 (a * b + d * e * g) *
h * i

60.16 43,800

2. Average bandwidth
used per day

PI-2 a * b * c * i 2 60,000

3. Average Downtime
Management per
person

PI-3 C11 / (b * c) 1 0.14

4. Average cost of
security per person

PI-4 (C8+ C9) * b * e * d 1,200 5,250

5. Average Ease of Use
per person ==
Average Execution
time per person cost
+ Weighted average
service call time +
Weighted average
Help call time

PI-5 {(a * b + d * e * g) *
h * I} + {C3 * k +
C4 * l + C5 * m} +
{C15 * q + C16 * r
+ C17 * s}

229.16 44,067

6. Average report
generation cost per
day

PI-6 C13 * n 800 2,000

7. Average compliance
requirement cost per
day (if any)

PI-7 C12 * t 2,500 5,000

8. Average network
usage cost ==
Average execution
time cost per
person+ Visit cost +
specialty related cost
+ InfoSec cost +
data access and
storage cost

PI-8 (a * b * c) + (d * f)
+ (g * i) + (C8 +
C9) * i + (C1 + C2)
* b * c * i

54,085.4 1,623,550

9. Average P3CIS
cloud usage cost ==
PI-18 + Knowledge
query cost+ upgrade
cost + maintenance
cost + Aircon cost

PI-9 PI-8 + (C14 * p) +
(C7 * j) + (C6 * h)
+ C10

54,485.4 1,624,200

10. Average Cost of
Ownership per acre

PI-10 PI-9/c 1,089.71 8,121
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CADAES – Cooperating Autonomous
Drones for Agricultural
and Entomological Safety

V. Lakshmi Narasimhan

Abstract Unmanned Ariel Vehicles (UAV), also known as Drones, are being
employed in the Agricultural industry widely in many countries—Japan being the
lead example. Drones are employed to spray insecticides and also gather imagery
of the field. The latter is used for managing and modelling plant growth, disease
modelling and even for entomological applications. This paper describes the design
of a Drone-underpinned Agricultural systems, which runs over a Cloud environment.
It uses 3-D Digital Elevation Models (DEM), besides facilitating access to a variety
of publicly available and privately held agricultural databases on diseases, growth
modelling and others. The system employs an agent-based approach towards deci-
sion support system design. The performance of the cloud-based system is evaluated
using parametricmodelling technique and, they indicate that the system iswell-suited
for a variety of Agricultural applications.

Keywords Agricultural drones · Cloud-based drone information architecture ·
Agent-based co-ordination · Parametric performance modelling · Entomological
safety

1 Introduction

In the context of Agriculture, drones are simply Unmanned Ariel Vehicles (UAVs)
carrying a number of useful devices such as cameras, GPS, specialized software and
hardware for processing, and spray-able resources (see Fig. 1). Drones have success-
fully been employed in a wide variety of applications such as, law enforcement,
fisheries, surveillance, water management, various military applications and others.
Indeed, the Association for Unmanned Vehicle Systems International (AVUSI) esti-
mates [1, 2] that “drones will create more than 34,000manufacturing jobs and 70,000
new jobs in the United States in the next three years, with an economic impact of
more than $13.6 billion, growing tomore than 100,000 jobs and $82 billion by 2025”.
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Fig. 1 Applying drone technology to agriculture and entomology

The AUVSU further calls for the legalization of commercial drones in the US and
other Western countries. In Asia, China and Japan are heavy drone users too [3]. In
fact, Japanese rice farmers have been using robotic RMAX crop-dusting helicopters
for nearly 30 years or more. It is heartening to note that more than 127,000 drones
have been sold on eBay since March 2014, generating about $16 million in sales
despite the fact that drone use faces considerable hurdles in personal privacy issues
tied to the onboard camera and other on-board entities [3].

According to Chad Colby, a UAV specialist, three quarters of the USA’s drone
fleet will be flown in the business of agriculture [1] and that producers are using drone
technology to help identify field and livestock issues early and rectify them before
crop loss occurs. This new airborne farming tool will allow producers to aerially
view fields as never before with high-resolution Infrared cameras to detect insect,
disease, and water threats more effectively than the human eye. However, Federal
Aviation Administration in USA still maintains its strict regulations on drone use
that potentially handcuff farmer ingenuity and limit its application to food and fiber
production.

Matt Wade of senseFly [4], a drone maker based in Switzerland, provides three
main drivers for the raise in popularity of drones among farmers; the first driver
is technological: agriculture-specific drones are becoming easy enough to operate
without any piloting skills. They are also getting relatively low-cost, ranging from a
few hundred to a few thousand dollars. The aircraft isn’t the whole cost, though. Toby
Waine [5], a remote sensing expert at Cranfield University, explains: “As a farmer,
you can get a cheap drone and take some nice photos, but tomakemeasurements, you
need better quality cameras with near-infrared capability for vegetation monitoring.
And you’ll need supporting agronomic data—such as soil, water and weather—
for calibration of crop models to make informed decisions”. The second driver is
awareness, as word spreads about the productivity benefits. In the UK, for example,
the government even provides grants to farmers who want to purchase a drone. The
third driver is the evolving regulatory situation (or is the lack of one?).While just a few
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years ago a drone flying over the countryside was a rarity, now they’re becoming so
common that countries increasingly move to more pragmatic regulations to manage
commercial use.

Indeed theVision 2020 document [6] of ICARaims for, “computer software devel-
oped for creating, updating and for retrieval of data thru’ Agricultural Research
Information System (ARIS) … that will emphasise efficiency, sustainability, diver-
sification, post-production management, … Innovative approaches will have to be
adopted to upgrade skills of farmers and for technological empowerment of women
engaged in agriculture….”. Furthermore, the Vision 2030 document [7] of ICAR
aims to, “Develop a futuristic human resource development programme in cutting-
edge science and technology in order to improve access to information through
effective use of Information and Communication Technology……”. These objec-
tives comprehensively met by the design of a system called, CADAES—Coordi-
nating Autonomous Drone Technology for Agricultural and Entomological Safety.
The system collects copious amount of historically annotatable datasets and would
employ Big Data Analytics [8, 9] over the Cloud computing environment [10] and
extensive software systems so that small and medium size farmers can benefit from
integrated farm and crop management processes. This design and implementation
methodology forms part of the larger Agricultural Internet of Everything (also known
as Internet of Things (IoT)) [11, 12] in that all farm related monitoring can now be
brought from the field to the farmer-at-home.

The rest of the paper is organized as follows: Sect. 2 surveys related literature on
the use of Agricultural drones, while Sect. 3 describes the CADAES environment.
Section 4 details the operation of CADAES, followed by the description of the
detailed design of the CADAES environment in Sect. 5. The parametric model for
evaluating the performance of CADAES is presented in Sect. 6, while the Conclusion
summaries the paper and offers pointers for further R&D work in this arena.

2 Related Research

Related research work includes those by the authors of [5], who have contributed
to near-Infrared imaging, while authors of papers [13, 14] have dealt with design of
drone technologies only. Furthermore, the authors of [5, 15, 16] have dealt withmany
aspects of drone (and remote sensing) based image processing of agricultural crops.
Lastly, the work using Depth-sensing camera [17] will be unique and to date not
much filed results have been reported based on such a device. Greenhouse sensors
and related automatic robotic manipulators and algorithms have been dealt with
in [18, 19]. While many of these papers are related to this research, our proposal
contains significant enhancements and novelties that we need to study them in a
comprehensive manner and hence this proposal seeking in-depth research funding.
Furthermore, this paper envisages value-add to farmers and farm-related product
developers thru’ actual database generation and a number of predictive tools and
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technologies. Such a comprehensive approach has not been attempted yet—to the
best of the investigators.

3 The CADAES Environment

The Cooperating Autonomous Drones for Agricultural and Entomological Safety
(CADAES) environment can coordinate autonomous Drones for the benefit of agri-
cultural and entomological safety. The technology treats drones as independent and
coordinating entities so that they can operate on a cooperative basis. Further, a
comprehensive 3DDigital ElevationModel (DEM) [20] for the field at large—i.e., in
the case of small farmers this implies that the farms surrounding them—is modelled
so that they can get extensive view of their agricultural necessities and understand
the limitations within which they can operate. Big Data over a cloud computing
environment would be used to perform necessary analytics in order to provide a
comprehensive decision support system. Specifically, the CADAES environment
offers the following features:

• Design of a multi-device small-scale drone using Commercial Off-The Shelf
(COTS) products and software in addition to using a commercial COTS drone (so
that one can perform comparisons of various nature),

• Development of a suite of near-Infrared imageprocessing software for cropgrowth
modelling and create crop-specific database,

• Provides a suite of near-Infrared image processing software for dynamic disease
profiling (including their life-cycle analyses) and create crop-specific database,

• Provides a suite of near-Infrared image processing software for seasonal entomo-
logical modelling and create crop-specific database,

• Offers a software system that can identify entomological corridors of activities
and create crop-specific database,

• Identifies 3D vectors of spread for diseases and insects.
• Inducts post-disaster management and monitoring processes,
• Facilitates 3-Dimensional Digital Elevation (DEM) model of the land in order to

understand water and nutrient usage, and,
• Provides of a cost-benefit model for the usage of the CADTAES-like technology

4 Operation of the CADAES Environment

Modern agricultural drones employ fly-by-wire technology and are fully autonomous
and programmed to follow a given trajectory or corridor. They are equippedwith tools
such as, accelerometers, gyroscopes, a compass, and hardware to avoid obstacles.
The autopilot does the flying, computing everything from the take-off and flight to the
landing—aiming for maximum coverage of the field, while getting all the necessary
data. “Users are never required to manually generate or plot mission paths or build
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flight plans based onweather conditions. Instead, the aircraft will automatically adapt
to its conditions to collect the highest quality data,” quotes Earon [21] a drone scien-
tist. The use of modern Information and Communication Technology (ICT) and 3D
terrain modelling play an important role. This creates an Internet of Everything (IoE)
so that the farmer now becomes empowered by the technology. The datasets derived
from these sensors can be analysed on a real-time basis. Further, one could use them
in manners so that one can ask several types of what-if questions answered/analysed.
The overall evaluation of the effectiveness and operational efficacy of the CADAES
environment is performed over through actual on-field experimentation in a real farm
– as provided in Sect. 6.

5 Design of the CADAES Environment

This section describes the design of the CADAES environment through the provision
of: i) design of a novel drone family, ii) nature of communication and networking
mechanisms, iii) underlying agent-based coordination mechanisms, iv) the design
of the Drone Operations Management and Information Exploitation Environment
(DOMIE2) and v) the ways to manage agricultural data safety and security of
individual farmers.

5.1 Design of Novel Drone Family

The CADAES environment handles autonomous, wireless, reusable and re-
configurable family of drones with several devices as noted in Table 1. These devices

Table 1 Nature of Devices in a Drone

Photogrammetric Devices

• High resolution visual camera

• Near-Infrared camera

• (Hyperspectral camera)

• Depth-Sensing Camera Works in Bright Light and Darkness

Protection Devices

• Dust & Sand protection units

Communication & Coordination Devices

• Agent-based communication devices

Navigation Devices

• GPS unit

• Gyroscope unit
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meet the needs of four major functional areas [13, 14], namely, Photogrammetric,
Protection, Communication and Coordination and Navigational. These devices are
mounted on a single stable platform under the drone. One of the drones carries
a hyperspectral camera, as it has been shown in the literature that hyperspectral
images can give a better understanding of the crops and disease profile [3, 12];
however, comprehensive work in this area is still not in the public domain. All drones
will carry high resolution visual camera, near-Infrared camera and a Depth-Sensing
Camera (DSC) Works in Bright Light and Darkness [17]. It has been shown that the
DSC can work well through smoke, smog and fog-ridden conditions also. Dust and
sand protection will also be available in all drones, besides a GPS and gyroscopic
unit. We deployed COTS-based drones such as those offered in [22, 23], but more
specialized drones can be designed for specific environments.

5.2 Communication and Networking Mechanisms

Typical drones employ the ZigBee Pro/IEEE 802.15.4 communications protocol [24,
25], whose typical characteristics are provided in Table 2 and its typical communi-
cations packet is shown in Fig. 2. The ZigBee standard supports three device types:
ZigBee Coordinator, ZigBee Router and ZigBee End Device, with each device type
implementing several types of functions, thereby impacting overall cost of the device.
ZigBee Pro/IEEE 802.15.4 Packet Communication Format/s is well-documented and
relevant software systems are also available. As noted, the ZigBee communication
supports point-to-point, point-to-multipoint and peer-to-peer topologies. In addition,
self-routing, self-healing and fault-tolerant features are also available in this network.

Fig. 2 ZigBee Pro/IEEE 802.15.4 packet communication format
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• Works on 2.4 GHz
• Point-to-point, point-to-multipoint and peer-to-peer topologies supported
• Self-routing, self-healing and fault-tolerant
• Based on Atmega128RFA1, SoC
• ZigBee-Pro/IEEE 802.15.4
• On-Chip Antenna
• -100 dBm RX Sensitivity; TX Output Power up to 3.5 dBm
• Ultra Low Power consumption (1.8 to 3.6V) for Rx/Tx : <20 mA
• CPU Active Mode (16MHz): 4.1 mA
• 2.4GHz Transceiver: RX_ON 12.5mA / TX 14.5mA (maximumTX output

power)
• Deep Sleep Mode: <250nA @ 25°C
• Long-life commercial solid-state (Li/Ni-Ion) Battery and Solar Power

The overall Cloud-based architecture of CADAES, as a drone based agricultural
IoE System, is presented in Fig. 3, wherein farmer at the home (or cooperative) can
find out about the nature of the soil, plant growth and control nutrient and flows
and many other parameters. The architecture is Cloud-based in order to facilitate
handling of data sets, various databases and other software systems. Further, this set
up is enhanced through cameras placed at strategic places. It is noted that the farmer

Fig. 3 Overall architecture of the cloud-based CADTAES environment



374 V. Lakshmi Narasimhan

can communicate with each node via a smart phone and, in addition, appropriate
APPs are developed so that on-line engagement with their farms can be effected
from anywhere-anytime.

5.3 Agent-Based Coordination Mechanisms

Intelligent agent-based coordination mechanism will be used to manage more than
one drone. Specifically, we intend to employ Belief, Desire and Intention (BDI) [21,
22, 27] agents for coordination amongst the drones. BDI framework combines Arti-
ficial Intelligence (AI) with cognitive architectures (typically event driven program-
ming environment) in order to pursue long-term objectives through the monitoring
of short-term events and follow-up actions. Domain expertise in the handling of
cooperating drones is required (cf. more details on cooperative engagement facility
of US-DoD [28]) to document standard operating procedures and chains of decision
makings. It should be possible to model complex prioritizations and interactions and
monitor them as they happen in real-time. Later, if required one should be able to
reproduce them—this problem has been shown to be impossible to solve in theory,
but in practice a near-optimal solution can be found. Specialized behavioural agents
can also be evolved from the BDI architecture. Java language-based JACK is an
excellent public domain BDI tool that could be employed for this purpose.

Specifically, the following activities are possible:

i. Creation of a repertoire of behaviours common to all agents in the agricultural
domain—this process of domain tailoring agents is typical in BDI systems,

ii. Identification protocols for communication/coordination and their reciprocal
commitments,

iii. Identification the set of actions and default reactions to events.
iv. Have an ability to manipulate and operate with common databases, synchro-

nization requirements, and the modularization of engineering hardware-
software co-design processes thereof,

v. Development plan1 generation tools (including multiple, concurrent and
parallel plan generations) that the drones could possibly follow, (we intend
to use Petri net-based modelling [29] to check for the correctness of operation
of these plans),

vi. Development a source modelling and usage tool that goes with the plan
generator so that resource usage (including fuel usage) can be optimized, and,

vii. Development of advanced concepts—called Capability—in the context of the
CADTATES environment based on the works of [30]. Capabilities provide an
additional degree of modularization and encapsulation whereby a drone’s list
of capabilities (viz., its capable list of plans, resources and possible outputs)
can be defined in advance so that it can be called upwhen as andwhen needed to

1Plan is a term used to capture all activities associated with a drone such as, navigation, mapping,
switching on-and-off of cameras, stability management, etc.
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Fig. 4 Formal definition of the concept of capability (adapted from [30])

solve a complex problem. An example for the formal definition of a capability
is provided in Fig. 4.

5.4 Designing a Drone Operations Management
and Information Exploitation Environment (DOMIE2)

Drone Operations Management and Information Exploitation Environment
(DOMIE2) is essential so that a farmer can monitor and manage their farm in the
best possible manner. The DOMIE2 provides a list of functionalities that include,
but not limited to, the following:

• A suite of near-Infrared image processing software for crop growthmodelling and
create crop-specific database. These information will be provided visually and a
pre-constructed narrative will appear in English and prominent local languages
that describes the information in farmer-friendly terms.

• A suite of near-Infrared image processing software for dynamic disease profiling
(including their life-cycle analyses) and create crop-specific database. Farmer-
friendly pre-constructed narrative will appear in English and prominent local
languages.



376 V. Lakshmi Narasimhan

• A suite of near-Infrared image processing software for seasonal entomolog-
ical modelling and create crop-specific database. Farmer-friendly pre-constructed
narrative will appear in English and prominent local languages.

• Asoftware system that can identify entomological corridors of activities and create
crop-specific database. Farmer-friendly pre-constructed narrative will appear in
English and prominent local languages; this information will also be available
visually over a commercial Geospatial Information Management System (GIMS)
such as ArcView [31].

• The system will identify 3D vectors of spread for diseases and insects; these
information will be made available visually over GIMS.

• Monitor and manage—through appropriate crop modelling software—yield
prediction from three weeks of sowing to just prior harvesting; this in turn can
be linked to market pricing so that effective harvesting time prediction can be
achieved).

• The system will provide post-disaster management (e.g., flood, cyclone, wind,
tornado, etc.), and follow-up monitoring processes; this sub-system will spawn
the latest disaster management datasets—post disaster.

• The system will provide 3-Dimensional Digital Elevation (DEM) model of the
land in order to understand water and nutrient usage, and,

• A cost-benefit model for the usage of the CADTAES-like technology would be
available so that a farmer can play with if-then-else conditions on the potential
usage of this technology and its benefits.

5.5 Managing Agricultural Data Safety and Security
of Individual Farmers

Data security and their safety aspects are key issues in the digital world and they are
so in the Agricultural digital world also. While the CADTAES environment would
digitally and automatically collect a number of datasets—including those on indi-
vidual farmers and their farmlands—protecting the privacy of individual farmers’
collections are vitally important. It is also noted that the collated statistical informa-
tion of the collective farmers would be useful to all farmers and hence the cumulative
or composite results would be made available in a statistically independent manner.

6 Parametric Performance Analysis of CADAES

Aparametricmodel-based evaluation of the CADAESCloud system has been carried
out. Table 2 provides typical parameters used for the evaluation of the CADAES
Cloud, which have been obtained after discussions with several experts. Table 3
provides a list of performance indicators and their values, wherein the values are
calculated using Relative Cost Unit (RCU) so that depending on the actual cost of



CADAES – Cooperating Autonomous Drones for Agricultural … 377

Tables 2 Parameters for evaluating CADAES-cloud information systems architecture

S.
No.

Explanation Symbol Average value Max. value

1. Size of messages file a 0.5 MB 1 MB

2. Number of communication per sensor/IoT per
day

b 3 5

3. Number of sensor/IoT per acre c 20 35

4. Number of Follow-up visits per patient d 3 5

5. Number of router nodes per acre e 2 4

6. Number of Gateways per acre f 1 3

7. Number of Sub-Specialties message weightage g 4 6

8. Number of Maintenance calls per day h 4 6

9. Number of Images per acre i 5 7

10. Number of Upgrade requirements per day j 4 6

11. Number of Internal low-end service calls per day k 10 18

12. Number of Internal medium-end service calls
per day

l 5 8

13. Number of Internal high-end service calls per
day

m 3 5

14. Number of Reports to be generated per day n 40 60

15. Number of Knowledge query management per
day

p 50 70

16. Number of Help line management–simple call
per day

q 20 30

17. Number of Help line management–medium call
per day

r 10 15

18. Number of Help line management–complex call
per day

s 5 8

19. Number of Compliance requirements per day t 1 3

20. Average viewing time per image u 4 min. 7 min.

S. No. Explanation Symbol Relative cost units (RCU)

1. Data storage cost per GB per month C1 25

2. Data access cost per GB C2 2

3. Internal low-end service cost per
service call

C3 1

4. Internal medium-end service cost per
service call

C4 3

5. Internal high-end service cost per
service call

C5 8

(continued)
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Tables 2 (continued)

S. No. Explanation Symbol Relative cost units (RCU)

6. Maintenance cost per service call C6 15

7. Upgrade cost per service call C7 10

8. Encryption cost per file (0.5 MB) C8 5

9. Decryption cost per file (0.5 MB) C9 5

10. Air conditioning costs per day C10 200

11. Average Downtown costs for services
upgrade per day

C11 400

12. Compliance Management costs per
compliance requirement

C12 500

13. Average Report generation cost per
report

C13 10

14. Average Knowledge query
management cost per query

C14 2

15. Help line management per simple call C15 1

16. Help line management per medium
call

C16 5

17 Help line management per complex
call

C17 10

individual companies a suitablemultiplier can be employed to calculate the corrected
values of various performance indices. It is hoped that these indicators will provide
the way forward for the advancement of such systems in various marine sensor
network R&D centers around the world.

7 Conclusions

Drones are currently being employed in a variety of agricultural applications in
a number of countries—Japan being the lead example in this arena. This paper
describes a Drone based agricultural information system, called CADAES, which
collects a variety of data and images using a variety of cameras over a wide spectrum
range. The CADAES systems runs over a cloud-based environment and uses DEM
models for photogrammetric enhancement of the images. The system employs agent-
based data management for storage and retrieval. The system has access to a wide
variety of publicly available and privately held databases on such aspects as, growth
modelling, disease profiling and entomological considerations for a variety of crop
types. The performance of the cloud-based CADAES has been evaluated using para-
metric modelling technique and, the performance indices indicate that the system
is well-suited for a number of agricultural applications. The system is an evolving
one and hence has a number of challenges to meet, which include but not limited to:
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Table 3 CADAES cloud performance indicators

S. No. Metric name Symbol Formula Typical average
value

Max. value

1. Average Execution
time on data per
sensor/IoT

PI-1 (a * b + d * e * g) *
h * i

720 25,200

2. Average bandwidth
used per day

PI-2 a * b * c * i 150 1,225

3. Average Downtime
Management per
patient

PI-3 C11/ (b * c) 6.667 2.2857

4. Average Cost of
Security per acre

PI-4 (C8+ C9) * b * e * d 450 1,750

5. Average Ease of
Use per acre ==
Average sensor/IoT
Execution time on
data per acre +
Weighted average
service call time +
Weighted average
Help call time

PI-5 {(a * b + d * e * g) *
h * I} + {C3 * k +
C4 * l + C5 * m} +
{C15 * q + C16 * r
+ C17 * s}

1,419 10,320

6. Average report
generation cost per
day

PI-6 C13 * n 400 600

7. Average compliance
requirement cost per
day

PI-7 C12 * t 500 1,500

8. Average network
usage cost ==
Average Execution
time on data per
sensor/IoT cost +
Visit cost +
Specialty related
cost + InfoSec cost
+ Data access &
storage cost

PI-8 (a * b * c) + (d * f)
+ (g * i) + (C8 +
C9) * i + (C1 + C2)
* b * c * i

8,215 33,397

9. Average CADAES
cloud usage cost ==
PI-18 + Knowledge
query cost +
upgrade cost +
maintenance cost +
Aircon cost

PI-9 PI-8 + (C14 * p) +
(C7 * j) + (C6 * h)
+ C10

8,615 33,887

10. Average Cost of
Ownership per acre

PI-10 PI-9/c 430.75 968.2
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(i) data normalization for many zones, (ii) data dictionary design, (iii) overall yield
predictions and (iv) detailed entomological modelling along with wind patterns and
other environmental considerations; these form future R&D in this arena.
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Evaluation of NoSQL Databases Features
and Capabilities for Smart City Data
Lake Management
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and Ely Salwana Binti Mat Surin

Abstract A data lake means there’s an immense data resource or repository. Data
lake stores enormous data and uses advanced analytics to pair data from various
sources with different types of structured, semi-structured and un-structured infor-
mation. The lifeblood of a smart city is data. Effective datamanagement is not limited
to data collection and storage, but must also involve shared and combined data so
that it can be accessed, analyzed and used across agencies, within organizations,
and even across the society. NoSQL is a form of database that is becoming increas-
ingly common among web firms. NoSQL databases are non-tabular and store data
rather than relational tables in a different way. NoSQL databases come in a variety
of forms, mainly document, key-value, wide-column, and graph based on their data
model.NoSQLoffers easier scalability, better performance compared to conventional
relational databases, and consists of many data types, such as document, key-value,
wide-column, and graph. This work studies NoSQL database features and capabil-
ities by considering four indicators, namely performance, scalability, accuracy and
complexity, in order to measure the compatibility of NoSQL databases with multiple
data types. The result of the experiment reveals that when accommodating massive
data volumes, MongoDB is the most stable NoSQL database.
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1 Introduction

Smart City uses data lake technology to store data in enormous capacity and there are
many types of databases. One of the main and key features of big data technologies
is NoSQL database. NoSQL database is able to store structured, semi-structured
and unstructured data [1–3] regardless of type, format with 4Vs features: “volume,
velocity, variety, veracity” [8–11] which is consisting of several model of data such
as document, key-value, wide-column, and graph [4–9].

Data lake provides a scalable framework for storing large amounts of data and
generating analytics that can assist multiple stakeholders in making effective deci-
sions and developing new markets [10–13]. However, data lake still has many prob-
lems and drawbacks, one of the main issue is the use of trigger functions within
ACID (Atomicity, Consistency, Isolation and Durability) to process complex online
transactions and text statements [14–16]. This paper focuses on the evaluation of
NoSQL database execution of data lake storage to support the use of trigger func-
tions in managing various transactions. Four features and capabilities were evaluated
in this study, namely, performance, scalability, accuracy and complexity to measure
the execution of the selected NoSQL databases product i.e. MongoDB, Cassandra,
Redis and Neo4j.

• Performance—The performance measurements in this study include several
operations consisting of; select, enter, update, delete [9, 17]. Database perfor-
mance can be defined as optimizing the use of resources in carrying out opera-
tions to in-crease throughput and minimizing errors, allowing as much workload
as possible to be processed.

• Scalability—The scalability measurement in this study consists of several oper-
ations which include; data storage (write), retrieval (read), data sharding, data
chacing, cluster management [17, 18].

• Accuracy—The accuracy measurements in this study consisted of several oper-
ations which included; import data, export data, load data. Accuracy access data
is a component of data quality and refers to whether the value of data stored for
an object is the correct value [19].

• Complexity—The complexity consisting of operations; query, function, variety.
for query operations and functions used in this study include; group by, order by,
select distinct, aliases, create primary [20].

The rest of the paper is organized as follows: Sect. 2 briefly discusses related work
on comparison of NoSQL database features and capabilities followed by the detail
description of methodology of comparison in Sect. 3. Section 4 discuss the result of
the experiment. Finally, the conclusion and propose relevant expansion suggestions
will be described in Sect. 5.
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2 Related Work

In order to collect data, a smart city uses distinct types of electronic Internet of
Things (IoT) sensors. These information and communication systems are integrated
in digital technology throughout all city functions. It is a term that incorporates
several ICT solutions in a safe way to manage the assets of a community, including
transportation systems, waste management, water management, protection systems,
information systems ofmunicipal departments and other community services, aswell
as data management. With that, data lakes are a perfect place to store large amounts
of data redundantly scale and store it. The concept is to connect, store and analyze
the various very heterogeneous data sources, and by using NoSQL databases, data
must be systematized, organized and modified for further use.

In the case of big data and real-time web applications, NoSQL databases are
progressively used. NoSQL databases are particularly useful for working with vast
sets of distributed data and are compliant with smart city data collection function-
ality. For relational data bases (RDBMS) to tackle on their own, this data explosion is
proving to be too big and too complex. NoSQL databases are not constrained by the
confines of a fixed schema model, unlike relational databases. NoSQL databases
implement Schema on Read instead of applying Schema on Write. This makes
NoSQL databases especially appropriate for the high-volume, high-variety online
applications of today.

Currently, data model is the most important feature in selecting the appropriate
NoSQL databases. Though, there are studies conducted by several researchers
regarding the comparison of NoSQL databases based on features and capabilities
such as performance, integration, and security [9, 21–23]. Meanwhile, other studies
support the comparison of performance [17], integrity, cloud service criteria [8,
24], and frameworks [25]. However, those studies do not discuss the accuracy of
data access and scalability, which are important features in evaluating of NoSQL
databases capabilities for the purpose to select the appropriate NoSQL databases in
supporting the trigger function.

Therefore, in this study we conducted a comparison of the NoSQL databases
based on four features and capabilities namely; performance, scalability, accurate
and complexity. In this study, we compared four NoSQL databases product such as
MongoDB, Cassandra, Redis and Neo4j that used for data model document, wide-
column, key-value, and graph respectively.

3 Research Evaluation Method

This section presents the research method in evaluating of NoSQL databases product
for Smart City Data Lake Management based on features and capabilities. In this
study, the research method was implemented based on the framework as shown in
Fig. 1.
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Identified Features and  
Capabilities 

(performance, scalability,  
accuracy and complexity)

Identified NoSQL Databases Product 
based on Data Model 

(MongoDB, Cassandra, Redis and Neo4j) 

Evaluation Experiment 

Result of Evaluation 

Simple SQL Queries

Fig. 1 Framework of research evaluation

In this experiment, 10 simple SQL queries have been tested with the combination
of functions and operations such as SELECT, INSERT, UPDATE, DELETE, IMPORT
DATA, EXPORT DATA, LOAD DATA ORDER BY, GROUP BY etc. as shown in
Table 1. Each SQL query was implemented by the selected of NoSQL databases
product, which is MongoDB, Cassandra, Redis and Neo4j in executing different
data model: document, key-value, wide-column, and graph. The identified features
and capabilities of NoSQL databases were measured and compared. The scope of
the study is covering four features and capabilities as below:

1. Performance
Capability to find, analyze and then resolve various database congestion that
can impact application response times or hinder application performance.

2. Scalability
Capability of a system to handle a growing amount of work or potential to
perform more total work in the same elapsed time when processing power is
expanded to accommodate growth.

3. Accuracy:
Capability to represent the right data in a form that is consistent and unam-
biguous and most relevant to historical records stored on computer-accessible
digital media.

4. Complexity:
Capability of the query in evaluating the function and size of the expression.

4 Results and Analysis

The following outcomes of average scores using functions and operations available
in NoSQL were obtained from the experiment, as shown in Table 1.



Evaluation of NoSQL Databases Features … 387

Table 1 Average NoSQL response score

No. Subject and
operation

Document base
(MongoDB)

Key-value store
(Redis)

Graph store
(Neo4j)

Wide column
store
(Cassandra)

1 Select 95 96 90 95

2 Insert 96 96 88 96

3 Update 96 94 90 94

4 Delete 94 98 92 95

5 Import data 85 79 64 71

6 Export data 84 65 65 70

7 Load data 80 80 66 69

8 Data storage
(write)

90 97 86 93

9 Retrieval (read) 90 94 85 96

10 Data sharding 89 93 84 95

11 Data chacing 90 98 85 95

12 Cluster
management

91 93 85 94

13 Query (order by) 71 48 72 63

14 Query (group by) 73 50 74 65

15 Function (select
distinct)

69 71 72 76

16 Function
(aliases/as)

70 73 69 75

17 Function (create
primary key)

68 72 69 77

18 Variety 79 60 62 69

Based on performance, scalability, accuracy, and complexity, the results were
grouped, as shown in Figs. 2, 3, 4 and 5 respectively.

Performance—consists of operations; select, insert, update, delete. The average
results can be seen in Fig. 2 as below.

Scalability—In Fig. 3 shows the operations such as data storage (write), retrieval
(read), data sharding, data chacing, and clustermanagement, where virtually all types
of NoSQL databases have high values.

Accuracy—includes of operations such as import data, export data, and load data.
The average results were illustrated in Fig. 4, where the average score for MongoDB
and Redis is the highest.

Complexity—consists of tasks such as questions, functions, combinations, and it is
possible to see the results in Fig. 5.
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Fig. 2 Comparison of averages based on performance criteria

Fig. 3 Comparison of averages based on scalability criteria

Fig. 4 Comparison of averages based on accuracy criteria
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Fig. 5 Comparison of averages based on complexity criteria

The findings showed that MongoDB and Cassandra had the highest results, while
Redis and Cassandra owned data scalability, while Neo4j and Cassandra owned
middle-class data access accuracy. The highest percentage for complexity issues
are MongoDB and Cassandra, while Redis and Neo4j are relatively poor. This
demonstrates the difference between NoSQL databases by referring to performance,
scability, the accuracy of database access, and complexity as shown in Fig. 6.

The complexity and accuracy given a moderate value is shown by several studies
that have been carried out because it is affected by the semi-structured data format
of the input. It is also possible to view the results of this study in a Table 2, where all
NoSQL databases have high average output criteria. As for the complexity criterion,
as shown in Table 2, all NoSQL databases have moderate values.

Fig. 6 Comparison of averages based on indicator criteria
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Table 2 Implementation of NoSQL comparisons based on items

No. Items Document base Key-value store Graph store Wide column
store

1 Database
Name

MongoDB Redis Neo4j Cassandra

2 License Open source Open source Open source Open source

3 Database Database Database Database Keyspace
Column Family4 Table Collection Hash, List, Set,

Sorter Set, and
String

Label

5 Value Document High Node and edges Rows

6 Data Source Web Page data
is open

Web Page data
is open

Web Page data is
open

7 Performance High High High High

8 Scalability High High High High

9 Accuracy of
Data Access

High High Moderate Moderate

10 Complexity Moderate Moderate Moderate Moderate

5 Conclusion

This study is to measure and compare the use of the NoSQL databases product
for smart city data lake which is includes several data model. The evaluation has
been conducted based on quantitative analysis through the experiment. The result of
evaluation able to find the appropriate NoSQL databases product based on perfor-
mance, scalability, accuracy, and complexity. The most important technical char-
acteristics from each NoSQL databases have been studied in selecting the appro-
priate level of each database within the given features and capabilities. Although
the NoSQL database product has the same performance, scalability and complexity
scores, the accuracy shows the effect of the difference. MongoDB and Redis have
high scores, although there are modest values for Neo4j and Cassandra. NoSQL
databases compromise consistency to provide high performance and scalability in
order to indicate the requirements that NoSQL is suitable for analyzing and accessing
data across agencies based on investigation through experiments. It is in line with
the success of the web-scale information system, that availability and speed are of
high importance, and accuracy is compromised to some degree by sufficient NoSQL
databases to meet these needs.

The future work from this study will involves optimizing algorithms and
supporting complex transaction features for NoSQL databases with security and
data integrity. In addition, we intend to support more categories of NoSQL databases
in future testing and implementation.
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Construction of GAN Dataset
to Generate Images Similar
to Copyrighted Images

Chikazawa Yuta and Miyoshi Tsutomu

Abstract In this paper, we propose a system for improving the convenience of
using images on the Internet and SNS, and for preventing copyright infringement
that people take without notice. In this system, many similar images are collected
from one image on the Internet, and an image is generated from the collected images
using deep learning. As a study of image collection means, we will conduct an
experiment using Content-Based Image Retrieval (CBIR), which performs image
retrieval using image features. In the experiment, images are searched using CBIR
and similar images are collected to construct a dataset.

Keywords Generative adversarial network · Content-Based image retrieval

1 Introduction

Today, as the number of users of the Internet and SNS increases and develops, the
opportunities to use images are increasing. Because you can easily post images,
you can easily post images of others and images that are protected by copyright.
Therefore, in this research, we propose a system that provides freely usable images
for the purpose of preventing easy copyright infringement on SNS and the Internet.
In this system, it is assumed that images that you want to use on SNS or the Internet
will be used as a search query, and images with similarities will be mechanically
collected on the Internet. It is generated by Generative Adversarial Network (GAN),
which is one of the methods. The problem is solved by synthesizing images that are
similar and different from one image automatically by artificial learning, that is, a
network generated by learning of Deep Learning. In this experiment, when searching
for similar images, we verified whether it is possible to construct a dataset for image
generation by using a method that uses image features.
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2 Methods

In the proposed system, a target image is generated by collecting and learning
images similar to the query image from the Internet. The following experiments
were conducted to investigate whether the image retrieval method using feature
quantities can be used for image acquisition. We performed a similar image search
using Content Based Image Search (CBIR). The proposed system collects images
from the internet, but the experiment used the four images shown in Fig. 1 as a query,
consisting of a bird image and one from theOpen ImagesDatasetV4CUB_200_2011
data. We used 10,000 images from the set. A total of 20,000 images combined with
10,000 image data. Images in JPEG format were used as the search database. In
image search, the features of the query image and all images are compared and
the image with high similarity is acquired. Three functional values are used: ORB,
A-KAZE, and Histogram. First, we acquired the top 5000 most similar images and
compared the usefulness of the searchmethods. An experiment is conducted to verify
whether the features of the bird’s image can be better captured by combining the local
features that capture the features of the object in the image with the global features
that capture the hue of the entire image. We examine the images that are common to
the images acquired with multiple feature quantities, and examine the proportion of
the bird images contained in them. Also, the number of acquired images is divided

Fig. 1 Image used for search
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into the top 100, 500, 1000, 2000, 3000, 4000, and 5000, and the number of bird
images contained in each is checked.

3 Results and Discussion

Of the 20,000 images, we obtained 5000 with high similarity, and Table 1 shows the
number of bird images contained in them.

From Table 1, the histogram retrieval method shows the best results. However,
in the histogram, the results differ greatly depending on the image. Since this is a
comparison based on the hue of the entire image in Histogram, not on the object
appearing in the image, it is considered that when the background is one color such
as white or light blue, the background has a greater effect than the color of the object.
Therefore, it is considered that in the image like Query 4, many light-colored images
were mixed in the whole image, which resulted in such a result. On the other hand,
the result of query 3 is good because there are many birds with colors close to black,
and images with a green background such as forests and trees are considered to be a
feature of bird images, so good results are obtained. It seems to indicate. With ORB
and A-KAZE, which are local features, the number of bird images is about 50%.
Since 20,000 images of birds included in the 20,000 database are 50% of 10,000
images, it can be seen that the features of the birds could not be obtained and the
images were acquired almost randomly.

Next, Table 2 shows the ratio of the number of images of common images and the
number of birds in them among the acquired images of multiple feature quantities.
From the table, the combination of ORB and histogram has the highest result. In
addition, since the combination of local features and global features is higher than
the combination of the same local features, it is better to combine local features and

Table 1 Percentage of bird images in 5000 images

Query1 Query2 Query3 Query4

ORB 2497(50%) 2756(55%) 2698(54%) 2657(53%)

A-KAZE 2748(55%) 2097(42%) 2316(46%) 2473(49%)

Histogram 2979(60%) 3194(64%) 3421(68%) 2156(43%)

Table 2 Bird image common to multiple features

Query1 (%) Query2 (%) Query3 (%) Query4 (%)

ORB and A-KAZE 50 44 49 54

ORB and Histogram 60 72 72 50

A-KAZE and Histogram 59 58 67 48

All features 63 67 67 53
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global features and judge by the two features of the bird image and the hue. It was
found that more images of birds could be selected than by increasing the features
and selecting the features found in birds. However, the total number of images was
reduced to less than half by combining multiple features. The ORB and A-KAZE
combination was less than 50% of the bird images, but the number of images in
common was greater than the combination of global and local features.

Next, scatter plots of the changes in the percentage of bird images are shown in
Figs. 2, 3, 4, and 5 divided by total number of images. In the graph, the horizontal axis
shows the number of images acquired and the vertical axis shows the ratio. From the
graph, it can be seen from Experiment 2 that the percentage of bird images contained
up to 2000 is high, and the percentage of bird images is constant thereafter. However,
in most of the search results, among the top 1000 acquired images, the number of
common images was less than 10%.

Fig. 2 ORB and A-KAZE

Fig. 3 ORB and Histogram



Construction of GAN Dataset to Generate … 397

Fig. 4 A-KAZE and
Histogram

Fig. 5 ORB and A-KAZE
and Histogram

4 Conclusions

We conducted an experiment for the purpose of collecting data for image generation.
As a result of acquiring 5000 images using a single method, only about 50% of the
images of birds were included, and when using multiple images, it was less than
70%. It was both quality and quantity would be difficult to use as a dataset for image
generation.

This time, we evaluated the quality of the dataset for image generation by the
number of bird images included in the collected images. However, even if the images
do not show the birds, it is judged that they are similar due to the image features.
There is a possibility that it will have a good effect on image generation by learning.
In the future, you will need to generate an image in GAN based on all the images
you collect and use the generated image to evaluate your dataset.
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