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Preface

The China Conference on Machine Translation (CCMT), organized by the Chinese
Information Processing Society of China (CIPSC), brings together researchers and
practitioners in the area of machine translation, providing a forum for those in academia
and industry to exchange and promote the latest development in methodologies,
resources, projects, and products, with a special emphasis on the languages in China.
CCMT (previously known as CWMT) events have been successfully held in Xiamen
(2005, 2011), Beijing (2006, 2008, 2010), Harbin (2007), Nanjing (2009), Xian (2012),
Kunming (2013), Macau (2014), Hefei (2015), Urumqi (2016), Dalian (2017), Wuyi
(2018), and Nanchang (2019) featuring a variety of activities including an Open Source
Systems Development (2006), two Strategic Meetings (2010, 2012), and nine Machine
Translation Evaluations (2007, 2008, 2009, 2011, 2013, 2015, 2017, 2018, 2019).
These activities have made a substantial impact on advancing the research and
development of machine translation in China. The conference has been a highly pro-
ductive forum for the progress of this area and considered a leading and important
academic event in the natural language processing field in China. This year, the 16th
CCMT was planned to take place in Hohhot, Inner Mongolia, and was finally moved
online due to COVID-19. This conference continued being the most important aca-
demic event dedicated to advancing machine translation research. It hosted the 10th
Machine Translation Evaluation Campaign, featured two keynote speeches delivered
by Graham Neubig (Carnegie Mellon University) and Furu Wei (Microsoft Research
Asia), and two tutorials delivered by Hao Zhou (ByteDance), and Long Zhou
(Microsoft Research Asia). The conference also organized four panel discussions,
bringing attention to the bottleneck of neural machine translation, multimodal machine
translation, the frontier of machine translation, and the research and career development
for PhD students. A total of 78 submissions (including 34 English papers and 44
Chinese papers) were received for the conference. All the papers were carefully
reviewed in a double-blind manner and each paper was evaluated by at least three
members of an International Scientific Committee. From the submissions, 13 English
papers were accepted. These papers address all aspects of machine translation,
including improvement of translation models and systems, translation quality estima-
tion, bilingual lexicon induction, low-resource machine translation, etc. We would like
to express our thanks to every person and institution involved in the organization of this
conference, especially the members of the Program Committee, the machine translation
evaluation campaign, the invited speakers, the local organization team, our generous
sponsors, and the organizations that supported and promoted the event. Last but not
least, we greatly appreciate Springer for publishing the proceedings.

October 2020 Junhui Li
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Transfer Learning for Chinese-Lao Neural
Machine Translation with Linguistic Similarity

Zhiqiang Yu1,2, Zhengtao Yu1,2(&), Yuxin Huang1,2, Junjun Guo1,2,
Zhenhan Wang1,2, and Zhibo Man1,2

1 Faculty of Information Engineering and Automation,
Kunming University of Science and Technology, Kunming, China

ztyu@hotmail.com
2 Yunnan Key Laboratory of Artifcial Intelligence,

Kunming University of Science and Technology, Kunming, China

Abstract. As a typical low-resource language pair, besides severely limited by
the scale of parallel corpus, Chinese-Lao language pair also has considerable
linguistic differences, resulting in poor performance of Chinese-Lao neural
machine translation (NMT) task. However, compared with the Chinese-Lao
language pair, there are considerable cross-lingual similarities between Thai-Lao
languages. According to these features, we propose a novel NMT approach. We
first train Chinese-Thai and Thai-Lao NMT models wherein Thai is treated as
pivot language. Then the transfer learning strategy is used to extract the encoder
and decoder respectively from the two trained models. Finally, the encoder and
decoder are combined into a new model and then fine-tuned based on a small-
scale Chinese-Lao parallel corpus. We argue that the pivot language Thai can
deliver more information to Lao decoder via linguistic similarity and help
improve the translation quality of the proposed transfer-based approach.
Experimental results demonstrate that our approach achieves 9.12 BLEU on
Chinese-Lao translation task using a small parallel corpus, compared to the 7.37
BLEU of state-of-the-art Transformer baseline system using back-translation.

Keywords: Transfer learning � Chinese-Lao � Neural machine translation �
Linguistic similarity

1 Introduction

Chinese-Lao NMT is a typical low-resource NMT, the research on which in the past
decade is not widespread. Limited by the scale and domain of parallel corpus, the bulk
of research on Chinese-Lao NMT has to focus on language model training and dic-
tionary building [1, 2], etc. However, with the introduction of the “the Belt and Road”,
the demand for translations of Chinese-Lao has been increasing. Therefore, it is
important to investigate how to design an effective NMT model on a small scale of
parallel corpus to improve translation performance on Chinese-Lao language pair.

To tackle the inefficiency problem in low-resource settings such as Chinese-Lao,
some approaches have been proposed. Recent efforts [3–6] in NMT research have
shown promising results when transfer learning techniques are applied to leverage

© Springer Nature Singapore Pte Ltd. 2020
J. Li and A. Way (Eds.): CCMT 2020, CCIS 1328, pp. 1–10, 2020.
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existing rich-resource models to cope with the scarcity of training data in low-resource
settings. However, these works mainly leverage the way that transfers the parameters of
the rich-resource model to the low-resource model, barely adopt the strategy to extract
the encoder or decoder from two pivot-relevant models separately. Even when the pivot
strategy [6] is adopted, the similarity between the pivot and the target language is
ignored.

Chinese and Lao have a mass of linguistic differences, the former belongs to Sino-
Tibetan language family and the latter is from the Tai-Kadai language family. The
tremendous cross-lingual different make Chinese and Lao are mutually unintelligible.
Therefore, we choose a pivot language to overcome such cross-lingual different.
Intuitively, a good pivot language for Chinese-Lao translation should have the fol-
lowing properties: (1) Adapt to unbalanced data set: the scale of Chinese-pivot parallel
corpus could be larger than Chinese-Lao; and (2) considerable similarities with Lao:
has high cross-lingual similarities, the best is in the same language family with Lao.
Based on above considerations, we choose Thai as the pivot language for our transfer
learning approach, and we elaborate the Language features in next section. Our main
contributions are as follows:

• we investigate the cross-lingual similarities between Thai and Lao, and discuss the
feasibility that chooses Thai as the pivot language for Chinese-Lao translation
model construction.

• we propose a transfer Learning approach for Chinese-Lao NMT with pivot lan-
guage. The central idea is to construct a new model by extracting encoder from the
trained Chinese-Thai NMT model, and decoder from Thai-Lao NMT model which
is trained on small scale parallel corpus of high similarity.

2 Linguistic Similarity Between Thai and Lao

Thai and Lao are tonal languages and belong to Tai-Kadai language family, the speech
and writing of the two languages are highly similar. Actually, spoken Thai and Lao are
mutually intelligible. Moreover, the two languages share a large amount of correlative
words on etymologically and have similar head-initial syntactic structures [8]. For
writing, Thai and Lao are both written in abugida tokens, and in many cases the
sentences composed of which are linguistically similar [9]. As the example illustrated
in Fig. 1, the similarity in the shape of certain tokens can be observed.

Fig. 1. Thai-Lao linguistic similarity

2 Z. Yu et al.



Besides the similarity investigation of token shape, we also discuss the similarity of
syntactic structure. We leverage GIZA++ tool [10] to get word alignment over the
20 K Thai-Lao portion of publicly ALT dataset. Then we use the approach proposed in
Isozaki [11] to get the Kendall’s s according to the previous word alignment. Kendall’s
s mainly indicate the cost of adjusting two parallel sentences to the same word order.
As shown in Fig. 2, Thai-Lao language pair shows a relative similar order with an
average s around 0.73. The result demonstrates the considerable similarity in syntactic
structure of the two language.

According to the above analysis, Thai-Lao language pair has considerable cross-
lingual similarity in either token shape or syntactic structure. We argue that the simi-
larity between two languages will bring more adequate information from Thai to Lao
and improve the accuracy of Lao decoder. Therefore, choose Thai as the pivot language
for Chinese-Lao translation task is positive. To the best of our knowledge, there is no
existing work on transfer learning for Chinese-Lao NMT by choosing a target-similar
pivot language Thai.

3 Our Approach

In this section, we will elaborate the detail of our proposed model. Our goal is to
achieve a transfer-based NMT model which composed of trained Chinese encoder and
Lao decoder. As illustrated in Fig. 3, we first train Chinese-Thai and Thai-Lao trans-
lation model respectively. Then we compose new translation model using extracted
Chinese encoder and Lao decoder. Lastly, we fine-tune the new Chinese-Lao model on
small parallel corpus.

(a) Thai-Lao (b) Lao-Thai

Fig. 2. Distribution of Kendall’s s on Thai-to-Lao (a) and Lao-to-Thai (b).

Transfer Learning for Chinese-Lao Neural Machine 3



3.1 Chinese-Thai NMT Model

As shown in the upper left of Fig. 3. Given Chinese source sentence x and the Thai
target sentence z. We denote the standard attention-based Chinese-Thai NMT model as

P zjx; hx!zð Þ, which can be trained on the Chinese-Thai parallel corpus Dx;z ¼
x mð Þ; z mð Þ� �� �M

m¼1 using maximum likelihood estimation:

ĥx!z ¼ argmax
hx!z

L hx!zð Þf g ð1Þ

where the log-likelihood is defined as:

L hx!zð Þ ¼
XM

m¼1

logP z mð Þjx mð Þ;hx!z

� �
ð2Þ

3.2 Thai-Lao NMT Model

The standard attention-based Thai-Lao NMT model P yjz; hz!y
� 	

with respect to the

Thai-Lao parallel corpus Dz;y ¼ z nð Þ; y nð Þ� �� �N

n¼1 can be calculated similar with the
Chinese-Thai NMT model, the model training procedure using maximum likelihood
estimation is:

ĥz!y ¼ argmax
hz!y

L hz!y
� 	� � ð3Þ

where the log-likelihood is defined as:

L hz!y
� 	 ¼

XN

n¼1

logP y nð Þjz nð Þ;hz!y

� �
ð4Þ

Fig. 3. Structure of transfer-based Chinese-Lao NMT model.
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3.3 Chinese-Lao NMT Model

We compose a new translation model using the Chinese encoder Encx!z and the Lao
decoder Decz!y that fetched from Chinese-Thai NMT model P zjx; hx!zð Þ and Thai-Lao
NMT model P yjz; hz!y

� 	
respectively. The process can be simply formulated as:

encx!z ¼ fetchEnc P zjx; hx!zð Þð Þ ð5Þ

decz!y ¼ fetchDec P yjz; hz!y
� 	� 	 ð6Þ

P yjx; hx!y
� 	 ¼ encx!z; decz!y

�� ð7Þ

where fetchEnc and fetchDec are the functions that fetch encoder and decoder portion
parameters from Chinese-Thai and Thai-Lao NMT model respectively. P yjx; hx!y

� 	
is

the composed Chinese-Lao NMT model.
Even in low-resource NMT settings, there often exist small-scale parallel corpus. In

our approach, we first combine the extracted encoder and decoder into a new NMT
model, but the model is not fine-tuned and suboptimal. Therefore, we use the small-
scale parallel corpus of Chinese-Lao from ALT dataset to fine-tune the model
parameters. In the fine-tuning process, we first try to fix some parameters. However, we
observe that for the ALT dataset we used for fine-tuning, not fix parameters had a better
effect.

4 Evaluation

4.1 Experimental Setup

Data. We conduct experiments on the publicly ALT dataset1 and the in-house Chinese-
Thai parallel corpus. For ALT dataset, we use the trilingual Chinese-Thai-Lao portion
which comprise 20K sentences triples. Then we bin the ALT subset into three subsets:
19K for training, other two subsets of 500 sentences as the development and test
datasets, respectively. For Chinese-Thai model training, we use the combined parallel
data from the Chinese-Thai portion (19K) of ALT subset and the 50K in-house parallel
corpus collected by ourselves. For Thai-Lao model training, we use the 19K parallel
data from the Thai-Lao portion of ALT subset. For Chinese-Lao model fine-tuning
training, we use the 19K parallel data from the Chinese-Lao portion of the ALT subset.
We process the experiment corpus simply before applying our approach. For the Thai
word segmentation, we use pythaipiece tool2 which based on sentencepiece to segment
Thai sentences, while for Lao word segmentation, we use LaoWordSegmentation tool3

1 http://www2.nict.go.jp/astrec-att/member/mutiyama/ALT/.
2 https://github.com/wannaphong/thai-word-segmentation-sentencepiece.
3 https://github.com/djkhz/LaoWordSegmentation.
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to segment Lao sentences. For Chinese we apply word segmentation by jieba tools4. We
do not use BPE approach on the experimental parallel corpus.

Evaluation. We adopt the case insensitive 4-gram BLEU as the main evaluation
metrics [12], and choose the multi-bleu.perl as scoring script. Significance tests are
conducted based on the best BLEU results by using bootstrap resampling [13].

Baseline. We compare the proposed model against the state-of-the-art NMT system
Transformer, which has obtained the state-of-the-art performance on machine trans-
lation and predicts target sentence from left to right relying on self-attention [14].

Implement Detail. We adopt the prudent Transformer settings, uses a 2-layer encoder
and 2-layer decoder, while each layer employs 4 parallel attention heads. The
dimensions of word embeddings, hidden states and the filter sizes are set to 256, 256
and 512 respectively. The dropout is 0.2 for Chinese-Thai and 0.1 for Thai-Lao
training. We train using the Adam optimizer [15] with a batch size of 256 words and
evaluate the model every 1000 steps. The models are trained on 2 P100 GPUs. We
implement our approach on Thumt [16], an efficient open source machine translation
platform.

4.2 Experimental Results

Quantitative Study. Table 1 shows the experimental results evaluated by BLUE
score. We get 3.62 BLEU point improvement compared with transformer baseline
which only use 19 K tiny Chinese-Lao parallel corpus for training. Moreover, for a fair
comparison, we back-translation [17] the Thai side sentences of 50 K Chinese-Thai
corpus collected by ourselves to corresponding Lao sentences on the Thai-Lao trans-
former model which is trained on original 19 K ALT corpus. The Chinese sentences
and corresponding translated Lao sentences are combined as new parallel corpus,
which is fed into a new Chinese-Lao model together with Chinese-Lao ALT dataset for
training again. Note that we do not back-translation the Lao side sentences of Thai-Lao
ALT corpus to Chinese because ALT corpus is a Multilingual parallel corpus. As
shown in Table 1, our approach still gains 1.75 BLEU point improvement compared
with Transformer using back-translation.

Table 1. BLEU scores evaluated on test set (0.5 K) compared with baseline. Parallel sentences
for Transformer and transformer + back-translation training are 19 K and 69 K, respectively.

Models BLEU

Transformer 5.50
Transformer + back-translation 7.37
Our approach 9.12

4 https://github.com/fxsjy/jieba.

6 Z. Yu et al.

https://github.com/fxsjy/jieba


The source side Chinese sentences for Chinese-Thai model training and Chinese-
Lao model fine-tuning are identical. To dispel the concern that the improvement is
brought by the same source training data, for a fair comparison, we also conduct the
experiment that select different language as pivot. To ensure fair comparison, we
choose English as the pivot, and for Chinese-English model training, we conduct the
experiment on the trilingual Chinese-English-Lao portion of ALT dataset and the
extracted 50 K Chinese-English parallel sentences from IWSLT15 zh-en dataset.
Table 2 reports the performance of choosing English and Thai as pivot language
respectively. We observe that there is large gap when choosing English as pivot
compared with Thai. The main possible reason is that English has few cross-lingual
similarities with Lao compared with Thai.

Case Study. Apart from the quantitative analysis, we illustrate an example of our
propose approach. As we do not apply BPE to corpus, to avoid the UNK, we provide a
relatively common sentence. As shown in Table 3, the Chinese word “那人” (The
man), “处理” (deal with) and “秘密的” (secret) are translated correctly in our
approach. We argue that one of the main reasons is that the pivot language Thai
delivers more information in translation process. As shown in Table 4, for the three
preceding Chinese words, the corresponding words in Lao are similar in morphology
with the words in the pivot language Thai and all of them can be found in the training
corpus.

Table 2. Performance difference on our proposed approach when choosing different pivot
language.

Pivot BLEU

En 7.55
Th 9.12

Table 3. Example of Chinese-Lao translation.

Transfer Learning for Chinese-Lao Neural Machine 7



5 Related Work

Many types of transfer learning approaches [3–7] have been proposed in the past few
years. Since the advent of Transformer, To improve the quality of the translation, many
authors have endeavored to adopt transfer-based method on Transformer framework.
Lakew et al. propose a Transformer-adapted transfer learning approach [5] that extend
an initial model for a given language pair to cover new languages by adapting its
vocabulary as long as new data become available. Kim et al. propose three methods to
increase the relation among source, pivot, and target languages in the pre-training and
implement the models on Transformer [7]. While for Chinese-Lao translation task,
limited by the scale of parallel corpus and the language processing tools of Lao, the
research on Chinese-Lao NMT in the past decade is not widespread. The bulk of
researches have to focus on the Analysis of Lao Language characteristics [1, 2]. Dif-
ferent from the above work, we endeavor to leverage the cross-lingual similarity
between Thai and Lao to improve Chinese-Lao NMT performance based on Trans-
former framework.

6 Conclusions

We propose a new NMT approach focusing on language pair Chinese-Lao with an
extremely limited amount of parallel corpus. Our proposed approach utilizes a transfer
learning approach to reuse the encoder and decoder from two trained Chinese-Thai and
Thai-Lao NMT models respectively. As the pivot language, Thai has considerable
similarities with Lao, and we argue that it will bring significant improvement to entire
framework. We conduct contrast experiments, as the results reported, our approach can
achieve 9.12 BLEU on Chinese-Lao translation task using small parallel corpus,
compared to the 7.37 BLEU of strong transformer baseline system using back-
translation.

An interesting direction is to apply our approach to other low-resource NMT task,
with the feature that the scale of source-pivot parallel corpus is obvious larger than
pivot-target parallel corpus, and the pivot language is similar with target language, such
as Chinese-Indonesian (Malay as pivot language) etc.

Table 4. The morphological similarity between Thai and Lao words that translated correctly in
Table 3.

8 Z. Yu et al.
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Abstract. Name Entity Recognition is the essential tool for machine transla-
tion. Traditional Named Entity Recognition focuses on the person, location and
organization names. However, there is still a lack of data to identify travel-
related named entities, especially in Mongolian. In this paper, we introduce a
newly corpus for Mongolian Tourism Named Entity Recognition (MTNER),
consisting of 16,000 sentences annotated with 18 entity types. We trained in-
domain BERT representations with the 10 GB of unannotated Mongolian cor-
pus, and trained a NER model based on the BERT tagging model with the newly
corpus. Which achieves an overall 82.09 F1 score on Mongolian Tourism
Named Entity Recognition and lead to an absolute increase of +3.54 F1 score
over the traditional CRF Named Entity Recognition method.

Keywords: Named entity recognition � Mongolian tourism corpus � NER
model based on BERT

1 Introduction

Recently there has been significant interest in modeling human language together with
the special domain, especially tourism, as more data become available on websites such
as tourism websites and apps. This is an ambitious yet promising direction for scaling
up language understanding to richer domains. There is no denying in saying that
machine translation plays a pivotal role in this situation. Therefore, it is high time that
we should stress the significance of machine translation.

Named Entity Recognition (NER) is defined as finding names in an open do-main
text and classifying them among several predefined categories, such as the person,
location, and organization names [3]. It not only is the fundamental task of Natural
Language Processing (NLP), but also the basic work on machine translation. In
addition, it is a very important step in developing other downstream NLP applications
[3]. More importantly, it also plays an indispensable role in other natural language
processing tasks, such as information extraction, information retrieval, knowledge
mapping, knowledge map, question answering system and so on. Therefore, this is a
very challenging problem in the field of natural language processing (NLP).

In recent years, Bidirectional Encoder Representation from Transformers (BERT)
has performed extremely well in multiple tasks in the field of natural language
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processing. Most open source monolingual BERT models support English or Chinese,
but none support Mongolian. For this purpose, we proposed a BERT pre-training
language model suitable for Mongolian researchers, and trained a NER model based on
the BERT tagging model by using our Mongolian tourism labeling corpus (Fig. 1).

In this paper, we present a comprehensive study to explore the unique challenges of
named entity recognition in the tourism field. These named entities are often
ambiguous, for example, there is one person name and one location name in the given
sentence, the word commonly refers to a location name, but also be used as a
personal name.

To identify these entities, we propose a NER model based on the Bert-Base tag
model, which is a very powerful baseline model that identifies 18 types of travel-related
named entities. This model combines local sentence-level context information with
remote monitoring information. The NER model is strictly tested by using 16000 newly
annotated Mongolian tourism corpus, and its performance is better than the traditional
CRF model and BiLSTM-CRF model. Our major contributions are as follows:

A NER Corpus for Mongolian Tourism. 18 types of named entities were manually
annotated, including most Mongolian tourism information.

We demonstrate that Named Entity Recognition in the tourism domain is an ideal
benchmark task for testing the effectiveness of contextual word representations, such as
ELMo and BERT, due to its inherent polysemy and salient reliance on context [1].

A Mongolian NER Model Based on BERT-Base Tagging Model. Eighteen types of
fine-grained named entities related to tourism can be identified in the Mongolian
Tourism Named Entity Recognition Corpus (MTNER).

Fig. 1. Examples of Mongolian travel-related named entities in a Mongolian post.
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Overall, our NER model extracted 18 travel-related named entity types, which
scored 82.09% F1 in the Mongolian Tourism Named Entity Recognition Corpus
(MTNER). This performance, we believe, is sufficiently strong to be practically useful.
And we will release our data and code, including our annotated corpus, annotation
guideline, a specially designed tokenizer, and a pre-trained Mongolian BERT and a
trained NER model.

2 Related Work

Machine translation has been becoming more and more popular, especially in many
special fields, including tourism. At the same time in the field of artificial intelligence
knowledge also has great application prospects [7].

The CoNLL 2003 dataset is a widely used bench-mark for the NER task. State-of-
the-art approaches on this dataset use a bidirectional LSTM with the conditional ran-
dom field and contextualized word representations.

Among all the methods, relay on the features to classify the input word, and do not
count on linguists to make rules, supervised learning approaches have been the pre-
dominant in this filed. In the learning machine, each input will output a label with the
learned algorithm, such as Hidden Markov Model [9], Support Vector Machine [10],
Conditional Random Fields [11], and so on. Transfer-learning is also used for the NER
task [2, 3, 26]. Various methods have been investigated for handling rare entities, for
example incorporating external context or approaches that make use of distant
supervision.

Named Entity Recognition has been explored for new domains and languages, such
as social media, biomedical texts, multilingual texts, and the tourism domain. As to the
techniques applied in NER, there are mainly the following streams. At first, rule-based
approaches was the mainstream, which do not need annotated data as they rely on
hand-crafted rules. Later, unsupervised learning approaches prevailed, which rely on
un-supervised algorithms without hand-labeled training examples. Because of feature
plays an vital role in the named entity recognition task, and feature-based methods
become an inevitable trend, which rely on supervised learning algorithms with careful
feature engineering. In recent years, with the development of deep learning, the method
based on deep learning has become the mainstream, which automatically discover
representations needed for the classification and detection from raw input in an end-to-
end manner [25].

In-domain research, the formerly Named Entity Recognition relay on feature
engineerings, such as CRF and CRF-CRF [7, 16] be used in the tourism domain, and
much Statistical learning also uses into the tourism Named Entity Recognition,
including HMM [17]. He latest research, the BERT-BiLSTM-CRF [7] be used in the
Chinese military domain and got an excellent result. o we trained a NER model based
on BERT-base tagging model for Mongolian in the tourism domain. n linguistics, a
corpus or text corpus is a large and structured set of texts, and nowadays usually
electronically stored and processed. What’s more, in corpus linguistics, corpus is used
to do statistical analysis and hypothesis testing, checking occurrences, or validating
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linguistic rules within a specific language territory [20, 24]. Consequently, it is crucial
to build a quantity and quality corpus.

There has been relatively little prior work on named entity recognition in the
tourism domain, use BERT-BiLSTM-CRF in Chinese tourism named entity recogni-
tion [19]. In this paper, we collected vast Mongolian data to pre-train a pre-training
language model for Mongolian, built a corpus for Mongolian Tourism corpus, and
annotated 18 types of travel-related entities to train a NER model base on the Mon-
golian Tourism corpus.

3 Challenge for Mongolian Tourism NER

In this section, we discuss the challenge for Mongolian language understanding and
named entity recognition in tourism domain.

The named entities in the general domain, mainly including the names of the
person, location, and organization name, have the characteristics of relatively stable
type, standardized structure, and unified naming rules. While, in the tourism domain,
named entities not only have the general domain challenges, including Large scale
vocabulary, lack of abundant corpus, absence of capital letters in the orthography,
multi-category word, subject-object-verb word order but also face other in-domain
challenges, such as the entity boundary is not clear, the simplification expression, the
rich entity types, the large quantity and so on.

The Simplification Expression. For example, (Inner Mongolia
University) also is said to . Those phenomena increase the difficulty of
identification.

The Rich Entity Types. In the tourism domain, have many category entities, such as
the display name in the scenic spot, is also the named entity should be annotated. It
leads to many travel-related named entity need to recognize.

The Large Quantity. Various types named entity in the tourism domain, make the
data quantity is large.

The research of NER in Mongolian started late and there are few related works,
which largely restricted the development of informatization and intelligentization of
Mongolian. In these years, NER has been emerging in the research on Mongolian
language information processing. Significant achievements have been made in the
identification of three categories of entities, person, location, and organization name.
However, few actual achievements could have been made in the research on NER in
other specific fields, including the tourism field.

In this paper, we collected a lot of tourism Mongolian data, and build an in-domain
Mongolian tourism corpus for named entity recognition, meanwhile, we trained a
Mongolian NER model based on BERT-base tagging model.
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4 Annotated Mongolian Tourism Corpus

In this section, we describe the construction of our annotated Mongolian tourism NER
corpus (MTNER). We collected Mongolian text data, and manually annotated them
with 18 types of travel-related entities.

4.1 Data Collection

We collected Mongolian datasets, large and various, about 10 GB, such as Mongolian
news and Mongolian tourism, from many websites, including the Mongolian News
website of China (http://www.nmgnews.com.cn/), Holovv (https://holoov.com), Ctrip
(https://vacations.ctrip.com) and so on. Original datasets genres and sentences number
in Table 1.

4.2 Annotation Schema

Based on the investigation and analysis, combined with the characteristic of the tourism
domain, we find the traditional three categories, person name, location name, and
organization name, is not enough, such as the location of tourism including the general
location and scenic spot [7, 16, 17, 21].

Above all, we defined and annotated 18 types of fine-grained entities, including 2
types of Person entities, 6 types of Scenic entities, 4 tapes of Cultural entities, 4 types
of Organization entities, and 2 types of Specific Field entities. The Person entities
include mentions of Mongolian and Foreigner. The Scenic entities include mentions of
Administration place, Natural sight, Public building, Marker building, Business, and
Religion place. The Cultural entities include mentions of Culture, Education, Sports,
and Musical production. The Organization entities include mentions of Company,
Politics, and Charity. What’s more, the Specific Field entities include mentions of
Military, and Car, in Table 2.

Table 1. Original datasets genres and sentences number.

Data genres Sentence number

News 24,593
Essays 256,959
Scenic Spot Intros 2,887
Travel notes 2,657
Others 1,744,681
Total 2,031,777
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We adopt BIOES Label schema, “B” represents the starting position named entity,
“I” is inner a named entity, “E” means the ending position named entity, the single
entity will be labeled “S”. While, others will be labeled “O”. That is all, we annotated
73 types of labels.

4.3 Annotation Agreement

Our corpus was annotated by eight annotators, who are college students, majored in
computer science, are Mongols.

We used a web-based annotation tool, BRAT, and provided annotators with links to
the original travel-related datasets of our collections. We adopted the cross-annotating
strategy, four steps following:

1. We divide the data into eight parts and divided annotators into four groups.
2. Everyone annotated one part data.

Table 2. Annotated entity classes and examples.

Coarse-grained Fine-grained Means

Person
Mongolian Gentle

Foreigner Jack

Scenic

Administration place Hohhot

Natural sight the Big Qing Mountain

Public place Baita International Airport

Marker building the Drum Tower

Business the Wanda Squre

Cultural 

Religion Jokhang Temple

Culture Tianbian

Education
the Mongolian Traditional 
Culture

Sports Wrestling

Music Flute

Organizations

Department Inner Mongolia University

Company HUAWEI

Politics ACM

Charity the Red Cross Society

Other Fields
Military Tank

Car Mercedes-Benz
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3. Members of the same group should exchange data to cross-annotate. The inter-
annotator agreement is 0.85, measured by span-level Cohen’s Kappa (Cohen,
1960).

4. Manually check the marked results.

After those annotated operates, we got the annotated results, those can be saved to
the.ann files, including four columns, ID, entity type, start position and end position,
entity, in Fig. 2.

5 Mongolian Tourism NER Model

In this section, we introduce our Mongolian Tourism NER model with pre-training and
fine-tuning strategy. We pre-trained BERT model for Mongolian, and fine-tuned a
NER model based on BERT-base tagging model.

BERT, Bidirectional Encoder Representations from Transformers, is a new
method of pre-training language representations which obtains state-of-the-art results
on a wide array of Natural Language Processing (NLP) tasks. One important aspect of
BERT is that it can be adapted to many types of NLP tasks very easily [5].

Pre-trained Language Model. We use collected Mongolian corpus, unlabeled, about
10 GB, releasing the BERT-base, pre-trained a BERT model for Mongolian (Mon-
golian_base (12-layer, 768-hidden, 12-heads)) [12]. Training parameters in Table 4.

Mongolian Tourism NER Model. The corpus was converted into BIOES label
schema for fine-tuning the BERT-base model [12]. We trained our classifier task for
NER base on the Mongolian Tourism corpus [13]. Training parameters in Table 3.
Model structure in Fig. 3.

Fig. 2. Annotated results, including ID, entity type, start position, end position, and entity. And
the right-most column which we give the English translation of Mongolian.
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6 Experiment

In this section, we show that our Mongolian NER model outperformance. To evaluate
the Mongolian tourism domain named entity recognition model proposed in this paper,
fine-tuned the BERT-base tagging model base on Mongolian Tourism Corpus named
entity recognition (MTNER), and compared with those mainstream models for named
entity recognition work with our corpus, including CRF and BiLSTM-CRF.

Table 3. Pre-training, Fine-tuning parameters, and values.

Parameter Value

Pre-training max_sequence_length 128
max_predictions_per_seq 20
masked_lm_prob 0.15
train_batch_size 8
num_train_steps 200,000
learning_rate 2e–5

Fine-tunning train_batch_size 8
eval_batch_size 8
predict_batch_size 8
learning_rate 5e–5
num_train_epochs 3
max_seq_length 128

Fig. 3. NER model fine-tuned the BERT-base tagging model. Trained our NER model base on
our Mongolian Tourism Named Entity Recognition corpus. Input a sentence, and output
including each word label. Such as, in the sentence , the word

means “WuZhu MuQin”, is a Location name and it only has one word which we
annotated “S-Administration” tag, and the word means “Dabuxilatu”, is a Mongolian
name and it only has one word which we annotated the “S-Mongolian” tag.
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6.1 Data

The original Mongolian text data which we collected, have various problems, such as
misspelling problem, we use the spelling correction to solve those errors [15], got the
unannotated Mongolian corpus and the annotated Mongolian Tourism corpus for NER.

Mongolian Corpus. We pre-trained a BERT model for Mongolian base on our
Mongolian corpus, unannotated, about 10 GB. We divided the data into three parts,
train, development, and test set.

Mongolian Tourism Corpus for NER. We train and evaluate our NER model on the
Mongolian Tourism corpus of 12,800 train, 1,600 development, and 1,600 test sen-
tences. We used the manually annotated corpus in (§4), it is a manually annotated
Mongolian Tourism corpus, it contains 16,000 sentences and 15,320 named entities.
The person, scenic, cultural, organization, and other fields named entities account for
22.56%, 32.53%, 15.25%, 20.36%, and 9.30%. The account of the fine-grained class in
Table 4.

6.2 Baselines

We compared our NER model with two mainstream named entity recognition models,
our NER model outperformed than them.

A Feature-Based Linear CRF Model. This model uses standard orthographic, con-
textual, and gazetteer features. We implemented a CRF baseline model to extract the
travel-related entities with the word-level input embedding. The regular expressions are
developed to recognize specific categories of travel-related entities [11]. We use the
“LBFGS” algorithm, and the cost parameters is 0.1.

A BiLSTM-CRF Model. This model uses a BiLSTM-CRF network to predict the
entity type of each word from its weighted representations. Using the contextual word
embedding (ELMo) embeddings, and is used as the state-of-the-art baseline named
entity recognition models in various special domains [12]. We set the word embedding

Table 4. The account of fine-grained class.

Entity type Proportion (%) Entity type Proportion (%)

Mongolian 14.30 Education 4.62
Foreigner 8.26 Sports 2.37
Administration place 4.78 Music 2.63
Natural sight 5.74 Department 8.40
Public place 4.17 Company 3.26
Marker building 5.28 Politics 4.23
Business 4.25 Charity 4.47
Religion 8.30 Military 3.60
Culture 5.63 Car 5.70
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size is 128, and the dimensionality of LSTM hidden states is 128. And set the same
initial learning rate, batch size and epochs.

6.3 Results

We evaluated the results by the CoNLL metrics of precision, recall, and F1 [6]. Pre-
cision is the percentage of corrected named entities, recall is the percentage of named
entities existing in the corpus and F1 is the harmonic mean of precision and recall, these
can be expressed as:

precision ¼ Num correct NEs predictedð Þ
Num NEspredictedð Þ

recall ¼ Num correct NEs predictedð Þ
Num all NEsð Þ

F1 ¼ 2 � precision*recall
precisionþ recall

On the same training set and test set, we compared the above two models. Table 5
shows the precision (P), recall (R), and F1 score comparison of the different models on
our Mongolian Tourism corpus named entity recognition.

The results indicate that our Mongolian Tourism NER model is better than the other
two named entity recognition models. Compared with the CRF named entity recog-
nition model, BiLSTM can learn more contextual features. The model proposed in this
paper improves the F1 by 3.54% and the recall by 3.61%. Compared with BiLSTM-
CRF named entity recognition model, our model improves the F1 by 2.01% and the
recall by 1.69%.

The features of word-level ignored the feature with the contextual, this model is a
combination of words, sentences, and location features generated word representation,
and using the Transformer to train the model, fully considering the influence of the
contextual information of the entity, and got a better result.

Table 5. Evaluation of the test sets of the Mongolian tourism NER corpus.

P (%) R (%) F1 (%)

CRF 75.10 82.33 78.55
BiLSTM-CRF 76.32 84.25 80.08
Mongolian Tourism NER model 78.59 85.94 82.09
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6.4 Analysis

Pre-trained Language Model. Pre-training on large text corpora can learn common
language representations and help complete subsequent tasks, s pre-training is an
essential task in NLP. Pre-trained representations can also either be context-free
or contextual, and contextual representations can further be unidirectional or bidirec-
tional. Context-free models such as Word2vec, generate a single “word embedding”
representation for each word in the vocabulary. Contextual models instead generate a
representation of each word that is based on the other words in the sentence, such as
ELMO, but crucially these models are all unidirectional or shallowly bidirectional. This
means that each word is only contextualized using the words to its left (or right). Some
previous work does combine the representations from separate left-context and right-
context models, but only in a “shallow” manner. BERT represents one word using both
its left and the right context, starting from the very bottom of a deep neural network, so
it is deeply bidirectional. BERT outperforms previous methods because it is the
first unsupervised, deeply bidirectional system for pre-training NLP [5].

Training Data Scale. Usually, trains a pre-trained language model needs a large
corpus. The corpus size of model training directly affects the performance of the model.
The large scale of training data enables the model to fully learn the characteristics of
language, to make full use of the corpus information to solve the problem of language
understanding [20, 21]. So our data scale is not enough, we need to annotate more
tourism and another domain corpus to support the downstream NLP task.

The Proportion of Entity Categories. The text classification task, category distri-
bution balance is very important to the classification model. Unbalanced classification
makes it easy for the model to forget the categories that appear less frequently [2, 3, 18,
19, 21]. In our Mongolian Tourism corpus, the proportion of annotated entity types is
balanced, it could trained a classifier model to be better.

7 Conclusion

In this work, we investigated the task of named entity recognition in the Mongolian
Tourism domain. We collected a vast Mongolian text, developed a Mongolian Tourism
Corpus of 16,000 sentences from the Mongolian Tourism domain annotated with 18
fine-grained named entities. This new corpus is an benchmark dataset for contextual
word representations. We also pre-trained a BERT model for Mongolian and fine-tuned
a NER model based on BERT-base tagging model for Mongolian Tourism named
entity recognition. This NER model outperforms other mainstream NER models on this
dataset. Our pre-trained Mongolian-base consistently helps to improve the Mongo-
lian NER performance. We believe our corpus, BERT embedding for Mongolian, fine-
tuned BERT-base tagging model for Mongolian Tourism NER model will be useful for
various Tourism tasks and other Mongolian NLP tasks, such as Tourism Knowledge
Graph, Mongolian Machine Translation, Mongolian question-answering, and so on.
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Abstract. Machine translation quality estimation (Quality Estimation, QE)
aims to evaluate the quality of machine translation automatically without golden
reference. QE is an important component in making machine translation useful
in real-world applications. Existing approaches require large amounts of expert
annotated data. Recently, there are some trials to perform QE in an unsupervised
manner, but these methods are based on glass-box features which demands
probation inside the machine translation system. In this paper, we propose a new
paradigm to perform unsupervised QE in black-box setting, without relying on
human-annotated data or model-related features. We create pseudo-data based
on Machine Translation Evaluation (MTE) metrics from existing machine
translation parallel dataset, and the data are used to fine-tune multilingual pre-
trained language models to fit human evaluation. Experiment results show that
our model surpasses the previous unsupervised methods by a large margin, and
achieve state-of-the-art results on MLQE Dataset.

Keywords: Machine translation � Unsupervised quality estimation � Pre-
trained language model

1 Introduction

In recent years, with the development of deep learning, Machine Translation
(MT) systems made a few major breakthroughs and were wildly applied. Machine
translation quality estimation (Quality Estimation, QE) aims to evaluate the quality of
machine translation automatically without golden reference [1]. The quality can be
measured with different metrics, such as HTER (Human-targeted Edit Error) [2] or DA
(Direct Assessment) Score [3].

Previous methods treat QE as a supervised problem, and they require large amounts
of in-domain translations annotated with quality labels for training [4, 5]. However,
such large collections of data are only available for a small set of languages in limited
domains.
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Recently, Fomicheva [6] firstly performs QE in an unsupervised manner. They
explore different information that can be extracted from the MT system as a by-product
of translation, and use them to fit quality estimation output. Since their methods are
based on glass-box features, they can only be implemented in limited situations and
demands probation inside the machine translation system.

In this work, we firstly propose to perform unsupervised QE in a black-box setting,
without relying on human-annotated data or model-related features. We create pseudo-
data based on Machine Translation Evaluation (MTE) metrics, such as BLEU, HTER
and BERTscore, from publicly-accessible translation parallel dataset. The MTE-metrics
based data are then used to fine-tune several multilingual pre-trained language models,
to evaluate translation output.

To the best of our knowledge, this is the first work to utilize MTE methods to deal
with QE. Our method does not involve complex architecture engineering and easy to
implement. We performed experiment on two language-pairs on MLQE1 Dataset,
outperforming Fomicheva by a large margin. We even outperformed two supervised
models of Fomicheva, revealing the potential of MTE-based methods for QE.

2 Background

2.1 Machine Translation Evaluation

Similar to QE, Machine Translation Evaluation (MTE) also aims to evaluate the
machine translation output. The difference between MTE and QE is that MTE normally
requires annotated references, while QE is performed without reference and highly
relies on source sentences.

Human evaluation is often the best indicator of the quality of a system. However,
designing crowd sourcing experiments such as Direct Assessment (DA) [3] is an
expensive and high-latency process, which does not easily fit in a daily model
development pipeline.

Meanwhile automatic metrics, for example BLEU [7] or TER [2], can automatically
provide an acceptable proxy for quality based on string matching or hand-crafted rules,
and have been used in various scenarios and led the development of machine trans-
lation. But these metrics cannot appropriately reward semantic or syntactic variations of
a given reference [8].

Recently, after the emergence of pre-trained language models, a few contextual
embedding based metrics have been proposed, such as BERTscore [8] and BLUERT
[9]. These metrics compute a similarity score for the candidate sentence with the
reference based on token embeddings provided by pre-trained models. Refraining from
relying on shallow string matching and incorporate lexical synonymy, BERTscore can
achiev higher relevance with human evaluation.

Given the intrinsic correlation nature of MTE and QE, few works have been done
to leverage MTE methods to deal with the task of QE.

1 https://github.com/facebookresearch/mlqe.
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2.2 Machine Translation Quality Estimation

Despite the performance of machine translation systems is usually evaluated by
automatic metrics based on references, there are many scenarios where golden refer-
ence is unavailable or hard to get. Besides, reference-based metrics also completely
ignore the source segment [10]. This leads to pervasive interest on the research of QE.

Early methods referred to QE as a machine learning problem [11]. Their model
could be divided into the feature extraction module and the classification module.
Highly relied on heuristic artificial feature designing, these methods did not manage to
provide reliable estimation results.

During the trending of deep learning in the field of natural language processing,
there were also a few works aiming to integrate deep neural network into QE systems.
Kim [12] proposed for the first time to leverage massive parallel machine translation
data to improve QE results. They applied RNN-based machine translation model to
extract high-quality feature. Fan [13] replaced the RNN-based MT model with
Transformer and achieved strong performance.

After the emergence of BERT, there were a few works to leverage pretrained
models on the task of QE [14, 15]. Language models pre-trained on large amounts of
text documents are suitable for data-scarce QE task by nature, and have led to sig-
nificant improvements without complex architecture engineering.

Despite most models relied on artificial annotated data, there were also a few trials
aiming to apply QE in an unsupervised manner. The most important work is Fomi-
cheva [6], which proposed to fit human DA scores with three categories of model-
related features: A set of unsupervised quality indicators that can be produced as a by-
product of MT decoding; the attention distribution inside the Transformer architecture;
model uncertainty quantification captured by Monte Carlo dropout. Since these
methods are all based on glass-box features, they can only be applied in limited
scenarios where inner exploration into the MT model is possible.

3 Model Description

3.1 Pretrained Models for Quality Estimation

Our QE predictor is based on three different pre-trained models, namely BERT [16],
XLM [17], and XLM-R [18], as shown in Fig. 1.

Given one source sentence and its translated result, our model concatenates them
and feeds them into the pre-trained encoder. To leverage the global contextual infor-
mation when doing sentence-level prediction, an extra layer of bidirectional recurrent
neural network is applied on the top of the pre-trained model.

Despite the shared multilingual vocabulary, BERT is originally a monolingual
model [19], pretrained with sentence-pairs from one language or another. To help
BERT adapts to our bilingual scenario, where the inputs are two sentences from
different languages, we implement a further pre-training step.
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During the further pre-training step, we combine bilingual sentence pairs from
large-scale parallel dataset, and randomly mask sub-word units with a special token,
and then train BERT model to predict masked tokens. Since our input are two parallel
sentences, during the predicting of masked words given its context and translation
reference, BERT can capture the lexical alignment and semantic relevance between two
languages.

In contrast, XLM and XLM-R are multilingual models by nature, which receive
two sentences from different languages as input during training, that means a further
pre-training step is redundant. The training strategies and data of XLM and XLM-R are
designed distinctly, which are explained in detail in their papers.

3.2 MTE-Based QE Data

Despite sentence-pairs with source and machine-translated text readily accessible (for
which we only need to translate source text into target language using a MT system),
the absence of DA scores becomes our biggest challenge. Even in supervised scenario,
human-annotated DA scores are still scarce and limited [5]. Therefore, we propose to
use MTE metrics to fit human assessment, thus creating massive pseudo data for the
training of the QE system. Our approach can be described as follows:

Firstly, we decode source sentences in parallel corpus into target language. Sec-
ondly, we use automatic MTE-metrics to evaluate the quality of output sentences based
on references. In this step we do not need any human annotation or time-consuming
training. The MTE based evaluation can give a roughly accurate quality assessment,
and can be used as substitution to human-annotated DA scores. Thirdly, the pseudo DA
scores, combined with source and translated sentence pairs, are used to train our QE
system (Fig. 2).

Fig. 1. Pre-trained model for quality estimation.
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We tried three different MTE metrics to fit DA evaluation, namely TER [2], BLEU
[7], and BERTscore [8].

TER uses word edit distance to quantify similarity, based on the number of edit
operations required to get from the candidate to the reference, and then normalizes edit
distance by the number of reference words, as shown in Eq. 1.

TER ¼ # of edits
average # of reference words

ð1Þ

BLEU is the most widely used metric in machine translation. It counts the number
of n-grams that occur in the reference sentence and candidate sentence. Each n-gram in
the reference can be matched at most once, and very short candidates are discouraged
using a brevity penalty, as shown in Eq. 2.

BLEU ¼ BP � exp
XN

n¼1
wn log pn

� �
;BP ¼ 1

e 1�r=cð Þ

�
if c[ r
if c� r

ð2Þ

where pn denotes the geometric average of the modified n-gram precisions, wn denotes
positive weight for each token, c denotes the length of the candidate translation and
r denotes the effective reference corpus length.

BERTscore calculates the cosine similarity of a reference token and a candidate
token based on their contextual embedding provided by the pre-trained model. The
complete score matches each token in reference to a token in candidate to compute
recall, and each token in candidate to a token in reference to compute precision, and
then combine precision and recall to compute an F1 measure, as displayed in the
following equations.

PBERT ¼ 1
x̂j j
X

x̂j2x̂ max
xi2x

xTi x̂j ð3Þ

RBERT ¼ 1
xj j
X

xi2x max
x̂j2x̂

xTi x̂j ð4Þ

Fig. 2. MTE-metrics based QE training procedure.
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FBERT ¼ 2
PBERT � RBERT

PBERT þ RBERT
ð5Þ

where x and x̂ denote the contextual embedding for each token in reference and can-
didate sentences, respectively.

With the ability of matching paraphrases and capturing distant dependencies and
ordering, BERTscore is proved to be highly correlated with human assessment [8].

4 Experiment

4.1 Setup

Dataset. The dataset we use is MLQE Dataset [6], which contains training and
development data for six different language-pairs. We performed our experiments
mainly on two high-resource languages (English–Chinese and English–German). Since
we want to solve the problem in unsupervised setting, we only used the 1000 sentence-
pairs from the development data for each direction respectively.

To train our own MT model, we use the WMT2020 English-Chinese and English-
German data2, which contains roughly 10 million sentence-pairs for each direction after
cleaning (a large proportion is reserved to generate QE data).

Fomicheva also provide the MT model which was used to generate their QE sen-
tence pairs, thus we have two different MT models to use. We will explain the influence
of different MT models in the next section.

For fine-tuning pre-trained models, we used the reserved data from WMT2020
English-Chinese and English-German translation, and randomly sampled 500 k sen-
tence pairs for each direction to create MTE-based QE data.

Baseline. Sine there are few works done in the area of unsupervised QE, we mainly
make comparison with Fomicheva. They proposed 10 methods which can be catego-
rized as three sets, among them we display their top-two results in each direction,
namely D-Lex-Sim and D-TP for English-Chinese, and D-TP and Sent-Std for English-
German.

We also make comparison with supervised methods, including PredEst models
using the same parameters in the default configurations provided by Kepler [14], and
the recent SOTA QE system BERT, augmented with two bidirectional RNN [15].
These two models are trained with the provided 7000 training pairs.

4.2 Experiment Results

As shown in Table 1 and Table 2, our approach surpasses Fomicheva with their best-
performance methods by a large margin on both directions, verifying the effectiveness

2 http://www.statmt.org/wmt20/translation-task.html.
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of MTE-based QE data. We even outperform BERT-BiRNN trained in supervised
manner on both directions.

Although the supervised training data provided is limited and our best results are
achieved by XLM rather than BERT (we will explain this in next section), the result is
still very fascinating.

The glass-box features, although thoroughly explored by Fomicheva, seem
unhelpful compared with MTE-metrics based methods. These features are no more than
statistic cues regulated by the machine translation model. If we rely on the same MT
model to evaluate the translation, then we will be constrained by itself and unable to
cope with various phenomena.

Moreover, we can also conclude that when fine-tuning pre-trained models for QE
task, the quantity of data is more important than the quality of data, as shown in Fig. 3.
Although our data is generated purely based on automatic metrics rather human
annotators, we can still surpass supervised systems trained only with clean data.

Table 1. Experiment results on English-Chinese MLQE Dataset.

Language direction Method Pearsonr Spearman

English-Chinese PredEst 0.190 –

BERT-BiRNN 0.371 –

D-Lex-Sim 0.313 –

D-TP 0.321 –

TER 0.3919 0.4116
BLEU 0.3668 0.3941
BERTscore-precision 0.4254 0.4347
BERTscore-F1 0.4288 0.4373

Table 2. Experiment results on english-German MLQE dataset.

Language direction Method Pearsonr Spearman

English-German PredEst 0.145 –

BERT-BiRNN 0.273 –

D-TP 0.259 –

Sent-Std 0.264 –

TER 0.2589 0.2828
BLEU 0.2637 0.2931
BERTscore-precision 0.3124 0.3327
BERTscore-F1 0.3089 0.3284
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Among our three methods, BERTscore-based methods achieve better results than
statistical metrics-based methods, which is reasonable since BERTscore is proved to
better correlate with human assessment. More accurate MTE metrics could lead to
more natural pseudo data, therefore enable the QE model to perform better.

5 Analysis

5.1 Is BERT Always the Best?

Despite the overwhelming results BERT has accomplished on multiple datasets, our
scenario demands the ability to process bilingual input, while BERT is originally a
monolingual model, treating the input as either being from one language or another.

In contrast, XLM and XLM-R are multilingual models by nature, pre-trained with
bilingual inputs from different languages. Since QE task aims to evaluate the translation
based on the source sentence from another language, XLM and XLM-R should be
more suitable. Experiment results in Table 3 verify our hypothesis.

0

0.2

0.4

0.6

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

Pearson's correla�on of supervised BERT-BiRNN
Pearson's correla�on of unsupervised XLM-R

Fig. 3. The variation of Pearson’s correlation coefficient with the increase of the training
step. Although the supervised model could generate better results in the first few steps, as the
unsupervised model receives more data after more steps, it would outperform the supervised
model.

Table 3. Experiment results on MLQE direct assessment data.

Language direction Method Pretrained model Pearonr Spearman

English-Chinese BERTscore-precision BERT 0.3255 0.3295
BERT(further-trained) 0.3827 0.3895
XLM 0.4254 0.4347
XLM-R 0.4170 0.4227

BERTscore-F1 BERT 0.3271 0.3329
BERT(further-trained) 0.3836 0.3889
XLM 0.4110 0.4221
XLM-R 0.4288 0.4373
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Even augmented by further pre-training steps with bilingual input in our experi-
ment, BERT is still not competitive in multilingual scenarios. Multilingual pre-trained
models are more suitable than BERT on QE task.

5.2 Is Black-Box Model Necessary?

While we cannot explore the internal structure of MT model in black-box setting, the
input and output of the model are still available. Therefore, when creating source-
translation sentence pairs, we can choose to use our own model or the provided black-
box model.

Nowadays, the neural-based (especially Transformed-based) MT architecture has
dominated the machine translation area [20]. Different NMT systems trained with
similar data may behave similarly to the same input [21].

Therefore, even with another model trained with slightly different data, the gen-
erated translation may still have similar error distribution. Experiment results displayed
in Table 4 verify our hypothesis.

While the data generated by the provided model does obtain higher correlation, the
result obtained by our own model is yet competitive. When creating MTE-based QE
data, the provided model can benefit a lot, but if it is not available, we can simulate its
error distribution with similar architecture and similar training data.

5.3 Where Is the Limitation of QE?

In this section, we would like to perform a case-study based on our results on devel-
opment set. Since the distributions of our system’s output and the real-world QE scores
differ a lot, as shown in Fig. 1, we mainly compare the ranking for the same sentence in
different methods. Namely, we would rank the whole development set according to
scores provided by our system and the golden label, and compare the discrepancy of
ranking for the same sentence in different systems.

Table 4. Results of different data generated by different MT models.

Language direction Method MT Model Pearonr Spearman

English-Chinese TER Ours 0.3671 0.3752
Provided 0.3919 0.4116

BLEU Ours 0.3485 0.3619
Provided 0.3668 0.3941

BERTscore-precision Ours 0.3853 0.3998
Provided 0.4254 0.4227

BERTscore-F1 Ours 0.3995 0.4133
Provided 0.4288 0.4373
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In summary, there are two problems impede the performance of our model.
Firstly, our model relies too much on the syntactic consistency while ignoring

semantic understandability to evaluate a translation. Given a translated sentence with
syntactically consistent structure, our model would assign a very high score even when
the translation is semantically erroneous (Fig. 4).

As shown in Table 5, although Translation 2 is much better than Translation 1, our
method would still assign a higher evaluation score for Translation1 since the syntactic
structure is more consistent.

This problem originates from pre-trained models themselves, as it is very likely for
pre-trained models to rely on spurious statistical cues when doing prediction [22],
while not really understand the sentence meaning. Most sentence pairs with a con-
sistent syntactic structure are assigned with a higher score in our training data, which is
captured by our model and used as an inappropriate criterion for evaluation.

The second problem is that our system fails to detect erroneously translated words,
especially when prior knowledge is in need.
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real DA scores
predicted DA scores

Fig. 4. Distribution of DA scores on development set. Solid line denotes the output of our
system, and dashed line denotes the golden labels.

Table 5. Wrong prediction caused by syntactical inconsistency.

Source Translation 1 Translation 2

A snob, a sneak and a
coward, with very few
redeeming features.

一个卑鄙的人, 一个偷偷摸摸

的人, 一个懦弱的人, 几乎没有

什么可取之处。(ranking 993
of 1000)

一个卑鄙, 一个偷偷摸摸, 一
个懦弱, 几乎没有什么可取

之处。(ranking 837 of 1000)

Others befriended and
watched over the
peasantry;

另一些人亲密无间地守护着农

民 ;(ranking 763 of 1000)
另一些人做朋友并且守护着

农民 ;(ranking 631 of 1000)

Unsupervised Machine Translation Quality Estimation 33



As shown in Table 6, for the first sentence, the provided model mistranslated the
word Judah, which is a country, as a name. And in the second sentence, the word
consulship, which refers to a period, is mistranslated as a building. To understand why
these words are mistranslated, you may need related history knowledge.

The mistranslation of these key information makes the whole sentence beyond
understanding, but since there is no grammatic error and the syntactic structure is
appropriate, our model refers to them as good translations.

For the first problem, we believe it can be alleviated by strategically picked training
samples, with more sentence-pairs syntactically inconsistent but semantically correct.
We will leave this as our future work.

Since both QE model and MT model are based on deep-learning, QE can barely
solve these problems which MT model cannot solve. More training data may help to
alleviate this problem, but can hardly solve it, as more training data does not really
introduce structured prior knowledge. We believe this is the limitation of QE.

6 Conclusion

Machine translation quality estimation (Quality Estimation, QE) aims to evaluate the
quality of machine translation automatically without reference provided. Despite it has
attracted a lot of research interest recent years, few works have been done to deal with
QE in an unsupervised manner.

In this paper, we have devised an unsupervised approach to QE where we do not
rely on any glass-box features. We create massive pseudo data based on automatic
machine translation evaluation (MTE) metrics such as BLEU, TER and BERTscore,
from publicly accessible machine translation parallel dataset. Then we use the MTE-
based QE data to fine-tune multilingual pre-trained models, to predict direct assessment
(DA) scores. Our approach surpassed previous unsupervised methods by a large
margin, and even surpassed supervised methods, proving the effectiveness of incor-
porating MTE metrics into QE.

Despite the lack of human-annotated DA scores, the MTE metrics can provide a
highly reliable evaluation for machine translated sentences, and enable us to perform
QE in an unsupervised way. We will continue to explore the application of MTE in QE
models, and try to reach the limitation of deep-learning based QE.

Table 6. Wrong prediction caused by mistranslated words.

Source Translation

In 586 BCE, King Nebuchadnezzar II of
Babylon conquered Judah.

巴比伦国王尼布查德尼扎尔二世征服了

犹大. (ranking 12 of 1000)
Roman satirists ever after referred to the year
as “the consulship of Julius and Caesar.”

罗马讽刺家后来把这一年称为 “朱利叶斯

和凯撒的领馆” 。(ranking 225 of 1000)
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Abstract. Recent advances of deep learning have been successful in
delivering state-of-the-art performance in medical analysis, However,
deep neural networks (DNNs) require a large amount of training data
with a high-quality annotation which is not available or expensive in
the field of the medical domain. The research of medical domain neural
machine translation (NMT) is largely limited due to the lack of parallel
sentences that consist of medical domain background knowledge anno-
tations. To this end, we propose a Chinese-Uyghur NMT knowledge-
driven dataset, YuQ, which refers to a ground medical domain knowl-
edge graphs. Our corpus 65K parallel sentences from the medical domain
130K utterances. By introduce medical domain glossary knowledge to the
training model, we can win the challenge of low translation accuracy in
Chinese-Uyghur machine translation professional terms. We provide sev-
eral benchmark models. Ablation study results show that the models can
be enhanced by introducing domain knowledge.

1 Introduction

Knowledge can improve the translation quality in NMT models where back-
ground knowledge plays a vital role in the success of text generation (Li et al.
2016; Shang et al. 2015; Shao et al. 2016). In neural machine translation systems,
background knowledge is defined as slot-value pairs, which provide key infor-
mation for proper noun translation, and has been well defined and thoroughly
studied in conversational systems (Wen et al. 2015; Zhou et al. 2016). However,
in neural machine translation of terminology, it is important but challenging to
leverage background knowledge, which is represented as either knowledge graphs
(Zhou et al. 2018a; Zhu et al. 2017) or unstructured texts (Ghazvininejad et al.
2018), for making improve the accuracy of proper noun translation especially
medical domain.

Freshly, a variety of knowledge-based text generation corpora have been pro-
posed (Dinan et al. 2018; Moghe et al. 2018; Zhou et al. 2018b) to fill the gap
where previous datasets do not provide knowledge grounding of the text genera-
tion (Bahdanau et al. 2014; Sutskever et al. 2014; Vaswani et al. 2017). However,
c© Springer Nature Singapore Pte Ltd. 2020
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Fig. 1. An example in YuQ from the medical domain. The bold text is the related
knowledge that is utilized in NMT.

these datasets are not suitable for the medical domain or knowledge planning
through neural machine translation based on knowledge. OpenDialKG (Moon
et al. 2019) and DuConv (Wu et al. 2019) use knowledge graphs as knowledge
resources. However, for knowledge-grounded NMT datasets still have the gap.

In this paper, As given in Fig. 1, we propose YuQ, a Chinese-Uyghur neural
machine translation dataset towards the medical domain, which is suitable for
modeling knowledge interactions in machine translation in the medical domain,
including knowledge planning, knowledge grounding, knowledge adaptations,
etc. YuQ 65K utterances 130K parallel corpus in the medical domain. Each
sentence is annotated with related knowledge entities in the knowledge graph,
Its effect is as supervision for knowledge interaction modeling. Furthermore, YuQ
contains medical topics, which manually annotated accurately with higher qual-
ity than other datasets. The relations of entity are explicitly defined in the knowl-
edge graph. We provide a benchmark to evaluate both generation- and retrieval-
based neural machine translation models on the YuQ dataset with/without
access to the medical knowledge. Results show that knowledge-based contributes
to the advancement of these models while existing models are still not strong
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enough to deliver knowledge-coherent NMT, indicating a large space for future
work.

In summary, this paper makes the following contributions:

• We construct a new dataset, YuQ, for knowledge-driven neural machine trans-
lation in Chinese-Uyghur. YuQ 130K utterances in medical domains.

• YuQ provides a benchmark to evaluate the ability of neural machine trans-
lation with access to the corresponding knowledge in medical domains. The
corpus can empower the research of not only knowledge-grounded machine
translation text generation but also domain adaptation or transfer learning
between similar domain or dissimilar domains.

• We provide benchmark models on this corpus to facilitate further research
and conduct extensive experiments. Results show that the models can be
enhanced by introducing background knowledge, but there is still much room
for further research.

2 Related Work

Recently, neural machine translation has been largely advanced due to the
increase of publicly available machine translation data (Bahdanau et al. 2014;
Sutskever et al. 2014; Vaswani et al. 2017). However, the lack of annotation of
background information or related knowledge results in a significant bottleneck
in medical term translation, where the translation accuracy of medical terms
needs to improve. These models produce a translation that is substantially dif-
ferent from those humans translate, which largely rely on background knowledge.

To facilitate the development of NMT models that mimic human translate,
there have been several knowledge-grounded corpora proposed. (Duan et al.
2020) proposes a new NMT method that is based on no parallel sentences but can
refer to a ground-truth bilingual dictionary. This new task can effectively improve
the accuracy of the translation of specialized words in the medical domain. How-
ever, the Perplexity of translated sentences is not as well as Seq2Seq architecture.
(Chen et al. 2020) considers the importance of the word in the sentence mean-
ing and design a content word-aware NMT to improve translation performance.
However, the accuracy of generated machine translation for medical terminol-
ogy is often not controllable, resulting in some mistakes in the generated results.
(Hao et al. 2019) presents multi-granularity self-attention (MG-SA): a neural
network that combines multi-head self-attention and phrase modeling and can
capture useful medical-domain phrase information at various levels of granu-
larities. (Sokolov and Filimonov 2020) presents an automatic natural language
generation system, capable of generating both human-like interactions and anno-
tations by the means of paraphrasing to solve manual annotations are expensive
and time-consuming.

To obtain the high-quality knowledge-grounded datasets, some studies con-
struct from scratch with human annotators, based on the unstructured text
or structured knowledge graphs. For instance, several datasets (Gopalakrishnan
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et al. 2019; Zhou et al. 2018b, 2020) have human conversations where partic-
ipants have access to the unstructured text of related background knowledge.
while OpenDialKG (Moon et al. 2019) and DuConv (Wu et al. 2019) build up
their corpora based on structured knowledge graphs. (Young et al. 2018) pro-
poses to explicitly augment input text with concepts expanded via 1-hop rela-
tions where KG triples are represented in the sentence embeddings space. (He
et al. 2017) propose a system which iteratively updates KG embeddings and
attends over connected entities for response generation. However, several chal-
lenges remain to scale the simulated knowledge graph, for knowledge augmented
text generation, (Ghazvininejad et al. 2018; Long et al. 2017; Parthasarathi and
Pineau 2018) uses embedding vectors obtained from external knowledge sources,
Wikipedia, free-form text, etc. as an auxiliary input to the model in dialog gener-
ation. Knowledge graphs can provide rich structured knowledge facts for better
language understanding, (Zhang et al. 2019) utilize both large-scale textual cor-
pora and KGs to train an enhanced language representation model (ERNIE),
which can take full advantage of lexical, syntactic, and knowledge information
simultaneously.

3 Datasets

The general method of constructing a parallel corpus is to collect, sort, mark, pre-
serve and utilize professional corpus software for parallel processing and retrieval
of the bilingual corpus. This paper is slightly different. In the processing of
Chinese corpus, automatic line partitioning is carried out first, and the text is
translated manually according to the line partition, which avoids the line label-
ing and alignment processing of the corpus. In the later retrieval, the method of
combining professional corpus software and self-built retrieval system is adopted.

3.1 Data Collection

By searching a huge number of literatures and investigating in the hospital, a
Chinese corpus from the general practitioner diagnosis and treatment system is
finally determined. The data collected covered seven clinical disciplines: inter-
nal medicine, surgery, pediatrics, obstetrics and Gynecology, infectious diseases,
dermatology, and Venereology, and five sense organs science. Each diagnosis and
treatment article was retrieved by using the word crawl tool text, and a stor-
age directory is established according to the department name and disease type.
The disease name of a single diagnosis and treatment article was stored as a
TXT file name, and the storage format was UTF-8 A total of 593 articles, 7
department catalogs, 65 disease catalogs, and 593 disease diagnosis and treat-
ment corpora have been built. The corpus data is from clinical diagnosis in the
hospital, and the content is authentic and representative. The balance of the
corpus is fully considered in the collection. The proportion of data collected
by each department is respectively Results: internal medicine 26.78%, surgery
15.17%, pediatrics 13.59%, obstetrics and Gynecology 10.92%, infectious diseases
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12.09%, dermatology and Venereology 10.13%, facial science 11.30%, basically
meet the actual needs of patients, and reflect the medical language style and
characteristics.

3.2 Corpus Preprocessing

Chinese medical and health data were collected manually, totaling 45,216 sen-
tences. The data cover 12 major clinical disciplines: infectious diseases, dermatol-
ogy, and venereology, facial features, epidemiology, internal medicine, surgery,
pediatrics, obstetrics and gynecology, neuropathy, psychiatry, ophthalmology,
and stomatology, totaling 739 diseases. The collection contents for each dis-
ease include etiology and pathology; Diagnosis and differential diagnosis; Clin-
ical manifestations; Inspection, auxiliary inspection, and laboratory inspection;
Therapy and physical therapy; Prevention, etc. The acquisition of medical texts
is a relatively difficult task, and its text preprocessing is also quite difficult. Gen-
eral data preprocessing methods are applied to medical texts, but the effect is
not significant, and medical words are often scattered. For example, the word
“da chang gan jun” is divided into two words “da chang” and “gan jun” in the
preprocessing process. The obtained processing results cannot be directly used
for translation model training. The input data set suitable for model training
needs to be obtained through text garbled code filtering, length ratio filtering,
text word segmentation, and other steps in advance. After denoising, the cor-
pus is divided into three levels according to the UTF-8 format: root directory,
Department directory and disease category directory.

3.3 Annotation

The actual work of translation processing is after the corpus is automatically
entered into the database. At this time, the work of line segmentation and text
entry into the database has been completed. Translators translate according to
the prescribed format, avoiding the problem of alignment.

3.4 Knowledge Graph Construction

The sparsity and the huge scale of the knowledge are difficult to handle, the anno-
tated medical corpus is expensive, and the knowledge of these medical entities
contains both structured knowledge triples and unstructured knowledge texts,
which make the task more general but challenging. After filtering the start enti-
ties which have few knowledge triples, the medical domain contains 215 start
entities, respectively. After filtering the start entities, we built the knowledge
graph. Given the start entities as seed, we build their neighbor entities within
three hops. We merged the start entities and these build entities (nodes in the
graph) and relations (edges in the graph) into a domain-specific knowledge graph
for medical domains. The statistics of the knowledge graphs used in constructing
YuQ are provided in Table 1 and Table 2.
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Table 1. Statistics of the knowledge graph entity types of YuQ

Entity type Explain Number Example

Test Diagnostic Inspection Items 76 Blood sugar, urinary ketone body

Disease Disease 23 Diabetic cardiomyopathy

Drug Drug 73 Glibenclamide, repaglinide

Food Food 19 Protein, fat

Symptom Symptoms of disease 24 Drink more, eat more, urinate more

Total Total 215

Table 2. Statistics of the knowledge graph relationship types of YuQ

4 Corpus Analysis

Chinese-Uyghur medical parallel corpus is a special corpus. By building a the-
saurus, analyzing the frequency of words, we can make an objective analysis of
the lexical features, determine the position and nature of different words in the
lexical list in the medical corpus, and reveal the distribution law of lexical fre-
quency phenomenon. At the same time, we compare the self-built corpus with
other large-scale general corpora to further statistically analyze the importance
of different words in the special corpus.

4.1 Lexical Feature Analysis

4.1.1 Construct Vocabulary
Using the EmEditor tool to replace all part-of-speech tags in the segmented
corpus with spaces, A corpus separated by spaces is formed. According to the
decreasing order of the occurrence frequency of each word, i.e. High-frequency
words are ranked first and low-frequency words are ranked second, and the words
are numbered with natural numbers. The highest occurrence frequency is level
1, followed by level 2. Rank is used to represent the word-level sequence and
freq is used to represent the occurrence frequency of words in the corpus, thus
constructing the vocabulary shown in Table 3:
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Table 3. Word frequency statistics. Word is a segmented word in the corpus. P is the
probability that words appear in the corpus; Ln(r) and Ln(f) are used to calculate the
logarithm of Rank and freq respectively.

Rank Word Freq P Ln(r) Ln(f)

1 Treatment 2840 0.014196167 0 7.9515595

2 Onset 1488 0.007437992 0.6931472 7.305188

3 Symptoms 1428 0.0071380725 1.098612 3 7.26403

4 Occurrence 1162 0.005808431 7 1.386294 4 7.057898

5 Cause 1095 0.005473522 1.609 438 6.9985094

6 Patient 1033 0.005163606 1.7917595 6.9402223

7 General 957 0.0047837086 1.9459101 6.8638034

8 Serious 916 0.0045787636 2.0794415 6.8200164

9 Operation 866 0.004328831 2.1972246 6.763885

10 mg 832 0.004158877 3 2.3025851 6.7238326

4.1.2 Statistical Analysis of Word Frequency
Make statistics on the vocabulary, A total of 14,470 different words were
acquired, Of these, 5,703 words appear only once, 39.41% of the total. Different
from the general corpus, Most of the words with frequency 1 in this corpus are
professional words in the medical field. Meaning. 121 words appear twice, 14.66%
of that total. The word appearing more than three-time, 45.93% of the total.
After analyzing the results of word frequency, That is, the 5% word appears
only once, 20% word appears twice. But there is a slight gap, The main reason

Fig. 2. The top ten high-frequency words and frequency of Chinese Medical Corpus.
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is that there are many professional terms in the medical corpus, Word segmenta-
tion algorithm needs to be further improved, In addition, the corpus segmented
by the current word segmentation algorithm, It also contains a large number
of English strings, Chinese-English and English-Chinese mixed words, 323 with
the frequency of 1, 104 with the frequency of 2 and 167 with other frequencies,
which also conforms to the characteristics of medical corpus and includes a large
number of transliterated and abbreviated foreign words, such as tc, r globulin,
etc. The 10 words with the highest frequency in the vocabulary list and their
frequencies are shown in Table 2, which fully reflect the medical characteristics
of corpus data.

4.2 Contrastive Analysis of Lexical Features

The People’s Daily has a corpus of nearly 2 million words in January, with a
wide range of contents and a huge amount of data. Taking this as a reference
corpus, the corpus retrieval software AntConc is used to compare and analyze
the frequency of each word and word in the Chinese medical corpus word and
word frequency list with the frequency of the word and word in the reference
corpus to reflect the importance and particularity of the word and word to the
medical corpus.

The list of word and word frequency includes information: Rank (word/word
level), freq (frequency), word (word/word) and keyness (significant difference
in frequency, the frequency difference between the same word and word in the
two corpora, the greater the difference, the greater the keyness value). Some
comparative statistical results are shown in Table 4.

Table 4. Statistical analysis for contrast of word frequency characteristics between our
corpus and People’s Daily corpora.

Rank Freq Keyness Word

1 6 396 12213.213 Can

2 5 462 9 915.505 Or

3 2 840 6 381.669 Treatment

4 2 260 5 228.570 those

5 1 846 4 577.089 sex

6 2 661 3 756.796 and

7 1 428 3 519.548 Symptoms

8 1 493 2 949.540 Heart

9 1 707 2 469.261 as

10 1 144 2 386.947 Disease
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4.2.1 Comparative Result Analysis
Corpus data using existing segmentation tools, based on Chinese medicine, shard
16637 words, which “Word” word frequency is greater than the reference corpus,
14050, 2587 less than the reference corpus, respectively constructed two-word
frequency table.

Observe word frequency table of 14050 words, found keyness values by the
maximum first became smaller, close to zero, until it is equal to zero, according
to the keyness values change, the analysis of word frequency table is as follows:

In the first part, the value of keyness is very large at the beginning. Keyness
>5 is taken as the boundary, and there are 7840 words, which are most commonly
used in medical treatment, such as treatment and patient.

The second part, in order to 0 or less keyness 5 or less as the boundary, a
total of 6210 words, at this time is divided into two cases: (1) to 0 or less keyness
5 or less and freq = 1, a total of 5089 words, observed that these words not only
keyness value is small, gradually tends to zero, word frequency and minimum,
these words are not commonly used for the two corpora, several medical field
has the characteristics of medical is not commonly used words, such as early
focal infarction disease, diffuse peritoneal infection, etc. With 321 as the letter
combinations, such as athabasca, arvd. Athabasca, Arvd is acute obstructive sup-
purative cholangitis, respectively, the abbreviation of right ventricular cardiomy-
opathy arrhythmia caused by sex. (2) 0 or less keyness 5 or less and freq > 1,
a total of 1121 words, this part of the vocabulary, freq value is very high, when
keyness approach to find these words, such as, in the early morning, belong to
the more commonly used words, basic is commonly used in the medical corpus,
also commonly used in People’s Daily corpus, frequency is similar in the two
corpora.

Then Observe word frequency table of 2587 words:
(1) Keyness value is the largest at first and then decreases from the maximum.

Contrary to the first part, when keyness value is large, it is all the data with
high word frequency in the corpus of People’s Daily, such as China, problems,
development, etc.

(2) When keyness value is small and FREq = 1, the specificity of words can-
not be seen, which is related to the fact that People’s Daily is a general corpus.
(3) when the keyness value smaller and larger freq, a total of 618 words, belong
to two corpora are more frequently used vocabulary, but inadequate medical
characteristics, such as a hospital bed, etc. After statistical analysis, combined
with artificial proofreading, easily from 7840 words and 5089 words, sort out the
medical special corpus theme vocabulary. Through the analysis of the above char-
acteristics, not only reflects the corpus itself vocabulary characteristics, common
vocabulary, vocabulary, etc. That validates whether corpus construction and late
for further study of natural language processing technology to lay the foundation
of medicine.
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5 Experiments

5.1 Models

As provided baseline models for knowledge-driven NMT modeling, we evalu-
ate such models on our corpus generation-based and retrieval-based models. To
investigate the knowledge information annotation results, we evaluate the models
with/without introducing to the knowledge graph of our dataset.

5.1.1 Generation-Based Models
Language Model (LM) (Bengio et al. 2003): We train a language model that
maximizes the log likelihood: logP (x) =

∑
t logP (xt|x < t), where x denotes

a long sentence that sequentially concatenates all the utterances of a machine
translation.

Seq2Seq (Sutskever et al. 2014): An encoder-decoder model. The input of the
encoder is the concatenation of the past k−1 utterances, while the target output
of the decoder was the k − th utterance. If there are fewer than k − 1 sentences
in the NMT history, all the past utterances would be used as input.

RNNSearch (Bahdanau et al. 2014) RNNSearch is to improve the performance
of Seq2Seq by the attention mechanism, where each word in Y is conditioned on
different context vector c, with the observation that each word in Y may relate
to different parts in x. In particular, yi corresponds to a context vector ci, and
ci is a weighted average of the encoder hidden states h1, ..., hT :

ci =
Tx∑

j=1

aijhj (1)

where ai,j is computed by:

α =
exp(eij)

∑T
k=1 exp(eik)

(2)

eij = g(st−1, hj) (3)

where g is a multilayer perceptron.

Transformer (Vaswani et al. 2017): Transformer abandons the recurrent net-
work structure of RNN and models a piece of text entirely based on attention
mechanisms. The most important module of the coding unit is the Self-Attention
module, which can be described as:

Attention(Q,K, V ) = Softmax

(
QKT

√
dk

)

V (4)
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To extend the ability of the model to focus on different locations and to increase
the representation learning capacity of subspaces for attention units, Trans-
former adopts the “multi-head” mode that can be expressed as:

MultiHead(Q,K, V ) = Concat(head1, ..., headh)WO (5)

headi = Attention(QWQ
i ,KWK

i , V WK
i ) (6)

THUMT (Zhang et al. 2017): THUMT is an open-source toolkit for neural
machine translation developed by the Natural Language Processing Group at
Tsinghua University and a new implementation developed with TensorFlow.

5.1.2 Retrieval-Based Model
BERT (Devlin et al. 2019): We adapt this deep bidirectional transformers
(Vaswani et al. 2017) as a retrieval-based model. For each utterance, we extract
medical keywords and retrieve 10 translation candidates. The training task is
to predict whether a candidate target utterance is the fitting source utterance
given the source utterance where a sigmoid function is used to output the condi-
tional probability p(xt|x0:t−1) can be modeled by a probability distribution over
the vocabulary given linguistic context x0:t−1. The context x0:t−1 is modeled by
neural encoder fenc(·), and the conditional probability:

p(xt|x0:t−1) = gLM

(

fenc(x0:t−1)
)

(7)

where gLM( · ) is the prediction layer. We select the candidate sentence with
the largest probability.

5.1.3 Knowledge-Aware Models
A key-value memory module (Miller et al. 2016) is introduced to the afore-
mentioned models to utilize the knowledge information. We treat all knowledge
triples mentioned in an NMT as the knowledge information in the memory mod-
ule. For a triple that is indexed by i, we represent the key memory and the
value memory respectively as a key vector ki and a value vector vi, where ki
is the average word embeddings of the head entity and the relation, and vi is
those of the tail entity. We use a query vector q to attend to the key vectors
ki(i = 1, 2, ...): ai = softmaxxi(qT ki), then the weight sum of the value vec-
tors vi(i = 1, 2, ...), v =

∑
i aivi, is incorporated into the decoding process (for

the generation-based models, concatenat with the initial state of the decoder)
or the classification (for the retrieval-based model, concatenat with the <CLS>
vector). For Seq2Seq, q is the final hidden state of the encoder. For RNNSearch
and Transfomer, we treat the context vector as the query, while for BERT, the
output vector of <CLS> is used.

Our dataset has a sentence-level annotation of the triples of knowledge used
by each utterance. In order to compel the knowledge-aware models to attend to
the KG triples, we applied an extra loss of focus.
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Latt = − 1
|truth|

∑

i∈truth

log ai (8)

where truth is the set of indexes of triples that are used in the true response.
The total loss are the weighted sum of L(l) and Latt:

L
(l)
tot = L

(l)
0 + λLatt, l ∈ g, r. (9)

The knowledge-enhanced BERT is initialized from the fine-tuned BERT, and
the transformer parameters are frozen during training the knowledge related
modules. The purpose is to exclude the impact of the deep transformers but
only examine the potential effects introduced by the background knowledge.

5.2 Setup

We implement the above models with Pytorch while THUMT implement by
tensorflow. The type of RNN network units is all GRU and the number of hidden
units of GRU cells is all set to 200. ADAM as used to optimize all the models
with the initial learning rate of 1 × 10−5 for BERT and 1 × 10−3 for others.
The mini-batch sizes are set to 2 sentences for LM and 32 pairs of source- and
target-sentence for Seq2Seq.

5.3 Automatic Evaluation

5.3.1 Metrics
We adopt BLEU, Rouge, and Perplexity as the evaluation metrics to measure the
quality of the generated response. For BLEU, we employ the values of BLEU
1-4 and show the value of Rouge-1/2/L. Intuitively, the higher BLEU score
and Rouge score mean more n-gram overlaps between the generated responses,
and thereby indicate the better performance. Nevertheless, Perplexity is a well-
established performance metric for generative text generation models. On the
other hand, Perplexity explicitly measures the ability of the model to account
for the syntactic structure of the dialogue, and the syntactic structure of each
utterance and lower perplexity is indicative of a better model.

5.3.2 Results
The results are shown in Table 5. We analyze the results from the following
viewpoints:

The Influence of Knowledge: In the medical domains, the knowledge-aware
BERT model achieves the best performance in all of the metrics, as it retrieves
the golden-truth response at a fairly high rate. The transformer-based mod-
els perform best in BLEU-k among all the generation-based baselines without
considering the knowledge. Knowledge-aware Transformer has better results of
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BLEU-k and better results of PPL, while the knowledge-enhanced Transformer–
based models achieve the best metrics scores among all the generation-based
models.

Comparison Between Models: In the medical domains, the knowledge-aware
BERT model achieves the best performance in all of the metrics, as it retrieves
the golden-truth response at a fairly high rate. The transformer-based mod-
els perform best in BLEU-k among all the generation-based baselines without
considering the knowledge. Knowledge-aware Transformer has better results of
BLEU-k and better results of PPL, while the knowledge-enhanced Transformer–
based models achieve the best metrics scores among all the generation-based
models.

Table 5. Automatic evaluation. The best results of generative models and retrieval
models are in bold and underlined respectively. “+ know” means the models enhanced
by the knowledge base.

Model PPL BLEU-1/2/3/4 Rouge-1/2/L

LM 45.44 10.27 2.31 0.34 0.09 0.271 0.162 0.259

Seq2Seq 41.13 17.19 6.67 1.06 0.16 0.368 0.167 0.273

RNNSearch 40.45 20.97 8.40 1.71 1.27 0.387 0.124 0.248

Transformer 39.28 25.08 10.37 2.43 2.75 0.394 0.158 0.279

THUMT 21.91 24.22 12.40 2.71 2.27 0.384 0.207 0.313

BERT 37.32 27.63 14.32 3.35 3.13 0.427 0.216 0.314

Transformer+know 37.24 30.29 15.79 3.15 3.02 0.453 0.205 0.317

THUMT+know 37.91 30.41 18.43 3.72 3.01 0.498 0.237 0.349

BERT+know 33.11 33.14 20.54 4.93 3.91 0.592 0.481 0.591

5.4 Manual Evaluation

To better understand the quality of the generated responses from the semantic
and knowledge perspective, we conducted the manual evaluation for knowledge-
aware BERT, knowledge-aware RNNSearch, and Transformer, which have
achieved advantageous performance in automatic evaluation.

5.5 Metrics

In terms of the fluency and coherence metrics, human annotators are asked to
score a generated response.

Fluency (rating scale 0, 1, 2) is described as if the answer is normal and fluid:

• Grade 0 (bad): the grammatical mistakes are not articulate and challenging
to comprehend.
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• Grade 1 (fair): includes but yet clear grammatical errors.
• Grade 2 (good): humans generate it fluently and plausibly.

Coherence (rating scale is 0, 1, 2) is characterized as whether an answer to
the context and knowledge information is valid and coherent:

• Grade 0 (bad): History is meaningless.
• Grade 1 (fair): important to the context, but not consistent with the details

on expertise.
• Grade 2 (good): both context-relevant and consistent with background infor-

mation.

5.6 Annotation Statistics

We randomly sampled about 500 contexts from the test sets and generated
sentences by each model. These 1,500 parallel sentences pairs in total and related
knowledge graphs are presented to three human annotators.

5.7 Results

The findings are seen in the Table 3. As can be shown, knowledge-aware BERT
greatly outperforms other models in all dimensions in the medical realms, which
correlates with automated evaluation performance. The Fluency is at 2.00 because
all human-written sentences are the collected responses. The fluency scores of
both generation-based models are approximately 2.00 suggesting that the transla-
tion produced is fluent and grammatical. The BERT and knowledge-aware BERT
Coherence scores are higher than 1.00 but still have a big gap of 2.00, meaning that
in most instances the translation produced is important to the background but

Fig. 3. Manual evaluation between three generative models. “+ know” means the mod-
els enhanced by knowledge information.
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Table 6. Cases of the medical domain. Text is the knowledge used by the golden truth
or the knowledge correctly utilized by the models.

not consistent with knowledge-aware facts. The Coherence score is substantially
enhanced after integrating the knowledge information into BERT, as the knowl-
edge information is more reflected in the produced translation.

5.8 Case Study

Some sample translations in the medical realms provided by knowledge-aware
BERT are seen in Table 6. As we can see, knowledge-aware BERT is able to
produce knowledge-based translation after the presentation of knowledge con-
tent, such as translation with expertise in the medical domain. However, it is
still challenging for information-aware BERT to produce knowledge-coherent
responses with respect to unstructured text awareness as modeling knowledge of
unstructured texts requires more powerful models.

5.9 Ablation Study

To evaluate the contributions of key factors in our method, we perform an abla-
tion study.

The influence of BPE on the Morphological segmentation of Uygur
language. In order to verify the need for morphological segmentation of Uyghur
language before using BPE technology, This paper compares the performance
of BPE on Uyghur data without morphological segmentation and BPE on
data after morphological segmentation under neural machine translation sys-
tem respectively. According to Table 7, BLEU values of the same data set on
the test set are 11.56 and 10.28 respectively. The former is 1.28 higher than the
latter, and the improvement is not significant. Therefore, when BPE technology
is adopted for the Uyghur language, morphological segmentation can be avoided,
and BPE technology can effectively solve the problem of sparse data matrix.
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Table 7. The influence of uyghur morphological segmentation on BLEU value.

Vocabulary Uyghur morphological segmentation BLEU

12000 +Morphological segmentation 11.56

12000 −Morphological segmentation 10.28

The Effect of Word List Size on Machine Translation Performance. The
above experimental conclusions show that there is no great influence on whether
Uyghur language is morphologically segmented and then BPE technology is used.
The performance comparison experiment of neural machine translation methods
based on the self-attention mechanism is continued under different vocabulary
sizes. Table 8 experimental results show that Uyghur language does not undergo
morphological segmentation, and the BLEU value with a vocabulary size of 32000
is 19.89 higher than that of Uyghur language with morphological segmentation
and a vocabulary size of 12000. This shows that on the scarce resources and rich
forms of Chinese-Uygur data set, Compared with morphological segmentation,
The size of the word list can improve the performance of machine translation,
The reason may be that morphological segmentation leads to the lack of semantic
information at the word level, For enlarging the vocabulary, it can effectively
reduce the number of unregistered words and save the effective information at
the word level without losing. The neural network based on the self-attention
mechanism can better learn the morphological structure and features of words,
thus effectively improving the performance of machine translation.

Table 8. The influence of vocabulary size and morphological segmentation on neural
machine translation.

Vocabulary Uyghur morphological segmentation BLEU

32000 −Morphological segmentation 30.17

12000 +Morphological segmentation 11.56

6 Conclusion and Future Work

In this paper, we propose a high-quality manually annotated Chinese-Uyghur
medical-domain corpus for knowledge-driven neural machine translation, YuQ.
It 130K utterances 65K parallel sentences, with an average length of 19.0. Each
parallel sentence contains sentence-level annotations that map each utterance
with the medical knowledge triples. The dataset provides a benchmark to eval-
uate the ability to model knowledge-driven translation. We provide generation
and retrieval-based benchmark models to facilitate further research. Extensive
experiments illustrate that NMT models can be enhanced by introducing knowl-
edge, whereas there is still much room in knowledge-grounded neural machine
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translation modeling for future work. We hope that this dataset facilitates future
research on the medical-domain neural machine translation problem.
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Abstract. Quality estimation (QE) for machine translation is the task of
evaluating the translation system quality without reference translations.
By using the existing translation quality estimation methods, researchers
mostly focus on how to extract better features but ignore the translation
oriented interaction. In this paper, we propose a QE model for machine
translation that integrates multi-granularity interaction on the word and
sentence level. On sthe word level, each word of the target language sen-
tence interacts with each word of the source language sentence and yields
the similarity, and the L∞ and entropy of the similarity distribution are
employed as the word-level interaction score. On the sentence level, the
similarity between the source and the target language translation is cal-
culated to indicate the overall translation quality. Finally, we combine the
word-level features and the sentence-level features with different weights.
We perform thorough experiments with detailed studies and analyses
on the English-German dataset in the WMT19 sentence-level QE task,
demonstrating the effectiveness of our method.

Keywords: Quality estimation · Neural machine translation ·
Multi-granularity

1 Introduction

In recent years, neural machine translation (NMT) [1–4] makes great progress,
and quality estimation of machine translation methods has also received much
attention. Usually, evaluating system quality is to calculate the BLEU [5] when
there are one or more reference translations available. In the model prediction or
practical applications, it is costly to collect high-quality reference translations for
each translation. Quality estimation of machine translation is the task of evalu-
ating the translation system quality without reference translations. The predic-
tion results can quickly measure the quality of the system translation. It plays
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an indispensable guiding role in post-translation editing and computer-aided
translation. In the QE task, sentence-level QE is a popular research topic. Most
sentence-level QE tasks predict a score which indicates how much effort is needed
to post-edit translations to be acceptable results as measured by the Human-
targeted Translation Edit Rate (HTER). In general, sentence-level QE is seen as
a supervised regression task. In traditional feature-based QE approaches, which
has 17 features that describe the translation quality, such as translation complex-
ity indicators, fluency indicators, and adequacy indicators, it exploits a support
vector regression algorithm to score the translation. With the rapid development
of deep learning in natural language processing (NLP), many researchers have
applied the neural network model to the QE task. With pre-trained language
models showing excellent performance in natural language downstream tasks,
multilingual pre-trained language models attract researchers’ attention, such as
Multilingual BERT [6], XLM [7].

Most researchers only focus on how to extract better features but ignore the
translation oriented interaction. Although the word vectors fully interact in the
neural network model, we believe that more translation characteristics should
be added for cross-lingual tasks such as translation quality estimation. Either
between word or sentence translation pairs, more translation oriented features
can be tapped in.

In this paper, in order to solve the above problems, we propose a translation
quality estimation method that incorporates multi-granularity interaction, mak-
ing full use of the interactive information on the word and sentence level. And
this method achieves good results in the WMT19 sentence-level QE task on the
English-German dataset. On the word level, each word of the target language
sentence interacts with each word of the source language sentence and yields the
similarity, and the L∞ and entropy of the similarity distribution are employed
as the word-level interaction score. In terms of sentence level, we calculate the
similarity between sentence vectors by cosine similarity. We specifically analyze
that the similarity of translated word pairs can effectively measure translation
quality.

2 Related Work

Traditional baseline model QuEst++ [8] extracted features based on handcrafted
rules and used SVM regression to predict the score. With the great success
of deep neural networks on many tasks in natural language processing(NLP),
many researchers have applied the neural network model to the QE task. Shah
et al. [9] combined neural features that include word embedding features and
neural language model features with other features extracted by QuEst++. Kim
et al. [10–12] proposed the Predictor-Estimator framework, within which pre-
dictor is product quality vectors by a bidirectional RNN encoder-decoder with
attention mechanism, and estimator uses quality vectors to predict the score.
Li et al. [13] combined the two-stage predictor-estimator framework to extract
more abundant features through joint training. Fan et al. [14] proposed “Bilin-
gual expert” model which uses transformer [15] architecture as feature extractor.
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These models have achieved good results by using the powerful feature extrac-
tion ability of neural networks. In the past two years, the pre-training models
such as EMLo [16], GPT [17], and BERT have developed rapidly and greatly
improved the performance of downstream tasks in natural language processing.
Lu et al. [18] proposed a feature extraction method based on the multi-language
pre-training language model so that the source and target language sentence can
interact more intensively, which is of great help to the cross-language task.

Kepler et al. [19] proposed the model that mainly integrates different sub-
models, such as APE-BERT, PREDEST-BERT, and PREDEST-XLM, etc.
From their experimental results, the key to the superior performance of their
model depends on the PREDEST-XLM sub-model. Zhou et al. [20] used the
translation model as a feature extraction module, and mainly improved the
“Bilingual Expert” model with a SOURce-Conditional ELMo-style (SOURCE)
strategy. Hou et al. [21] employed bi-directional translation knowledge and large-
scale monolingual knowledge to the QE task. Kim et al. [22] proposed a “bilin-
gual” BERT using multi-task learning for machine translation quality estimation.

In the above methods of QE, researchers mostly focus on using different
model to extract better features, such as neural networks using recurrence, con-
volution and self-attention. But they ignored the translation oriented interac-
tion. For the disadvantages of the above model, we will propose a QE model for
machine translation that integrates multi-granularity interaction on the word
and sentence level.

3 Methodology

In this section, Fig. 1 shows the model architecture. Following the recent trend
in the NLP task exploiting large-scale language model pre-training for a series
of different downstream tasks, we used multilingual BERT as feature extractors.
The features fuse the translation oriented interaction on the word and sentence
level and they are used to predict HTER score.

3.1 Model Architecture

The model consists of a feature extractor that produces contextual token repre-
sentations, and an estimator that turns these representations into predictions for
sentence-level scores. Although the multilingual pre-trained language model is
well suited to handle cross-language tasks, it is still a single language followed by
the same language is used as input for pre-training. In order to adjust the model
and make it compatible with the input combination of the source and target
language sentences, we adopt a cross-language joint encoding method that uses
bilingual parallel corpus to pre-training multilingual BERT. This significantly
improves the performance of the model.

As a multilingual model, source and target language sentences need to be
input into the model together, so that the words in and between sentences can
fully interact and get better vector representation. We combine the two sentences
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as input according to the template: [CLS] target [SEP] source [SEP], where
[CLS] and [SEP] are special symbols from BERT, denoting the beginning of the
sentence and sentence separators, respectively. The pre-training sub-task is to
predict whether the second sentence is the translation of the first sentence.

Instead of just using contextual token representations to predict the score,
we allow the contextual token representations of source and target language
sentences to further interact. In other words, interaction is to explicitly model
translation oriented features on the word and sentence level. The details of the
interaction will be described in the next section. Finally, the word-level and
sentence-level translation oriented features fuse with contextual token represen-
tation to predict scores.

Fig. 1. The architecture of the proposed QE model that fuses multi-granularity inter-
action.

3.2 Multi-granularity Interaction

Word-Level Feature. Each word of the input bilingual sentences pair (source
language sentence S, target language sentence T ) is represented by pre-trained
multilingual BERT s = (s1, s2, ..., si) and t = (t1, t2, ..., tj). Compared to word
embeddings, contextual embeddings provide different vector representations of
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the same word in different contexts. Since BERT uses subword encoding, we
average the vectors of all subwords to represent a complete word. Next, we cal-
culate the similarity matrix between each word in the target translation and
each word in the source language sentence. The L∞ and entropy of the similar-
ity distribution are employed as that our method interaction core. Finally, the
similarity scores of the translation word pairs are selected from the similarity
matrix. There similarity scores are concatenated with entropy as features in the
translation oriented interaction. As is shown in Fig. 2.

Fig. 2. An illustration of the word-level interaction.

we use the cosine metric to compute the similarity of each word pair between
source and target language sentences. si denotes the ith token embedding of
the source language sentence. tj denotes the jth word embedding of the target
language sentence.

simw =
si · tj

‖si‖ ∗ ‖tj‖ (1)

The similarity distribution is the similarity score of a word in the target
language sentence and each word in the source language sentence. The entropy
of similarity distribution measures the confidence level of translation. Hj denotes
entropy of the target language sentence’s jth word. pi denotes probability after
softmax.

Hj = −
n∑

i=1

pi · logpi (2)

Finally, the similarity score of word level and the entropy of similarity distri-
bution are combined to form word-level interact feature. T denotes the number
of words in the target language sentence.

Ei = Concat(simw1
, simw2

, · · · , simwT
,H1 ,H2 , · · · ,HT ) (3)

Sentence-Level Feature. The vector representations of all the words in the
target language sentence are averaged as the vector representation of the current
sentence. And the calculation is shown in Formula 4. T denotes the number of
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words in the target language sentence. htgt denotes target language sentence
vector. It the same for the source language sentence.

htgt =
1
T

T∑

j=1

tj (4)

The similarity calculation of sentence level is same as word level. hsrc denotes
source language sentence vector. And the calculation is shown in Formula 5.

sims =
hsrc · htgt

‖hsrc‖ ∗ ‖htgt‖ (5)

Ensemble Feature. We concatenate the word vector and the feature vector of
the translation oriented interaction, and use the sigmoid activation function to
map the value between 0 and 1. Then we subtract the cosine similarity from 1,
since there is a negative correlation between cosine similarity and HTER value.
Finally, we predict HTER score by linearly interpolating the word and sentence-
level features.

hter = λ1 · sigmoid
(
(Ew

⊕
Ei) · W

)
+ λ2 · (1 − sims) (6)

λ1 and λ2 denote word-level and sentence-level feature weights that are hyper-
parameter. Ew denotes all word embedding. Ei denotes the translation oriented
interaction feature embedding. sims denotes the similarity score of sentence
vector between the source and target language sentence.

⊕
denotes vector con-

catenation operation. W denotes the learnable parameter matrix.

3.3 Model Training

Because the size of the training set for the QE task is too small to train the model,
we use about 5 million bilingual parallel corpora to pre-train multilingual BERT.
This also makes it more familiar with the input of the combination of source and
target language sentences.

Assume that the training set for the QE task includes N source language
sentences x(n), the target language sentences y(n), and the corresponding gold
standard labels HTER(n)(n = 1, ..., N). The training objective is to minimize
the mean square error over the training data:

RMSE =
1
N

n∑

i=1

(QEscore(x(n), y(n)) − HTER(n))2 (7)

4 Experiments

4.1 Dataset

The bilingual parallel corpus that we use for pre-trained multilingual BERT is
officially released by the WMT17 Shared Task: Machine Translation of News1,
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including Europarl v7, Common Crawl corpus, News Commentary v12, and
Rapid corpus of EU press releases. In the pre-training stage, we construct posi-
tive and negative samples from bilingual data. The positive sample is the parallel
data correctly translated, while the negative sample is the source language sen-
tence and the randomly sampled translation. The positive and negative samples
are randomly shuffled to construct pre-train data.

In the QE experiment, to test the performance of the proposed QE model, we
conduct experiments on the WMT19 sentence-level QE task for English-German
(en-de) direction. The details of the dataset are shown in Table 1.

Table 1. Details of the en-de dataset of the WMT19 sentence-level QE task.

Train Dev Test

Sentences 13442 1000 1023

4.2 Experimental Setup

In the experiment, we use the multilingual BERT after pre-training with bilin-
gual parallel corpus, which has 12 Bi-transformer [13], and the total number of
parameters is 1.1 × 108. During the training, we limit the number of training
epoch as 3, learning rate 2 × 10−5, batch size 32, max sequence length 128.

In the pre-training, we keep the default hyperparameter settings of the mul-
tilingual model. For the quality estimator module, the number of hidden units
for forward and backward LSTM is 1000. We use a minibatch stochastic gradient
descent algorithm and Adam to train the QE model.

4.3 Experimental Result

In this section, we will report the experimental results of our proposed model on
the WMT19 sentence-level QE task for the English-German direction. And we
list the results of other models in the WMT19 sentence-level QE task and the
baseline model are listed in the Table 2.

Table 2. Results of the different models on the WMT19 sentence-level QE task.

System Pearson Spearman

UNBABEL 0.5718 0.6221

PREDEST-BERT 0.5190 –

CMULTIMLT 0.5474 0.5947

NJUNLP 0.5433 0.5694

ETRI 0.5260 0.5745

baseline 0.4001 0.4607

Our model 0.5496 0.5980
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From the results in Table 2, we can see that our proposed model outperforms
most of the baseline models. We also observe that our model underperforms the
model UNBABEL. The reason is that UNBABEL is an ensembled model which
integrates seven models. When we compare our model to their best single model
PREDEST-BERT, we find that our model performs much better.

Then, we also compare the results of experiments that fuse different features,
as shown in Table 3. We find that good performance can be achieved when all
features are ensembled.

Table 3. Results of the models that fuse different features on the WMT19 sentence-
level QE task.

System Pearson Spearman

BERT+LSTM 0.5057 0.5345

BERT+LSTM+word-level 0.5120 0.5606

BERT+LSTM+sentence-level 0.5332 0.5571

BERT+LSTM+sentence-leve+word-level 0.5496 0.5980

From the results in Table 3, both word-level features and sentence-level fea-
tures are helpful to our tasks. It can be seen from the comparison that the
features of sentence-level improve more based on the original model.

4.4 Word-Level Feature Analysis

We select an example from the dataset to explain the word level feature. As
shown in Fig. 3 and Fig.4. It can be seen that ‘dupliziert’ is wrongly translated
as ‘Duiert’. According to the similarity matrix, the similarity score is slightly
lower between the two words. However, other words are correctly translated,
the corresponding similarity scores are much higher. As shown in Fig. 4, the
similarity score corresponding to the punctuation is also low, and the reason is
probably that the punctuation by itself does not take any meaning, unlike the
nouns or verbs. Thus, we believe that the similarity score between words across
languages can measure the quality of translation.
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Fig. 3. An illustration of example. Fig. 4. An illustration of word-level
similarity matrix.

5 Conclusion

In this paper, we propose a translation quality evaluation method that fuses
multi-granularity interaction. On the word level, each word of the target lan-
guage sentence interacts with each word of the source language sentence, and
the L∞ and entropy of the similarity distribution are employed as the word-level
interaction score. There similarity scores are concatenated with entropy as fea-
tures in the translation oriented interaction. On the sentence level, the source
and target language sentence vector similarity are used to measure the quality
of the overall translation. Then, we predict the HTER score by linearly inter-
polating the word and sentence-level feature. Experimental results demonstrate
that the method obtains more improvements over most models. And experi-
mental results illustrate the validity of word-level interaction. In the future, we
will conduct relevant experiments to verify the effect of the model in other lan-
guage directions, and explore how to apply our approaches for word-level and
document-level QE tasks.
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Abstract. In this paper, we describe our submitted system for CCMT
2020 sentence-level quality estimation subtasks and machine translation
subtasks. We propose two models: (i) a Transformer-based unified neural
network for the quality estimation of machine translation, which consists
of a Transformer bottleneck layer and a bidirectional long short-term
memory network that are jointly optimized and fine-tuned for quality
estimation, and (ii) a Transformer-based re-decoding model for machine
translation, which takes the generated machine translation outputs as
the approximate contextual environment of the target language and syn-
chronously re-decodes each token in the machine translation outputs.
Experimental results on the development set show that the proposed
approaches outperform the baseline systems.

Keywords: Machine translation · Quality estimation of machine
translation · Re-decoding · Encoder-decoder model

1 Introduction

The 16th China Conference on Machine Translation (CCMT 2020) was orga-
nized around machine translation [10] evaluation tasks, which consist of four
subtasks: bilingual translation, multilingual translation, speech translation, and
the quality estimation of machine translation. The team of Jiangxi Normal Uni-
versity participated in two subtasks in the conference: the sentence-level quality
estimation of machine translation and machine translation. The systems and
related technologies we used for these two evaluation subtasks and the system
performance for the development set are presented in this paper.

2 Model

2.1 Transformer-Based Unified Neural Network for the Quality
Estimation of Machine Translation

The quality estimation of machine translation output is performed without rely-
ing on reference translations. Quality estimation plays an important role in
c© Springer Nature Singapore Pte Ltd. 2020
J. Li and A. Way (Eds.): CCMT 2020, CCIS 1328, pp. 66–75, 2020.
https://doi.org/10.1007/978-981-33-6162-1_6
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post-editing [6]. Sentence-level translation quality estimation is generally
regarded as a regression problem. Features are extracted from source sentences
and their machine translation outputs [1], and then input into a regression model
to obtain a sentence quality score for the machine translation [4].

A bottleneck layer is generally defined as a multilayer neural network that
abstracts the raw instance into a high-dimensional embedding in the deep neural
network. The bottleneck layer and its output embeddings play an important role
in transfer learning [9]. To fully use the bilingual associative knowledge learned
from the bilingual parallel corpus through the Transformer model, we propose
a Transformer-based unified neural network for quality estimation (TUNQE)
model, which is a combination of the bottleneck layer of the Transformer model
with a bidirectional long short-term memory network (Bi-LSTM), as shown in
Fig. 1. The process by which the translation outputs to be estimated and the
corresponding source sentences reach the top of the bottleneck layer through the
trained unified neural network can be regarded as a feature extraction process
for words in the machine translations. The Bi-LSTM layer converts word-level
features into sentence-level features, which are input to a feed-forward neural
network to predict the translation quality scores.

Fig. 1. TUNQE model architecture.

Feature Extraction Module. The feature extraction module is located in
the bottleneck layer of the Transformer model (the bottom half of Fig. 1). This
module is used to extract the quality embedding of the words in the machine
translations to be estimated, namely, the word embedding Z of the output of
the Transformer bottleneck layer.
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The first step in extracting the quality embedding Z of the words in the
translations is to encode the input source sentences X to yield the encoder
output E:

Ae = LN (WembX + Attention (WembX,WembX,WembX)) (1)

E = LN (Ae + FFN (Ae)) (2)

where Attention() is the self-attention function in the Transformer, LN() is
the layer normalization function in the Transformer, FFN() is the position
feed-forward neural network function [8], the symbol Ae represents the out-
put embedding of the encoder’s self-attention, and Wemb is the word embedding
matrix.

The source sentences are encoded to obtain the representation E, which is
input into the decoder with the machine translation to be estimated Y , and the
quality embedding Z of the machine translations is extracted:

Ad = LN (WembY + Attention (WembY,WembY,WembY )) (3)

Aed = LN (Ad + Attention (Ad, E,E)) (4)

Z = LN (Aed + FFN (Aed)) (5)

where Z = (z1, z2, ..., zLy
) is the quality embedding of the words in the machine

translation outputs. zi is the quality embedding of the ith word in the machine
translations. Ad represents the self-attention of the encoder. Aed is the attention
of the encoder-decoder. Ly is the length of the machine translation Y .

Quality Estimation Module. The quality estimation module is implemented
by Bi-LSTM, and the quality embedding Z of the translation to be estimated
is obtained by the feature extraction module and input to calculate the quality
score QEsorre:

−→
h 1:Ly

;
←−
h 1:Ly

= BiLSTM
(
z1, z2, . . . , zLy

)
(6)

Zsen =
1
Ly

Ly∑

i=1

[−→
h i;

←−
h i

]
(7)

QEsorre = sigmoid (WqeZsen) (8)

where the symbol
−→
h i represents the hidden state of the ith forward time-step

of Bi-LSTM, and
←−
h i represents the hidden state of the ith backward time-

step of Bi-LSTM. Zsen is the sentence-level quality embedding of the machine
translations, and Wqe is the weight parameters of the full connection layer in
the quality estimation module.
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2.2 Study of Re-decoding-Based Neural Machine Translation

In recent years, the Transformer [8], which exploited the self-attention mech-
anism in the encoder and in the decoder, significantly improved translation
quality. However, the model usually generates a sequence token-by-token from
left to right; hence, this autoregressive decoding procedure lacks the guidance
of a future context, which is crucial to prevent undertranslation. To allevi-
ate this issue, we propose a TransRedecoder model (Fig. 2), which employs a
Mask-CURRENT attention matrix (Fig. 3(b)) to predict the re-decoding output
sequence.

As shown in Fig. 2, the same encoder structure is used in the TransRedecoder
model as in the Transformer model. The decoder of the TransRedecoder model
is an identical layer. Unlike the masked matrix used in the Transformer decoder
(Fig. 3(a)), the TransRedecoder model decoder employs the Mask-CURRENT
attention matrix to fully use the machine translation generated by the Trans-
former as an approximate contextual environment of the target language. During
the re-decoding, we enter the source language (src) and machine translation (mt)
generated by the Transformer into the encoder and decoder, respectively. The
former contents and the post contents of position j are combined in the machine
translation of the target language generated by the Transformer to generate the
re-decoding machine translation.

Fig. 2. TransRedecoder model architecture.

Given an input sentence x = (x1, x2, . . . , xm) and its translation outputs y =
(y1, y2, . . . , yn), the model successively re-decodes each token in the translation
outputs and generates a new machine translation output y′. As a result, every
token in the re-decoded sequence y′ fully uses the contextual information:
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P (y′ | x, y; θ′) =
n∏

i=1

P (y′
i | x, y; θ′) (9)

where θ′ represents the parameters of the TransRedecoder model.
As shown in Fig. 3(b), the attention matrix is utilized to combine the former

contents and the post contents of position j in the machine translation of the tar-
get language generated by the Transformer to generate the re-decoding machine
translation. When t = 2, the decoder applies the masked vector (1, 1, 0, 1, 1) for
masking “go”, utilizes the contextual information “〈/s〉, we, hiking, yesterday”
of “go”, and modifies “go” into “went”. This helps solve the under-translation
problem caused by the absence of the future text.

Fig. 3. Two attention matrices: (a) Transformer masked attention matrix and (b)
Mask-CURRENT attention matrix.

3 Experiment

3.1 Setting

The configuration of the computer hardware and software environment is shown
in Table 1. English sentences are normalized, lowercased, tokenized, and seg-
mented using the BPE subword. Chinese sentences are segmented by the Stan-
ford word segmenter.

Table 1. Computer operating system and hardware configuration.

Operating system CPU Memory GPU

Ubuntu19.04 LTS Intel i5-6500 32G GeForce GTX 2080Ti

To evaluate quality estimation, we pre-train the Transformer model using
the data provided by the CWMT2018 news translation task. The TUNQE
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model is jointly optimized and fine-tuned with the training set provided by the
CCMT2020 quality estimation tasks. Statistics for the corpus size are shown in
Table 2.

Table 2. Statistics for translation quality estimation evaluation corpus.

Direction Training set Development set Test set

CWMT2018 Parallel corpus 6M 3000 3000

CCMT2020 zh-en 10070 1143 4211

en-zh 14789 1381 4355

The training set used to evaluate the machine translation subtask is entirely
provided by the CCMT2020 machine translation subtask. Statistics for the cor-
pus size are shown in Table 3.

Table 3. Statistics for translation quality estimation evaluation corpus.

Pair of sentences Number of tokens

Training set Development set Test set Training set Development set Test set

en-zh 9M 10K 1997 1375M 2.5M 0.2M

zh-en 9M 10K 2000 1375M 2.5M 0.2M

The TUNQE model is developed based on the Facebook fairseq open source
toolkit [5]. The Transformer bottleneck layer is pre-trained by using the Adam
optimizer (β1 = 0.9, β2 = 0.98, ε = 10−9), where the learning rate lr = 0.0007 and
the minimum learning rate min lr = 10−9. The SGD optimizer is adopted when
the Transformer bottleneck layer and the Bi-LSTM layer are jointly optimized
and fine-tuned with a quality estimation training set. The learning rate is fixed
at 0.05.

The parameters of the Transformer translation model are consistent with the
Transformer-base proposed by Vaswani [8]. The decoder of the TransRedecoder
model is an identical layer, and the remaining model parameters are consistent
with those of the Transformer model. The feed forward neural network layer has
a dimensionality of 2048. We employ 8 parallel attention layers or heads. The
Adam optimizer is used to train the model at a learning rate lr = 0.0003 and a
minimum learning rate min lr = 10−9. To facilitate these residual connections,
all the sublayers in the model, as well as the embedding layers, produce outputs
of dimension 512.

3.2 Results

Sentence-Level Quality Estimation Task. The performance of quality esti-
mation is evaluated in terms of the Pearson correlation coefficient between the
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quality estimation and human judgments, and the Spearman correlation coeffi-
cient is used to measure the correlation between the rankings of the translation
quality and human judgments. The higher the Pearson or Spearman correlation
coefficient is, the higher the model performance is. The TUNQE model is tested
on the CCMT2020 development set for sentence-level quality estimation. The
experimental results are shown in Table 4.

Table 4. TUNQE results for CCMT2020 sentence-level QE dev set.

Model Parallel corpus en-zh zh-en

Pearon Spearman Pearson Spearman

TUNQESEP CWMT 6 M 0.4476 0.3128 0.4877 0.4277

TUNQE 0.5055 0.3555 0.5888 0.4806

TUNQEBERT 0.5322 0.3785 0.5735 0.4721

We assess the advantages of jointly training the unified neural network by
comparing the performances of TUNQE and TUNQESEP. TUNQESEP is a meth-
od of separately training the Transformer bottleneck and the Bi-LSTM layers
using a bilingual parallel corpus and a sentence-level quality estimation training
set, respectively. The experimental results in Table 4 show that the TUNQE
method outperforms the TUNQESEP method. The Pearson correlation coeffi-
cients of TUNQE are improved by 12.9% and 20.7% in the en-zh and zh-en
directions, respectively, over those of TUNQESEP.

Li et al. verified that the integration of BERT contextual word embedding
[2] can improve translation quality estimation by using the fluency features of
the translation [11]. We apply this method to estimate the translation quality,
where by BERT pre-trained word embedding in the translation is fused with the
embedding extracted by TUNQE after the average pooling of the last 4 layers
of representation, which is named TUNQEBERT. The experimental results show
that TUNQEBERT exhibits higher system performance than TUNQE.

Machine Translation Task. The final machine translation results of the
CCMT 2020 en-zh and en-zh direction development sets are shown in Table 5.
In the en-zh direction, the BLEU score of the re-decoding machine translation
increases by 1.26, and the NIST score of the re-decoding machine translation
increases by 0.15.

We verify the validity of the TransRedecoder model by using the same data
post-processing and scoring approaches for the experimental results submitted
by KSAI [3] and Baidu [7] for WMT2019 and utilize the TransRedecoder model
to generate a re-decoding machine translation based on the original machine
translation. KSAI used the Transformer [8] as a baseline system, trained the
model with 24.22 M pairs of sentences, and then used data filtering, fine-tuning,
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back translation, model enhancement, model integration, and reordering tech-
niques to improve the translation quality. Baidu used the big Transformer [8] as
a baseline system. Baidu trained the model with 15.7 M pairs of sentences in
the en-zh and zh-en directions, and back translation, joint training, knowledge
distillation, fine-tuning, model integration and reordering technology were also
used to improve the machine translation quality.

Table 5. Results of original and re-decoding machine translation for different machine
translations of CCMT2020 dev sets. MT O means the original machine translation and
MT R means the re-decoding machine translation.

Transformer KSAI Baidu

en-zh zh-en en-zh zh-en en-zh zh-en

BLEU NIST BLEU NIST BLEU NIST BLEU NIST BLEU NIST BLEU NIST

MT O 31.52 7.84 25.15 7.02 42.42 9.14 40.25 9.09 42.49 9.22 40.95 9.21

MT R 32.78 7.99 26.51 7.18 42.61 9.15 40.79 9.13 42.65 9.24 41.45 9.25

Δ 1.26 0.15 1.36 0.16 0.19 0.01 0.54 0.04 0.16 0.02 0.5 0.04

The re-decoding experimental results are shown in Table 5. In the en-zh
direction, the TransRedecoder model increases the BLEU score by 0.19 and
0.16, respectively, and the NIST score by 0.01 and 0.02, respectively. In the
zh-en direction, the TransRedecoder model significantly improves the BLEU
scores by 0.54 and 0.50, respectively, and both improve the NIST scores by 0.04.
Although the Baidu/ KSAI submitted systems achieved the best translation
performance for the WMT19 test sets, the results in Table 5 show there is room
for improvement. The novel re-decoding-based neural machine translation model,
TransRedecoder, improves upon the quality of the machine translation.

3.3 Analysis

The re-decoding-based neural machine translation method is validated by the
results in Table 6, which demonstrate an example of the original machine trans-
lation and re-decoding machine translation generated by the TransRedecoder
model for the en-zh and zh-en directional dev sets of the CCMT2020 machine
translation evaluation subtask. A comparison with the human reference transla-
tion clearly shows that the TransRedecoder model can effectively correct inaccu-
rate target words in the machine translation. In the en-zh direction, the future
context of is utilized to generate the re-decoding words , which
is better with than ; in the zh-en direction; “hope” is re-
decoded by combining the future context of “meeting”, and the re-decoded out-
put “intension” is a better translation of the source word . The results
demonstrate that the proposed TransRedecoder model can effectively utilize con-
textual information from the original machine translation to improve the quality
of the re-decoding machine translation of the target language.
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Table 6. Original machine translation and re-decoding machine translation.

4 Conclusions

This paper is a description of a technical report from Jiangxi Normal Univer-
sity on CCMT2020 sentence-level translation quality estimation subtasks and
machine translation evaluation subtasks. We propose a simple and effective
unified neural network model based on the Transformer model to effectively
improve the performance of sentence-level translation quality estimation, as well
as propose a TransRedecoder model that employs the Mask-CURRENT atten-
tion matrix to use the context of the original machine translation to increase the
quality of the machine translation.
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extend their sincere thanks to the anonymous reviewers who provided valuable com-
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Abstract. This paper describes our submitted systems for CCMT-2020
shared translation tasks. We build our neural machine translation sys-
tem based on Google’s Transformer architecture. We also employ some
effective techniques such as back translation, data selection, ensemble
translation, fine-tuning and reranking to improve our system.

Keywords: Neural machine translation · Back translation ·
Fine-tuning · Ensemble translation · Reranking

1 Introduction

Neural networks have shown their superiority on machine translation [1,18] and
other natural language processing tasks [5]. Self-attention based Transformer [19]
has been the dominant architecture for neural machine translation. This paper
describes our submission for CCMT-2020 Uighur → Chinese translation task.

We build our system based on Transformer [19] due to its superior perfor-
mance and parallelism. Several techniques which have been proved effective are
employed to boost the performance of our system.

We apply Byte Pair Encoding (BPE) [15] to reduce the sizes of vocabu-
laries and achieve open-vocabulary translation. Tagged back-translation with
top-k sampling [2,7,14] is used to improve translation performance with mono-
lingual data. We also train several variants of Transformer such as Dynam-
icConv [20] and Transformer with relative position representations. We select
back-translated data by length and alignment features. We average the param-
eters of several best checkpoints [3] in a single training process to get a better
single model. Translation models trained on mixed data are fine-tuned on real
data provided by the evaluation organizer. Finally, we translate source texts
by ensemble several best performing models and rerank the n-best lists with
K-batched MIRA algorithm [4].

With above techniques, our system evaluated with BLEU [13] improved for
a large margin. We also tried a few methods used in other neural machine trans-
lation systems without seeing significant improvements.
c© Springer Nature Singapore Pte Ltd. 2020
J. Li and A. Way (Eds.): CCMT 2020, CCIS 1328, pp. 76–82, 2020.
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2 Machine Translation System

Since there is far less parallel data for Uighur → Chinese translation, we adopt
several effective techniques for alleviating data starvation problem. The following
sections describe how we build a well-performing system for Uighur → Chinese
translation in low-resource scenario.

2.1 Pre-processing

Table 1. Statistics of pre-processed parallel data.

Translation direction #Sentence pairs

Uighur → Chinese 165792

Uighur → Chinese (sample 1) 6340403

Uighur → Chinese (sample 2) 6340804

We escape special characters and normalize punctuation characters with Moses
[10]1. Then we tokenize sentences for Chinese with pkuseg [12]2. Sentences with
more than 100 words were removed for both Uighur and Chinese. We also filter
parallel data where Chinese sentence is 6 times longer than Uighur sentence or
Uighur sentence is 4 times longer than Chinese. We learn word alignment with
fast align [6]3 and filter sentence pairs whose alignment rates are less than 0.6.
The statistics of pre-processed parallel data are shown in Table 1. The remaining
data is processed by Byte Pair Encoding [15]4, with 32K merge operations for
both Uighur and Chinese.

2.2 Architecture

Table 2. Architecture hyper-parameters of Transformer Big in our system.

Hyper-parameter name Hyper-parameter value

Embedding size 1024

Hidden size 1024

Ffn inner size 4096

Attention heads 16

Dropout 0.2

Label smoothing 0.1

1 https://github.com/moses-smt/mosesdecoder.
2 https://github.com/lancopku/pkuseg-python.
3 https://github.com/clab/fast align.
4 https://github.com/rsennrich/subword-nmt.

https://github.com/moses-smt/mosesdecoder
https://github.com/lancopku/pkuseg-python
https://github.com/clab/fast_align
https://github.com/rsennrich/subword-nmt
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We adopt Transformer Big as our base model and tune a few architecture hyper-
parameters in current setting, which are shown in Table 2. We train all models
by optimizing cross entropy loss with label smoothing. Adam optimizer [9] (β1 =
0.9, β2 = 0.98, ε = 10−9) was used for optimization. Learning rate is linearly
increased during the first 4000 steps, and then decreased with inverse square
root function of steps as in [19]. We train all models on 4 NVIDIA Tesla V100
GPUs.

To obtain more diversed models for ensembling, we train two variants of
vanilla Transformer: Transformer with relative position representations [16] (Rel-
ative Transformer) and DynamicConv [20]. Checkpoint averaging [3] is also used
to get a stronger model.

2.3 Back-Translation of Monolingual Data

Back-translation has been proved as an effective method for data augmentation
of neural machine translation [7,14], especially in low-resource scenarios. With
only 165K provided parallel data, Transformer Big performs worse than Trans-
former Base, seeing Table 3. We train a Chinese → Uighur translation model,
taking Transformer Base architecture. Then we apply the trained Transformer to
translate large scale monolingual sentences in Chinese to Uighur and construct
pseudo Uighur → Chinese translation parallel data.

Table 3. Back-translation with different strategies

Setting BLEU

Transformer Base w\o BT 38.56

Transformer Big w\o BT 37.01

Transformer Big w\BT (beam search) 45.27

Transformer Big w\BT (top-10 sampling) 45.34

Transformer Big w\BT (top-10 sampling) + tag 46.00

We experiment with several methods to generate synthetic data as proposed
in [7], such as beam search and top-k sampling. We find top-k sampling is more
effective as shown in Table 3. A possible explanation is that top-k sampling intro-
duce moderate noise into synthetic data, which makes pseudo data generated by
top-k sampling contain stronger training signal [8].

It is useful to distinguish real data and synthetic data during training since
synthetic data is usually more noised. A simple method distinguish real data and
synthetic data is adding a tag in front of each sentences, which is called Tagged
Back-Translation [2]. Experimental results in Table 3 proved its effectiveness in
Uighur → Chinese translation.

We construct two synthetic datasets (named sample1 and sample2) by top-10
sampling in back-translation and filter sentence pairs with length and alignment
features.
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2.4 Fine-Tuning

Table 4. Fine-tuning trained models on real data

Model Before tuning After tuning

Transformer (sample 1) 46.00 46.96

Transformer (sample 2) 45.32 46.76

Checkpoint averaging (sample 1) 45.53 47.26

Relative transformer (sample 1) 45.56 47.53

Relative transformer (sample 2) 45.40 47.43

Dynamic convolution (sample 1) 45.42 46.82

There is domain divergence between real data and synthetic data, since synthetic
sentence pairs are in general domain while real data specific in news domain. We
fine-tune translation models trained on mixed data on real data to adapt them
specific to target domain.

As indicated in Table 4, fine-tuning trained model on real data boost the
performance of translation models for a large margin evaluated by BLEU scores
on development set.

2.5 Ensemble Translation

Many literatures [1,18] have shown the effectiveness of ensemble learning for
improving translation quality. We translate evaluation source texts by ensem-
bling several diversed and best performing models. Our experimental results in
Table 5 present stable increments of translation quality with ensembling more
best performing models.

Table 5. Ensemble translation: index i means the i-th model in Table 4

Ensemble selection BLEU

4 + 5 (beam size = 5) 47.97

3 + 4 + 5 (beam size = 5) 48.21

1 + 3 + 4 + 5 (beam size = 5) 48.51

1 + 3 + 4 + 5 + 6 (beam size = 5) 48.54

1 + 2 + 3 + 4 + 5 + 6 (beam size = 5) 48.63

1 + 2 + 3 + 4 + 5 + 6 (beam size = 24) 48.80
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2.6 Reranking

We generate the n-best translation lists by ensembling 6 best performing models
with beam size = 24. We hand-craft several features for reranking the n-best
lists, including log probability of each single translation model, target-to-source
translation score, right-to-left translation score [11], n-gram language model per-
plexity5 and beam index. The reranking model is tuned by K-batched MIRA
algorithm [4]. BLEU score evaluated on development set achieves 49.17 after
reranking.

3 Results

Table 6 shows our systems evaluated by BLEU on development set. For Uighur
→ Chinese translation, BLEU scores [13] are computed at character level. For
the last 4 rows, each model is based on the model described in the previous row.

Table 6. Translation quality evaluated by BLEU on development set

System Uighur → Chinese

Transformer Base 38.56

Transformer Big 37.01

+ Back Translation 46.00

+ Fine-tuning 46.96

+ Ensembling 48.80

+ Reranking 49.17

We can see that back-translation, fine-tuning, ensemble translation and
reranking consistently boost the performance of the Uighur → Chinese transla-
tion system. During these techniques, back-translation is most effective in low-
resource scenario.

4 Conclusion

This paper presents our submission for CCMT-2020 Uighur → Chinese transla-
tion task. We obtain a strong baseline system by tuning Google’s Transformer
Big architecture and continually improve it by back-translation, fine-tuning,
ensembing and reranking.

5 https://github.com/kpu/kenlm.

https://github.com/kpu/kenlm
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Abstract. This paper demonstrates our machine translation systems for
the CCMT 2020, which is composed of four parts. The last three parts
report our results in the contest, each respectively focuses on English-
Chinese bi-direction translation, Japanese-Chinese-English multi-lingual
translation (patent domain), and Chinese minority languages to Man-
darin Chinese translation. In each part, we will demonstrate our work on
data pre-processing, model training as well as the application of general
techniques, such as back-translation, ensemble and reranking. Besides,
during our experiments, we surprisingly found that simply applying dif-
ferent Chinese word segmentation tools on low-resource corpora could
bring obvious benefit across different tasks, and we will separate an inde-
pendent section to discuss this finding. Among the 7 directions we par-
ticipated in, we ranked the first in 6 tasks (For the corpus filtering task,
we ranked first in the 500 million words sub-task) and the second for the
rest.

Keywords: Back-translation · Ensemble · Reranking · Multi-task
learning

1 Introduction

Machine translation has always been a popular research field in the Natural Lan-
guage Processing (NLP) area. In recent years, Transformer [1]-based system has
become the main-stream architecture for the neural machine translation tasks,
brought the field to a new stage. Since the results generated by the model are
more promised, and the system is generally end-to-end, no longer as complex
as the systems in the statistical machine translation era, some new research
problems have emerged, such as low-resource translation, multi-lingual transla-
tion, and so on. This report describes our (OPPO’s) machine translation system
designed for the 16th. China Conference on Machine Translation (CCMT 2020),
including all the models we trained for nearly all tasks. These tasks could be
further divided into three categories, which are:
c© Springer Nature Singapore Pte Ltd. 2020
J. Li and A. Way (Eds.): CCMT 2020, CCIS 1328, pp. 83–97, 2020.
https://doi.org/10.1007/978-981-33-6162-1_8
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– English ↔ Chinese bi-directional translation. This task provides a great
amount of parallel corpus which can be used to train a good enough Trans-
former model. We combined rule-based and model-based preprocessing meth-
ods to clean the corpus and further experimented with some other well-known
techniques, such as back-translation, domain adaptation, knowledge distilla-
tion, and reranking, and the results show that they can all generally improve
the translation quality more or less. The models trained in this task are also
utilized in the parallel corpus filtering task to score the sentence pairs.

– Japanese → English translation in the patent domain. This is the second
year we participate in this task and different from the one we proposed in
the last year [2], in this paper we will show a new solution, which is based on
multi-lingual translation.

– China’s Minority Languages (including Uighur, Tibetan and Mongolian
(in traditional form). Written as “minority languages” below for short) to
Mandarin Chinese (written as “Mandarin” below for short). All of these three
tasks are resource limited, but experiments show that both the model archi-
tecture and the extra boosting techniques applied in the English ↔ Chinese
section are also applicable in the low-resourced tasks. Furthermore, we sur-
prisingly found a simple extra preprocessing to the corpus can bring a big
gain for the model. We will give a brief introduction to this preprocessing
method in the corresponding section, and consider to publish an individual
paper to explore its application scope.

As this report introduces multiple different systems together, and most of
them share a similar data processing way, model architecture and improving
techniques, to avoid duplicated words, we will demonstrate the common, general
skills firstly, i.e. in the English ↔ Chinese translation system in Section Three
(English → Chinese corpus filtering task is also described here). Section Four
shows the Japanese → English patent translation system and in Section Five this
paper introduces our system for the China’s minority languages to Mandarin
translation task. The Final Section will summary this report and list our further
work. What’s more, we will make a space for our finding during the contest,
show how did we combine different word segmentation results for Chinese in
low-resource translation tasks to improve the system.

2 Applying Multiple Word Segmentation Tools

As written Mandarin does not have explicit word boundaries, research on the
segmentation methods of Mandarin has been always an active field in Chinese
NLP [21,22]. This also leads to the development of some well-known Chinese
segmentation tools such as jieba, pkuseg, and so on. Generally, people use a
single segmentation tool in their experiments, and besides this mainstream way,
other works like [12] argue that translating from pure character-based data can
also reach a SOTA result.

Different from the current practices, inspired by the concept of multiple tasks
transfer learning, in this paper we propose a new way to handle how the Chinese
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words should be segmented. For a given sentence pair, we segmented the Chinese
side by two different tools, jieba1 and pkuseg [13], then combined the segmented
results together with another result that is from simply splitting the Chinese
sentence into characters. Since after such a process one sentence pair becomes
three, we added a tag in front of both the source side and the target side,
indicating for the current pair which segmentation tool is applied. In this way,
the size of parallel corpus is augmented to three times bigger (for Uighur →
Mandarin task, we additionally segmented the Mandarin corpus using scws2, so
the corpus is four times bigger).

Furthermore, as Mandarin doesn’t have explicit word boundaries, we decided
to remove the BPE suffices “@@” for all subwords. The reason is in some cases,
the subword generated by BPE tools actually share the same meaning from the
corresponding independent word, the only literal difference is the former one has
an extra BPE suffix. For example, suppose a segmentation tool sees “ ”
(international trade, “ ” means “international” and “ ” means “trade”)
as a whole word, and this word is divided into “ ” by BPE tools.
In this case, the two different tokens “ ” and “ ” actually have the
exactly same meaning, using different tokens to distinguish them is unnecessary,
and the extra introduced token enlarges the vocabulary, makes the network
bigger, thus is easier to be overfit in the low-resource tasks.

After having removed the BPE suffices, we iterated all subwords again: for
a given subword which has been removed the suffix, if there isn’t a same full
word existing in the vocabulary, then we shatter it again into characters. The
intuition behind such a decision is we think in this way model can learn more
information from the character-level corpus.

Table 1 shows the effect after having applied multiple word segmentation
tools on Tibetan → Mandarin task. The different techniques we listed above are
all introduced step by step, thus this table can be seen as the result of ablation
analysis. From the table we can see all the introduced techniques helps to boost
the system, so the root cause that brings the improvement would not be simple
augmenting the dataset. A further analysis would be carried on in our future
work.

As a sentence can be translated into different results according to the label
in the very beginning, we can extract different results by the segmentation tags,
compare there BLEU scores on both the validation set and the online test plat-
form. For Tibetan task, we found using a statistical language model (kenlm
model) to evaluate the candidates, picking out the one has the highest score,
can achieve more gains (For Uighur and Mongolian this method fails. Neverthe-
less we submit our final results according to the reranking system, so this does
not matter much).

We also tried to apply this method on the English → Chinese task, which
has abundant training corpus, but did not affect the system (neither improved

1 https://github.com/fxsjy/jieba.
2 http://www.xunsearch.com/scws/.

https://github.com/fxsjy/jieba
http://www.xunsearch.com/scws/
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Table 1. Improvement achieved by using multiple segmentation tools on Tibetan →
Mandarin tasks. Here the online test data is actually the CCMT 2019 test dataset.
Scores reported on the validation set are calculated by SacreBLEU (character-level
BLEU4), on the online test are calculated by the official evaluation suite (character-
level BLEU5-SBP)

Method Validation set BLEU Online test BLEU

Baseline model (Character-based Mandarin) 44.2 54.74

+ pkuseg segmented Mandarin 45.4 (not tested)

+ Multiple segmentation, without segmentation tag 45.7 (not tested)

+ segmentation tag & keeping BPE symbol 46.1 (not tested)

+ removing BPE symbol 46.2 55.90

+ selected by kenlm 46.7 56.69

nor harmed the system). This results shows that our proposed method is more
applicable in the low-resource scenarios.

3 English ↔ Chinese Machine Translation Task

In the neural machine translation era, models become much bigger, contains
more parameters, therefore generally requires more data for training. The CCMT
2020 English ↔ Chinese task provides the biggest parallel dataset across all
translation tasks held in CCMT 2020, contains roughly 28 million parallel sen-
tence pairs and another 20 million official released forward-translated data3, such
a big data amount gave us confidence to train an applicable model and experi-
ment with some other techniques. What’s more, as models generally need high
quality data to generate more promising results, we also designed a data prepro-
cessing and filtering pipeline to clean the data. This pipeline was also reused in
the other tasks that will be presented later.

3.1 Data Preprocessing

Our data preprocessing procedure can be divided into two parts: In the prepro-
cessing part, sentences are normalized, generally including symbol normaliza-
tion, tokenization, word segmentation (for the languages that don’t have explicit
words boundaries, such as Chinese), and true casing (for the languages of which
the letters have different cases). In this part, sentences are only converted but
not dropped. The concrete steps are:

– Simplifying Chinese characters. Traditional Chinese characters are converted
into their corresponding simplified forms.

3 Including datasets released by WMT 2020, which are allowed in CCMT 2020.
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– Punctuation normalization. E.g. all different hyphens are converted into the
standard one. For Chinese, this step includes an extra function to convert all
full-width symbols (not only punctuations, but also numbers and Latin let-
ters) into half-width, except commonly used punctuations such as full stops,
commas, question marks and exclamation marks.

– Word segmentation for Chinese. We used pkuseg [13] as the segmentation
tool.

– Tokenization. We used Moses4 as the tokenization tool.
– True casing for English. The true casing tool is also from the Moses suites

In the filtering part, sentence pairs that have low qualities are removed. We
apply two kinds of methods to filter the corpus: For the heuristic methods, we
set up some rules and thresholds, including

– Remove the sentence pairs that contain too many non-sense symbols.
– Remove the sentence pairs that contain too long sentences (have more than

160 words).
– Remove the sentence pairs that the count difference between numbers in

Chinese side and numbers in English side is greater than or equal to 3.
– Remove the sentence pairs that the count difference between punctuations in

Chinese side and punctuations in English side is greater than or equal to 5.
– Sentence pairs that have abnormal length ratio, here “length” is the count of

words of a sentence. We set the upper bound of words count ratio between
English and Chinese to 2.2 and the corresponding lower bound is 0.7.

– Deduplication.

The rest corpus is then filtered by alignment information. We used
fast align5 [17] to calculate the alignment information between Chinese corpus
and English. Both sentence-level and word-level alignment scores are referred
to. For sentence-level information, we calculated scores from English to Chinese
(noted as enzh below for short) and scores in the reversed direction (noted as
zhen below for short), then averaged these two scores. For word-level informa-
tion, we first averaged the two scores by the word counts of each other. Our
threshold for the sentence-level alignment information is −16, and for the word-
level is −2.5.

After the steps we listed above, about 17 million parallel sentence pairs and
14 million official forward-translated pairs were left. We also cleaned some offi-
cial provided English & Chinese monolingual corpus for back-translation and
forward-translation later, data sources and corresponding dataset size after
cleaning are:

– Chinese: 10.55 million, including 7.5 million LDC data and 3 million
Newscrawl data.

4 https://github.com/moses-smt/mosesdecoder/blob/master/scripts/tokenizer/
tokenizer.perl.

5 https://github.com/clab/fast align.

https://github.com/moses-smt/mosesdecoder/blob/master/scripts/tokenizer/tokenizer.perl
https://github.com/moses-smt/mosesdecoder/blob/master/scripts/tokenizer/tokenizer.perl
https://github.com/clab/fast_align


88 T. Shi et al.

– English: 57 million, including 20 million Newscrawl data, 20 million LDC data
and 17 million News-discuss data.

We strictly followed the requirements, built constrained systems for all the
shared tasks in the CCMT 2020.

3.2 Model Training

Cleaned corpus is then used to divide words into subwords. We merged the
English side and the Chinese side of the parallel corpus to train BPE separations,
the count of BPE merge operations is 32K, then we built vocabulary lists for two
languages independently. We applied 8 heads Transformer-Big [1] architecture to
train our models, using fairseq [5]. For zhen task, we tried different hyperparam-
eters to train several models for getting ensemble model: learning rates ranged
from 0.0003 to 0.0008, warmup steps fixed at 16,000, dropout ranged from 0.2 to
0.3. For enzh task, the hyperparameters are all fixed (but tried different random
seeds): learning rate was 0.0003, warmup steps was 15,000, feedforward network
dimension was 15,000. In all the CCMT 2020 tasks we used Adam optimizer [4]
to optimize the models.

During training we tried the following techniques:

– Back-translation and forward-translation. For back-translation [6] we first
trained models on parallel corpus, then used these models to translate mono-
lingual corpus of the target language, and combined the synthetic pseudo
parallel corpus with the original one. Although [8] indicates that adding some
noises by using sampling-based decoding can improve the results, in this task
we found argmax-based beam search still performs the best. Later we found
adding forward-translation, i.e., using models to translate monolingual cor-
pus of the source language can also boost system’s performance. We borrowed
ideas from [9], used ensemble model to again back & forward translate both
monolingual corpus and parallel corpus, and as [7] we did such processes for
three rounds.

– Domain adaptation. We found some sentence pairs in the parallel dataset
are somehow away from the test dataset: test dataset is in the news domain,
however the parallel dataset provides some examples from UN conferences.
Besides, style of synthetic data is also different from that of the parallel one
(i.e. the “translationese issue”). To address such a problem we introduced
a two-phases fine-tuning method: After having trained the model on a big,
natural and synthetic dataset mixture, we first fine-tuned the model on the
official provided parallel corpus only, and then fine-tuned the model again
only using a tiny dataset, newstest2017, since the newstest dataset always
has higher quality and fits the domain well.

– Ensemble. As presented we always train several models for the same task,
using different hyperparameters and/or random seeds, to get an ensemble
model. Experiments show that ensemble model in most cases can improve
the result.
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– Reranking. We generated several best candidates (generally 10) from the
ensemble model, and scored them by several small models. The scorers include
forward-translation models (e.g. the models used to compose the ensemble
model), backward-translation models (e.g. the models used to generate back-
translation results) and language models. For each kind of model, we also
trained its right-to-left counterpart (i.e. reverse both the source sentences
and target sentences then train a model) to enrich the choice of score models.
We applied K-batched MIRA [11] to rerank the candidates.

The two tables below show our results achieved in both zhen and enzh tasks,
with the techniques listed above (Tables 2 and 3).

Table 2. Our systems for zhen translation task. Scores are reported on the
newstest2019 dataset and evaluated by SacreBLEU [20]. Scorers for reranking are
composed of 3 forward left-to-right (l2r) models, 3 forward right-to-left (r2l) models, 3
backward r2l models and 2 l2r Transformer language models.

System BLEU Absolute improvement Relative improvement

Baseline (trained by parallel corpus only) 28.8 – –

+ back-translation 29.8 +1.0 +1.0

+ forward-translation 34.5 +5.7 +4.7

+ fine-tuned by newstest2017 36.7 +7.9 +2.2

+ ensemble & reranking 38.3 +9.5 +1.6

Table 3. Our systems for enzh translation task. Scores are reported on the
newstest2019 dataset and evaluated by SacreBLEU. We also tried the two-phases fine-
tuning on the models trained by adding forward-translation, but no gains observed (So
the “relative improvement” given in the “forward-translation” row is calculated based
on the “back-translation” row). Scorers for reranking are composed of 5 forward l2r
models, 3 forward r2l models, 3 backward r2l models and 3 l2r Transformer language
models.

System BLEU Absolute improvement Relative improvement

Baseline (trained by parallel corpus only) 38.6 – –

+ back-translation 39.1 +0.5 +0.5

+ fine-tuned by parallel corpus 40.6 +2.0 +1.5

+ fine-tuned by newstest2017 41.3 +2.7 +0.7

+ forward-translation 41.9 +3.3 +2.8

+ ensemble 42.7 +4.1 +0.8

+ reranking 43.2 +4.6 +0.5
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3.3 Corpus Filtering Task

This year we also participated in the Chinese ↔ English corpus filtering task.
This task requires us to score every sentence pair in a given parallel corpus. We
used the models trained for the Chinese ↔ English translation task to score the
sentence pairs, averaged the score got by the forward model and backward model,
then sorted them according to the averaging score. In the contrast system, we
selected out the sentence pairs that contain traditional Chinese characters, and
put all of them in the end of the submission.

4 Japanese → English Translation Task (Patent Domain)

The Japanese (ja) → English (en) translation task in the patent domain is
designed as a multi-lingual, zero-shot, domain-specific task. Official data doesn’t
contain any jaen parallel dataset, but is composed of two independent datasets:
one is Japanese ↔ Chinese (jazh), the other is English ↔ Chinese (enzh).
Based on the system we proposed in the last year [2], we made some further
improvements, including introducing a step inspired by the mainstream multi-
lingual translation solutions.

4.1 Data Preprocessing

We adopted exactly the same data preprocessing and filtering as we described
in the enzh section, including the hyperparameter settings, with an extra step
to convert all CJK characters in the Japanese corpus to Japanese kanji forms.
Both of the officially provided datasets contain 3 million sentence pairs, after
cleaning jazh corpus had 2.9 million pairs left, and enzh had 2.8 million. We used
pkuseg to segment Chinese sentences, mecab6 to segment Japanese sentences,
and Moses-tokenizer to tokenize sentences. All source and target side corpora
are mixed to train the BPE subword segmentation, merging operations were
applied 32 K steps but we did not share the vocabulary among the source and
the target.

4.2 Model Training

A direct solution from the given data is to train two systems, one is from Japanese
to Chinese, the other is from Chinese to English. The key defect of this system
is, all the source sentences will be translated by two models consecutively. As
currently models are not able to guarantee the quality of the generated results,
each step has a probability to make mistakes. What’s the worse, consecutive
translating may even have the risk to augment the wrong signals.

In the solution we proposed last year [2], we built a zhja system, and trans-
lated the Chinese sentences in zhen corpus into Japanese, therefore we can get
a pseudo Japanese → English parallel dataset which contains 2.8 million pairs
6 https://taku910.github.io/mecab/.

https://taku910.github.io/mecab/
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of data. This year, as we saw a success of forward-translation in English ↔ Chi-
nese task, we applied the same processing way here, built a zhen system, thus
made another 2.9 million synthetic pairs. Combined the two synthetic datasets
together we can get a corpus of which the size is 5.7 million. We first trained
a Transformer-Big model on this “raw” dataset, then followed the model-based
filtering process described in [3], used the same model to score all the sentence
pairs and further removed 100k sentences away. We trained several different
checkpoints, mainly different in the learning rate (range from 0.0003 to 0.0008).
The warmup steps was fixed at 16,000. Among the checkpoints we got, the best
model’s BLEU on the validation set is 39.5 (evaluated by SacreBLEU7, reported
on the character-level), and the ensemble model’s score is 41.0.

After having built the synthetic jaen corpus, we tried a multi-lingual machine
translation method inspired by [16]: We combined this synthetic dataset along
with the other two officially released corpora, added labels at the beginning of
the sentences to indicate the concrete translation directions, then trained several
models on this mixed multi-lingual dataset. This multi-lingual system improved
the single model for one point, from 39.5 to 40.5. However, the ensemble model
only got a 0.1 point gain. Furthermore, reranking by K-Batched MIRA also
brought a 0.4 point improvement.

The overview of our system for patent domain multi-lingual jaen translation
task is listed in Table 4. We also tried some fine-tune methods but didn’t see any
positive results. Sometimes the score on the validation set was extremely high
but by analyzing the generated results we found the model actually overfitted
severely, one concrete phenomenon we observed is the fine-tuned model (after
decades of epoch) always add an extra “the” before countries’ names (e.g. “the
China”), which obviously breaks grammar rules of English. As the corpus we used
to fine-tune models are selected from validation dataset according to test dataset
by fda algorithm [19], we doubt there exists some gap between the validation set
and test set.

Table 4. Our systems for patent domain multi-lingual jaen translation task. Scores
are reported on the validation set and evaluated by SacreBLEU. Baseline score is from
the system we designed in the last year, differs from the current system in two aspects:
1. The evaluator applied in the last year is multi-bleu, 2. The Chinese segmentation
used last year is jieba

System BLEU Absolute improvement Relative improvement

Baseline (no forward-translation) 37.8 – –

+ forward-translation 39.5 +1.7 +1.7

+ multi-lingual processing 40.5 +2.7 +1.0

+ ensemble 41.1 +3.3 +0.6

+ reranking 41.5 +3.7 +0.4

7 https://github.com/mjpost/sacrebleu.

https://github.com/mjpost/sacrebleu
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5 Minority Languages → Mandarin Translation Task

Comparing with the English ↔ Chinese translation task, datasets released for
the minority languages → Mandarin translation task are relatively much smaller
(Details can be found in Table 5). Training a good deep neural network model on
such low-resource datasets brings a bigger challenge to us, therefore some extra
processing steps are introduced.

Table 5. Corpora sizes in the China’s minority languages → Mandarin translation
task. The statistics information is collected from the very original, raw training data,
so all of the sentences in the source side are not tokenized. As Tibetan does not show
the word boundary explicitly neither (as Mandarin), in the corresponding row we count
the characters amount for Tibetan

Language pairs # Sentence pairs # Tokens in the
source side

# Characters in the
target side

Uighur → Mandarin 169,525 3,114,647 17,244,943

Tibetan → Mandarin 162,096 32,158,312 7,839,757

Mongolian → Mandarin 261,454 5,993,512 24,579,256

5.1 Data Preprocessing

Small data amount is a double-edged sword: From one side it makes training
a good model more difficult, but from the other side it allows us to do a more
careful cleaning. As the dataset is small, model is more vulnerable, easier to be
disturbed by noises, so a careful cleaning is necessary and even more important.
For each language pair, we list all the characters in the raw training dataset,
and according to the character list we further design ad-hoc rules to modify
low-frequency, irregular characters. The rules can be roughly divided into below
categories:

1. Symbol forms unification: For a given symbol/punctuation, map its all varia-
tions to the most popular one (in most cases, to the corresponding ASCII
form). For example, “EM Dash” (Unicode 0x2014) is mapped to “dash”
(Unicode 0x002e).

2. Conversion between full width symbols and half width symbols. In the source
side (i.e. for all minority languages) full width symbols are changed to half
width symbols, and in the target side (i.e. for all Mandarin corpus) some
common half width symbols are converted to their full width counterparts
(such as full stops, commas).

3. Removal of the invalid/invisible/unnecessary characters. For example,
Unicode 0xe5e7 is removed.
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Special Process for Tibetan. In the given three different source languages,
Tibetan, similar to Mandarin Chinese, doesn’t have explicit word boundaries,
which is different from Uighur and Mongolian. Since we didn’t find an ideal
Tibetan word segmentation tool released by the domestic team, we chose to train
a “character”-based model8 for Tibetan → Mandarin task. The extra process
for Tibetan contains

– Remove all initial yig mgo mdun mas (Unicode 0x0f04).
– Replace all morpheme delimiters (tseg, Unicode 0x0f0b) to spaces.
– Add spaces around all full stops (tshig-grubs, Unicode (0x0f0d)) and roof over

brackets (both ang khang g.yons and ang khang g.yases, Unicode 0x0f3c and
0x0f3d).

After this character-based cleaning, the following preprocessing steps are sim-
ilar to the ones described in Sect. 2, which contains two stages: In the first stage
some normalization methods are applied, such as space normalization, punc-
tuation normalization, symbol unescaping, and (for Mandarin) simplifying tra-
ditional Chinese characters. The second stage involves some rule-based filtering
steps, like deduplication, language identification, statistical information based fil-
tering (including count of words/characters, source-target sentences length ratio,
ratio of letters for each sentence, ratio between count of characters and count of
words for each sentence), and alignment based filtering. We again used fast align
to get the alignment information of each training dataset9. Notice here that in
the statistical information based filtering and alignment based filtering, for each
item we didn’t manually hard-code the concrete thresholds, but indicated per-
centiles respectively. The most frequently used percentiles are 0.1% and 99.9%,
since we want to keep as many data pairs as possible, meanwhile also need to get
rid of the real abnormal ones (for example, too long sentences). For Mandarin,
we take an extra filtering step: use the 3,500 common used Chinese characters
list and a kenlm language model [10] trained on officially provided monolingual
Mandarin corpus to filter out sentences that contain too many irregular codes.

Table 6 shows the data processing results after the filtering. As [15] indicated,
we also found the official validation set for Tibetan task has a low quality, so we
fully discarded it and sampled 1,440 sentences from the training set as new val-
idation set. BPE subwords are applied to all the three tasks and are all trained
separately. For Uighur and Tibetan the BPE merge operations 32K and for Mon-
golian it is 16K. As we showed in Sect. 2, we applied multiple word segmentation
tools on all the three tasks.

8 More accurately, morpheme-based model.
9 For Uighur → Mandarin task we didn’t filter the corpus according to alignment infor-

mation, since we find sometimes a Mandarin word can be a long phrase in Uighur. e.g.
“ ” (rule of law) is officially translated to “qanun arqiliq idare qilish”. (Uighur here is
transliterated by Uighur Latin alphabet (ULY)). For Tibetan, alignment information
is calculated on a character-level corpus, means not only the Tibetan data is segmented
by morpheme, but also the Mandarin data is split into characters.
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Table 6. Corpus filtering information for Minority → Mandarin tasks

Language pairs # Raw sentence pairs # Kept sentence pairs Retention rate

Uighur → Mandarin 169,525 163,762 96.60%

Tibetan → Mandarin 162,096 147,440 90.96%

Mongolian → Mandarin 261,454 228,225 96.18%

5.2 Model Training

Before discovering the multiple word segmentations method (described in
Sect. 2), the baseline models in this section (for Uighur and Tibetan tasks) were
trained by marian. We adopted the Transformer-Big architecture described in [1].
The optimizer we used is Adam, learning rate was set to 0.0001, warmup was set
to 16,000, gradient norm clipping was set to 5. We also applied label smoothing,
the corresponding parameter is 0.1. When evaluating the model on the vali-
dation set, the beam search size was 24 and the normalization is 1.5. We set
the early stopping validation counts to 50. We followed [15], didn’t average the
checkpoints, but used a smoothing averaging method with the factor set to 10−4.

Since multiple segmentation method is validated to be effective, we applied it
on all the three Minority language tasks, using fairseq to train the models. The
reason we switched the framework is that we found when dataset becomes larger,
models trained by fairseq with our frequently used configuration is slightly better
than those trained by marian. The changes for our fairseq configuration are:

– gradient norm clipping set to 0.1
– gradient update frequency set to 8
– dropout set to 0.3 (ReLU dropout and attention dropout are kept as 0.1)
– warmup initial learning rate set to 10−7

– beam search for decoding in validation is set to 5, and length penalty is set
to 2

What’s more, we didn’t adopt the smoothing averaging checkpoints as we did
when using marian. Here we did not specify what learning rate and warmup steps
we applied, because they actually vary across different tasks, and even in the
same task we tried different configurations to get different checkpoints to further
compose the ensemble model. Generally, the most common used combination is
learning rate 0.001 and warmup step 16,000, but per our experiences learning rate
can range from 0.0008 to 0.002, and warmup can range from 8,000 to 32,000.
Sometimes bad combination can lead to gradient explosion, but mostly if the
training converges, the result could be acceptable (after averaging checkpoints,
the score difference between the best one and the worst one is less than 1 BLEU).

As discussed in the previous section, we found using synthetic data generated
by back-translation can improve the system a lot. In the Minority → Mandarin
tasks, the same process is also applied in all the three directions. The Man-
darin corpus is again segmented in three different ways (character, jieba and



OPPO’s Machine Translation Systems for CCMT 2020 95

pkuseg. For Uighur again plus scws). For the back-translation model, we can-
not guarantee the same sentence segmented in different ways can be translated
into the same results, but we did not process the back-translated results, leaving
the divergence and hoped this could be helpful noise for the model. However,
it could be better to take some extra experiments to see how unified version of
back-translated results can affect the system.

Table 7 shows our three Minority → Mandarin systems results, showing the
gains brought by each technique. Besides the multiple segmentation methods,
we applied roughly the similar techniques we described in the previous English
↔ Chinese section, including back-translation, domain adaptation, ensemble
and reranking. It should be noted that for the Minority → Mandarin tasks,
monolingual data is only available for Mandarin, so we were not able to do
forward-translation using our trained systems, but we followed [9] to translate
back-translated source corpus using ensemble model again (ensemble knowledge
distillation, ensemble KD), to augment the dataset. For back-translated data,
we added a special tag <bt> in front of both source side and target side. For the
translated results from the original data, we added a special tag <kd> and for the
results from back-translated data, the corresponding tag is <btkd>. We didn’t
follow [15] to fine-tune our systems on knowledge distilled data, but mixed the
knowledge distilled data with the original parallel corpus and back-translated
data together, and trained models from the scratch.

Table 7. Overall for the minority languages → Mandarin systems. Every score is
character-level BLEU calculated on the validation dataset by SacreBLEU (for Tibetan
we used a part separated from the training data which contains 1440 examples, not the
official validation set). Baseline for the Uighur task was trained without applying mul-
tiple segmentation tools. Reranking for the Mongolian system followed noisy channel
reranking [18], the other two used K-batched MIRA. For the Uighur system, scorers
contain 22 forward l2r models, 3 backward l2r models, 3 forward r2l models, 7 forward
l2r Transformer language models, 7 backward r2l Transformer language models, 1 l2r
kenlm language model and 1 r2l kenlm language model. For the Tibetan system, the
count of forward l2r models in the scorers pack is 16, other options have the same
amount as we used for the Uighur task.

System Uighur Tibetan Mongolian

Baseline 38.6 46.7 61.4

+ Back-translation & Ensemble KD 48.6 (+10, +10) 47.9 (+1.2, +1.2) 63.9 (+2.5, +2.5)

+ Fine-tune on original parallel corpus 49.0 (+10.4, +0.4) 50.0 (+3.3, +2.1) 66.9 (+5.5, +3.0)

+ Model ensemble 49.4 (+10.8, +0.4) 53.0 (+6.3, +3.0) 69.5 (+8.1, +2.6)

+ Reranking 49.5 (+10.9, +0.1) 53.0 (+6.3, +0.0) 73.0 (+11.6, +3.5)

6 Conclusion and Future Work

In this report we summarized all the systems we designed for CCMT 2020. We
found applying forward-translation together with traditional back-translation
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can bring other gains, and verified the effect of multi-lingual model training
methods in the zero-shot multi-lingual task. Fine-tuning (domain adaptation)
is proved to be effective if the domain of test data mismatches the domain of
training data (This is again verified in the minority languages tasks, in which
the Tibetan corpus is in the government domain, the Mongolian corpus is in the
daily domain. However, official provided Chinese corpus is in the news domain, so
fine-tune on their each parallel corpus can improve a lot). Our systems generally
achieved good results: among the 7 directions we participated in, we ranked 2nd
in the Mongolian → Mandarin direction with a gap of 1.3 BLEU, and 1st in the
rest.

During preparing the final systems for the competition we found applying
multiple Chinese segmentation tools on the low-resource dataset can boost the
models’ performance, we’ll research on this topic further to verify whether the
same idea can be also useful for other languages which have the similar feature
(i.e. no explicit word boundaries), e.g. Japanese, Vietnamese, Thai and so on, and
try to find a way to extend such method to languages that have explicit word
boundaries. Besides, we are also interested in how to design a more effective
multi-lingual translation system in the zero-shot/few-shot scenario.
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Abstract. This paper describes the neural machine translation system
of Tsinghua University for the bilingual translation task of CCMT 2020.
We participated in the Chinese ↔ English translation tasks. Our sys-
tems are based on Transformer architectures and we verified that deep-
ening the encoder can achieve better results. All models are trained in
a distributed way. We employed several data augmentation methods,
including knowledge distillation, back-translation, and domain adapta-
tion, which are all shown to be effective to improve translation qual-
ity. Distinguishing original text from translationese can lead to better
results when performing domain adaptation. We found model ensemble
and transductive ensemble learning can further improve the translation
performance over the individual model. In both Chinese → English and
English → Chinese translation tasks, our systems achieved the highest
case-sensitive BLEU score among all submissions.

1 Introduction

This paper describes the neural machine translation (NMT) systems of Tsinghua
University for the CCMT 2020 translation task. We participated in two directions
of bilingual translation tasks: Chinese → English and English → Chinese. We
exploited the following techniques to build our systems:

• Deep Transformers: We train deep transformer models with mixed-precision
and distributed training.

• Data augmentation: We explored various data augmentation methods such
as back-translation and knowledge distillation.

• Finetuning and model ensemble: We use finetuning and model ensemble to
further improve the performance of our systems.
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The overview of our methods is shown in Fig. 1. The remainder of this paper
is structured as follows: Sect. 2 describes the methods used in our CCMT 2020
submissions. Section 3 shows the settings and results of our experiments. Finally,
we conclude in Sect. 4.

Fig. 1. Overview of Tsinghua NMT systems.

2 Methods

2.1 Data

We use all available data provided by CCMT and WMT, which contains a total of
26.7M bilingual sentence pairs. We apply the following procedures to preprocess
the data:

• We remove illegal UTF-8 characters and replace all control characters with a
space character.

• All Traditional Chinese sentences are converted into Simplified Chinese ones.
• We apply Unicode NFKC normalization to normalize texts.
• We further restore HTML/XML escape and normalize punctuation in the

texts.

The resulting parallel corpus still contains many noise sentence pairs. There-
fore, we further filter the data using the following rules:

• We remove all duplicate sentence pairs in the data.
• All sentences that contain illegal characters (e.g., Chinese characters in

English sentences) are discarded.
• We translate both the Chinese and English sides of the bilingual data with

baseline NMT systems and compute the sentence-level BLEU scores between
the translated and original sentences. Then we discard all sentence pairs with
BLEU scores below 5.

After filtering, the final data used in our experiments contains about 21M
sentence pairs. To tokenize the texts, we use Jieba segmenter1 for Chinese and
Moses toolkit2 for English.
1 https://github.com/fxsjy/jieba.
2 https://github.com/moses-smt/mosesdecoder.

https://github.com/fxsjy/jieba
https://github.com/moses-smt/mosesdecoder
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2.2 Models

Deep Transformer. According to the previous work [6], the performance of
Transformer models [7] can be improved by increasing the number of layers
in the encoder. We follow [6] to use deep Transformer in our experiments. To
address the vanishing-gradient problem in deep Transformer, we adopt the pre-
layer normalization [8] instead of the post-layer normalization [7].

In our experiments, both the big Transformer with 15 encoder layers and
the base Transformer with 50 encoder layers obtain significant improvements
compared with the vanilla big Transformer on Chinese → English translation
task.

2.3 Data Augmentation

Back Translation. We augment the training data by exploring the monolingual
corpus using back translation [1,4]. Specifically, we select a portion of sentences
in the target monolingual corpus and then translate them back into the source
language using target-to-source (T2S) models. We merge the synthetic data with
the bilingual data to train our models. Following Edunov et al. [1], we also add
noise to the translated sentences to further improve the performance.

Knowledge Distillation. We further augment the data by applying sequence-
level knowledge distillation (KD) [2]. We explore the following types of KD in
our experiments:

• R2L KD: We replace the target-side sentences of the parallel corpus with
sentences translated by Right-to-Left (R2L) models.

• Ensemble KD: We ensemble multiple models to translate the source-side sen-
tences in the parallel corpus.

• Monolingual KD: We exploit additional source-side monolingual data by
translating them using existing NMT models.

2.4 Finetuning

Previous work [6] found that finetuning with in-domain data can bring huge
improvements. We also use development sets as the in-domain datasets. As
mentioned in Sun et al. [6], the source side of newsdev2017, newstest2017
and newstest2018 are composed of two parts: documents created originally in
Chinese and documents created originally in English. We split these datasets
into original Chinese part and original English part according to tag attributes
of SGM files. For Chinese-English translation, we use CWMT2008, CWMT2009
and original Chinese part of newsdev2017, newstest2017 and newstest2018
as the in-domain dataset. For English-Chinese translation, we use original
English part of newsdev2017, newstest2017 and newstest2018 as the in-
domain dataset.
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During finetuning, we use a larger dropout rate and a smaller constant learn-
ing rate than those in the training process. The model parameters are updated
after each epoch, which is enabled by gradient accumulation. We finetune all
models with 18 epochs.

2.5 Ensemble

Model ensemble is a well-known technique to combine different models for
stronger performance. We utilize the frequently used method for ensemble, which
calculates the word-level averaged log-probability among different models dur-
ing decoding. On account of that the model diversity among single models has a
strong impact on the performance of ensemble model, we combine single models
that have different model architectures (e.g., different number of encoder layers
or different widths of the feed-forward layer) and been trained on different data
(e.g., generated by different data augmentation method).

We also try to use Transductive Ensemble Learning (TEL) [9] instead of
standard ensemble. TEL is a technique utilizing the synthetic test data (consists
of original source sentences and translations of target-side sentences) of different
models to finetune a single model. In our experiments, we find that once several
single models have been applied TEL, their ensemble model could not outperform
single models. We employ 5 left-to-right models and 2 right-to-left models to
generate synthetic test data and finetune our best single model. Finally, we get
a single model which even outperforms the ensemble of several single models.

Table 1. BLEU evaluation results on the newstest2019 Chinese-English test set.

Settings Transformer big Deep transformer base Deep transformer big

Baseline 27.94 – –

+Data augmentation 28.59 29.74 29.85

+Finetuning 35.97 37.48 37.74

Ensemble 38.95

3 Experiments

3.1 Settings

We use the PyTorch implementation of open-source toolkit THUMT3 to carry
out all experiments. To enable open vocabulary, we learn 32K BPE [5] operations
separately on Chinese and English texts using subword-nmt4 toolkit. All models
are trained on 2 machines with 10 RTX 2080Ti GPUs on each machine.

For all our models, we adopt Adam [3] (β1 = 0.9, β2 = 0.999, and ε =
1 × 10−8) as the optimizer. We use the default hyperparameters provided by
3 https://github.com/THUNLP-MT/THUMT.
4 https://github.com/rsennrich/subword-nmt.

https://github.com/THUNLP-MT/THUMT
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THUMT to train Transformer models. In addition, we use distributed training
and mixed-precision training to reduce the training time. Specifically, we set
the batch size to 2048 source and target tokens on each GPU per step, and
accumulate the gradients for 10 steps to update the model parameters. We train
each model for only 50k steps. It takes about 2 days to train a deep Transformer
model. After training, we average 5 top checkpoints validated on the validation
set [10] and then perform finetuning on top of this new checkpoint.

Table 2. Detailed experiments on different data augmentation methods. All BLEU
scores are reported after finetuning on development sets.

Dataset Baseline +BT +Noise BT +BT&EKD +BT&R2LKD

newstest2019 34.85 34.53 35.05 35.65 35.02

3.2 Results on Chinese-English Translation

Table 1 shows the results of Chinese-English Translation on newstest2019
dataset. All methods we used can bring substantial improvements over the base-
line system. Applying data augmentation methods improves the baseline system
by 0.65 BLEU score. The deep models can further bring 1.26 BLEU improve-
ments. In our experiments, finetuning with in-domain data is the most effec-
tive approach, which gains about 7–8 BLEU improvements. Furthermore, the
gap between Transformer Big and Deep Transformer Big model enlarges after
applying the finetuning step.

Table 2 shows the detailed results of different data augmentation methods.
The results are reported after applying the finetuning step to see whether the
methods can bring further improvements. We have the following findings:

• Back translation does not work well on Chinese-English translation. Consider-
ing finetuning on texts translated from Chinese is very effective, we conjecture
that the result is caused by the mismatch of style between texts originally
from English and texts translated from Chinese to English.

• Adding noise to pseudo-source sentences is helpful to improve translation
quality.

• Knowledge distillation methods, such as Ensemble KD and R2L KD, are
effective in Chinese-English translation.

As a result, we use all data augmentation methods described above to train
our final models. After ensemble 5 deep models, we obtain 11.01 BLEU improve-
ments over the baseline system. Our final submission with TEL achieves 48.12
BLEU-SBP on the ccmt2020 test set, which gains 1.1 BLEU-SBP improvements
over the submission with standard model ensemble.
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Table 3. BLEU evaluation results on the newstest2019 English-Chinese test set.

Dataset Data augmentation Deep model Finetuning Ensemble

BT Noise BT

newstest2019 36.94 37.02 36.91 38.33 39.56

3.3 Results on English-Chinese Translation

Table 3 shows the results of English-Chinese Translation on newstest2019 test
set. Due to limited resources, we only use the back-translation method to aug-
ment data in this task. As we can see from the table, the results of BT and noise
BT are nearly identical, which do not coincides with the findings in Chinese-
English translation. Furthermore, we do not found the benefits of deep models
on this task. Finetuning with in-domain data brings substantial improvements,
but not as effective as Chinese-English translation. After ensembling 4 models
finetuned with in-domain data, we finally obtain 39.56 BLEU on newstest2019.
Our final submission achieves 63.43 BLEU-SBP on ccmt2020 English-Chinese
test set.

4 Conclusion

This paper described the neural machine translation systems developed by
Tsinghua University in the CCMT 2020 bilingual translation tasks. We exploited
deep models, various data augmentation methods, finetuning techniques, as well
as model ensembles in our experiments. We verified through experiments that
combining all these methods can lead to substantial improvements in translation
quality.
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Abstract. This paper presents the systems developed by Beijing Jiaotong
University for the CCMT 2020 quality estimation task. In this paper, we propose
an effective method to utilize pretrained language models to improve the per-
formance of QE. Our model combines three popular pretrained models, which
are Bert, XLM and XLM-R, to create a very strong baseline for both sentence-
level and word-level QE. We tried different strategies, including further pre-
training for bilingual input, multi-task learning for multi-granularities and
weighted loss for unbalanced word labels. To generate more accurate prediction,
we performed model ensemble for both granularities. Experiment results show
high accuracy on both directions, and outperform the winning system of last
year on sentence level, demonstrating the effectiveness of our proposed method.

Keywords: Machine Translation � Quality Estimation � Pretrained language
model

1 Introduction

Machine translation quality estimation (Quality Estimation, QE) aims to evaluate the
quality of machine translation automatically without golden reference. QE can be
implemented on different granularities, thus to give an estimation for different aspects
of machines translation output.

This paper introduces in detail the submission of Beijing Jiaotong University to the
quality estimation task in the 16th China Conference on Machine Translation
(CCMT2020). This year, the QE task consists of two language directions of Chinese-
English and English-Chinese, and two granularities of word-level and sentence-level
subtasks, thus four subtasks in total.

We propose an effective method to utilize pretrained language models to improve
the performance of QE. Our model combines three popular pretrained models, which
are Bert [1], XLM [2] and XLM-R [3], to create a very strong baseline for both
sentence-level and word-level QE.

We also tried different strategies to boost the final results, including further pre-
training for bilingual input, multi-task learning for multi-granularities and weighted
loss for unbalanced word labels. To improve the final accuracy, we ensembled the
results generated by different models for both sentence and word level.

© Springer Nature Singapore Pte Ltd. 2020
J. Li and A. Way (Eds.): CCMT 2020, CCIS 1328, pp. 105–113, 2020.
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Experiment results show that our model achieves high accuracy on both directions,
surpassing previous models on sentence-level, and obtaining competitive performance
on word-level, demonstrating the effectiveness of our proposed method.

2 Model Description

2.1 Pretrained Models for Quality Estimation

Our method is based on three recent proposed pretrained models, Bert, XLM and
XLM-R. All of these three models are based on multi-layer Transformer architecture
with different training procedures.

For both word-level and sentence-level QE task, we concatenate source sentences
and machine translated sentences following the way pre-trained models treat sentence
pairs, and do prediction on the top of them.

For sentence-level prediction, we tried two different strategies. The first one is to
directly use the first token according to the special token [CLS] to perform prediction,
as we believe this logit integrates sentence-level information. The second one is to add
another layer of RNN on the top of pre-trained models, to better leverage the global
context information, as shown in Fig. 1.

For word-level prediction, we use each logit according to each token in the sentence
to generate word-quality label.

The loss functions for word and sentence-level are as follows:

Lword ¼
X

s2D

X

x2s
�ðpOK log pOK þ pBAD log pBADÞ ð1Þ

Lsent ¼
X

s2D
sigmoidðWsh sð ÞÞ � htersk k ð2Þ

Fig. 1. Pre-trained model for QE with multi-task learning. The component circled with dashed
line is alternative.
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where s and x denote each sentence and word in the dataset, pOK and pBAD denote the
probability for each word to be classified as OK/BAD, h sð Þ denotes the hidden rep-
resentation for each sentence, and Ws denote the transformation matrices for sentence
and word level prediction, and hters denote the HTER1 measure for each sentence.

2.2 Further Pretraining for Bilingual Input

Despite the shared multilingual vocabulary, Bert is originally a monolingual model,
treating the input as either being from one language or another. To help Bert adapts to
sentence pairs from different languages, we implement a further pretraining step,
training Bert model with massive parallel machine translation data [4].

For our task of QE, we combine bilingual sentence pairs from large-scale parallel
dataset, and randomly mask sub-word units with a special token, and then train Bert
model to predict masked tokens. Since our input are two parallel sentences, during the
predicting of masked words given its context and translation reference, Bert can capture
the lexical alignment and semantic relevance between two languages.

After this further pretraining step, Bert model is familiar with bilingual inputs, and
acquires the ability to capture translation errors between different languages. This
method is similar to the pretraining strategy mask-language-model in [1], while its
original implementation is based on only sentences from monolingual data.

In contrast, XLM and XLM-R are multilingual models which receive two sentences
from different languages as input, which means further pretraining is likely to be
redundant. This is verified by our experiment results demonstrated in the following
section.

2.3 Multi-task Learning for Multi-granularities

The QE subtasks at sentence and word-level are highly related because their quality
annotations are commonly based on the HTER measure. Quality annotated data of
other subtasks could be helpful in training a QE model specific to a target task [5].

We also implemented multi-task learning on our pretrained models. Since the linear
transformation for predictions according to different granularities are implemented on
different positions, we can perform multi-task training and inference naturally without
any structure adjustment. Since we tried two different models, with or without bidi-
rectional RNN, our model can be illustrated as the following figure:

During training, predictions for different granularities are generated at the same
time on different positions, and losses are combined and back-propagated simultane-
ously. The loss function is as follows:

Ljoin ¼
X

s2D

X

x2s
cross entropy Wwh xð Þ; yxð Þþ sigmoidðWsh sð ÞÞ � htersk k ð3Þ

where h xð Þ and h sð Þ denote the hidden representations for each word and sentence, and
Ww and Ws denote the transformation matrices for sentence and word prediction.

1 https://github.com/jhclark/tercom.
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Most model components are common across sentence-level and word-level tasks
except for the output matrices of each task, which is especially beneficial for sentence-
level prediction, since the training objective for sentence QE only consists of one single
logit containing limited information.

2.4 Weighted Loss for Unbalanced Word Labels

The quality of machine translated sentences in QE data is very high [6], which means
that a huge proportion of the sentences do not need post-editing at all. This leads to an
unbalanced label distribution where most of the word labels are BAD, which makes it
very likely to give a skewed prediction with a very low F1 score for BAD words.

To improve the overall performance, we add up to the weight for BAD words when
calculating cross-entropy loss, enabling the model emphasize more on the incorrectly
translated words. The word-level loss function is as follows:

Lword ¼
X

s2D

X

x2s
�ðpOK log pOK þ kpBAD log pBADÞ ð4Þ

where k is a hyper-parameter larger than 1.
We also tried other data augmentation skills to balance word labels, which is

demonstrated in the next section.

2.5 Multi-model Ensemble

Until now, we have built three different QE models trained with different architectures,
which can capture different information from the same text. Considering the variation
of different strategies and initialized parameters, we can have multiple models for each
subtask, which can be integrated to generate stronger performance [7].

For word level QE, to ensemble multiple predictions for each token, we tried two
different strategies. The first one is to take the average of logit generated by softmax
layer for each token, and then argmax it to get OK/BAD label. The second one is to
vote based on different labels generated by different models. For an instance, if there
are two Oks and one BAD out of three predictions for a token, then the ensembled
result for this token would be OK.

For sentence level QE, we simply take the average of predicted HTER scores from
different models.

Due to time limitation, we did not explore more complex ensemble techniques
illustrated in [8], which introduced conspicuous improvement in their work.

3 Experiment

3.1 Dataset

We use the QE data from CCMT2020 Machine Translation Quality Estimation tasks.
CCMT QE tasks contain two different language directions (Chinese-English and
English-Chinese) on both sentence-level and word-level. The amount of data provided
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on both language pairs and levels are very small (no more than 15 k triples on all
directions), which makes QE a highly data-sparse task.

To further pretrain the Bert model, we use the parallel dataset for Chinese-English
Translation task in CCMT2020, which contains nearly 7 million sentence pairs.

3.2 Experiment Results

The experiment results on both directions and granularities are shown in Table 1 and
Table 2, where transformer-dlcl [9] and CCNN were the top2 systems in CCMT 2019
QE task.

For sentence-level QE, we surpass all baselines on both directions with limited
computation resource. For word-level QE, we do not manage to surpass the top 1
system of last year. But we have to mention that on word-level task, we do not apply
further pretraining step on both models before finetuning, so the computation overhead
is very low with just a few hours fine-tuning on one single GPU.

Table 1. Experiment results on CCMT2020 sentence-level QE dev set

Language Direction System Pearonr Spearman MSE

Chinese- English CCNN 0.56 0.49 –

transformer-dlcl 0.6164 – –

Bert 0.6069 0.5182 0.5626
XLM 0.5744 0.5467 0.5606
XLM-R 0.5657 0.5057 0.5357

Ensemble Model 0.6277 0.5701 –

English-Chinese CCNN 0.55 0.42 –

transformer-dlcl 0.5861 – –

Bert 0.5172 0.3907 0.4540
XLM 0.5540 0.4110 0.4825

XLM-R 0.5365 0.4001 0.4683
Ensemble Model 0.5907 0.5521 –

Table 2. Experiment results on CCMT2020 word-level QE dev set

Language Direction System F1-Multi F1-BAD F1-OK

Chinese- English transformer-dlcl 0.5393 0.6152 0.8767
Bert 0.4846 0.5634 0.8602

XLM 0.4844 0.5635 0.8597
XLM-R 0.5061 0.5902 0.8575
Ensemble Model 0.5141 0.5913 0.8649

English-Chinese transformer-dlcl 0.4385 0.8974 0.4886
Bert 0.3947 0.4508 0.8757

XLM 0.4073 0.4625 0.8808
XLM-R 0.4173 0.4669 0.8973
Ensemble Model 0.4336 0.4841 0.8958
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Besides, we do not introduce any pseudo data during the training of our QE system,
while transformer-dlcl introduced pseudo data in all subtasks, which led to the
improvement of 2-4 points.

In a word, the pretrained language model can be a very strong baseline for QE at
both sentence-level and word-level. It requires no complicated architecture engineering
and massive training data, and can provide reliable performance.

3.3 Ablation Study

In this section, we will discuss the influence of different strategies on our model. Notice
although we described a lot of strategies to boost QE system in former sections, their
influence on different granularities are different. Besides, due to the update of codes
during the evaluation period, there may be some discrepancy between the following
results and the results we released in Sect. 3.2.

Extra Bi-RNN. It is alternative to add an extra layer of bidirectional RNN before the
softmax layer. Extra layer may introduce more globalized prediction, but may also
introduce noise since we have to random-initialize it.

As shown in Table 3, an Extra layer of Bi-RNN does not necessarily introduce
improvement. Sometimes it can and sometime it cannot. But If there is no multi-task
learning when doing sentence-level QE, then an extra layer is compulsory for XLM and
XLM-R, since these two models are not pretrained with sentence-level task.

Further Pre-training for Bilingual Input. As we have mentioned before, Bert is only
trained with monolingual input, so it is reasonable to believe further pre-training could
help Bert adapted to multilingual input. But astonishingly, we find further pre-training
can only improve the sentence-level QE, and is harmful for word-level QE on Bert, as
shown in Table 4, which needs our future investigation.

Multi-task Learning for Multi-granularities. As shown in Table 5, after joint
trained with different granularities, the results of sentence-level QE increase a lot,
which verifies our conjecture that word-level labels can help the training of sentence-
level QE. For word-level QE, the avail of multi-task learning seems limited.

Table 3. Extra Bi-RNN on the top of pre-trained model

Language Direction System Level Extra Bi-RNN F1-multi

Chinese-English XLM-R sentence No 0.5386
Yes 0.5657

word No 0.5057
Yes 0.4993

XLM sentence No (w/o muti-task) 0.0975
No 0.5744
Yes 0.5666
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Label Balancing for Word-level QE. We try three different strategies including up-
sampling sentence-pairs with high HTER values and down-sampling sentence-pairs
with low HTER values, and find that weight balancing when calculating loss is a
simple yet effective strategy, as shown in Table 6.

Although data sampling can also help the model to emphasize more on the bad
words when training, but it will damage the natural distribution of sentence-pairs, and
thus harmful to final performance. We try different values for k ranging from 5 to 20,
and finally set k as 10 in Eq. (4).

Word-level Multi-model Ensemble. As we have mentioned before, there are two
strategies to do word-level ensemble, namely averaging logits and voting. Intuitively,
averaging logits should be more effective, since more information is integrated. But
experiment defies our hypothesis, as show in Table 7.

As shown in Table 7, we did not see significant outperformance of logit averaging
over voting mechanism. This may be caused by the unbalanced word-label, which
leading to a biased logit distribution (where most tokens are assigned with a logit close

Table 4. Further pre-training for bilingual input

Language direction System Level Further pretrain Pearsonr/F1-multi

English-Chinese Bert sentence No 0.4230
Yes 0.5169

word No 0.3902
Yes 0.3837

Table 5. Multi-task learning for multi-granularities

Language direction Level Model Multi-task Pearsonr/F1-multi

English-Chinese sentence Bert No 0.4893
Yes 0.5169

word Bert No 0.3962
Yes 0.3902

Table 6. Label balancing for word QE

Language direction Level Model Balancing strategy F1-multi

English-Chinese word Bert No 0.3227
up sampling 0.3847
down sampling 0.3357
weight balancing 0.3962
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to 1). Even there is one prediction under 0.5, it would not change the result since the
other predictions are likely to be almost 1 produced by the softmax layer.

4 Conclusion

In this paper, we described our submission in quality estimation task, consisting of two
language directions and two granularities. We implement the QE system based on three
popular pretrained models, namely Bert, XLM and XLM-R, and study different
applicable strategies on QE task, i.e. further pretraining on bilingual input, multi-task
training on multi-granularities and weighted loss for word labels. We ensembled
multiple models to generate more accurate prediction. Our model achieves strong
performance on both sentence-level and word-level QE tasks with limited computation
resource, and outperforms the previous SOTA models on sentence-level development
set, verifying the validity of our proposed strategies.

Massive linguistic knowledge contained in pretrained models is very helpful for the
QE task even when there is limited training data. In the future, we will continue our
research on the application of pretrained models on different QE tasks.
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Abstract. Quality Estimation is a task to predict the quality of transla-
tions without relying on any references. QE systems are based on neural
features but suffer from the limited size of QE data. The best models
nowadays transfer bilingual knowledge from parallel data to QE tasks.
However, the distribution between parallel data and QE data may lead
to the value of parallel data not being used for best. More specifically,
there are no errors in parallel translations while there may be more than
one error in the translations of QE data. To alleviate this problem, we
propose a model that will mask some tokens at the target side on paral-
lel data but still need to predict every target token. And based on this
model, we propose a variant model that uses a masked language model
at the target side to obtain deep bi-directional information. Besides, we
also try different ensemble methods to get better performance of the
CCMT20 Quality Estimation Task. Our system finally won second place
in the ZH-EN language pair and third place in the EN-ZH language pair.

Keywords: Quality Estimation · Data distribution · Mask

1 Introduction

Quality Estimation is a task to predict the quality of translations without relying
on any references. It has both a word-level and a sentence-level task; all the
quality scores are computed automatically by TERCOM [13].

Researchers first use some hand-craft features to represent the translation
pairs and do QE tasks [7]. However, it is time-consuming and expensive. Then,
automatic neural features are introduced to QE tasks [1,12]. The remaining
problem is that the data of QE tasks is hard to get, and it limits the performance
of QE models. To solve this problem, researchers began to transfer bilingual
knowledge from parallel data to QE tasks. They usually follow a predictor-
estimator framework [3,6], which first trains a predictor on parallel data and
then trains an estimator on QE data based on the features produced by the
predictor.

This structure has achieved great success, but it still has some problems. The
data distribution between QE data and parallel data is different. The translations
c© Springer Nature Singapore Pte Ltd. 2020
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in QE data are generated by an accurate machine translation (MT) system, and
there will inevitably be some noise. However, there are nearly no errors in parallel
translations. When training the predictor on parallel data, the model may only
make the right choice based only on the translation. In this case, there will be
problems when doing QE tasks since the real translations in QE data are no
longer reliable.

To alleviate this problem, we propose a model that will mask some tokens
at the target side but still need to correctly predict every token. Such a way
will help the model reduce the dependence on the translations when training
on the parallel data, and it can enhance the ability of the model to deal with
translations with errors. Moreover, to obtain the deep bi-directional knowledge,
we use a masked language model at the target side instead of a concatenation
of two single directional decoders, which is used in the traditional predictor-
estimator framework.

We ensembled the existing methods and our proposed methods and partici-
pated in the CCMT20 Quality Estimation task. Our system finally won second
place in the ZH-EN language pair and the third place in the EN-ZH language
pair. Meanwhile, we also conduct experiments to show how our approach works.

2 Methods

In this section, we are going to show the details of the methods used in our final
submitted system. They will be divided into two parts. First, we will list the
existing methods and second, the proposed methods by us.

2.1 Existing Methods

QUETCH As the name implies, QUETCH [8], QUality Estimation from scra-
TCH, is trained from scratch with only QE data. The architecture of QUETCH
consists of one embeddings layer, one linear layer with the tanh activation func-
tion, one output layer with the softmax activation function. We use the fraction
of BAD labels as an estimate for the HTER score at sentence-level [10].

NuQE NuQE [9], NeUral Quality Estimation, carries QUETCH one step further
with complex neural networks. Their model architecture consists of a linear layer,
a bi-directional GRU layer, two other linear layers. And NuQE is also trained
without auxiliary parallel data.

We use QUETCH and NuQE as implemented in OpenKiwi [5]1.

QE Brain QE Brain [3] follows the predictor-estimator architecture. When
training the predictor on parallel data, they first use an encoder based on
transformer [14] to encode the source sentence X = {x1, x2, . . . , xn} and

1 https://unbabel.github.io/OpenKiwi.

https://unbabel.github.io/OpenKiwi
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then use a bi-directional decoder to predict each token in the target sentence
Y = {y1, y2, . . . , yc} with the help of hidden representations of the source
sentence.

When training on real QE data, they also use the predictor to predict each
token in the translation from real translation systems. And the hidden state of
the final layer in the predictor will be used as the word-level features. Meanwhile,
the probability difference between the probability of generating the current token
and the most likely token, which is called mis-matching feature will also be used
as the word-level feature. Finally, they use a Bi-LSTM [4] as the estimator to
combine the word-level features to predict the word-level tags O and sentence-
level scores q.

Our proposed models are mainly based on the QE Brain.

2.2 Proposed Methods

Masked QE Brain. Researches used to transfer bilingual knowledge from par-
allel data to QE tasks, however, the data distribution between parallel data and
QE data is different. The main difference is that, a real machine translation
system generates the translations in QE data, and there will be some errors.
While humans generate the translations in parallel data, and there are nearly
no errors. The predictor trained on parallel data can not perform well when it
is feeding with translations with errors because the contexts at the target side
are different. To partially alleviate this problem, we proposed our Masked QE
Brain.

The motivation for our method is very direct. We want to enhance the ability
of the model when making predictions with wrong contexts. In order to achieve
this goal, we mask some tokens in the translation when training the predictor
on parallel data. And the predictor needs to make the same prediction as they
are feeding with the complete pair. The rest of our model are the same as those
in the original version of the QE Brain.

Masked Target Language Model. The QE Brain and Masked QE Brain use
a bi-directional decoder at the target side to obtain the information from both
sides. However, this architecture is just a shallow concatenation which can not
truly get the bi-directional information [2]. We use a masked language model [2]
at the target side instead and get the deep bi-directional information. We call
this model the Masked Target Language Model (MTLM), and the format of the
input is just the same as that in the Masked QE Brain. The two models use the
source sentence X, the masked target sentence Y′ as the input. And the MTLM
only need to predict the right tokens of these masked ones at the target side
while Masked QE Brain needs to predict all the tokens.

Figure 1 shows the model architecture of the original QE Brain and the two
proposed models.
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Fig. 1. These models have the same source encoder; we do not show it in the figure
to save space. (a) shows the original QE Brain, and (b) enhances it by simply masking
tokens at the target side. (c) uses a masked language model at the target side to obtain
deep bidirectional information.
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Table 1. QE Dataset statistics of the CCMT20.

Direction Aspect Train Dev Test

EN-ZH Word 10,878 1,128 4,151

Sent 14,789 1,381 4,355

ZH-EN Word 11,017 1,046 4,129

Sent 10,070 1,143 4,211

Table 2. Parallel Dataset statistics used in our system. We divide parallel data into
training set and development set.

Dataset Train Dev

WMT18 7,460,939 2,000

neu2017 1,999,000 1,000

datum2015 999,004 1,000

casia2015 1,049,000 1,000

casict2015 2,035,834 1,000

3 Experiments

In this section, we will show the details of our experiments, consisting of the
dataset, hyper-parameters, performance of single models, and so on.

3.1 Dataset

QE Dataset. The QE tasks of CCMT2020 have two language directions of both
EN-ZH and ZH-EN, and they have two aspects of both word-level and sentence-
level. The word-level task contains tags of source tokens, target tokens, and
target gaps, and we only have results on target tokens. The statistics of QE
datasets are shown in Table 1.

Parallel Dataset. We use different parallel datasets in our system. And we do not
use all parallel datasets on all of the methods. The statistics of parallel datasets
are shown in Table 2.

3.2 Settings

Metrics. For the word-level task, the metrics are F1 scores of the products of
both positive and negative examples. For the sentence-level task, the metric is
Pearson’s Correlation Coefficient.
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Table 3. Results of the CCMT20.

Parallel Dataset Method EN-ZH ZH-EN

Sent Word Sent Word

– NuQE 19.39 29.22 23.75 35.56

– QUETCH 29.08 11.72 25.04 30.24

WMT18 QE Brain 47.26 15.90 52.04 37.68

Masked QE Brain 47.26 23.38 52.77 35.60

MTLM 52.16 24.67 55.94 43.75

neu2017 MTLM 45.23 20.07 53.43 40.62

datum2015 44.58 14.49 50.49 41.30

casia2015 44.27 23.43 51.45 42.34

casict2015 39.19 14.74 52.34 42.53

ensemble Sent-neural 56.55 – 57.23 –

Ensemble Sent-result 54.18 – 55.18 –

Ensemble Word-voting – 30.25 – 48.28

Hyper-parameters. For NuQE and QUETCH, we simply use the software
released publicly.

For the original QE Brain and Masked QE Brain, both the encoders and
the two decoders have 6 layers of transformers with 512 hidden units. And for
MTLM, the model only has one encoder and one decoder, which has the same
number of layers and units as the original QE Brain. These three models all use
Bi-LSTM [4] as the estimator, of which the hidden size is set to 512.

Tokenize. We use BPE [11] to tokenize the English dataset and use jieba2 to tok-
enize the Chinese dataset. The step of BPE is set to 30,000, and we use all tokens
after tokenized. And we use jieba to tokenize the Chinese sentences. Meanwhile,
the tokens in the EN-ZH word-level task will not be tokenized. Finally, we only
use the 30,000 most frequent tokens of all Chinese tokens.

3.3 Single Model Results

The results of single models are shown in the Table 3. As we can see, these
models without parallel knowledge do not have a good performance except on the
word-level task of the EN-ZH direction. When pretraining on the WMT18 par-
allel dataset, our two proposed methods all perform better than the original QE
Brain. And the MTLM has the best performance due to that it both alleviates
the problem of data distribution and obtains deep bi-directional information.

More parallel data will bring better performance. The MTLM’s performance
pretraining on the data of WMT18 is better than that of the other four datasets,
and the size of the WMT18 dataset is almost three times bigger.
2 https://pypi.org/project/jieba/.

https://pypi.org/project/jieba/
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Fig. 2. The accuracy of predicting right tokens when a part of target tokens are replaced
by random ones.

3.4 Ensemble

We try two different ensemble methods at the sentence-level.

Neural Ensemble. The hidden states of QE Brain, Masked QE Brain, MTLM
for the same sentence will be gathered, and then an extra linear model will be
used to map the hidden states to real HTER values.

Result Ensemble. We gather the HTERs of both training datasets and develop-
ment datasets from all of the models described above. We then train a linear
model that learns to use these HTER values to predict the golden HTER value.

And for the word-level task, we simply use voting to ensemble the results of
all models.

The ensemble results are also shown in Table 3. And we can see that the
neural ensemble way outperforms the other one at the sentence-level. Our system
finally won second place in the ZH-EN language pair and the third place in the
EN-ZH language pair.

4 Analysis

In this section, we will discuss the effectiveness of our approach.

Table 4. A case of training data in the parallel data.
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Table 4 shows an example of our training data in the parallel dataset. As we
can see, when training the predictor on the complete target sentence, the model
may predict the token ‘ ’ only with the help of token ‘ ’, because this
binary combination is common. However, what we want is that the model can
rely less on target sentences. We can easily break the self-dependence by masking
tokens in target sentences, and this will enhance the ability of the predictor when
feeding with wrong target sentences.

We test the predicting ability of the original QE Brain and our Masked
QE Brain when the target sentences are partially replaced by random tokens.
The results are shown in Fig. 2. And we can see that when there is no noise in
target sentences, the two models have a similar performance. As the replacement
ratio grows, our Masked QE Brain has a growing advantage in both language
directions.

5 Conclusion

This paper describes our systems for CCMT20 Quality Estimate tasks, including
both word-level and sentence-level.

We follow the predictor-estimator architecture and mainly follow QE Brain.
To alleviate the problem that the distribution between parallel data and QE
data is different, we proposed the Masked QE Brain. And to achieve the deep
bi-directional information, we use a masked language model at the target side
and propose our MTLM.

The proposed models perform better than the original version of the QE
Brain. At the same time, we use different ensemble methods to achieve our final
results for CCMT20. Our system finally won second place in the ZH-EN language
pair and the third place in the EN-ZH language pair.

Acknowledgement. The authors would like to thank Yiming Yan for the feedback.
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Abstract. This paper presents our submissions to CCMT 2020 Qual-
ity Estimation (QE) sentence-level task for both Chinese-to-English
(ZH-EN) and English-to-Chinese (EN-ZH). We propose new methods
based on the predictor-estimator architecture. For the predictor, we
propose XLM-predictor and Transformer-predictor. XLM-predictor nov-
elly produces two kinds of contextual token representation, i.e., mask-
XLM and non-mask-XLM. For the estimator, both RNN-estimator and
Transformer-estimator are conducted and two novel strategies, i.e. top-K
strategy and multi-head attention strategy, are proposed to enhance the
sentence feature representation. We also propose new effective ensemble
technique for sentence-level predictions.

Keywords: Quality Estimation · Predictor-estimator · XLM ·
Ensemble

1 Introduction

Machine Translation (MT) has achieved great improvement with the develop-
ment of Deep Learning (DL), which requires accurate and accessible evaluation
to further promote the quality of MT outputs. The widely used MT metric
BLEU [7] can quickly evaluate the quality of MT outputs, on condition that the
human generated reference translation is provided in advance. However, high-
quality reference translations demand labor and time. Quality Estimation (QE)
becomes an alternative method to evaluate the quality of MT outputs with no
access to reference translations [2,11].

Our submissions focus on the sentence-level sub-task of the CCMT 2020 QE
Shared Task in both English-to-Chinese (EN-ZH) and Chinese-to-English (ZH-
EN) directions. The sentence-level task aims to predict the Human-targeted
Translation Edit Rate (HTER) [8] of the MT output, which reflects the minimal
amount of edits that is needed to process the MT output to an acceptable level,
thus denotes the overall quality of the MT output.

c© Springer Nature Singapore Pte Ltd. 2020
J. Li and A. Way (Eds.): CCMT 2020, CCIS 1328, pp. 123–131, 2020.
https://doi.org/10.1007/978-981-33-6162-1_12
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Sentence-level QE is commonly formulated as a regression problem. The clas-
sical baseline model QuEst++ [9] constructed rule-based features and employed
machine learning algorithm to predict HTER scores. Recent neural networks
applied the newly-emerged predictor-estimator architecture to QE tasks. Kim et
al. [5] proposed the predictor-estimator model first. The predictor aims to extract
feature vectors by incorporating large parallel data into a bilingual RNN model,
which is subsequently fed into the main bidirectional RNN model to predict QE
scores. Later, Fan et al. [1] replaced the RNN-based predictor with a bidirectional
Transformer and added 4-dimensional mis-matching features. NiuTrans [10] used
Transformer-DLCL based predictor, whereas Unbabel [12] introduced BERT and
XLM pretrained predictor models. Besides, ensemble technique emerges as a new
trend that can further improve the QE performance. The ensemble approach
achieved the best results in the sentence-level QE sub-task of both CCMT 2019
[11] and WMT 2019 [2].

We submit a predictor-estimator based QE system, which extends the open-
source OpenKiwi framework1 [4] to take advantage of recently proposed pre-
trained models by transferring learning techniques. Our contributions are as
follows:

– We implement two predictors as feature extractors, the Transformer-based
predictor (Transformer-predictor) [1], and the XLM-based predictor (XLM-
predictor) [6] via the transfer learning technique. For XLM-based predictor,
it produces two kinds of contextual token representation in a novel fashion,
i.e., masked representations and non-masked representations.

– In addition to the LSTM-based estimator (LSTM-estimator), we use trans-
former neural networks to build a Transformer-based estimator (Transformer-
estimator). We propose novel strategies to optimize the sentence features, i.e.,
top-K strategy and multi-head attention strategy.

– We ensemble several single-models by regression algorithms to produce a
single sentence-level prediction, which outperforms the commonly-used arith-
metic average.

2 Architecture

We employ the predictor-estimator architecture built upon the OpenKiwi
framework. We adopt XLM-predictor and Transformer-predictor respectively to
extract contextual feature vector of the MT output, which could reflect semantic
information between the source and the MT output. We innovatively propose
mask-XLM and non-mask-XLM, which will be demonstrated in detail below. For
the estimator, similarly, different models are used. We adopt LSTM-estimator
and Transformer-estimator. Two effective sentence representation strategies for
LSTM-estimator are proposed.

1 https://github.com/Unbabel/OpenKiwi.

https://github.com/Unbabel/OpenKiwi
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2.1 Predictors

2.1.1 XLM-Predictor

The Cross-lingual Language Model (XLM) achieved state-of-the-art perfor-
mances on several Natural Language Preprocessing (NLP) tasks [6]. We extend
XLM to QE task and propose novel XLM-predictor.

First, we fine-tune XLM with both Masked Language Modeling (MLM) and
Translation Language Modeling (TLM) using large-scale parallel data following
the XLM instructions2.

Instead of using target word representations produced by the fine-tuned XLM
as the predictor output as in Kepler et al. [12], we propose non-mask-XLM
representation and mask-XLM representation, and adopt further computation
to enhance the feature ability. For non-mask-XLM, all words are fed into the
XLM to predict each word’s representation, enabling the word itself to help
predict its representation. For mask-XLM, one target word is masked one time
so that the prediction of the masked target word leverages only the surrounding
target words and the source context, without any prior information from itself.
Let the length of the target sentence be N , the mask-XLM process is repeated N
times and thus all target word representations are generated. We further consider
two aspects that influence the word representation. One is the weight of each
dimension in the word representation. We continue to use the weight during the
fully connected layers in XLM. The other is the language embedding, considering
that the word representation is closely related to the corresponding language.
Formula 1 describes the final word representation produced by XLM-predictor,
which is then fed into the estimator as input features to predict HTER scores.

Repi = Ri · (Wi + Emblang) (1)

where i refers to the i-th word in the target sentence, Ri refers to the original
representation of the i-th word, Wi and Emblang denote the weight of the i-th
word and the language embedding of the target sentence respectively. Repi is
the final representation of the i-th word.

2.1.2 Transformer-Predictor

Transformer-predictor has been proved effective by Fan et al. [1]. Our predic-
tor follows their bidirectional transformer, which contains three modules: self-
attention for the source sentence, forward and backward self-attention encoders
for the target sentence, and the re-constructor for the target sentence. The
semantic features are extracted by bidirectional transformer and human-crafted
mismatching features. Our predictor has made one modification: multi-decoding
is used during the machine translation module.

To improve the performance, we integrate a XLM-based model, which simply
replace the predictor part by XLM. We take the weighted average the two models
as the final sentence-level prediction as shown in formula 2. We set α as 0.8 since
we emphasize the transformer-based predictor’s contribution and incorporate
2 https://github.com/facebookresearch/XLM.

https://github.com/facebookresearch/XLM
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XLM-based predictor only to further enhance the overall performance.

Score = α ∗ ScoreTransformer+
(1 − α) ∗ ScoreXLM

(2)

2.2 Estimators

Estimator takes features produced by predictor as the input to predict sentence-
level scores of the MT output. We implement a multi-layer LSTM-estimator and
a Transformer-estimator, both of which adopt novel strategies to optimize the
sentence features.

The last state or the mean pooling of hidden states are usually taken as
the sentence representation. However, they both have weaknesses: the last state
losses certain information of the whole sentence due to the information decay
problem, while the mean pooling distributes the same weights to all hidden
states. Actually, the contribution of each word to the sentence features varies,
which inspires us to take the concept of weight into consideration. We propose
two strategies, top-K strategy and multi-head attention strategy, which comput-
ing weights from two different perspectives. The two strategies are illustrated in
Fig. 1.

2.2.1 Top-K Strategy

Each hidden state is a word representation vector, and each element of the
vector represents one feature dimension. From feature dimension perspective,
Top-K strategy forms the sentence features by concatenating top-K elements of
each feature dimension. The top-K elements refer to the top-K values among all
words of the current focus feature dimension. In a result, the sentence feature is
a vector with size K * number of feature dimensions.

2.2.2 Multi-head Attention Strategy

Different from top-K strategy, multi-head attention strategy considers the impact
of each word on the sentence features via attention mechanism. For each head,
we obtain a vector which is a weighted sum of all the word features. By repeating
K times, the final sentence feature is a vector with size K * number of feature
dimensions. We demonstrate the computation process as formula 3 and 4,

aki
= softmax(hi ∗ Wk), (3)

fsent = [
∑

i

α1i ∗ hi, . . . ,
∑

i

αki
∗ hi] (4)

where aki
is attention results of each word (hi), and fsent is the final sentence

feature representation.
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Fig. 1. Sentence representation strategies.

2.3 Ensemble

To boost performance, we ensemble several systems to produce a single sentence
score prediction. Model stacking [13,14] is an efficient ensemble method in which
the predictions, generated by using various single systems, are used as inputs of
regression algorithm implemented within a two-layer model. To avoid overfitting,
we use k-fold cross validation and set k = 5, as described in Martin et al. [15].

We implement and compare several regression algothrims, i.e. Powell’s
method [16], Quantile Regression, Support Vector Regression (SVR) and Logis-
tic Regression (LR) to optimize for the task metric - Pearson correlation.

3 Experiments and Results

The experiment details below refer to the CCMT 2020 sentence-level QE task
only.

3.1 Dataset

The dataset consists of parallel data and QE triplets. Parallel data is used to
train the predictor to produce contextual features, which is provided by the
CCMT QE task with 8,023,011 EN-ZH parallel sentences (Repeated parallel
sentences are filtered). Besides, we use additional 37,128,402 parallel sentences
from WMT 2020 task. QE triplets (src, mt, hter) are provided by CCMT QE
task, consisting of 10,070 training data (TRAIN) and 1,143 development data
(DEV) for ZH-EN, and 14,789 training data and 1,381 DEV for EN-ZH.

We correct one abnormal detail in both the QE TRAIN and DEV triplets
for ZH-EN. Take the following sentence as an example: “Our position is to be
courageous, step to be stable. We should not only explore boldly, but also be
reliable and prudent, thinking twice before act.”
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Two English words are connected by a full stop punctuation without any
white-space in the machine translation (MT) file and the post-edited (PE) file.
This phenomenon hardly appears in the machine translation and will lead to two
possible problems. One is the correctness of HTER scores, which are the gold
scores for the training process of QE systems. On the other hand, it will increase
Unknown words (UNK), which may exert negative effects on the performance
of QE systems. We therefore add white-space between two connected words and
re-compute HTER scores according to the official scripts.

3.2 Experiments

3.2.1 Experiments with the XLM-Predictor

For the XLM-predictor, we experiment non-mask-XLM predictor (non − mask)
and mask-XLM (mask) predictor respectively. We also try to concatenate feature
vectors produced from the two predictors (Both) as the input for the next estima-
tor procedure. Fixing the XLM-predictor, we conduct experiments with LSTM-
estimator (LSTM) and Transformer-estimator (TF ), each of which adopts
multi-head attention strategy (attn) or top-K strategies (topK) to improve the
sentence representation.

The results in Table 1 show that our QE systems with XLM predic-
tor achieve moderate correlation with HTER scores in general. On ZH-EN,
mask LSTM topK ranks top with a Pearson score of .5690, whereas the non-
mask LSTM attn ranks top with .5329 on EN-ZH. The language features could
be an explanation why non-mask-XLM performs better than mask-XLM for
Chinese: The Chinese word meaning usually different from that of the consisting
characters, so mask one character may affect the word representation.

3.2.2 Experiments with the Transformer-Predictor

We implement a Transformer-based predictor-estimator following Fan et al. [1].
Transformer-predictor has one modification, i.e. the use of multi-decoding during
machine translation. To further improve the overall performance, XLM-based
predictor is incorporated but with a smaller weight compared to transformer-
based predictor as describe in Sect. 2.1.2.

Experiments with the Transformer-Predictor are shown in Table 2, which
presents both key configurations and results.

In Table 2, XLM-EST-dim means the dimension in fully connected layer
of estimator in XLM-based predictor, while Trans-EST-dim means that in
transformer-based predictor. XLM finetune denotes whether XLM is fine-tuned
and XLM-tgt-only means only target information is used in XLM. EST-hidden-
dim is the hidden dimension in estimator.

3.2.3 Experiments with Ensemble Methods

We conduct multiple single QE systems through different model architectures or
the same architecture with different parameters, and integrate the predictions
via stacking ensemble with 4 regressors respectively.
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Table 1. Pearson correlations of single QE systems with XLM-Predictor on CCMT
2020 QE EN-ZH and ZH-EN development set for sentence-level task.

Model ZH-EN EN-ZH

Both LSTM attn .5468 .5244

Both LSTM topK .5620 .5205

Both TF attn .5364 .4865

Both TF topK .5350 .5056

mask LSTM attn .5542 .4982

mask LSTM topK .5690 .4956

mask TF attn .5540 .4951

mask TF topK .5603 .4978

non-mask LSTM attn .5365 .5329

non-mask LSTM topK .5507 .5277

non-mask TF attn .5345 .5179

non-mask TF topK .5382 .5208

Table 2. Pearson correlations of single QE systems with Transformer-Predictor on
CCMT 2020 QE EN-ZH and ZH-EN development set for sentence-level task.

Model Model2 Model3 Model4 Model5

XLM-EST-dim 5140 5140 5140 0 0

Trans-EST-dim 5140 5140 5140 5140 5140

XLM finetune 1 1 0 1 1

XLM-tgt-only 0 1 1 1 1

EST-hidden-dim 512 256 256 256 512

Pearson-ZH-EN .549 .547 .549 .512 .51

Pearson-EN-ZH .491 .495 .491 .456 .453

We select 24 systems based on XLM-predictor and 5 based on Transformer-
predictor, then filter single systems with a Pearson score less than 0.5 during
ensembling, which leads to 13 systems for EN-ZH, 12 systems for ZH-EN on
DEV and 11 system for ZH-EN on PSEU DEV respectively. 4 regressors refer
to Powell’s, Quantile Regression, SVR and LR.

Results on DEV with filtered systems are shown in Table 3 prove the effec-
tiveness of ensemble, compared with results shown in Table 1 and Table 2. From
Table 3, we also conclude that regression algorithms outperform the simple aver-
aging of single system predictions (“Average” in Table 3).
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Table 3. Pearson correlations of ensemble QE systems on CCMT 2020 QE EN-ZH
and ZH-EN development set for sentence-level task.

Ensemble methods ZH-EN EN-ZH

Average .5648 .5408

Powell’s .5839 .5592

Quantile Regression .5848 .5530

SVR .5643 .5449

LR .5843 .5588

4 Conclusion

We describe our submissions to CCMT 2020 QE sentence-level task. Our sys-
tems are based on predictor-estimator architecture and built upon OpenKiwi
framework. We implement two predictors, Transformer-predictor and XLM-
predictor. XLM-predictor novelly produces two kinds of contextual token rep-
resentation, i.e., masked representations and non-masked representations. Both
RNN-estimator and Transformer-estimator are conducted to predict the MT out-
put scores by using the features produced from predictor. Two novel strategies,
i.e. top-K strategy and multi-head attention strategy, are proposed to enhance
the sentence feature representation. Stacking ensemble is also proved to be more
effective than simple averaging integration.
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Abstract. This paper presents the systems developed by Beijing Jiaotong
University for the CCMT 2020 multilingual translation evaluation task. For this
translation task, we need to build a Japanese-English translation system based
on only Japanese-Chinese and English-Chinese data. Our method mainly relies
on synthetic data generated by back translation. We implemented three different
architectures, namely Transformer-big, Transformer-base and Dynamic-Conv.
We also implemented multi-model ensemble technique to further boost the final
result. Experiments show that our machine translation system achieved high
accuracy without relying on any bilingual training data.

Keywords: Machine translation � Multilingual machine translation

1 Introduction

This paper introduces in detail the submission of Beijing Jiaotong University to the
multilingual translation evaluation task in the 16th China Conference on Machine
Translation (CCMT2020). This task requires us to build a Japanese-English translation
system based on only Japanese-Chinese and English-Chinese data. Due to the lack of
direct training data, many techniques wildly used in the area of bilingual translation can
not easily be applied in this scenario.

To train a translation model from Japanese to English, we created massive synthetic
data based on two MT models of two different directions, namely Chinese-Japanese
and Chinese-English [1]. Despite the lack of training data from Japanese to English, the
training data for Chinese-Japanese and Chinese-English is readily accessible. The
synthetic data can be obtained by translating the Chinese sentences to English of the
Chinese-Japanese data, and the Chinese sentences to Japanese of the Chinese-English
data. Further cleaning is applied to alleviate the noise contained in our synthetic data.

For the final Japanese-English model, we built our system based on three different
architectures, the first one is solely based on attention mechanisms, namely the
Transformer model [2]. We further augmented Transformer with deeper encoder layers,
to better extract features from source segments, which is named as Transformer-big [3].
Transformer-big was proved to outperform Transformer-base model in most cases.
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Additionally, we also tried to substitute the self-attention layer with dynamic convo-
lution, providing us another different model to use when doing model ensemble [4].

Then, we applied sub-word segmentation to both languages to resolve the unknown
words problem [5], as well as model ensemble, to leverage multi-models to further
improve the result [6]. Moreover, we did some contrast experiments, and the results
show that our machine translation systems achieved high accuracy without relying on
any bilingual data, performed better than other models, proving the effectiveness of our
training procedure.

2 Related Work

Recent several years, neural machine translation (NMT) [7, 8] performs end-to-end
translation based on an encoder-decoder framework and works well in many machine
translation tasks. In this framework, the encoder firstly transforms the source sentence
into a fix-length vector, and the decoder generates a target sentence. Such framework
has achieved significant improvements over traditional SMT with abundant parallel
data available.

However, high-quality and large-scale parallel corpora are non-existent for most
circumstances. Lots of work have been done to address this problem, which can be
divided into two broad categories: multilingual and pivot-based approaches.

Johnson [9] has proposed a universal NMT model to translate between multiple
languages without any changes in the model architecture, which took full use of
multilingual data to improve NMT for all relevant languages. Firat [1] has proposed a
multilingual model consisting of several encoders and decoders with finetuning algo-
rithm. It was really difficult to learn and analyze the universal representation for
multiple languages, although they have completed direct source-to-target translation
without using parallel corpora.

Another crucial way is to bring in a third language named pivot, acting as a bridge
between the source and the target language. Although it is hard to find available in-
domain parallel data, the parallel corpora with a pivot language usually exist. For
instance, the parallel data between Japanese and English directly is rare, but the parallel
data between Chinese and Japanese, Chinese and English is relatively rich. In pivot-
based machine translation, sentences are translated from the source language into pivot
language firstly, then translated from the pivot language into the target language.

Although pivot-based method performs well in most translation tasks, it still has
some disadvantages. Firstly, the mistakes made in source-to-pivot translation will be
propagated to pivot-to-target step which can cause error propagation problem. Fur-
thermore, translated by this pipeline way may lose some relevant information in the
pivot translation and may not be represented in the target sentence.

The inspiration for our work came from Sennrich [10], and we introduced a pivot
language, via which we could make full use of large bilingual corpora. By back
translation, we could create synthetic data for training final model.
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3 Model

As we explained above, we combined three different architectures in our work—
Transformer-base, Transformer-big and Dynamic-Conv.

3.1 Transformer-Base

The first model we used is Transformer-base, which is a completely attention-based
structure for dealing with problems related to sequence models, such as machine
translation. The Transformer model dispenses with any CNN or RNN structure, cap-
able of working in the process of highly parallelization, so the training speed is very
fast while improving the translation performance.

The structure of Transformer is shown in Fig. 1. The model is divided into two
parts: encoder and decoder. The encoder consists of six identical layers, each with two
sublayers. The first sub-layer is the self-attention layer, and the second sub-layer is a
simple fully connected feedforward network.

Residual connections are added outside the two layers, and then layer normalization
is performed. In addition to the two layers in the encoder, the decoder also adds a third
sub-layer to connect the encoder and decoder. As shown in the figure, the decoder also
uses residual error and layer normalization. The output of each sub-layer is:

Fig. 1. The Transformer - model architecture.
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output ¼ LayerNorm xþ SubLayer xð Þð Þð Þ ð1Þ

The particular attention is called Scaled Dot-Product Attention, which takes queries
keys of dimension dk and values of dimension dv as input, calculates the attention
function on a set of queries simultaneously, and packs them together into a matrix Q.
The keys and values are also packed together into matrices K and V . The output of the
matrix can be calculated as:

Attention Q;K;Vð Þ ¼ softmax QKT
ffiffiffiffi
dk

p
� �

V ð2Þ

Multi-head attention allows each head to acquire separate attention weights from
different representation subspaces at different position.

MultiHead Q;K;Vð Þ ¼ Concat head1; . . .; headhð ÞWO

where headi ¼ Attention QWQ
i ;KW

K
i ;VW

V
i

� � ð3Þ

Where the projections are parameter matrices WQ
i 2 R

dmodel� dk ,WK
i 2

R
dmodel� dk ,WV

i 2 R
dmodel� dv and WO 2 R

hdv � dmodel (Fig. 2).

Since transformer model does not use any CNN or RNN structure, they introduce
some information with relative or absolute position of tokens in the sequence, in order
to take advantage of the order information. The position encoding is defined as:

PE pos;2ið Þ ¼ sin pos=100002i=dmodel
� �

PE pos;2iþ 1ð Þ ¼ cos pos=100002i=dmodel
� � ð4Þ

Where pos is the position and i is the dimension.

Fig. 2. (left) Scaled Dot-Product Attention. (right) Multi-Head Attention.
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3.2 Transformer-Big

To boost its ability to extract features and provide a better presentation for source
segment, we deepen the encoder layers for Transformer, and this model is called
Transformer-big. Our Transformer-big contains 12 layers of encoder, while
Transformer-base only contains 6 layers. However, more encoder layers may encounter
the vanishing-gradient problem and entail extra strategies.

3.3 Dynamic-Conv

Self-attention is an effective mechanism. Since it was proposed, it has been applied to
many NLP tasks with good performance improvement. However, for long sequences,
self-attention is limited by its O n2ð Þ complexity. In addition, the feature that self-
attention can efficiently capture long-term dependence has also been questioned.
Therefore, a new structure called lightweight convolution is proposed to replace self-
attention with CNN structure.

Lightweight convolution uses the prototype of deep (separable) convolution in CV
domain, which greatly reduces the number of parameters and complexity by sharing
parameters in the channel dimension. Based on the Lightweight, dynamic convolution
is proposed, where the weight of CNN is calculated dynamically from the input feature,
as shown in Fig. 3. The Dynamic-Conv model is proved to be competitive with
Transformer model in many scenarios.

DynamicConv X; i; cð Þ ¼ LightConv X; f Xið Þh;:; i; c
� �

ð5Þ

Fig. 3. (left) Lightweight convolution. (right) Dynamic convolution.
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Where f is a simple linear module with learned weights WQ 2 R
H� k� d , i.e.,

f Xið Þ ¼ Pd

c¼1
WQ

h;j;cXi;c.

4 Experiments

4.1 Preprocessing

Since the quality of training data is vital for the final system, we cleaned the provided
training data according to the following strategies:

1. Remove sentences containing too many garbage characters;
2. Remove sentences too long or too short;
3. Remove sentence-pairs with a length ratio too big or too small;
4. Remove duplicate sentence-pairs;
5. Remove sentence-pairs with a too low alignment score provided by fast-align1;

Both Chinese-Japanese and Chinese-English parallel corpora provided by the
organizer contained 3 million sentence pairs. After doing the 5 preprocessing steps
mentioned above, 2.99 million sentence pairs were left in each dataset.

And then we used Jieba2 to perform Chinese word segmentation, and nltk3 to
tokenize English, and Mecab4 to do Japanese word segmentation. To alleviate the out-
of-vocabulary problem and reduce the vocabulary size, we applied sub-word seg-
mentation for both languages, provided by subword-nmt5.

4.2 Back Translation Based Synthetic Data

To train a translation model from Japanese to English, the parallel corpus from Japa-
nese to English is in need. However, only the parallel data of Chinese-English and
Chinese-Japanese are provided. To create synthetic data for the training of final
Japanese-English model, we used back translation.

Back translation does not need to make any change in the training algorithm and the
model network structure. Back translation has been proved to be simple but effective,
while sometimes we may get particularly outrageous translation results in the process
of back-translation. Our whole training procedure contains the following steps:

1. Train a Chinese-English model and a Chinese-Japanese model using the parallel
data provided.

2. Translate the Chinese sentences in Chinese-Japanese data into English using
Chinese-English MT model.

1 https://github.com/clab/fast_align.
2 https://github.com/fxsjy/jieba.
3 http://www.nltk.org/.
4 https://github.com/SamuraiT/mecab-python3.
5 https://github.com/rsennrich/subword-nmt.
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3. Translate the Chinese sentences in Chinese-English data into Japanese using
Chinese-Japanese MT model.

4. Combine the synthetic Japanese-English data of step 2 and step 3 together, and train
the final Japanese-English model (Fig. 4).

The training steps above were implemented on all of three architectures. Since the
synthetic data was generated by our own machine translation model, which means the
translated side contained a large amount of noise, we performed the following cleaning

steps:

1. Remove sentence-pairs with low language model scores on the target side provided
by kenlm6;

2. Remove sentence-pairs with low alignment scores provided by fast-align;

In the first step, we kept sentences with kenlm scores from −10.0 to −200.0. In the
second step, we kept sentences with fast-align scores greater than −500.0. After
combining two synthetic datasets, we finally got 5.81 million sentence pairs as training
dataset of Japanese-English model.

There are also other ways to deal with the absence of bilingual data, such as
pipelined-training and hybrid-labels [9]. Previous evaluation participants and the
contrast experiments we did demonstrated that the back-translation based method is
normally the most effective while easy to implement.

4.3 Multi-model Ensemble

For multi-model ensemble, we tried the strategy of Independent Parameter Ensemble
(IPE), that is to firstly train several models with different architecture and different
initialized parameters, and then weight the average probability distribution of multiple

Fig. 4. Back-Translation procedure

6 https://github.com/kpu/kenlm.
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models in the Softmax layer. Better models are assigned with relatively higher weights,
and worse models with relatively lower weights.

4.4 Contrast Experiments

In order to prove the superiority of the back-translation based model more compre-
hensively, we did some contrast experiments like pipeline method, sequence-level
knowledge distillation [11] and domain adaptation [12]. Pipeline method firstly
translated Japanese to Chinese, and then from Chinese to English. Knowledge distil-
lation used right-to-left and target-to-source model to decode training data, then
combining it with synthetic Japanese-English data we generated previously, and used
this new data to train model from scratch. Domain adaptation used English sentences in
synthetic Japanese-English data to train in-domain model and used English monolin-
gual corpus to train general-domain model, calculating the absolute value of the sub-
traction between two language models and remaining corpus with low difference value.

4.5 Results

Experiment results on the development set are shown in Table 1. (evaluated by
sacreBLEU)

Official automatic evaluation results are shown in Table 2.

4.6 Model Analysis and Discussion

As shown in Table 1, it’s obvious that back-translation based model did better than
other methods. The reason is that the pipeline method will cause error propagation and

Table 1. Experiments on Development Set

Method Model BLEU

Pipeline Transformer-base 31.29
Knowledge Distillation Transformer-base 34.47
Domain Adaptation Transformer-base 34.90
Back-Translation Transformer-big 35.11

Transformer-base 35.24
Dynamic Conv 34.9
Ensembled 35.66

Table 2. Official automatic evaluation results

BLEU5-SBP BLEU5 BLEU6

je-2020-bjtu_nlp-primary-a 38.29 40.47 35.81
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lose some relevant information, but back-translation based method does not. As for
knowledge distillation, because our task is based on patent domain, it is possible that
the teacher model is not strong enough to guide the student model. For domain
adaptation, remaining corpus with low difference value cannot guarantee the quality of
the data. It is possible that both of two language model have low scores and the
difference value is relatively small, so the remaining corpus may affect the quality of
data. Moreover, using selected monolingual corpus to generate pseudo corpus may
damage the quality of data again. Therefore, we can conclude that back-translation is a
simple and effective approach to multilingual translation task.

5 Conclusion and Future Work

In this paper, we described our submission in multilingual translation evaluation task.
For this translation task, we need to build a Japanese-English translation system based
on only Japanese-Chinese and English-Chinese data. Our method mainly relies on
synthetic data generated by back translation. We implemented three different archi-
tectures, namely Transformer-big, Transformer-base and Dynamic-Conv. We also
implemented multi-model ensemble technique to further boost the final result.
Experiments show that our machine translation system achieved high accuracy without
relying on any bilingual training data.

We have to mention that we also tried other strategies which are commonly used in
bilingual translations, including domain adaptation, sequence-level knowledge distil-
lation and checkpoint ensemble [13], but none of them made it to introduce any
improvement. Even multi-model ensemble could only introduce minor improvements.
This may be caused by the pivot-based synthetic data, and we will explore this problem
in our future work.
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