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Test Research and Finite Element
Analysis on Extension Performance
of Civil Aircraft Flaps Subjected
to Extreme Temperature

Jingtao Wu, Sibo Zhou, Wenliang Deng, and Yunwen Feng

Abstract Aircraft climate test was conducted to investigate the effect of extreme
temperature on extension performance of civil aircraft flaps in aircraft climate labo-
ratory. Test results show extending the flaps to 10° requires 9.5 s, 7.8 s, 7.6 s when
the standard equipped aircraft was kept at −40 °C, 20 °C and 40 °C for the stip-
ulated time, respectively. The lower the temperature is, the more difficult it is to
extend the flaps. Furthermore, a finite element analysis (FEA) mode of the flap
motion mechanism was proposed to reveal the influence of extreme temperature on
deformation and drive torque of the flaps. Actual motion law of flap motion mech-
anism was adopted to describe behavior of flap motion mechanism under extreme
temperature. The numerical research shows the drive torque decreases from −0.51
× 104 to −4.52 × 104 N mm when temperature rises from 20 to 74 °C; conversely
the drive torque increases from−0.51× 104 to 27.5× 104 N mmwhen temperature
drops from 2 to −55 °C. In addition, the lower the temperature is, the more obvious
the deformation mismatch of the flap mechanism is, which may cause the friction
to increase. The increasing friction due to the temperature drop results in the higher
drive torque required to extend the flaps, which is also the reason that the time for
extending the flaps to 10° increases with the decrease of temperature. The numerical
results are observed to mutually agree with the test results mentioned above that the
low temperature makes it difficult to extend the flaps.

Keywords Aircraft climate test · Standard equipped aircraft · Civil aircraft flaps ·
Finite element analysis · Extreme temperature
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1 Introduction

The performance of the wing should be considered during cruise, landing and takeoff
periods. Therefore, high-lift devices must be used on the original surface of the wing.
A typical cross section of the wing is shown in Fig. 1 [1], in which the flaps exist.
During the cruise, the flaps retract to reduce the drag of the aircraft. The flap extension
increases the camber and the area of the wing to improve the lift coefficient, and
shorten the distance during take-off and landing periods. Flap motion mechanism
consists of a large number of motion pairs. It not only needs to bear and transfer
loads, but also realize the relative movement between the flap and wing [2–4].

For the flap motion mechanism, it inevitably suffers all kinds of damages during
life time, such as load parameters, extreme climate, dimensional error and abrasive
wear. Some of the factors give rise to failure of movement mechanism [5–9]. The
performance of flaps influences the reliability and safety of an aircraft directly during
cruise, landing and takeoff periods. Once its movement mechanism fails and the flap
can’t deploy or retract, the aerodynamic performancewill be greatly affected [10, 11].
Even worse, the Even worse, the deployment or retraction of flap fails, leading to a
crash of an aircraft. According to the statistics of aviation accidents, accidents caused
by damage of flap motion mechanism had occurred. As a result, many studies have
focused on researches of the reliability of the flap mechanism. High-lift mechanisms
were analyzed in combination with test data, mathematic model and simulation tech-
nology in recent years. As the occurrence of drive strut rupture is the main failure
mode of the flap, Yoshida T. et al. used MSC Adams to establish the parametric
model of the high-lift system. Dynamical response were analyzed to facilitate under-
standing of the normal case and fault case, after validating the simulation model
based on the test data [1, 12, 13]. With regard to flap fault simulation, Huan Pang
et al. builded the rigid and flexible coupling model of the flap mechanism, using
the virtual prototyping technology, and analyzed the reliability of flap seizure [6,
14]. Reliability analysises of the flap mechanism were conducted, considering the
manufacturing errors, aerodynamic loads, component damage and other factors [6,

Fig. 1 Schematic of wing cross section with high-lift devices [1]
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15, 16]. In addition, important sampling method was used to analyze the structure
reliability of the flap, taking into considerarion of randomness of the elastic modulus,
shear modulus and aerodynamic loads [17].

Under extreme temperature, the components of the flap motion mechanism may
produce a certain amount of deformation. If the deformation amount is too large,
the movement of relevant components may not be in place, which will affect the
flap extension performance. In serious cases, it will also cause flaps to jam, which
has a great impact on the flight safety of civil aircraft. The damage of flap motion
mechanism has caused several accidents. However, the effects of extreme temper-
ature on extension performance of civil aircraft flaps have not been globally and
adequately researched. In order to reduce the risk and analyze the failure mechanism
and reliability of the flap mechanism clearly, in this paper, a finite element anal-
ysis (FEA) mode of the flap motion mechanism was proposed to reveal influence
of extreme temperature on extension performance of civil aircraft flaps. After vali-
dating the simulation model based on the test data, deformation, friction torque and
drive torque of the flaps are fully analyzed at extreme temperature. Then, aircraft
climate test was conducted to investigate effect of extreme temperature on exten-
sion performance of civil aircraft flaps in aircraft climate laboratory. The calculated
performance simulation data were compared with the experimental data.

2 Simulation Model Building of the Flap

The finite model of the flap mechanism is comprised of the flap structure, rocker
arm, rotation and slide rail mechanism. A typical flap motion mechanism is shown in
Fig. 2. The coordinate system assembly method is used to establish the motion pairs
between the components according to the motion relationship and the corresponding
friction coefficient was set at the motion pairs. Load and drive are added to the
model to complete the multi-rigid body modeling. Based on the simulation model,
the influence of extreme temperature on deformation and extension performance of
the flap is analyzed.

Fig. 2 Typical flap motion mechanism
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3 Change Law of Rotation Angle of Rocker Arm with Time

The extreme temperature influences the extension performance of the flap motion
mechanism, so it is necessary to analyze the influence of the extreme temperature
on the drive torque. In the model, the temperature affects the magnitude of the
friction torque by changing the friction coefficient, which in turn affects the drive
torque. Method for calculating the law of rotation angle of rocker arm with time
is showed in Fig. 3. Mr , Md , Mg and M f are the resultent torque, drive torque,

Fig. 3 Dynamic simulation program based on test data
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gravity torque and friction torque of the rocker arm shaft during the extension of flap
motion mechanism, respectively. J is moment of inertia of flap motion mechanism.
ε represents the angular acceleration of flap motion mechanism. Time required to
rotate the same angle in simulation analysis and test is t f and tt , respectively.

The resultant torque is obtained by the following formula:

Mr = Md + Mg − M f (1)

The angular acceleration is calculated by the following formula:

ε = Mr

J
(2)

The variation law of angular acceleration can be obtained through simulation
analysis. The variation law of angular acceleration is taken as the input of simulation.
Furthermore, through the comparison test and simulation analysis, the error between
the simulation analysis and test results is expressed:

δ =
∣
∣t f − tt

∣
∣

tt
(3)

if the error does not exceed 15%. Simulation stop is generated.

4 Deformation Analysis of Flap Motion Mechanism
at Extreme Temperature

Acertain amount of deformationmayoccurwhenflapmotionmechanism is subjected
to extreme temperature. Figure 4 presents the deformation of the flap wall and the
flap motion mechanism subjected to extreme temperature load. Flap wall-L and and
Flap wall-H in Fig. 4 represent the deformation of flap wall at low temperature and
high temperature, respectively. Deformation representation method of mechanism is
similar to that of flap wall. As can be found in Fig. 4, the deformation at high temper-
ature is greater than the deformation at low temperature. The maximum deformation
of the flap wall and flap motion mechanism occur at high temperature. The defor-
mation of the flap wall, rocker arm and connecting rod decreases as the flap extends,
while the deformation of the support arm and track increases as the rotation angle of
the flap increases. The maximum deformation of flap wall, rocker arm, connecting
rod, support arm and track are 4.42 mm, 3.57 mm, 3.39 mm, 1.27 mm and 1.10 mm,
respectively. What’s more, the thermal elongation of the connecting rod intensifies
the compressive stress along the connecting rod, resulting in the bending and rupture
of connecting rod. The increasing friction due to the misfit of deformation may result
in the higher drive torque required to extend the flaps.
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Fig. 4 Variation of maximum deformation with the rotation angle

In recent years, failure modes of flap motion mechanism have been investigated.
As can be seen obviously in Fig. 5, the bending and rupture of connecting rod occur.
The thermal deformation on the flap motion mechanism will aggravate the wear and
stagnation of the flap motion mechanism, resulting in larger drive torque to extend
the flap.When the driving torque is large enough, the connecting rod bends or breaks.

Fig. 5 Bending and rupture of connecting rod
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The phenomenon agrees verywell with the result above that compressive stress along
the connecting rod leads to the bending and rupture of connecting rod.

5 Extension Performance Analysis of Flap Motion
Mechanism

The drive shaft is subjected to drive torque, gravity torque and friction torque during
the extension of theflapmotionmechanism.Herein, the changes of the driving torque,
gravity torque and friction torque at the drive shaft of the flap motion mechanism at
20 °C (room temperature), −55 °C (low temperature) and 74 °C (high temperature)
can be obtained through simulation analysis, respectively.

5.1 Extension Performance Analysis at Room Temperature

The evolution of the gravity moment during the extension of the flap motion mecha-
nism is shown in Fig. 6a. Gravity moment increases with the extension angle. During
the extension of the flap motion mechanism, the distance from the center of mass
of flap motion mechanism to the drive shaft gets increased, which in turn causes the
gravity moment to increase continuously with the extension angle. As also can be
found in Figs. 6a, 7a and 8a, temperature has no effect on the moment of gravity.
The value of gravity moment only depends on the distance from the center of mass
of flap motion mechanism to the drive shaft.

Figure 6b presents the change of the friction torque during the extension of the
flap motion mechanism. The friction torque increases rapidly when the flap starts
to extend, then becomes almost invariant in magnitudes during the extension of the
flap motion mechanism. Whereas the friction torque increases as the temperature
decreases. The increasing friction coefficient due to the temperature drop results in
the higher friction torque.

Figure 6c shows the variations of the drive torque during the extension of the flap
motion mechanism. The drive torque of the flap motion mechanism decreases first,
then increases as the flap extends. During extension performance of civil aircraft
flaps the angular acceleration of the flap mechanism increases from 0 to a certain
value in a short time. A larger total torque is required to overcome the inertial force
when the flaps start to extend. So the drive torque decreases to −0.51 × 104 N.

Gravity moment increases as the flap extends, while the friction torque remains
invariant in magnitudes at the subsequent extension of civil aircraft flaps. The drive
torque also needs to increase continuously to maintain the torque balance of the flap
motion mechanism.
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Fig. 6 Variation of moment with the rotation angle of flap motion mechanism at room temperature:
a gravity moment; b friction moment and c drive gravity

5.2 Extension Performance Analysis at High Temperature

The variation of moment with the rotation angle of flap motion mechanism is shown
in Fig. 7. As can be seen obviously in Fig. 7a, b, the gravity moment of the flap
motion mechanism is greater than the friction torque when flap motion mechanism
is at high temperature, so the drive torque and the friction torque are used together to
balance the gravity moment.We can find that in Fig. 7c, the drive torque of the flap
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Fig. 7 Variation of moment with the rotation angle of flap motion mechanism at high temperature:
a gravity moment; b friction moment and c drive gravity

motion mechanism decreases first, then increases as the flap extends. The change
trend of gravity moment and friction moment is similar to that at room temperature.
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Fig. 8 Variation of moment with the rotation angle of flap motion mechanism at low temperature:
a gravity moment; b friction moment and c drive gravity

5.3 Extension Performance Analysis at Low Temperature

The evolution of the drive torque during the extension of the flap motion mechanism
is shown in Fig. 8c. Nevertheless, negative value of drive torque is converted to
positive value when temperature drops to −55°C, suggesting the increasing friction
due to the temperature drop results in the higher drive torque required to extend the
flaps. Futhermore, drive torque decreases as the flap extends. The gavity torque of the
flap mechanism keeps increasing while the friction torque stay basically unchanged.
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Consequently, the drive torque needs to decrease to maintain the torque balance of
the flap mechanism. As shown in Fig. 8a, b, the change trend of gravity moment and
friction moment is similar to that at room temperature.

It is manifest in the contrast among Figs. 6c, 7c and 8c, that the drive torque
decreases from −0.51 × 104 to −4.52 × 104 N mm when temperature rises from
20 to 74°C; conversely the drive torque increases from −0.51 × 104 to 27.5 ×
104 N mm when temperature drops from 20 to −55°C. The lower the temperature
resultes in greater friction, implying the larger drive torque is needed to extend
the flaps. It is concluded that the low temperature makes it difficult to extend the
flaps. The extreme temperature influence the friction force of each motion pair of
flap motion mechanism. Especially, the drive torque of the flap motion mechanism
will be affected to some extent by low temperature, which will increase the risk of
jamming or even rupture of the motion mechanism.

5.4 Test Verification of Flap Motion Mechanism Simulation
Model

Aircraft climate test was conducted to investigate the effect of extreme temperature
on extension performance of civil aircraft flaps in aircraft climate laboratory. The tests
were performed with the non-contact measurement under the stated test conditions.
The time for extending the flaps to 10° is used to characterize difficulty of starting
to extend the flaps. Test results show extending the flaps to 10° requires 9.5 s, 7.8 s,
7.6 s when the standard equipped aircraft was kept at−40°C, 20°C and 40°C for the
stipulated time, respectively. The lower the temperature is, the more difficult it is to
extend the flaps.

The numerical results are observed to mutually agree with the test results
mentioned above that the low temperature makes it difficult to extend the flaps.
The larger drive torque is needed to extend the flaps when temperature decreases. It
demonstrates accuracy of the method proposed in the paper.

6 Conclusions

The present study focuses on deformation analysis and effect of extreme temperature
on extension performance of civil aircraft flaps. What’s more, drive torque, gravity
torque and friction torque are fully analyzed when the flap motion mechanism is
subjected to extreme temperature, and simulation model is validated by test. The
major conclusions are summarized as follows:

(1) The maximum deformation of the flap wall and flap motion mechanism occur
at high temperature.
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(2) The deformation misfit of flap motion mechanism will aggravate the wear and
stagnation of the flap motion mechanism, resulting in larger drive torque to
extend the flap.

(3) The increasing friction due to the temperature drop results in the higher drive
torque required to extend the flaps. What’s more, negative value of drive torque
is converted to positive value due to the decrease of temperature.
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Mathematical Modeling
of an Environment Control System
in the Framework of Creating
a Comprehensive Mathematical Model
of Aircraft On-Board Systems

R. S. Savelev, K. S. Napreenko, and A. V. Lamtyugina

Abstract The development and creation of modern aircraft is a complex technical
process consisting of many iterations. Successful design and further operation of the
developed aircraft models can be achieved only if there is the required amount of
research at the design stage andwhen carrying out the full volume of tests. Also,when
developing aviation technology, it is necessary to apply an integrated approach, for
example, it is necessary to consider aircraft systems as a complex of interconnected
systems, and not as separate, unrelated components. When developing technically
complex aircraft systems, it is advisable to use mathematical modeling methods. The
main aircraft systems of interest from the point of view of mathematical modeling
(determination of the mutual influence of systems, maximum energy loads, opti-
mization of aggregate parameters, etc.) and the formation of a complex of interre-
lated mathematical models are the following systems: power supply system (PSS),
hydraulic system (HS); environment control system (ECS) and fuel system (FS).
The study of the joint operation of these systems will allow not only an assess-
ment of the parameters of the units and components of the systems, but also an
assessment of the operation of the systems as a whole at various operating modes of
the aircraft; working out the basic algorithms for controlling systems under various
airplane operating modes, to determine the effect of failures of one system on the
operation of other systems. In this paper, we consider in more detail the mathemat-
ical model of ECS. The main simulated characteristics in the mathematical model
of ECS are: change in pressure and temperature in the system through pipelines and
on key units (heat exchangers, turbomachine, shutters, etc.); changing the bleed air
flow rate in bleed system in case of various operation mods, as well as at different
values of the supported pressure in the cabin; change in air flow in the branches of the
pipelines of the system with a mixture of hot air in accordance with the algorithms
of operation of the valves, etc. A mathematical model of the key node of ECS—an
air-cooling unit—is considered, simulation results for various operating modes are
shown (airplane parking on the ground on a hot day, flying near the ground and
flying at altitude). The developed mathematical model of ECS allows to use it both
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for evaluating the operation of nodes and units of the ECS, and for use as part of a
set of interconnected mathematical models of the aircraft.

Keywords Mathematical model · Complex on-board systems · Environment
control system · Heat exchanger · Turbomachine

1 Introduction

The development and creation of modern aircraft is a complex technical process
consisting of many iterations. Successful design and further operation of the devel-
oped aircraft models can be achieved only if there is the required amount of research
at the design stage and when carrying out the full volume of tests. Also, when
developing aviation technology, it is necessary to apply an integrated approach, for
example, it is necessary to consider aircraft systems as a complex of interconnected
systems, and not as separate, unrelated components.

When developing technically complex aircraft systems, it is advisable to use
mathematical modeling methods. The main aircraft systems of interest from the
point of view of mathematical modeling (determination of the mutual influence of
systems, maximum energy loads, optimization of aggregate parameters, etc.) and
the formation of a complex of interrelated mathematical models are the following
systems: power supply system (PSS), hydraulic system (HS); environment control
system (ECS) and fuel system (FS).

Mathematical modeling is a relatively new and rapidly developing method for
studying the behavior of complex systems [1–5].

The use of mathematical modeling for the design of aircraft systems allows to:

– Reduce system design time;
– Optimize the system architecture according to the criteria of weight and energy

perfection;
– Create requirements for suppliers of nodes and aggregates;
– Develop and optimize control algorithms for onboard systems;
– Evaluate the reliability of onboard systems, fault safety.

2 Building a Mathematical Model of a Technical Object

Consider the sequence and relations of stages of building amathematical model of an
object. Figure 1 shows a flowchart for creating a mathematical model of a technical
system.

The real object when creating a mathematical model can be a complex of aircraft
onboard systems, any separate system or a specific node of this system.
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Fig. 1 Sequence and
relations of stages of
building a mathematical
model of an object

The conceptual model formulates the properties of an object that are of interest
for building a mathematical model, for example, thermal and gas-dynamic processes
that occur during the operation of objects.

The stage of building a mathematical model consists in forming a complex of
mathematical dependencies that describe the functioning of the object in general.
These dependencies are formed in general terms and contain a complex of values
(coefficients) that are not defined at this stage.

The stage of solving the equations of a mathematical model involves determining
the coefficients of the equations for a specific type of product and allows to calculate
the output parameters or product characteristics that are of interest to us at known
values of the input parameters.

The next stage is to analyze the results obtained from the point of view of their
reliability by comparing themwith other known facts, for example,with experimental
data or results obtained from other computational studies. Here it may be necessary
to adjust the model and repeat the cycle of its formation.
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3 Creating a Comprehensive Mathematical Model
of Aircraft On-Board Systems

Whendeveloping aviation technology, it is necessary to apply an integrated approach,
for example, aircraft systems should be considered as a complex of interconnected
systems, and not as separate, unrelated components. Therefore, a promising direc-
tion in the development of aircrafts is currently the creation of a complex mathemat-
ical model of onboard systems. A complex mathematical model of aircraft onboard
systems is a combination of all power and mechanical systems that ensure the imple-
mentation of the main goals and objectives of the designed aircraft. Figure 2 shows
the structure of a comprehensive mathematical model of on-board systems func-
tioning. The structure shows that the aircraft systems are connected to each other by a
common connection (electrical energy) through the PSS. PSS is a system that allows
to combine several aircraft systems within a complex of interconnected onboard
systems [6].

On this structure of the complex mathematical model different types of energy,
due towhich the interaction ofmathematicalmodels of individual systems occurs, are
indicated with different colors: red—electrical energy, black—mechanical energy,
blue—pneumatic energy, green—hydraulic energy, light green-fuel. The use of the
electrical power supply system and electric energy as the basic and unifying system
is not accidental. First, it provides operation of aggregates of other systems (power
supply of sensors, dampers, shutoff valves, etc.). And also electric energy to date
has a number of advantages over other types of energy (for example, in terms of
reliability, speed, automation and operation), which has led to the trend of creating
aircraft with an increased level of electrification in the aircraft industry [7–10] and
replacing traditional types of energy with electric in other areas of industry [11–14].

The main aircraft systems that are of interest for mathematical modeling (deter-
mining the mutual influence of systems, maximum energy loads, optimizing

Fig. 2 Structure of a comprehensive mathematical model of on-board systems functioning
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the parameters of aggregates, etc.) and forming a complex of interconnected
mathematical models are the following systems:

– Power supply system;
– Hydraulic system;
– Environment control system;
– Fuel system.

In addition to these systems, it is also worth noting that to create a digital twin
of the aircraft, it is also necessary to consider an inert gas generation system, an
anti-icing system, and others.

Research collaboration onboard systems will allow:

– To hold not only the estimation of the parameters of assemblies and units of
systems, but also the evaluation of work systems in general in different modes of
operation of the developed aircraft;

– Development of the main algorithms for controlling systems in various modes of
operation of the aircraft, to determine the impact of failures of one system on the
operation of other systems.

4 Mathematical Model of an Environment Control System

When designing and researching environment control system, the method of
mathematical modeling is widely used [15–18].

The mathematical model of the ECS contains both the thermohydraulic part
(pipelines, heat exchangers, dampers, etc.) and the control system (algorithms of
the ECS).

The main input parameters for the mathematical model of the ECS are the charac-
teristics of its operating mode (Mach number, height, setting the temperature param-
eters in a cockpit, data on cooling electronic units, rates required for other systems
(an anti-icing system, an accumulator tank pressurization system-tank pressuriza-
tion system, etc.)). The input parameters of the ECS should also include data on the
selection from the engine stage (pressure, selection temperature).

The main output parameters of the mathematical model are the parameters of
the cooling air (pressure, temperature, flow rate) downstream of the ECS or at the
entrance to the air intake sources from the ECS. The output parameters also include
sensor signals (temperature, pressure, flow rates, and failure information).

Main modeled characteristics:

– Pressure changes in the system on pipelines and on key units (heat exchangers,
turbomachines, dampers, etc.);

– Temperature changes in the systemon pipelines and on key units (heat exchangers,
turbomachines, dampers, etc.);

– Flow rate changes in the engine bleed system for different modes of operation of
the aircraft and for different values of the maintained cabin pressure;
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– Change in the air flow rate in the branches of the system pipelines when mixing
hot air in accordance with the algorithms of the dampers, etc.

The key node of the system is the air cooling unit (ACU), which includes heat
exchangers, turbomachines and other units.

The basic equation for calculating heat exchange effectiveness is Eq. 1:

εsteady =
∣
∣φsteady

∣
∣

∣
∣Cmin · (Thot,in − Tcold,in)

∣
∣

(1)

where:

εsteady the effectiveness in steady state,
φsteady the heat exchanged in the heat exchanger in steady state,
Cmin the minimal heat capacity rate,
Thot ,in—Tcold ,in the temperature difference between the inlet hot stream and the

inlet cold stream of the heat exchanger.

Consider amathematical model of the environment control system of an advanced
aircraft.

Figure 3 shows a block-scheme of the Environment control system of an advanced
passenger aircraft, which consists of two key components—the air bleed system
(ABS) and the air cooling unit, as well as pipelines, etc.

The main elements of the air bleed system from the power plant are a pre-
heat exchanger; a pressure regulator; a shutoff valve that provides air bleed from
a higher or lower engine stage; sensors, control system, etc. The air cooling unit
consists of a primary heat exchanger, a secondary heat exchanger, a condenser heat
exchanger, a reheater heat exchanger, an air dryer, a three-wheeled turbomachine,
sensors, regulating dampers, and control system.

In the Simcenter Amesim software package, the ECS was simulated in various
operatingmodes.One of the key advantages of the developedECSmodel is the ability
to dynamically model the behavior of the system in the event of various failures in the
selection system, which are the most critical in terms of ensuring the normalized air
parameters in the passenger compartment. The model calculates the amplitudes of
changes in air parameters in the bleed system, as well as the duration of the transition
mode, in which there may be no air flow rate in the failed subsystem.

Figure 4 shows how the system works in a failure situation according to the
following scenario:

Step 1-Failure of the pressure regulator in one of the two air bleed systems (ABS).
Step 2-Opening the cross-selection tap, air supply to the two subsystems from the
same engine.

As an example, the following situation is considered: the regular operation of the
environment control system is shown at the beginning, then at 15th second there
is a failure of the pressure regulator of one of the ABS, as a result of which the
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Fig. 3 Block-scheme of the ECS

Fig. 4 Simulation of a failure situation
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Fig. 5 The temperature at the inlet and the outlet of the turbine

cross-selection tap is opened and two air cooling units are powered from one of the
ABS. The graphs (Fig. 4) on the left show the pressure and flow rate in the ACU for
one side, and on the right the same parameters for the side where the ACU failure
occurred. The mathematical model allows to evaluate not only the nature of changes
in the parameters under study, but also to numerically estimate the values during
transients.

The operation of the ECS on the ground, which ensures that there is no icing at
the exit of the turbine due to the mixing of hot air, was also modeled. Thus, using a
mathematical model, you can create a control law and select its parameters for the
correct operation of the system.

The characteristics of the external environment correspond to themode of Parking
the aircraft in the parking on a hot day (Fig. 5).

It is worth noting that the correspondence of the mathematical model to the real
object and, as a result, obtaining correct results in the study of various modes of oper-
ation of the system is possible only when filling and refining the model with a suffi-
cient amount of initial data, which include local pipeline resistances, characteristics
of aggregates, operating conditions, etc.

The developed mathematical model of the environment control system (as well
as other onboard systems) and the entire complex of onboard systems can be used at
all stages of the product life cycle. For example, the developed mathematical models
of onboard systems that are validated based on the results of bench and flight tests
can be refined, for example, during the modernization of the aircraft (Fig. 6).

The addition of the existing onboard system complex with initial data on key
systemnodes and aggregates provided by suppliers and developers during itsmodern-
izationwill reduce time and resources at this stage of the life cycle, as well as improve
the quality of calculations.
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Fig. 6 Example of application of mathematical models of on-board systems at various stages of
the product life cycle

5 Conclusion

As a result of the research, a mathematical model of the environment control system
is developed, which allows determining the main parameters of the system. It is
also worth noting that the developed model can be used in the future to create a
complex mathematical model of the aircraft, adding connections with other systems
(for example, PSS) and combining into one thermal model. It can also be used at all
stages of the product life cycle, both during testing and when upgrading the system.
This approach to the creation of new aircraft models will not only allow us to study
the issues of mutual influence of systems on each other, including in the case of
failure situations, but will also significantly reduce the costs spent on testing and
refining on-board systems.
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Investigation on the Effects of Atwood
Number on the Combustion Performance
of Hydrogen-Oxygen Supersonic Mixing
Layer

Chengcheng Liu, Zi’ang Wang, Bin Yu, Bin Zhang, and Hong Liu

Abstract Combustion enhancement strategies are needed to improve the combus-
tion efficiencyof the supersonic shear layer.A2Dhydrogen-air supersonic shear layer
with central jet filled of hydrogen and inert gas mixture under different Atwood (At)
numbers is simulated, based on Navier-Stokes equations. The main purpose is to
study whether optimal combustion enhancement can be obtained by changing fluid
properties (At number). The Euler method cannot effectively identify the hidden flow
field structure. Thus, the Lagrangian coherent structure method (LCS) is adopted to
visualize the evolution process of vortex. Different Atwood numbers are adjusted by
different inert gas (N2, Ar, and He, corresponding to At = 0.14, 0.26, 0.57) with iden-
tical mass flow of hydrogen. The obtained results show that combustion efficiency of
the reacting cases tends to increase and then decrease, as At number increases. At =
0.26 has the best combustion efficiency which is mainly measured by the normalized
mass production of water. Combustion efficiency of At = 0.26 is higher than that of
other two cases because of the shorter vortex shedding distance and resulting larger
burning area. Combustion performance is controlled by the mixing process. Vortex
shedding position is found to play an important role in entrainment process which
directly decides the combustion efficiency. The entrained oxygen can be completely
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consumed because of the excess hydrogen. In conclusion, shortening vortex shedding
position helps improve mixing and combustion efficiency, which can be achieved by
adjusting Atwood Number.

Keywords Atwood number · Supersonic shear layer · Combustion efficiency ·
Mixing enhancement · Vortex shedding

1 Introduction

The supersonic shear layer is a universal flow structure in engineering problem, for
example, the mixing phenomena between the fuel injected through a strut and the
inlet air in the combustion chamber of scramjet engine. Enhancing the mixing and
combustion of the supersonic shear layers is important in the design of the combustion
chambers. Inlet flow conditions significantly affect the combustion efficiency of these
problems. Exploring the optimal inlet flow conditions helps improve combustion
performance and understand the physical mechanism behind.

Interface instabilities including Rayleigh–Taylor instability (RTI), Richtmyer–
Meshkov instability (RMI), and Kelvin–Helmholtz instability (KHI) are of great
significance in studying mixing process. Extensive works have studied how inter-
face instabilities influence the mixing between two fluids to explore proper fluid
conditions [1–4]. The Atwood number is an important dimensionless number that
is proposed to study the RTI and RMI of the density stratified flows. The RTI phe-
nomenon appears when a light fluid is accelerated into a heavy fluid according to [5].
Any perturbation along the interface between the two fluids grows continuously. The
mixing rate between the two fluids are determined by the effective viscosity of the
two fluids. Wang et al. [6] found the ratio value of the nonlinear saturation amplitude
ηs and the perturbation wavelength λwere determined by the Atwood number.When
impulsively accelerating the interface between two fluids of differing densities, the
RMI phenomenon occurs, for example, by the passage of a shockwave [7]. The insta-
bility begins with small amplitude perturbations which initially grow linearly with
time. Lombardini et al. [8] carried out a systematic study of the Atwood dependence
of shock-driven mixing under reshock conditions, the asymmetry of post-reshock
mixing zone width was more pronounced with the Atwood number increasing.

As above research shows, the At number associated with density ratio is closely
related to the interface instability, thus, changing the properties of the fluid can
effectively affect the mixing process. The density ratio of the upper and lower stream
has been found to effectively affect the growth rate of the mixing layers. In the
high-speed case (Mc = 0.7), Pantano et al. [9] studied the effect of different free-
stream densities parameterized by the density ratio. With the density ratio varying,
the growth rate of momentum thickness was found to decreases substantially as a
function of density ratio. Soteriou1 et al. [10] invested the effect of the density ratio
on free and forced spatially developing shear layers. In the high-amplitude external
forcing case, the growth rate of mixing layer non-monotonically varied with the
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free-stream density ratio increasing. It strongly depended on the momentum ratio
and could be expressed by a function, and reached a minimum at a momentum
ratio of unity. Lesshafft et al. [11] described the convective character of the linear
instability of axisymmetric jets under a wide range of parallel velocity and density
profiles. When the density ratios is above the assumed threshold value 0.72, the jets
without counterflow were found to be absolutely unstably.

Combustion enhancement through active control is more complicated [12]. When
considering different At numbers or density ratio in the shear layers, it is worth
exploring whether additional combustion enhancement can be obtained due to inter-
face instabilities. The main purpose of this paper is to explore howmuch combustion
enhancement can be obtained by changing the fuel properties. Whether there is an
optimal At number to maximize the combustion efficiency of the reactive shear layer,
and why this At number has the best combustion efficiency are also investigate.

The roll-up and interaction of vortices in the shear layer have a great influence
on the mixing process. To represent the entrainment formation process, visualiza-
tion method are necessary. The LCS method proposed by Haller and Yuan [13] is
particularly suitable for identifying flow field structure. The finite-time Lyapunov
exponent (FTLE) method belongs to LCS algorithms is widely adopted to obtain
the hidden flow field structure in low-speed flow. Relevant study demonstrates that
the LCS method is superior to the Euler method in the identification of the hidden
flow structure [14]. The entrainment characteristic can be evaluated by the hidden
structure. The LCS method has been applied to compressible mixing layer [15], and
the same algorithm is used in this work.

In order to improve the combustion efficiency of shear layers by changing the
fuel properties, nonreacting and reacting cases under At = 0.14, 0.26, and 0.57 are
simulated in present work. This article is organized as follows. In Sect. 2, the physical
model, governing equation, and numerical method are presented. The validation
of CFD algorithm adopted herein and independence study of different grids are
also included. In Sect. 3, the influence of the Atwood numbers on the shear layer
is discussed and explained. A LCS method is used to represent the entrainment
formation process. In Sect. 4, the main conclusions drawn from the results.

2 Numerical Method and Computational Setup

2.1 Physical Model

A two dimensional (2D) supersonic mixing layer with a pulsed central jet is numer-
ically investigated in present work. The inlet flow conditions of the ambient air and
fuel mixture are similar to that of case 3 in Chen et al. [16]. The detailed descriptions
about computational conditions are shown in Fig. 1. The length and height of the
computational domain are taken as Xl = 0.5 m, Yl = 0.15 m, while the diameter of the
injection orifice where fuel is injected into the flow field is D = 0.03 m. According
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Fig. 1 Computational domain

to the computational setup in [16] both lower and upper boundaries of the compu-
tational domain are regarded as non-reflective conditions, to avoid the reflect from
boundaries back to calculation domain. The extrapolation operation is applied to
each primitive variable in the outflow.

The central fuel jet injected in the flow filed is composed of H2, N2, Ar, and He.
The pressures of the inlet ambient air and fuel mixture are 1 atm. Other information
about the fuel mixture can be found in Table1. To achieve the autoignition of fuel
mixture in supersonic conditions, the temperature of inlet air is taken as 1400 K. The
velocities of the fuel mixture and the ambient air are U1 = 1000 m/s and U2 = 2000
m/s, respectively.

The definition of Atwood number (At) is given by

At = ρ1 − ρ2

ρ1 + ρ2
= ρ1/ρ2 − 1

ρ1/ρ2 + 1
= s − 1

s + 1
(1)

where ρ1 and ρ2 are the densities of ambient air and central jet fuel, respectively. s
refers to the density ratio. Thus, At can be adjusted by changing the density of central
fuel jet.

To ensure the mass flux of hydrogen of central fuel jet maintains the same, the
inert gas in the center jet is selected from N2, Ar, and He, respectively. If only one
kind of inert gas is used, the hydrogen mass flow rate cannot maintain the same. The
mass fractions of mixture components are specially adjusted, so that the equivalence
ratio between oxygen of ambient air and hydrogen of fuel jet are the same.

Table 1 Inlet flow conditions

T [K ] ρ[kg/m3] U [m/s] At YH2 YO2 YAr YN2 YHe

Air 1400 0.2511 2000 0.000 0.233 0.000 0.767 0.000

Case 1 390 0.1879 1000 0.1442 0.300 0.000 0.700 0.000 0.000

Case 2 390 0.1486 1000 0.2566 0.3793 0.000 0.000 0.6207 0.000

Case 3 390 0.0695 1000 0.5663 0.8105 0.000 0.000 0.000 0.1895
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The detailed species information is listed in Table1. The At number calculated
using Eq. (1) is approximately 0.14, 0.26, 0.57, correspond to the inert gas N2, Ar,
and He.

2.2 Governing Equation

When chemical reactions are considered in supersonicmixing layer, two dimensional
compressible Navier–Stokes equations are taken as the governing equations. The two
dimensional conservation form in Cartesian coordinates is given by:

∂U

∂t
+ ∂Gi

∂xi
= ∂Gvi

∂xi
+ S, (2)

where U is on behalf of the variable vector in conserved form. i = 1, 2 represents
the spatial subscript of coordinate variables. Gi denotes the convective flux vectors,
and Gvi denotes the diffusive flux vectors. S is taken as the chemical source term
because of chemical reactions between mixture components. The vectors are defined
as follows:

U =

⎡
⎢⎢⎣

ρ
ρu j

ρE
ρYs

⎤
⎥⎥⎦Gi =

⎡
⎢⎢⎣

ρui
ρuiu j + δi j p
ui (ρE + p)

ρuiYs

⎤
⎥⎥⎦Gvi =

⎡
⎢⎢⎣

0
τi j

u jτi j − qi
−ρDs

∂Ys
∂xi

⎤
⎥⎥⎦ S =

⎡
⎢⎢⎣

0
0
0
ωs

⎤
⎥⎥⎦ , (3)

where i , j , and k refer to the subscripts of coordinate variables in 2D Cartesian
coordinates system (i , j , and k =1, 2) and s represents the indexofmixture component
(s = 1, 2, · · · , Ns and Ns the number of mixture components). δi j refers to the
Kronecker delta which is as the discrete version of the delta function. E , p, and ρ
are the total energy per mass, pressure, and mixture density, respectively. ui refers to
the movement velocity in the i coordinate direction. Ys and ρs are the mass fraction
and density of species s. ωs refers to the mass production rate of species s because
of the chemical reactions. The heat flux q and viscous stress tensor τ are defined as
follows:

qk = λ
∂T

∂xk
+ ρ

NS∑
s=1

Dshs
∂Ys
∂xk

, (4)

τi j = −2

3
δi jμ

∂uk
∂xk

+ μ

(
∂ui
∂x j

+ ∂u j

∂xi

)
, (5)
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where T refers to the temperature of the gas mixture and h represents the specific
enthalpy of gas mixture. μ is the shear viscosity, and λ stands for the gas mixture
thermal conductivity. Shear viscosity μ in the flow field and is calculated according
to theWilke’s semiempirical formula [17]. After the evaluation of μ, throughWilke’s
equation, λ can be calculated based on Prandtl number Pr = 0.72 [18].

For the supersonic shear layer investigated in this work, thermal diffusion and
pressure diffusion is removed to simplify the calculation of mass diffusion, and
the binary diffusivity Di j is assumed to be equal among all components [19]. Di

represents the diffusion coefficient and is given by

Di = 1 − X j∑
j �=i

Di j
; Di j = μ

ρSc
, (6)

where i , j = 1, Ns represents the index of component in the gas mixture. X j is the
mole fraction of the species j in gas mixture. The Schmidt number Sc = 0.5 for all
species is adopted in this work [17]. The ideal gas state equation is applied in the
following calculation and is given by:

p = ρRuT
Ns∑
i=1

Yi
Mi

, (7)

where Ru stands for the universal gas constant of gas mixture andMi is the molecular
weight of species i . The total energy E per unit mass is given as

E =
Ns∑
i=1

Yi

(
h0f i +

∫ T

T0

Cpi

Mi
dT

)
− p

ρ
+ 1

2

(
u2 + v2

)
, (8)

where h0f i means the specific enthalpy of species i during chemical formation at the
reference temperature T0. Cpi is stands for the specific heat capacity under constant-
pressure conditions and is taken as the polynomial functions of reference temperature,
and is given by

Cpi = Ru
(
p1i T

−2 + p2i T
−1 + p3i + p4i T + p5i T

2 + p6i T
3 + p7i T

4
)
, (9)

where p1i , ..., p7i refer to the polynomial expansion coefficients and can be found
in the detailed descriptions of NASA thermochemical data [20].

The mass production rate of species i is calculated as follows:

ωi = Mi

Nr∑
r=1

vir [M]r

(
k f r

Ns∏
i=1

[Xi ]
v′ir − kbr

Ns∏
i=1

[Xi ]
v′′ir

)
, (10)

where Nr refers to the total elemental chemical reaction number. [M]r stands for the
molar concentration of mixture components when taking third body coefficient of r
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th reaction into consideration. v′
sr and v′′

sr are the forward and backward molecular
stoichiometric coefficients of reaction r , respectively. vir = v′′

ir − v′
ir measures the

stoichiometric coefficients variation of the species during reaction r . [Xi ] represents
the molar concentration of i th species in gas mixture. k f r and kbr mean the forward
and backward chemical reaction rate, respectively. The forward reaction rates can be
calculate by Arrhenius equation.

k f r = A f r T
β f r exp

(
E f r

RuT

)
, (11)

where A f r refers to the pre-exponential factor, β f r stands for the tempera-
ture exponent, and E f r represents the activation energy of r th elementary reac-
tion. According to the equilibrium constant kcr , the backward reaction rates kbr is
expressed as kbr = k f r/kcr .

2.3 Numerical Method

In supersonic reactive shear layers, the stiffness of the main control equations is
increased because of the smaller characteristic time scale of the chemical reactions.
Thus, the practical implicit methods are suitable for solving the governing equations.
The semi-implicit methods implemented in [21] are applied to the simulations in the
present work. The corresponding ordinary partial equation Eq. (12) is expressed as
following:

dV

dt
= m(V )︸ ︷︷ ︸

non-stiff term

+ n(V )︸ ︷︷ ︸
stiff term

, (12)

where m stands for the spatial discretization vector of the flow equations without
considering chemical reactions and n is the reaction source terms vector originating
from chemical reactions. The universal r -stage additive semi-implicit Runge-Kutta
(ASIRK) method [22] that calculates n implicitly and m explicitly is adopted in
present work to improve the numerical simulation accuracy

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

V n+1 = V n + ∑r
j=1w j k j

K1ki = �t (K2 + K3), i = 1, 2 · · · r
K1 =

[
I − �tai J

(
V n + ∑i−1

j=1di j k j

)]

K2 = m
(
V n + ∑i−1

j=1bi j k j

)

K3 = n
(
V n + ∑i−1

j=1ci j k j

)
, (13)

where J = ∂n
∂V is the Jacobian matrix of the stiff chemical source term n and �t is

the integral time step. A diagonal matrix (approximate Jacobian matrix) is adopted
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in present work to achieve higher computational efficiency. Such approximation for
Jacobian matrix has been widely used [23].

The ASIRK-2 method has been proved to be suitable for the numerical simulation
of the reactive flows because of its secondary-order accuracy and L-stability. The
central difference [24] andfifth-orderWeightedEssentiallyNonOscillatory (WENO)
scheme are utilized in present work to discrete the diffusive and convective terms.

2.4 Lagrangian Coherent Structures LCS

To analyse the vortex structures of the supersonic compressible mixing layer, the
LCS method is adopted in present work. The detailed features of LCS method used
here can be found in [15]. The physical meaning of the LCS method helps compare
and analyze the flow field characteristic. The LCS method suitable to calculate the
Lagrangian integral [20–21] (time integral) in the flow field as in Eq. (14)

xt1+T
t1 =

∫ t1+T

t1

u
(
xtt1

)
dt (14)

where t1 stands for the starting time of Lagrangian integral, T represents the total
integral time from t1, and xt1+T

t1 refers to the integral result when the integration is
accomplished.

While the transfer matrix corresponding to the initial and final position is
expressed as follows.

FT
(
xt1t1

) =
(
∂xt1+T

t1

)
/
(
∂xt1t1

)
,

xt1t1 = x0, x
t1+T
t1 = xT ,

FT
(
xt1t1

) = Ft1+T
t1 (x0) .

(15)

Taking the 2D case as an example, the following formula is obtained.

Ft1+T
t1 (x0) =

[
∂xT
∂x0

∂xT
∂y0

∂yT
∂x0

∂yT
∂y0

]
(16)

Finally, theCauchy–Green tensor can be obtained tomeasure the deformation process
of the line element in the flow filed.

Ct1+T
t1 (x0) = [

Ft1+T
t1 (x0)

]T [
Ft1+T

t1 (x0)
]

(17)

The eigenvector of the Cauchy–Green tensor which is a positive and symmetric
matrix can be used to describe the maximum or minimum deformation direction in
the flow field. On basis of the maximum eigenvalue of the Cauchy–Green tensor, we
can finally obtain the finite time Lyapunov exponent (FTLE). The finite-time Lya-
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Table 2 Inlet flow conditions of Goebel’s experiment

Mixing layer Ma U [m/s] T [K ] P[kPa] δ[mm]

Low-speed
stream

1.37 403.0 295.0 49.0 2.5

High-speed
stream

1.91 700.0 578.0 49.0 3.0

punov exponent is calculated using the Cauchy–Green tensor. The flow property, for
example, the separation characteristics which ismeasured by the average exponential
divergence rate, can be measured by the FTLE number.

FTLE (t1, T, x0) = ln [λmax (t1, T, x0)]
2T

(18)

In conclusions, the FTLE number can be used to identify the maximum stretch
location of the fluid micelle. And the maximum stretch location is usually associated
with the vortex motion, which helps to identify the vortex boundary.

2.5 Code Validation

The in-house CFD program, namely ParNS3D, has integrated the numerical calcu-
lation method described above. The accuracy and reliability of this in-house CFD
program have been proved in many shear layer studies [15, 25]. To compare with
the experiment results obtained by Goebel and Dutton [26], the similar inlet flow
conditions are adopted for following numerical simulations. A supersonic mixing
layer is simulated to examine the accuracy of ParNS3D for shear layers problem.
The detailed inlet conditions are listed in Table2.

Here, the computational domain is taken as 0.3 m × 0.048 m, and the grid size is
900 × 150 cells and the time step is 1 ×10−8 s. The timeaveraged velocity profile of
flow field is obtained by using numerical simulation data from 1ms to 2ms, then, this
numerical results is compared with that of the experiment result at the flow direction
position X = 200mm. As shown in Fig. 2, a good agreement is achieved with the
experimental results, thereby demonstrating the accuracy of the program used. Such
algorithm is adopted for following simulations. Because of the lack of experimental
data on reacting H2/O2 mixing layer flows, it is hard to implement the validation
which considers the chemical reactions as mentioned by [16].
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Fig. 2 Reliability
verification of the numerical
algorithm by comparing
time-averaged velocity
profiles from 1 ms to 2 ms at
X = 200mm. U1 =
700m/s,U2 = 403m/s

2.6 Chemical Reaction Kinetics

As the accuracy of the reactionmechanism greatly influences the combustion charac-
teristics, such as ignition delay time, etc., a detailed reaction mechanism describing
the H2/O2 reaction process is essential to calculate the complex process. In current
work, a middle size chemical mechanism with 9 reaction species (H2, O2, H2O, OH,
H, O, HO2, H2O2, N2) and 20 elemental chemical reactions, namely Jachimowski
model [27] is adopted herein. This chemical reactions model is found to keep a
balance between the calculation accuracy and computational cost. Thus, this reac-
tion mechanism is generally adopted in numerical simulation concerning supersonic
combustion problems [28].

2.7 Mesh Independence Study

The gird independence test are performed using three grids with different elements.
The At = 0.26 case (inert gas is N2) is simulated with 480,000 elements (1200× [150
+ 100 + 150], coarse mesh), 825,000 (1500 × [200 + 150 + 200], medium mesh),
and 960,000 (1600× [220 + 160 + 220], fine mesh) elements, respectively. There are
three mesh blocks in every gird used in this work, because the inlet flow conditions
are different, which can be found in Fig. 1. The mesh is refined in different ways
according to the flow direction. In the x direction, the mesh is refined backward to
the inlet boundary, to properly match the inlet flow conditions. In the y direction,
the junctions of these blocks are regarded as essential in simulation because of fluid
shear, thus, the grid is refined towards these junctions. The minimum cell located at
the inlet of all the grid is�xmin = 4 × 10−5 m,�ymin = 4 × 10−5 m. The validation
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Fig. 3 The distribution of the time-averaged velocity at X = 400mm with different grids

simulations are implemented using three different meshes (coarse, medium, fine
mesh). The distribution of time-averaged velocity at x = 0.40 m is plotted in Fig. 3.
The results indicate that the solution remains constant after 825,000 elements. Thus,
the medium mesh with 825000 elements is adopted for following calculations.

3 Results and Discussions

3.1 Combustion Performance

For the reacting cases simulated, the density of the central fuel jet gradually decreases
as the At number increases, which can found in Table1. The flow field stability of At
= 0.14 case is obviously higher than that of At = 0.26 and At = 0.57 cases as shown
in Fig. 4a1–a3. When At = 0.14, the mixing region only appears at the interface of
fuel jet and ambient air. The middle region of fuel jet does not mix with hydrogen.
Besides, the flow field structure of At = 0.14 still maintains symmetry. While when
At = 0.26 and At = 0.57, due to the smaller density of the central jet compared with
that of At = 0.14, the disturbance caused by the vortex roll-up has larger effects on
the growth of mixing layers. The asymmetry of the flow field structure becomesmore
and more obvious. With At number increasing, the central jet is more unstable, so
that more oxygen can be entrained from the surrounding air to promote mixing and
combustion.

The instantaneous distributions of the water mass fraction can be found in
Fig. 4b1–b3. The water generation area is consistent with the hydrogen-oxygen
mixing area. In the area where water is generated, the mass fraction of hydrogen has
decreased significantly. As the At number increases, the jet hydrogen is obviously
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Fig. 4 Distributions of the instantaneous hydrogen mass fraction (left, a1–a3) and water mass
fraction of reacting cases (right, b1–b3) of reacting cases under different At numbers (At = 0.14,
0.26, 0.57) at t = 1.8ms

Fig. 5 Ignition position
corresponding to temperature
exceeding 2000K

consumed in the range of 0.4–0.5 m. Although the same mass flow rate of hydrogen
in the inlet flow is ensured in present work, the ignition position loh (defined as x
position where temperature exceeds 2000 K) is more close to injection orifice as
the mass fraction of hydrogen in the central jet increase. The corresponding ignition
position of At = 0.26 and At = 0.57 cases are greatly advanced compared to that of
At = 0.14 case, as shown in Fig. 5. At the same time, there is a certain degree of
fluctuation in the ignition position in Fig. 5. The fluctuation of calculation results
at At = 0.26 are much higher than that of At = 0.56 and At = 0.14 cases, which is
considered to be related to the fluctuation of the vortex roll-up position.
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In the combustion problem, combustion efficiency is an important indicator to
measure combustion performance. There are many selection about criteria for com-
bustion efficiency. Since the mass flux of hydrogen is controlled to be the same in
this work, the mass production of water normalized by hydrogen mass is selected as
the criterion for measuring the combustion efficiency. ηc is defined as the production
of water normalized by hydrogen, and is given by Eq. (19). In supersonic shear layer
problems, the mixing efficiency is also an important factor that measures mixing
process. The definitions of mixing efficiency are quit different as shown [29–31].
These definitions usually study the mixing efficiency of the cross section along the
streamwise for 3D problems, which are not suitable for present work. The original
definition adopted in [30] is adjusted by removing the velocity term to fit the 2D
cases. The formulation of mixing efficiency ηm is written as Eq. (20).

ηc =
∫
A ρH2Od A

ṁH2 ∗ Lx/Ucj
, (19)

ηm =
∫

αreact ρd A∫
αρd A

− ηm |t=0, (20)

αreact =
{

α,α ≤ αstoic

α(1 − α)/ (1 − αstoic) ,α > αstoic
, (21)

Manymixing efficiency criteria are invalid in combustion problems because of the
consumption of oxygen or fuel. Due to the lack of a standard definition of for mixing
efficiency measuring the mixing extent of combustion problems, a new definition of
equivalent mixing efficiency is proposed in this work. By dividing the mass of H2O
into H2 and O2, the formula Eq. (20) can used to calculate mixing efficiency ηm to
describe mixing performance in combustion problems.

Fig. 6 Variation of ηc and ηm with time under different at numbers
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As shown in Fig. 6, At = 0.26 case has the highest mixing efficiency and combus-
tion efficiency. As the At number increases, the combustion efficiency and mixing
efficiency both increase first and then decrease. Because the production of water is
closely related to the consumption of hydrogen or oxygen, changes in components
mass in the flow field require attention.

3.2 Variation of Components

Since the boundary conditions of simulation cases are the open boundary conditions,
thus, mass-exchange occurs at the boundary of the computing domain, which leads
to the difference of the remaining mass of oxygen or hydrogen in the flow field at
different At numbers. Although the inlet hydrogen and oxygen mass flux is the same
when setting the boundary conditions in this work, the mass of oxygen and hydrogen

Fig. 7 Variation of mass of O2 and H2 with time under different At numbers. a O2 mass of
nonreacting cases; b O2 mass of reacting cases; c H2 mass of nonreacting cases; d H2 mass of
reacting cases
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allowed in the flow field has changed, during the evolution process of fluid field from
its initial status to when the combustion efficiency and mixing efficiency are stable.

For nonreacting cases (Fig. 7a, c), the variation trend of hydrogen and oxygen
mass is opposite to each other. The oxygen mass is relatively close to each other
under the three At numbers, and the difference in hydrogen mass is greater due to its
smaller mass fraction compared with that of oxygen. With the evolution of the flow
field, the oxygen mass allowed the flow field increases significantly at first, and then
decreases. The variation trend of hydrogen mass is just opposite to that of oxygen.
From0 to 0.3ms, a large amount of central fuel jet is pushed out of the flowfield, thus,
the mass fraction of oxygen rises and the hydrogen mass fraction decreases. While
from 0.3 to 0.5 ms, the flow field begins to stabilize when considering components
mass. The central fuel jet is continuously injected into the flow field, as a result, the
mass fraction hydrogen begin to increases.

For reacting cases (Fig. 7b, d), the consumption of oxygen is in accordance with
the production of water (Fig. 6a). While the trend of hydrogen mass maintains the
same compared with that of nonreacting cases. These results indicate that the hydro-
gen mass in the above cases is excessive to be consumed. The oxygen entrained into
the central fuel jet can be completely consumed, so the reduction in oxygen mass
determines the amount of water production. The remaining hydrogen mass is con-
sistent with the central jet density, indicating that the smaller the central jet density,
the more hydrogen is “squeezed out” by oxygen during the evolution process.

The oxygen mass is found to decreases quickly from 0 to 0.2 ms by comparing
the variation trend of oxygen mass between the nonreacting and reacting cases. Such
results indicate that the temperature of the surrounding air is high enough for H2 to
autoignite even if hydrogen and oxygen in the interface are not efficiently mixed.
From 0 to 0.3 ms, the flow field evolves from the initial stage to the stable stage

Fig. 8 Variation of ηc with
time under different At
numbers. These cases use the
final flow field of
nonreacting cases as initial
conditions and consider
chemical reactions
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measuring by ηc and ηm , the consumption of oxygen entrained into the central jet
basically determines the amount ofwater produced, that is, the combustion efficiency.

To further discuss the impact of the initialization of the flow field on combustion
efficiency, this work also calculates cases that use the final flow field status of non-
reacting cases as initial status, but then considers chemical reactions. As shown in
Fig. 8, At = 0.26 case has highest mixing efficiency and the corresponding highest
combustion efficiency. This results show that the problem is controlled by the mixing
process. The mixing performance determines the combustion performance.

3.3 Evolution of Shear Layers

The vortex roll-up and interaction determine the mixing process of the shear layers.
The LCS method is used to study the roll-up and interaction processes of vortex
in this work. The computation results of LCS field are considerably different with
that of the Eulerian field near the boundary of the vortex (Fig. 9). The FTLE results
calculated through LCS method reflects the variation of the flow field over a period
of time. The characteristics of the Lagrangian method contribute to the difference
between Eulerian and Lagrangian field.

The instantaneous distributions of vorticity and FTLE number plotted in Fig. 9
show that the LCS method can reveal the hidden structure of the shear layers. In the
yellow rectangular region of vorticity field, no vortex roll-up or evolution is observed.
While for the FTLE distributions, the shearing phenomenon in interface between air
and hydrogen has occurred. As shown by the red arrow, the hidden structure is more
obvious in the vortex interaction region.

As shown in the green rectangular region of Fig. 9, The rolled-up position of
the vortex gradually moves along the flow direction with At number increasing or
the density of central jet decreasing. However, the vortex interaction of At = 0.14
is significantly weaker than that of At = 0.26 and At = 0.57 cases. When At =
0.14, although the vortex roll-up position is shortest compared with other cases, the
evolution of the vortex is slower. The distance between vortex roll-up position and
vortex shedding position of At = 0.14 case is much larger. On the contrary, At = 0.26
and At = 0.57 cases have longer roll-up distance, but stronger vortex interaction.

The ignition position in Fig. 5 is in accordance with the vortex shedding position,
not the roll-up position. This result shows that in the vortex interaction region, the
mixing between air and hydrogen is more adequate. In this supersonic shear layers,
the the roll-up position is not the key factor that affects combustion performance.
The ignition positions under At = 0.26 and At = 0.57 are obviously shorter than that
of At = 0.14, which explains the poor combustion performance of At = 0.14 case.
However, the reasons for better performance of At = 0.26 case compared with that
of At = 0.57 need more discussion.

Comparing the distribution of vorticity and FTLE number, it can be found that
the longer the vortex roll-up position is, the less the number of vortices in the flow
field is. At At = 0.26 and At = 0.57, the evolution of vortices is more adequate, but
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Fig. 9 Distributions of the instantaneous vorticity and FTLE number of reacting cases under dif-
ferent At numbers (At = 0.14, 0.26, 0.57) at t = 1.8 ms
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Fig. 10 Variation of the consumption area of O2 with time

relatively, the number of vortices is also decreasing. When At = 0.26, the rolled-up
distance is shorter than that of At = 0.57 case, so the mixing of shear layer is more
sufficient. At the same time, the consumption area of oxygen is defined as where
the oxygen mass fraction in the flow field is less than 0.1 to roughly represent the
oxygen entrained by the vortex into the central jet. The results of At = 0.26 cases
are larger than that of other two cases as shown in Fig. 10, which also shows that
the evolution of vortices in the At = 0.26 cases is more adequate, which is consistent
with the vortex roll-up position.

4 Conclusions

The influence of At numbers on combustion performance are studied in this work.
The optimal At = 0.26 is revealed through the comparison of combustion and mixing
efficiencies under different At numbers. The analysis of the variation of component
mass shows that this problem is dominated by mixing process. The ignition position
defined as where the temperature exceeds 2000K of At = 0.26 and At = 0.57 cases
are much shorter than that of At = 0.14. The differences of ignition position are
also in accordance with the vortex shedding position presented by LCS method. The
number of vortices in the flow field decreases with the increase of At number. The
vortex structure is also more plump at At = 0.26, so the combustion efficiency of At
= 0.26 is higher than that of At = 0.57. These results explains the existence of the
optimal At number.
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Analysis of Supersonic Axisymmetric Air
Intake in Off-Design Mode

Svetlana Koval

Abstract The most important issue in the design of a perspective aircraft is the
development of a highly efficient power plant. One of the factors affecting its effi-
ciency is the choice of air intake. The interest in this task is due to the fact that the
operation of the air intake control program in various flight modes has a huge impact
on the performance of the air intake device and, as a result, the power plant as awhole.
The choice of the regulatory program is one of the most important types of work
at the stage of forming the initial data when designing the power plants of aircraft
(Bakulev et al. in Theory, calculation and design of aircraft engines and power plants,
MAI, Moscow, 2013). The use of numerical modeling to solve various gas-dynamic
problems allows us to expand the research range, and therefore, significantly reduce
the number of experiments when practicing an air intake device. One of these tasks
is to determine the characteristics of an air intake device in a wide range of flight
speeds of aircraft. In this paper, we consider a supersonic axisymmetric three-shock
air intake device of an external type of compression, numerical simulation of which
was carried out in an application package for various operating modes. Based on
the results of numerical modeling of the air intake device, a comparison is made
to verify the design model, a solution is obtained to determine the optimum point
for minimum losses in the off-design operation mode of the air intake device by
changing the position of the central body without changing its geometry.

Keywords Shock wave · Air intake · CFD

1 Introduction

The engine inlets are designed to slow down the flow of air entering the engine. The
main requirements [2] imposed on input devices are:

– Ensuring high values of the total pressure retention coefficient;
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– Creating a uniformflowat the engine inlet or the desired (permissible) irregularity;
– Minimal aerodynamic drag;
– Minimum dimensions and weight;
– Ensuring stable and efficient operation in the entire required range of flight modes

and engine operating modes.

Modern aircraft input devices are characterized by the presence of a large number
of controls to ensure optimal operation, as well as strong integration with the body
and systems of the aircraft.

Modern software systems make it possible to reliably calculate the three-
dimensional flow around an air intake in a stationary setting, considering viscous
effects andwith a duct through the internal channels of air intakes and engine cavities.

The main objective of this work was to calculate and optimize the shock wave
system in a supersonic input device. By optimal we mean a system that has the
maximum possible value of the total pressure retention coefficient [3]. The position
of the first shock wave due to the shift of the air intake cone in axial movement is
considered as an optimization parameter.

As a result of the calculation, it is possible to optimize the flow part of the air
intake, which has the optimum position of the shock system, or specify the geometry
of the flow part of the inlet device that will best meet the requirements.

2 Engine Air Intake

2.1 Purpose and Classification of Air Intakes

Air intake devices are designed to take air from the surrounding atmosphere, supply
it to the engine with the least losses and the process of compressing this air from the
high-speed head.

Input devices used on various aircraft differ in a wide variety of types and struc-
tural forms. The range of flight speeds of the aircraft and the requirements for its
maneuverable properties have the greatest impact on the appearance of the input
device. Accordingly, the airplane air intake device is divided into:

Subsonic—Mnumbers of cruisingflight not exceeding 0.8…0.9. Installed on civil
aviation aircraft, helicopters. In the power plants of these aircraft, air compression is
carried out mainly by the compressor, and the pressure increase from the high-speed
head is small.

Transonic—large subsonic cruising and relatively small supersonic maximum
flight speeds (M < 1.5…1.7). The pressure increase due to the high-speed head in
such input devices is more significant. Air intake input devices of these aircraft are
simple in design, as they are usually performed unregulated.

Supersonic—installed on aircraft with high values of the maximum number of
M flight (usually at M > 2.0). They are usually performed adjustable (Fig. 1).
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Fig. 1 Scheme of the air
intake device: a subsonic;
b supersonic

The numerical calculation of the gas-dynamic characteristics of the air intake
supersonic air intakes is characterized by a wide variety of types and schemes. They
are classified according to the signs:

1. The number of shocks—single-shock multishock intake:

The braking of supersonic flow to subsonic speed occurs in shockwaves. The simplest
case—a single straight shock wave. But it cannot provide effective air compression
due to the increase in its intensity and loss of full pressure at high flight speeds.
To reduce the intensity of the direct jump, the airflow in front of it is pre-braked in
several oblique shock waves of low intensity.

To create a system of shock waves, a special profiled surface, called the braking
surface, is used. Its forming is a broken line with one or another number of fractures.
When this surface is flowed around by a supersonic flow, oblique shock waves are
formed at its fractures, in which the supersonic flow is pre-compressed before the
closing direct shock [4] (Fig. 2).

1. By the location of the shock waves relative to the entry plane:

At the supersonic input external compression device, all the shock waves formed
during the flow around the braking surface are located in front of the input plane of
the input device. The area of the smallest section of the internal channel (“throat”)
is close to the plane of the entrance.

In the supersonic input internal compression device, all oblique shock waves are
located behind the input plane, and compression is carried out inside the channel.

In the supersonic input device ofmixed compression, one part of the oblique jumps
is placed in front of the input plane, and the other part—in the internal channel. In
this case, the inner channel from the input plane to the “throat” has a significant
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Fig. 2 Types of supersonic
diffusers: a external
compression; b internal
compression;
c external—internal
compression

narrowing, and the minimum cross-section of the channel, called “throat”, is located
at some distance from the input plane.

Currently, supersonic external compression input devices are used in aviation.
The supersonic input device of mixed and especially internal compression can in
principle provide a more efficient process of compression of the supersonic flow at
high m flight numbers, but there are some difficulties in their practical use (Fig. 3).

Fig. 3 Air intake devices:
a two-dimensional;
b axisymmetric
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2. According to the shape of the braking surface and the inlet section, there are flat
and axisymmetric supersonic air intake devices.

3 Numerical Simulation of the Operation of a Three-Shock
Air Intake Device

To conduct a numerical study, we chose a model of an axisymmetric triple-shock
intake device of the external compression type in Fig. 4 in the range ofMach numbers
(M = 1.5–2.5), corresponding to the experimental model described above.

The work presents the results of calculating the flow characteristics along the inlet
device path, namely, throttle (dependences of the total pressure recovery coefficient
σ on the flow coefficient ϕ) and speed characteristics at the calculated and non-
calculated operation modes of the air intake under consideration are determined.

For numerical modeling, the original geometric model was modified by adding
further volumes for simulate air flow and simulate outflow from the air intake device
for various throttling modes.

As a result, the geometric model of the computational domain looks according
in Fig. 5. It can be seen from the model that a cylindrical region is added at the
inlet, the geometrical dimensions of which are sufficient to form a flow at the air

Fig.4 Geometric model of
the considered air intake
device

Fig. 5 Geometric model of
the computational domain
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intake device inlet, while the system of shock waves realized on the shell does not
affect the flow in the air intake device channel. At the exit of the air intake device
channel, a subsonic nozzle with a supercritical differential with a small opening angle
is installed. This is done to obtain the throttle characteristics of the air intake device
by solving a parametric problem, in which the diameter of the nozzle exit section,
which determines the flow through the device, acts as a parameter. Attached to the
nozzle area for the free flow of the jet from the nozzle by the condition of supercritical
differential. The size of this area is chosen arbitrarily [5, 6].

3.1 Mathematical Model of the Air Intake

The Navier–Stokes Equations are the basic governing equations for a viscous, heat
conducting fluid. It is a vector equation obtained by applying Second Newton’s
Law of Motion to a fluid element and is also called the momentum equation. It is
supplemented by themass conservation equation, also called continuity equation and
the energy equation. Usually, the term Navier–Stokes equations is used to refer to
all of these equations [7].

Navier–Stokes Equations are the governing equations of Computational Fluid
Dynamics (CFD). Computational Fluid Dynamics is the simulation of fluids engi-
neering systems using modeling (mathematical physical problem formulation) and
numericalmethods (discretizationmethods, solvers, numerical parameters, andmeah
generations, etc.) [8, 9].

To solve this problem, we used a numerical method that allows calculating spatial
viscous three-dimensional turbulent gas flows of the gas in the time-based process.
The system of Reynolds-averaged Navier–Stokes’s equations describing the spatial
flow of a viscous compressible gas in the Cartesian coordinate system is as follows:

∂ρ
/
∂t + ∂

(
ρu j

)/
∂x j = 0 (3.1)

∂(ρui )
/
∂t + ∂

(
ρuiu j − τi j

)/
∂x j + ∂p

/
∂xi = 0 (3.2)

∂(ρe)
/
∂t + ∂

(
ρui H − u jτi j − qi

)/
∂xi = 0, (3.3)

where: i, j = 1,2,3.
The stress tensor τ and the heat flux vector q are related to the parameters of the

averaged flow by means of the relations:

τi j = τli j − ρuiu j =(ν + νt )[
(
∂ui /∂ui∂x j − ∂x j + ∂u j/∂u j∂xi − ∂xi

)

− 2
3δi j∂uk∂uk∂xk − ∂xk] (3.4)
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qi = −Cp

(
ν
/
Pr + νt

/
Pr
t

)
∂T

/
∂xi , (3.5)

where: ν = μ/ρ is the laminar kinematic viscosity; μ is the molecular viscosity
determined by the Sutherland’s law; νt = μt/ρ is the turbulent kinematic viscosity.

In the above equations, p, ρ, T, ui are the pressure, density, temperature, and
components of the velocity vector U in the Cartesian coordinate system, respectively;
e = ε + 0.5 ui ui is the total specific energy and H = e + p/ρ is the total specific
enthalpy. Specific internal energy ε, is defined as ε = p/( −1)/ρ, where æ is the ratio
of specific heats, Cp is the specific heat at constant pressure, Pr and Prt are ordinary
and turbulent Prandtl’s numbers, respectively 0.72 and 0.90.

For viscous flows on the walls, the following conditions should be specified:

qw = 0, (vt)w = 0,

where qw,(ν t)w is the velocity vector and turbulent viscosity on the wall and, in
addition to the above conditions, at the boundaries of the computational domain,
the normal derivatives of the flow parameters and the setting of values νt (at the
boundaries through which the gas flows into the computational domain).

As initial, for all types of flow, it is necessary to set parameters of the flow in the
entire computational domain. The main assumptions were considered to be that the
calculation was carried out under the assumption of thermally insulated walls for a
three-dimensional stationary statement [10, 11].

3.2 Statement of the Problem. Calculated Mesh. Boundary
Conditions

To carry out numerical modeling of gas-dynamic processes, an unstructured mesh
of the computational domain with thickening to the walls was constructed, which
provides the necessary accuracy in determining the parameters of the boundary layer.

The characteristics of the configuration of the diffuser are determined above by
numerical simulation of gas-dynamic processes, based on the solution of the system
Navier-Stokese’s equations. The calculation was carried out for the following values
of the parameters of the oncomingflow: flightMach numberM= 2.5 [12, 13] (Fig. 6).

Assignment of boundary conditions for calculation

To provide the necessary input data for the calculation of the aerodynamic charac-
teristics of the air intake, it is necessary to assign boundary conditions to all surfaces
of the calculated volume, in order to fully simulate the most accurate gas flow. The
following boundary conditions are specified in the calculation:
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Fig.6 Computational mesh

Fig. 7 Boundary conditions
for solving the Inlet problem

1. At the entrance to the computational domain (inlet), the oncoming flow velocity
(with the corresponding value Mn), static pressure (P = 101,325 Pa) and static
temperature (T= 288K), corresponding to the flight at height H= 0 km in Fig. 7.

2. On all other surfaces (excluding the walls of the air intake) (opening)—static
pressure (P = 101,325 Pa) and temperature (T = 288 K), corresponding to a
given flight altitude H = 0 km in Fig. 8.

In addition, when solving the problem in the calculation model, the following
options are set:

Fig. 8 Boundary conditions
for solving the opening
problem
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– All air intake surfaces are specified as non-slip surfaces, however, the roughness
affecting at parameters of the boundary layer wasn’t taken into account;

– The Reference Pressure = Ph parameter was set to reduce rounding errors when
the dynamic pressure changes in the computational area are small compared with
the absolute pressure value;

– As the working substance was chosen—air as an ideal gas (Air Ideal Gas);
– Heat transfer calculation option—total energy (Total Energy) [14, 15].

3.3 Results of Numerical Simulation

As a result of a series of calculations, the distribution fields of the main gas-dynamic
parameters of the air flow were obtained, which clearly illustrate the change in the
position of the system of oblique jumps and the closing normal shock depending
on the flight Mach number and the backpressure value. In Fig. 9 the fields of the
distribution of the Mach number over the computational domain when flying at
Mach number is presented 2.5 at pressures at the outlet of the diffuser corresponding
to the maximum value of the total pressure recovery coefficient. In Fig. 9 also clearly
demonstrates the position of oblique shockwaves and the closing direct shock, which
corresponds to the theory, namely, on the estimated flight Mach number, oblique
shock converges on the air intake shell, which ensures maximum air flow and the
absence of additional wave resistance [16].

The calculation was performed in the ANSYS CFX environment in automatic
mode using ANSYS WORKBENCH.

Fig. 9 Fields of static pressure, total pressure, static temperature and the Mach number of the air
intake in the mode M = 2.5
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In Fig. 9 shows the fields of static, total pressure, static temperature and Mach
number of the input device in the modeM= 2.5. It can be seen that the shock system
has gone inside the input device, which corresponds to the experimental data of this
mode, therefore, the device doesn’t work in the calculated mode. According to the
results of the analysis, it can be said that the real design mode for the input device
of this geometry is located in the region M = 2.

4 Conclusion

This paper provides an overview of classic and promising input devices of the power
plant of a supersonic aircraft is presented.As a test sample,we selected a three-shocks
air intake with a central body for the estimated flight Mach number M = 2 of the
external compression types. Based on the selected model, numerical modeling was
performed in the range ofMach numbers (M= 2.5) and compared with experimental
results in order to verify the calculationmodel, which allows us to draw the following
conclusions:

1. As the flight Mach number increases, the maximum value of the total pressure
recovery coefficient decreases, while the flow coefficient increases. Thus, the
operating mode of the investigated input device is not always optimal. So, the
flight at M = 2.5 is characterized by the operation of the diffuser at a lower
recovery coefficient of the total pressure (σmax = 0.73637);

2. Comparison of experimental data with the results of numerical calculation allows
us to conclude that the constructed calculation model is adequate, the selected
boundary conditions, as well as the modeling technique.
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Parameter-Orientated Functional
Modeling Method Based on Flight
Process

Yuqian Wu, Zoutao Xue, Gang Xiao, Ke Gong, Xiaoxu Dong, and Yue Luo

Abstract The system function execution intimately couples with the flight process,
which is regarded as a critical factor to evaluate the system design comprehensively
and precisely. Intending to establish the flight process-oriented functional model,
this paper proposed a functional modeling method centering on parameter relation-
ships, establishing the functional architecture of the system in multiple scenarios
from the perspective of the flight process. Foremost, the functions of aircraft systems
are categorized according to the application, then the system functional blocks of
each category are further decomposed, with functional parameters and performance
parameters embedded respectively. Progressively, the function completion status is
constrained through the functional parameter relationships considering the dimen-
sions of control demand, input parameters, physical components, etc., as well as the
logic gates setting forth configuration relevance, and the specific blocks regarding
the flight scenario collectively., rendering a comprehensive system-level functional
architecture. The paper modeled the concrete functional flows of typical avionics
systems, and evaluated functional completion status in various scenarios via Enter-
prise Architect, verified the efficiency and correctness of the method. The method
facilitates the combination of the function model with the flight process, which is
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capable of measuring the rationality of the functional mechanism from an overall
perspective in the early development stage.

Keywords Model based system engineering · Functional modeling · Flight
process · SysML

1 Introduction

Functional models depict the intentions of designer [1], showing how the general
goal of a system is achieved by realization of subgoals via the subfunctions in the
system [2], which acts as a significant role in the system development by bridging
the requirements of stakeholders with the physical components assignment.

The safety critical complex systems, especially aircraft systems are the combi-
nation of mechanical, structural, pneumatic, electronic, software, hardware domains
and so forth. Therefore, the multidisciplinary of various domains induces integra-
tion challenges in terms of predicting system functional interactions in the early
development process, raising the need of function modelling.

The theoretical framework is the prerequisite of function modelling, aiming
at sorting out the relationships among functions. In literature, there are various
approaches of function framework establishment. The well-established function
modeling schemes include system decomposition analysis [3], and flow-based func-
tional framework by interpreting the function into material, energy, and information
through the system [4–6].

Furthermore, the emphasis lies in how to implement the existing function frame-
work in system design process under the multidiscipline characters. SysML [7, 8] is
regarded as a standard graphical method to describe the lifelong operational process
of the system, capable of capturing functional interactions from the operational
perspective of the system, aswell as connectingwith requirement traceability, system
architecture, behavioral analysis, performance analysis, and simulation verification.

Model-based systems engineering (MBSE) [9], is the practice of SysML language.
When it comes to model based function modeling method, behavior modeling is one
of the branches of functionmodelling, such as the function–behavior–structure (FBS)
model [10] and the structure–behavior–function (SBF) model [11], which focuses
on the mapping among function, the intended behavior and the physical architecture
of the system.

Besides, state flow contributes to the function interaction presentation towards the
multiple operational modes of the systems [12]. Article [13] introduces a rigorous
modeling framework of multidisciplinary systems utilizing the system state flow
diagram (SSFD). Research [14] identifies fault propagation paths and the combined
effect that cross disciplinary boundaries based on functional models.

The above methods highlight the internal operational process of systems.
However, the aircraft function execution is coherent with the aircraft operational
process, thus pose the limitation of the function interaction evaluation accuracy.
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The work presented in this paper focuses on the challenge of developing an effec-
tive function modeling framework that supports the comprehensive evaluation of the
aircraft functional status by combining the internal function with the external envi-
ronment, namely the practical flight process of the aircraft, which is scalable across
the system abstraction levels.

Themethod realized early-stage simulation of functional correlation, contributing
to better understand the operational mechanisms of multiple systems considering the
flight process, which facilitates the function decomposition and optimization in the
following development process.

The second section of the paper represents the framework of parameter-oriented
functional modeling method. Furthermore, the steps of the parameter-oriented func-
tional modeling and simulation are introduced respectively. In the third section of
the paper, the integrated surveillance system of the aircraft is taken as the object,
verifying the proposed method combing the flight process.

2 Method Description

The parameter-oriented functional modeling method based on the flight process
mainly includes the following steps: All the functions in the system should be
analyzed at first to establish a functional operational framework composed of main
functions. Then the elements in the framework can be connected from different
dimensions through logical parameters, combining with flight process to show the
impact of different constraint factors on the function completion.

Above all, the basic elements of the functional model framework will be intro-
duced. Then, the functional decomposition, functional framework establishment, and
functional parameter simulation are described sequentially.

2.1 Functional Model Framework

The functional operation model framework can be expressed as a combination of
functional organization, behavioral organization, and physical component mapping.

Function: Abstract behaviors to achieve the task or requirement, which can be
divided into more specific activities layer by layer.
Behavior: A series of specific activities carried out to meet the objectives of
upper-level functions.
Physical components: Specific physical components to conduct the behaviour
(Fig. 1).

The behavior model is the medium in the framework to carry out the mapping of
functions to physical components, achieving the transfer from abstract functions to
concrete behaviors. The differences between function and behavior are that function
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Fig. 1 Functional operation model framework

has no subject, while behavior has a specific subject. Generally speaking, function
can be expressed in the form of “verb + noun”, indicating that function is abstract
definition which does not possess a specific execution object. Secondly, physical
behavior can be understood in the form of “subject + predicate + object”, which
defines the objective initiator and executor of the action. Therefore, the subjective
function can be refined into the specific objective behavior chains to realize the
linkage of the function, behavior and physical components based on the functional
target.

Besides, the state of physical components is affected by the failure modes. Specif-
ically, FMEA can be used to analyze the failure effects and extract the parameter
changes caused by the failure modes, so that the specific impact on the upper layer
behavior can be indicated through the state derivation from bottom to up.

2.2 Function Extraction and Decomposition

The functional relationships are organized according to the purpose and the appli-
cation similarity of each function. Accordingly, sub-functions/behaviors are divided
into four categories to sort out and combine the different types of functions.

• To provide: Provide energy, resources, data and other parameters to the external
systems

• To maintain: Ensure that each characteristic parameter/performance index
involved in the functional operational process is within the normal range, which
can be divided into two sub-types.

– Positive: Positive measures in normal conditions to maintain the operating
conditions (e.g. state monitoring).

– Negative: Negative measures in abnormal conditions to return to the operating
conditions (e.g. overheat protection, overvoltage protection).
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Fig. 2 Relationships of
different function categories

• To control: Provide control to the functional operation, which can be gradually
refined to specific physical components.

• To notify: Provide the necessary information to the pilot and external systems,
such as the abnormal state of the system (Fig. 2).

In further, the main functions and auxiliary functions can be extracted to establish
the system functional framework according to the functional classification.Generally,
the “to provide” functions are the main functions in the functional framework. The
other three types of functions provide support for the main functions, the states of
which will influence the state of the main functions.

2.3 Functional Operation Framework Establishment

Functional model organization. The functional framework includes the combi-
nation of the main functions and the auxiliary functions. The main functions are
the basic elements in the framework establishment process, which can exist in the
form of a chain or a loop. Furthermore, the auxiliary functions are embedded in the
upstream and downstream of the main function model according to the actual oper-
ating relationship. The connections between the functions are established through
the directional lines as well as the logical symbol such as AND gates, and OR gates
(Fig. 3).

Operational parameter expression. The information transmitted among functional
modules in the framework can be expressed through operational parameters.

The focus in the system operational process is whether the expected function is
achieved under the specified conditions. In specific, the output parameter state of the
function module is set as the main criterion for measuring the abnormal situations of
the system.Furthermore, the failure state of the physical componentwill bemapped to
the abnormal state of the functional parameter, achieving themapping from the phys-
ical layer to the logical layer. Therefore, the key parameters in the system operational
process can be the transfer variables among the functional modules.

As for the modeling of operational parameters, the parameters can be divided into
the energymaterial, control commands, data parameter, and state variables according
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Fig. 3 Functional operation
framework depiction

to the application of the function module, which can be embedded in the operational
process model in the form of properties. In addition, the operational parameters
can be expressed in the form of performance parameters for the key performance
systems, expressing the effects of different failure modes of physical components on
the functional operational process more accurately.

Furthermore, the output parameters of a functional module depend on the external
influence and the internal state of the functional module.

output_par = f ( f unc_status) ∗ f

(
n∑

i=1

input_par

)
(1)

Specifically, the transfer of functional operational process parameters is affected
by factors such as upstream input parameters, control commands, energy supply,
physical components, and so forth.

The input parameters are the parameters transmitted from the upstream and the
external system. The control commands may originate from the automatic control
mechanism in the system or the manual control buttons in the cockpit panel. Energy
is the required electrical energy,mechanical energy and other substances for the oper-
ational process. The physical components are the specific objects for the operational
process execution.

The internal state of the module depends on the state of the underlying behavior or
the state of the physical component performing the behavior. The internal functional
state and the input parameters are combined to affect the output parameters of the
module, and the output parameters of the module will act as the input parameters of
other modules to propagate the effect through the functional parameter flow (Fig. 4).

Flight phase modeling. The flight phase should be integrated with the functional
operational process as the function execution has a strong correlation with the flight
process. The flight phases of the aircraft include scenarios such as taxiing, takeoff,
climb, cruise, approach, and landing. The flight phases can be expressed as one
of the judging conditions for the functional parameter passing down, embedded in
the operational process chains through the logic gate such as AND gate, OR gate.
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Fig. 4 Determinants of operational parameters

The AND gate shows that all the premises must be met to realize the parameter
transmission. The OR gate shows that the parameter transmission can be realized
if any one of the premises is met. Then the current flight phase will be set through
user input or software, to determine the evolution direction of the functional chain
combining with the judgment of logic gates (Fig. 5).

2.4 Parameter Propagation Simulation

The simulation of the functional parameter relationship is carried out by traversing
the functional relationship chain from bottom to top. Firstly, the failure mode of the
physical component is coded, establishing the logical relationship with the state of
the physical component. And then the state of the physical component is passed to
the internal state of the behavior module. Progressively, the deviation of the output
parameters of the behavior module is transferred to the functional parameter network
by the behavior chain, so that abnormal upstream parameter will be transmitted
downwards through the functional parameter network, resulting in the anomaly of the
functional logic chain of other systems, which is ultimately reflected in the anomaly
of the downstream system functions (Fig. 6).
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Fig. 5 Flight phase expression depiction

Fig. 6 Searching network of functional state relationship based on operational parameters
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Fig. 7 User interface of functional state relationship search

The simulation is implemented by the functional relationship search algorithm.
Taking some present underlying failure events of the selected upstream and down-
stream systems as the starting point of the searching process, the failure will be traced
back to the corresponding system-level function through the mapping relationship
between physical components and behaviors. Furthermore, the cascade relationship
diagrams between the systems are established according to the existing function
diagrams of each system. Then the depth-first search (DFS) algorithm is utilized
to traverse the cascade relationship diagrams recursively until the state-associated
chain from the upstream failure state to the downstream failure state is established,
The nodes in the chain represent the various parameters in the functional propagation
process.

Furthermore, the user-interface of the state association chain is realized by C#.
The state parameters of the physical components of upstream system can be set on the
left side of the interface to simulate the upstream root failure state, and the cascade
failure of downstream system can be displayed on the right side of the interface.
The transmission chain between the upstream and downstream functional states can
be visualized by right-click the downstream cascade abnormal state, which records
each parameter node in the parameter transmission process (Fig. 7).

3 Simulation Verification of Functional State Relationship

To verify the efficiency of the method, the paper selected the aircraft integrated
surveillance system as the object to demonstrate the function state relationship. The
integrated surveillance system plays an important role in the safe operation of the
aircraft, which monitors dangerous environments such as traffic, weather, and terrain
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around the aircraft, and transmits dangerous situations to the crew. Moreover, the
inherent fault of the system will be displayed through the cockpit alert system.

3.1 Functional Model Establishment

According to the integrated surveillance system function list of certain aircraft,
the system functions can be expressed as meteorological surveillance function and
surveillance control function. The meteorological surveillance function is catego-
rized as “to provide” function, which can provide meteorological condition and
threat alerts. The surveillance control function belongs to “to control” category,
which provides the support for the surveillance function realization.

In the simulation environment, the meteorological surveillance function includes
two sub-functions, namely the meteorological condition display function and the
wind shear detection function. The meteorological condition display function can
display all important meteorological information in the range of 320 nm around the
aircraft automatically according to the radar echo. The wind shear detection function
can monitor and predict the wind shear at low altitude to provide the corresponding
warning to the crew.

In order to realize the display of meteorological information, the meteorological
surveillance function are further decomposed into a series of operational processes,
combined with the auxiliary surveillance control function to establish the functional
logic chains.

(1) Transmit and receive antenna signals: Send and receive radio frequency pulses.
(2) Control antenna scanning direction: Control the antenna scanning direction and

range through the antenna scanning angle.
(3) Process radar signals: Generate and send radar pulses based on surveillance

instructions, as well as process the received pulses into digital signals, which
are then transmitted to the threat calculation process.

(4) Calculate meteorological condition and threats: Combine the parameters trans-
mitted by external systemswith the parameters from radar echo data to calculate
meteorological condition and meteorological r threat warning information.

(5) Transmit information to the cockpit: Transmit meteorological information and
warning information to the cockpit display system to informpilots of the relevant
meteorological conditions and wind shear threats.

The difference of functional operational process between the wind shear detection
function and the meteorological condition display function is that the wind shear
detection function needs to receive vertical speed, radio altitude andother information
to judge the wind shear scenario, which is appliable at the takeoff and landing phases
below a specific altitude range (radio altitude 2300 ft). Consequently, those two
functions result in different parameter transfer branches at the operational level as
shown in Fig. 8.
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Fig. 8 Functional operation models of meteorological surveillance function

Physical components related to the meteorological surveillance functions include
weather radar antenna (ANT), antenna driver (DRV), transceiver module (RTM),
integrated surveillance system processing unit (ISSPU), and photoelectric convertor.

The antenna driver controls the antenna through the antenna scanning angle. The
transceiver module generates and sends radar pulses according to the ISSPU instruc-
tion, and transmits the received data to the ISSPU. The ISSPU processes the data
to generate meteorological condition and predictive wind shear warning informa-
tion. The information is transmitted to the cockpit for display and alert through a
photoelectric convertor.

Above all, the operational process of meteorological surveillance function is
depended on the inner factors, the as well as the upstream system parameters,
including atmospheric altitude, vertical velocity, radio altitude and other parame-
ters. In addition, the completion of the function requires the electrical system to
supply energy. Therefore, the models of the air data system and the electrical system
were built according to the simulation purpose. Here presents a brief introduction
to the operational process models of the air data system, including the pressure and
temperature signals measured by a series of sensors such as pitot tubes, static pres-
sure holes, and total temperature probes, which are then converted into barometric
altitude, vertical speed and so on through the Air Data Module (ADM) Then the
parameters are passed to the corresponding functions of the downstream system.
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Fig. 9 Functional operation models of Air data system

Moreover, the operational process of the Air data system is affected by the power
system (Fig. 9).

3.2 Simulation Results Discussion

Since the function acts on the specific flight phase, the same upstream system failure
in different phases will result in different downstream abnormal states. Thereby, two
typical flight phases are selected as the scenarios, where the corresponding upstream
system failure were triggered and led to the abnormal state of different downstream
functions.

Input error in the take-off phase. In the take-off phase the enabled state of the wind
shear detection function is determined by the parameters of the radio altimeter, and
then the wind shear condition is determined based on the altitude and speed changes
of the flight status.

Under the premise of the take-off phase, the abnormal state of physical component
probe heat sensor which facilitates the collection of air pressure was set, resulting
in the error of vertical velocity information transmitted by the air data system which
led to the abnormal state of wind shear calculation process through the transmission
of two functional parameter chains in Fig. 10

Power supply error in the cruise phase. In the cruise phase, the system performs
meteorological surveillance functions. The meteorological calculation process will
obtain energy from the electrical power system. Therefore, the left generator failure
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Fig. 10 Searching results of input error in the take-off phase

of the electrical power system in the cruise phase led to the power supply abnormal,
resulting in the meteorological surveillance function abnormal depicted by Fig. 11.

Fig. 11 Searching results of power supply error in the cruise phase
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However, since the wind shear detection function is only activated below a certain
radio altitude, the upstream failure did not cause the abnormal state of the wind shear
detection function in the cruise phase.

4 Conclusion

To address the gap between the existing functional modeling method of aircraft
systems and the practical flight application, a functional modeling method based
on flight process is proposed centralized on the operational parameter relationships
between the functional states of multiple systems. The efficiency of the method
was verified by aircraft integrated surveillance system with several failure scenarios
considering the flight process.

The method realizes the evaluation of the functional state correlation under the
premise of the joint operation of the functional process and the flight process. The
future research directions include quantitative evaluation of the functional state
correlation in combination with the actual operational parameters of the system.

Themethod can be applied in the early stage of design,which contributes to further
understand the operational mechanism of complex systems and provides support for
functional decomposition and design optimization.
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Experimental Study on Ice Shear
Strength Evolution

Gong Chen, Weiling Kong , and Fuxin Wang

Abstract Prediction of ice shearing performance on aluminum substrate is signif-
icant to develop de-icing technology for engineering problems. Ice shearing stress,
which involves both adhesion and cohesion, varies with progression of substrate-
icing both in temporal and spatial. Thus, study on evolution of both during substrate
icing helps comprehensive understanding regularity of shearing performance. In
this research, an experiment is designed to measure both ice adhesive and cohe-
sive strength. Afterward, the evolutionary law is discussed with both physical and
thermal theories. Experiment results show that substrate icing could be divided into
several stage in sequence as “freezing”, “cooling” and “equilibrium”. Both adhesive
and cohesive strength increases obviously in the freezing and cooling stage, while
finally converges in the equilibrium stage. Such evolution of ice adhesive and cohe-
sive strength are contribute to gradual change of temperature during vertical growing
of ice layer. Finally, A model is established to evaluate the adhesive and cohesive
strength via given initial temperature, time and position.

Keywords Substrate-icing · Ice adhesive strength · Thermal diffusion

1 Introduction

Ice shedding is a common physical phenomenon which bring serious engineering
problems, especially in the field of aviation and aerospace. For instance, ice cube shed
from aircraft surface might be sucked into the air-turbo-engine and causes damage to
engine component [1]. Also, irregular geometric configuration of turbo-blade front
edge after ice shedding might result in aerodynamics deterioration.
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In essences, ice shedding happens as long as external load, such as aerodynamics
load, centrifugal inertial force, or even gravity, exceed its attaching force to substrate.
Such attaching force could be either “adhesion” or “cohesion” according to their
mechanism. Ice adhesion is defined as the molecular force on the interface between
ice and substrate. In contrast, ice cohesion is defined as the inter-molecular force
of ice. Ice adhesion and cohesion could be either shearing or normal. In most case,
shearing performance is more focused in ice shedding problem.

It has been found that both adhesion and cohesion are influenced by many factors
according to the research in recent years. Kraj [2], Zou [3], Kulinich [4] find ice
adhesion is sensitive to physical and chemical properties of substrate surface. Ice
adhesion to substrate ranges from 0.05Mpa to 0.5Mpa with different surface rough-
ness and coating treatment. Jellinek [5], Guerin [6], Janjua [7] and Archer [8] find
that both ice adhesive and cohesive strength are temperature-dependent. Chu [9] also
points out adhesion and cohesion also related to the geometry and configuration of
the water before freezing.

However, In most of the literatures above, both ice adhesion and cohesion are
regarded as steady state parameters after complete substrate-icing. There is few
attention has been paid on the evolution of ice adhesion and cohesion during ice
progression. However, in reality, adhesion or cohesion failure usually occurs before
complete ice formation. For instance, larger aerodynamic load leads to ice shedding
or breaking from the front edge of airfoil as soon as ice is partly accumulated. Also,
ice shedding usually occurs with a little residual ice remains on the surface of aircraft
fuselage. Thus, temporal and spatial evolution during freezing deserves more study
for comprehensive prediction and effective prevention of ice shedding.

In this research, experiment is designed to measure the both ice adhesive strength
and cohesive strength at each significant moment within a substrate icing process.
Afterward, both mechanical and thermal effect are discussed respectively to find the
main cause of the experimental results. Finally, a analytical model is established for
qualitative description of such evolutionary law.

2 Research Method

2.1 Experiment Apparatus and Strategy

The arrangement of experimental apparatus is shown in Fig. 1. It includes three main
part: cooling box, icing specimen and force measuring system. The cooling box is
filled with glycol ethylene as the coolant for temperature controlling by an external
refrigerator with bump. An icing specimen is located in the space inside cooling box.
The specimen is composed by a basement and a slider. A thermal couple is embedded
into the slider for monitoring temperature while a electric vibrator is attached on the
basement for icing-triggering. The horizontal translation of the slider inside groove
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Fig. 1 Arrangement of experiment apparatus

is achieved by an electric extendable rod. Between slider and the rod, a load cell is
installed for measuring the load.

The structure and function of the icing specimen is shown in Fig. 2. Both of the
basement and slider are made of 6061 aluminium, which is widely used in aviation
engineering. The slider, on which there is groove, is inserted in the tunnel of the
basement. Vaseline is coated in clearance between basement and slider for sealing,
lubrication and preventing unexpected freezing. The ultra-purredwater used in exper-
iment is prepared by a purifier (RS2200QUV, Rephile Bioscience, Ltd) in order to
satisfy the laboratory standard. The water is filled in the cuboid hollow composed
of the slider and basement. The length l and width w of the hollow cross section are
10 mm and 12 mm respectively while the depth d of the hollow is variable.

As shown in Fig. 2, icing is triggered by switching on the vibrator at particular
temperature. An increasing load F is applied on the slider in horizontal direction to
pull out the slider until displacement occurs. The payload is recorded by the peak
value indicator.

As shown in Fig. 3, force-measurement on section planes with different distance
to substrate is achieved by alternating a group of individual slider with different deep
hollow. Slider with no hollow (d0) is applicable formeasurement of adhesive strength
between ice and substrate. While for cohesive strength measurement, the distance of
the tested section to substrate is numerically equal to the depth, d, of slider hollow.

Fig. 2 Structure and principle of the ice specimen
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Fig. 3 Slider for measurement on different section plane

The shear stress Fτ of ice on the section is numerically equal to the payload F
when the displacement occurs. The shear strength τ is then calculated with section
plane area A of the hollow.

Fτ = F (1)

{
τ = Fτ

A
=

{
τadheison(τad) (d = 0)
τcoheison(τco) (d �= 0)

(2)

Measurement of adhesive strength τ ad or cohesion strength τ co on different distant
sections is alternated easily by changing different slider.

2.2 Experiment Condition and Variables

As mentioned above, evolution of either adhesive or cohesive strength happens in
both spatial or temporal, and it also sensitive to ambient temperature. Therefore,
three variables are involved in this experiment: freezing time t, distance from shear
section to substrate d and initial ambient temperature T.

Freezing time, t

Five moments are followed for the same experiment condition to reflect status at
each icing stage. The specific selection of moment is shown in Sect. 3.1.

Position of shear section, d

Three sections with different short distance d: d0 = 0 mm, d1 = 1 mm, d2 = 2 mm
is selected to identify the spatial evolutionary trend of shearing performance.

Initial temperature, T∞

Effect of temperature is always concerned for all the icing problem. For substrate-
icing, ice shearing performance is still changeable and unclear within the temper-
ature range of [271.15, 267.15 K] in previous study by our colleague [10]. Thus,
T∞ = 27.015K and T∞ = 267.65K are selected as the two variables for the exper-
iment. For better illumination, relative initial temperature to equilibrium freezing
point �T∞(�T∞ = |T∞ − Tm |) is also used besides absolute value in following
discussion.
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3 Experiment Results

3.1 Changing History of Substrate Temperature

Before shearing stress measurement, temperature near substrate is monitored every
minute for tracing its changing history during substrate-icing process. Two temper-
ature history curves, which are corresponding to the two initial temperature T∞1 =
27.015K and T∞2 = 267.65K, are plotted in Fig. 4. Each curve is numerically fitted
by averaging the values from at least four repeated attempts.

The result shows the temperature history of the two conditions are qualitatively
similar. Both curves of�T (t) are in accord with the freezing principle of supercooled
water [6]. According to feature of the curves, the progression of substrate-icing could
be divided into four stages.

Stage 0: Triggering. As soon as external impulse is applied on the ice spec-
imen, icing is immediately triggered from the substrate surface and the temperature
suddenly re-calescence to the equilibrium freezing point. This stage usually lasts less
than 1 s so that it could be regarded as instantaneous.

Stage I: Freezing. Phase transition of water from liquid to solid occurs right
after sudden temperature re-calescence. Latent heat due to continuous phase tran-
sition releases from the substrate so that freezing field almost remains at equilib-
rium freezing point Tm. This process lasts until the phase transition is absolutely
accomplished.

Stage II: Cooling. Phase transition is absolutely completed and no latent heat
released anymore. Then, ice domain is cooled continuously until it reaches to initial
temperature T∞.

Fig. 4 Temperature history monitored from substrate
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Table 1 Time duration of each icing stage

T∞(K) Stage I Stage II Stage III

270.15 [0.0, 8.0 min] [8.0, 13.5 min] [13.5 min,∞]

267.65 [0.0, 8.0 min] [8.0, 15.0 min] [15.0 min,∞]

Table 2 Time point for ice adhesion/cohesion measurement

T∞(K) tI tI–II tII–III tIII t∞
270.15 ≈3 min ≈8.0 min 13.5 min 30 min 45 min

267.65 ≈3 min ≈8.0 min 15.0 min 30 min 45 min

Stage III: Equilibrium. No more energy conversion and heat conduction occurs
so that thermodynamic equilibrium is achieved.

It is notable that freezing stage and cooling stage are divided here for better
illumination of substrate-icing progression. In reality, however, these stages usually
process simultaneously without any clear boundary. It means the cooling of the ice
layer occurs as soon as it is formed from supercooled water under the effect of
substrate-heat conduction.

Time duration of each icing stage is listed in Table 1. It shows that they are slightly
different with the conditions of two initial temperature. Icing in the condition with
lower initial temperature requires a bit longer time for finishing stage II and III.

As marked in Fig. 4 as well as listed in Table 2, tI, tI–II, tII–III, tIII, t∞ are set
as “critical icing moment” for force measurement. tI–II and tII–III are the transition
moment from stage I to stage II and from stage II to stage III. While tI and tIII are the
interpolated moment for stage I and stage III. t∞ is the moment that stage III lasts for
enough time. Measurements are made at these five moment to trace the evolution.

3.2 Results of Ice Adhesive Strength, τ ad

Measurements of adhesive strength τ ad are made at each of the five critical
moments of both two temperature conditions. The results are illustrated in Fig. 5a,
b respectively.

According to the result in each figure, it is noticeable that τ ad increases gradually
in stage I and stage II while such increment reduces in following period and finally
tend to convergent at the end of stage III. Comparing to the result in both of the two
figure, it is also notable that the final converged value of τ ad when T∞ = 267.65K
is slightly higher than that when T∞ = 270.15K.

Table 3 listed the statistical data of adhesion as the supplement to that in Fig. 5.
It is obvious that large dispersion of measurement occurs at first moment and then
reduces for the rest. Such status indicates that ice-adhesion is unstable at the early
stage of icing while it tend to be stable in the end.
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(a)  T∞=270.15K (b)T∞=267.65K

Fig. 5 Evolution of ice adhesion during substrate icing

Table 3 Statistical data of adhesion measurement (Mpa)

T∞(K) tI tI–II tII–III tIII t∞
Mean Stdv Mean Stdv Mean Stdv Mean Stdv Mean Stdv

270.15 0.241 0.080 0.272 0.045 0.308 0.041 0.274 / 0.273 0.035

267.65 0.252 0.081 0.299 0.052 0.324 0.045 0.334 / 0.314 0.029

3.3 Results of Ice Cohesive Strength, τ co

Measurements of cohesive strength τ co are made at each of the five critical moments
of both two temperature conditions at the two certain sections. The results are
illustrated in Fig. 6a–d respectively.

As shown in Fig. 6a, b, the evolutionary trend of cohesive strength at the closer
section is illustrated. Tremendous increasing of τ co is observed during stage I and
stage II, which is dramatically larger than that of ice adhesion at same period as that
in Fig. 5a, b. In stage III, cohesive strength is converged gradually, of which the value
is negatively related to initial temperature �T∞.

As shown in Fig. 6c, d, the situation of cohesive strength at a more distant section
is similar to that in Fig. 6a, b. The only difference is that the value at moment tI
is extremely low, some of which is even lower than the minimum sensitivity of the
instrument. In fact, the measurement of cohesive strength is not always available at
such early moment. Only about one-fourth attempts are able to produce effective
results.

The statistic data in Table 4 reflects numerical characteristics of cohesion.
Compare to that of adhesion in Table 3, the increasing trend of cohesion at the
given two sections is much more obvious. In addition, it is similar that lower initial
temperature leads to higher convergent value of cohesion at the end of substrate
icing progression. It is also noteworthy that, especially in stage I and II, the cohesive
strength at a closer section to substrate is lightly larger than that at a more distant.
Such status is diminished in stage III.
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(a)  T∞=270.15K d1=1mm (b)T∞=267.65K d1=1mm

(c)  T∞=270.15K d2=2mm (d)T∞=267.65K d2=2mm

Fig. 6 Evolution of ice cohesion during substrate icing

Table 4 Statistical data of cohesion measurement (Mpa)

T∞(K) tI tI–II tII–III tIII t∞
d1 = 1 mm

Mean Stdv Mean Stdv Mean Stdv Mean Stdv Mean Stdv

270.15 0.183 0.054 0.276 0.049 0.406 0.046 0350 / 0.392 0.027

267.65 0.206 0.067 0.332 0.037 0.432 0.046 0.409 / 0.461 0.049

d2 = 2 mm

Mean Stdv Mean Stdv Mean Stdv Mean Stdv Mean Stdv

270.15 / / 0.249 0.044 0.365 0.041 0.379 / 0.419 0.038

267.65 / / 0.308 0.052 0.456 0.060 0.449 / 0.473 0.051

3.4 Summary of Experiment Results

The general evolutionary trend of both ice adhesion and cohesion in each stage during
substrate icing could be summarized according to the experiment result in 3.2 and
3.3 respectively as follow:
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(1) Both adhesion and cohesion increase during the substrate icing progression.
Both of the increment are large in stage I and stage II, and then they reduce in
stage III and final converge at the end of the icing process.

Stage I&II :
{

τad(t1) < τad(t2)
τco(t1) < τco(t2)

0 < t1 < t2 < tII−III (3)

Stage III :
{

lim
t→∞ τad(t) = [τad ]
lim

t→∞ τco(t) = [τco] tII−III < t < ∞ (4)

(2) The final converged value of both adhesion and cohesion at the end of icing
process are negatively relative to initial temperature.

{ [τad(T1)] < [τad(T2)]
[τco(T1)] < [τco(T2)] (T1 > T2) (5)

(3) With the condition of the same initial temperature, ice adhesive strength is
numerically different to cohesive strength. In general, the final converged value
of cohesive strength is usually larger than that of the adhesive strength.

[τad(T1)] < [τco(T1)] (6)

(4) Evolution of ice cohesion has been identified in spatial. It is earlier for ice
cohesion to generate and develop at a closer section to substrate while there is
a delay in time for such generation and development at a more distant section.
With the icing progression, cohesion at different section tend to be uniform at
last.

{
τco(d1) < τco(d2)
lim

t→∞[τco(d1) − τco(d2)] → 0 (d1 > d2) (7)

In summary, we find a gradually-convergent increasing trend of both ice adhesion
and cohesion in temporal and spatial. And such evolution is strongly related to
substrate icing progression.

4 Evolution of Thermal Condition During Substrate Icing

It has been summarized in Sect. 3.4 that evolution of ice adhesion and cohesion
is coupled with substrate-icing. Moreover, according to the results obtained from
previous research of our group [11, 12], thermal condition, especially the transient
local temperature of on growing ice layer, changes continuously. Since temperature
is regarded as the significant factor which affect both ice adhesion and cohesion
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as mentioned in the introduction, it is necessary to focus the law and principle of
temperature variation during substrate icing progression.

4.1 Principle of Thermal Condition During Substrate Icing

Referring to the monitored temperature changing history in Sect. 3.1, a simplified
illustration is assumed to describe thermal condition during a substrate icing. As
shown in Fig. 7, a “finite element” is introduced to illustrate thermal status of ice
formation near the substrate.

Firstly, before ice growing, the entire finite element, which includes both
supercooled water and substrate surface, remains at equilibrium freezing point Tm.

Afterward, phase transition from liquid to solid begins as soon as ice being trig-
gered. Ice layer grows continuously in vertical direction, which represents upward
moving of the ice-water interface. Simultaneously, the temperature of the frozen
ice layer is gradually cooling down from equilibrium freezing point Tm to initial
temperature T∞ again due to the high heat conductivity of the aluminium substrate.

Finally, since substrate icing is entirely complete and temperature difference
between substrate and ice layer is absolutely eliminated, neither latent heat dissipation
nor heat conduction occurs so that the system tends to equilibrium.

In summary, temperature variation mainly occurs during the vertical growth of ice
layer. Hence, analytical solution of dynamic temperature field should be considered
with relevant icing principles.

Fig. 7 Thermal status of “finite element” during substrate icing
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4.2 Analytical Solution of Temperature Field

Usually, “unsteady state heat transfer theory” is commonly used to solve the problem
of temperature variation within different media. The system, which is composed of
substrate and supercooled water or ice could be treated as “semi infinite body” and
the time/position-dependent temperature field Ti(t, y) is consequently derived by the
unsteady state heat transfer equation as shown (8).

∂Ti

dt
− ai

∂2Ti

dy2
= 0 0 < y < hi (t) (8)

In which ai is the diffusive coefficient of ice. t and y are the time and position
dependent variable of the temperature filed. hi(t) is the dynamic range of tempera-
ture field, which is physically equal to transient thickness of on growing ice layer.
Generally speaking, compared to the aluminium substrate, ice is not an effective heat
conductor due to its lower heat conductivity. In this situation, temperature gradient
within the range of on growing ice layer is reasonable to simplified as linear. Hence,
transient local temperature T (t, y) within the ice layer could be analytically solved
with two available boundary condition of temperature. They are the temperature of
ice-water interface Ti−w(t) and the temperature of substrate-ice interface, Ti−s(t).

T =
{

Ti−w(t, y) y = hi

Ti−s(t, y) y = 0
(9)

In addition, the range of linear temperature gradient is also need be considered as
a time-dependent function.

y = hi = hi (t) (10)

The analytical solution of Eqs. (9) and (10) is determined by ice vertical growing
mode as well as the specific structure of the ice layer.

According to our previous research [11, 12], the structure of ice layer and its
growingmode are all sensitive to initial thermal condition.When T∞ > 269.15K, ice
grows smoothly in vertical direction and absolute solid ice layer forms from bottom
to up. When T∞ < 268.15K, ice vertical growing is more complex, which is further
divided in two sub-progression: spongy-ice growing and “filling of the spongy ice”.
The difference in structure and growing mode is contribute to the thermal stability
of the interface between substrate and supercooled water [13]. Correspondingly,
temperature field should be solved in accord with them respectively.

Dynamic temperature field of simple ice layer

When initial temperature T∞ > 269.15K, structure of the simple ice layer and
temperature filed are shown in Fig. 8a, b.
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(a) Structure (b) temperature field

Fig. 8 Structure and temperature field of simple ice layer T∞ > 269.15K

As shown in Fig. 8a, as soon as ice being triggered, phase transition occurs
smoothly from bottom to up and the latent heat due releases from substrate. In this
situation, ice layer grows as an absolutely solid media, in which the temperature field
of the on growing ice layer is linearly continuous as shown in Fig. 8b. To derive the
analytical solution of transient local temperature of ice layer, three variables Ti−w(t),
Ti−s(t) and hi(t) need be identified.

The boundary temperature Ti−w(t) is always numerically equal to the equivalent
freezing point Tm due to its status of water–ice existence.

Ti−w ≡ Tm (11)

The transient thickness of the layer hi(t) at given time t is derived by Eq. (12),
which is positive proportional to the square root of time variable t.

hi (t) = 2ηi
√

ai t (12)

In which, ηi is “moving boundary coefficient”, which could be derived by the
“Stefan approximate solution”, as expressed in Eqs. (13) and (14).

η
√

π = Sti
exp(η2)er f (η)

+ Stw
v exp(v2η2)er f c(vη)

(13)

Sti = ci · �T∞
Li

Stw = cw�T∞
Li

v =
√

aw

ai
(14)

Sti and Stw are the “Stefan number” of ice and supercooled water respectively.
In which ci, cw are the specific heat capacity of ice and water while ai, aw are their
heat-diffusion rate. Beside, Li is the latent heat of ice.

The other boundary temperature Ti−s(t) is related to the heat conductivity of
the substrate. Since both ice and substrate are solid media at the moment, the heat
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conduction and internal temperature field could be described by “multi-wall heat
conduction model” [14]. Assume that Ti−w(t) at y = hi(t) is Tm and the temperature
at the bottom boundary of substrate y = −δs remains at T∞ constantly. Thus, the
boundary temperature at ice-substrate interface could be expressed as Eqs. (15) and
(16).

Ti−s(t) = T∞ − q′(t) δs

λs
(15)

q′(t) = T∞ − Tm
δs
λs

+ hi (t)
λi

(16)

In which q’(t) is the heat flux during heat transfer throughout the “multi-wall”
composed of substrate and ice. λs, λi are the heat transfer coefficient of substrate and
ice respectively. Hence, the boundary condition of Ti−s(t) is obtained by substituting
Eq. (15) into Eq. (16), as shown in Eq. (17).

Ti−s(t) = T∞ − δsλi (T∞ − Tm)

λiδs + λshi (t)
(17)

Above all, since the two boundary condition temperature, Ti−s(t),Ti−w(t),and the
“movingboundary”hi(t) are all identified, the temperature fieldwithin the ongrowing
ice layer is then expressed by Eq. (17).

Ti (t, y) = Ti−s(t) − Tm

h(t)
· y (18)

With such equation, transient local temperature within ice layer is able to be
estimated with given freezing time t and position y.

Dynamic temperature field of complex ice layer

When initial temperature T∞ < 268.15K, structure of “complex” ice layer and
temperature filed are shown in Fig. 9a, b.

As shown in Fig. 9a, the structure of ice layer is much complicated than the
condition of lower initial temperature. Ice layer could be further divided into three
sub-component: as ice crystal layer, spongy ice layer and solid ice layer.

As soon as being triggered, ice crystal grows immediately from substrate towards
the water field. Afterward, these ice crystal develops with a plenty of side branches
and then links with each other so as to construct spongy ice. Spongy ice is the
ice network, which still contains unfrozen liquid component. In following period,
freezingof residual liquid component occurs tofill the “cave”of spongy ice and transit
it to absolute solid ice layer frombottom to up. The consequential growing of different
part construct a complex ice layer. Corresponding to its complex construction, the
temperature field could also be divided into three section as shown in Fig. 9b. The
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(a) Structure (b) temperature field

Fig. 9 Structure and temperature field of “multiple” ice layer T∞ < 268.15K

analytical solution of temperature Ti(t, y) of each section are expressed in following
section.

Temperature field of bottom solid ice layer

As shown inEq. (18, 19), within the absolute ice layer at bottom, temperature changes
linearly, which is similar to that in simple ice vertical growing. The two boundary
condition temperature is derived similarly to that of simple ice layer.

⎧⎪⎨
⎪⎩

Ti (t, y) = Ti−s (t)−Ti−w

h′i (t) · y 0 < y < h′i (t)
Ti−w ≡ Tm

Ti−s(t) = T∞ − δsλi (T∞−Tm )

λi δs+λs h′i (t)

(19)

While the analytical solution for moving boundary layer of bottom solid layer is
somewhat different to that of simple ice layer.

⎧⎪⎪⎨
⎪⎪⎩

h′i (t) = 2η′i√ai t

η′i =
√

(Tm − T∞)ci

2 · L′i =
√

(Tm − T∞)ci

2 · (1 − f ) · Li

(20)

In which, Li’is the latent heat released by the freezing of those residual liquid
component, where f is the dimensionless solid component fraction of the spongy
ice. According to Makkonen [15], f is negatively relate to initial temperature. For
T∞ > 273.15 − 263.15K, f ≈ 0.56–0.7.

Temperature field of bottom solid ice layer

As shown in Eq. (21), within the range of spongy ice layer, temperature is constantly
numerically equal to equilibrium freezing point Tm due to the status of ice-water
coexistence.
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Tsp(t, y) ≡ Tm h′i (t) ≤ y ≤ hsp(t) (21)

Themovingboundaryof spongy icehsp(t) could alsobederivedby“Stefan approx-
imate solution”. However, the difference is that the thermal-physical properties of
spongy ice-layer should be used to replace that of absolute solid ice layer with solid
fraction f as expressed in Eq. (22).

{
Tsp(t, y) ≡ Tm h′i (t) ≤ y ≤ hsp(t)

hsp(t) ≈
√ |Tm−T∞|·csp

2 f Li

√
4aspt

(22)

csp, asp and λsp are the specific heat, heat diffusion coefficient and heat conductivity
of spongy ice. They are calculated by consideration the solid fraction f as well as
corresponding thermal-physical properties of water and ice respectively as shown
Eqs. (23a)–(23c).

csp = f × ci + (1 − f ) × cw (23a)

1

λsp
= f

λi
× +1 − f

λw
(23b)

{
ρsp = f · ρi

asp = λsp

csp ·ρsp

(23c)

By piecewise function of Eqs. (18)–(23a, 23b, 23c), the temperature field of such
complex on growing ice layer is also analytically solved.

5 Model for Ice Adhesion/Cohesion Evolution

In Sect. 4.2, the variation of temperature fields of both solid ice layer during its simple
vertical growing and complex ice layer during its composite vertical growing are both
identified by analytical solution. Since the temperature is the important factor for both
ice adhesion and cohesion, their evolution during substrate-icing progression could
be modeled based on temperature variation.

5.1 Model of Ice Adhesion Evolution

Ice adhesive strength τ ad is regarded as the function of freezing temperature inmost of
the researches. Guerin’s [6] result of steady static adhesion is quoted as the reference
for establishing the relationship between initial temperature and adhesive stress.
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Fig. 10 Relationship between temperature and steady static ice adhesive strength

As shown in Fig. 10, steady static τ ad is negatively proportional to initial temper-
ature within the interval of [273.15, 261.15 K] while it turns positively proportional
in the interval of [261.15, 248.15 K]. By linear data fitting, the relationship between
τ ad and T within the interval [261.15, 273.15 K] is best expressed by Eq. (24).

τad(T∞) = 0.612 × |T∞ − 273.15K| T∞ ∈ [261.15K, 273.15K] (24)

In the equation above, temperature is regarded as constant. However, as discussed
in Chap. “Analysis of Supersonic Axisymmetric Air Intake in Off-Design Mode”,
temperature at substrate-ice layer interface changes over time. Therefore, τ ad accord-
ingly turns to a time-dependent variable τ ad(t) with given initial temperature T∞. The
evolutionary law of τ ad(t) is expressed as Eq. (25).

τad(t) = 0.612 ×
∣∣∣∣T∞ − δsλi (T∞ − Tm)

λiδs + λshi (t)
− 273.15K

∣∣∣∣ (25)

In Eq. (25), λs, λi, ci, Li, ai are the constant of physical or thermal properties of
substrate and ice, while hi(t) refer to Eqs. (12)–(14).

5.2 Model of Ice Adhesion Evolution

Referring to the early result of Han [16], ice cohesive strength τ co is expressed as
the power function of the relative temperature �T as shown in Eq. (26).

[τco] = 0.258 × |�T |0.78 |�T | ∈ [0K, 30K] (26)
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Table 5 Ice cohesion within different temperature in relevant literature

|�T | (K) ≈0 2 5 10

τ co(Mpa) ≈0.28 ≈0.31 0.34 0.35

According to Bernard’s induction, however, ice cohesion is null at freezing point
Tm, which is not reasonable in reality. Therefore, an intercept, τ co(�T = 0), at
freezing point is necessary to create a more comprehensive description.

To obtain the corrected equation for “T−τ co” relationship, “indefinite coefficient
algorithm” is used by carrying over the power function as shown in Eq. (27) and then
referring to a series of discrete results of τ co (�T ) as shown in Table 5 [17].

[τco] = b0 + bn|�T |n (27)

The corrected equation is shown in Eq. (28), which represents the relationship
between static ice cohesive strength and temperature.

τco(�T ) = τco(�T = 0) + b|�T |n = 0.28 + 0.0219|�T |0.5385 (28)

In Sect. 4, the temperature is expressed with both variable for time t and position
y during the progression of ice vertical growing. Thus, evolution of ice cohesive
strength is identified by using temperature variation as the “transfer function”.

For those growing of absolute solid ice layer when T∞ < 269.15K, τ co is
expressed as Eq. (29). In which the transient local temperature of the ice layer refers
to Eq. (17).

τco(t) =
{
0.28 + 0.0219|Ti (t, y) − Tm |0.5385 0 < y < hi (t)
0 y > hi (t)

(29)

Here hi(t) and Ti(t, y) refer to Eqs. (12) and (19). Within the range of the transient
solid ice layer, the evolution of τco could be roughly estimated by corresponding time
t and position y.

For those growing of complex ice layer with lower initial temperature, τ co is
expressed as Eq. (30).

τco(t) =
⎧⎨
⎩
0.28 + 0.0219|Ti (t, y) − Tm |0.5385 0 < y < h′i (t)
f · τco[�T = 0] = 0.7 × 0.28 ≈ 0.2 h′i (t) < y < hsp(t)
0 y > hsp(t)

(30)

Evaluation of τ co is more complicated for complex ice layer. The transient range
of solid ice layer hi’(t) and spongy ice layer hsp(t) should be calculated with the
given t to identify whether the given position y is in the solid ice layer or spongy ice
layer. Therefore, the evolution of τ co could be evaluated by corresponding part of
the piece-wise functions as expressed in Eq. (30).
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Here h’i(t), hsp(t) andTi(t, y) refer toEqs. (18), (19), (20) and (22)Within the range
of solid ice layer, τ co is power functional with the evolutionary local temperature
T (t, y). Within the range of spongy ice layer, τ co is constant equal to the ice cohesive
strength at equilibrium freezing point, which consider the effect of solid fraction.

6 Conclusion

In this paper, the evolutionary principle of both adhesive strength τ ad and cohesive
strength τ co during substrate icing are validated experimentally and analyzed theo-
retically. Evolution due to both physical properties as well as thermal condition are
presented. The following conclusions are drawn:

(1) Ice adhesion and cohesion are two totally different ice mechanical performance,
which could not be replaced by each other.

(2) In the condition with a constant initial temperature, both ice adhesion and
cohesion increase obviously with freezing time especially at the early stage
of substrate-icing progression and then become convergent in the end.

(3) The evolutionary trend of both ice adhesion and cohesion are strongly relate to
the temperature variation of the ice layer, which is determined by their structure
of as well as their growing pattern.

(4) A model expressed by piece-wise functions is established to predict the evolu-
tionary of ice adhesion and cohesion in both temporal and spatial. By thismodel,
adhesive strength and cohesive strength could be quickly estimated with given
variables of initial temperature, time and position.
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Investigation of the Effect
of Electron-Beam Processing
on the Surface of Samples Obtained
by Additive Technologies
from Cobalt-Chromium and Stainless
Steel Powders

E. E. Dzhafarov, K. M. Erikov, O. A. Bytsenko, and A. V. Ionov

Abstract Products made of cobalt-chromium and stainless steel made by additive
manufacturing methods are widely used in many branches of modern industry (avia-
tion, mechanical engineering, shipbuilding and instrumentation, energy, medicine,
etc.). Surface treatment with high-current pulsed electron beams (HPEB) is a
promisingmethod for further expanding the scope of these alloys. The article presents
studies of the structural and phase state of the surface layer of samples before and after
treatment with high-current pulsed electron beams, as well as the results of roughness
measurements before and after irradiation with high-current pulsed electron beams.

Keywords Irradiation with high-current pulsed electron beams · Selective laser
melting · Additive technologies · Modification · Surface layer · Structure ·
Properties

1 Introduction

Development and improvement of methods for surface treatment of parts and work-
pieces using concentrated pulsed energy flows (CPEF) has a number of advantages
over classical methods of surface mechanical, chemical and thermomechanical treat-
ments: formation of a unique physical and chemical state of the surface layermaterial;
achievement of record manufacturing accuracy (at the nanometer level) and surface
roughness (Ra∼0.05–0.06 microns); environmental cleanliness; high performance
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(the cross-sectional area of energy flows varies from 30 cm2 to 1 m2, and the pulse
duration is from 10 ns’ to several tens of microseconds).

The use of CPEF has in fact only one drawback: the high science intensity of
the developed technologies, due to the need to conduct long-term and expensive
studies of the influence of irradiation modes on the physical and chemical state of
the material in the surface layers of parts [1].

Relevance of the work. The problem of improving the performance properties of
materials, in particular cobalt-chromium and stainless steel alloys, is one of the most
complex in modern materials science. Having high specific mechanical characteris-
tics, these alloys are difficult to form material. This disadvantage can be overcome
by using various types of surface hardening associated with the use of concentrated
energy flows, which can be used to create nanostructured States with a high set of
properties in the surface layer. One of the effective and fairly common methods of
such structure modification is HPEB. The experience of using this method accumu-
lated to date shows that its wide implementation in practice is hindered by the existing
gaps in the study of the regularities of the electron-beam effect on the structural and
phase state of the processed layer of the product manufactured using additive tech-
nologies and its influence on the mechanical properties of these materials. Thus, the
topic devoted to the need to obtain basic knowledge about the influence of high-
current pulsed electron beam processing modes on the physical nature of changes
in the structural and phase states of surface layers of cobalt-chromium and stainless
steel alloys obtained by additive technologies.

2 Materials and Research Methods

The research was carried out on cylindrical samples made by additive technologies
from cobalt-chromium powder and stainless steel. Before irradiation, samples from
cobalt-chromium powder were cut into six equal parts, and samples from stainless
steel powder were cut into five equal parts in order to be able to irradiate the same
sample under different modes. Processing with high-current pulsed electron beams
was carried out from the outer surface, the roughness of which corresponds to the
roughness after creating the samples.

Irradiation of samples was carried out on a vacuum pulsed electron beam instal-
lation “GEZA-MMP” designed for smoothing the microrelief by melting the surface
layer of parts and surface modification of metals by pulse quenching, at the following
values of the main parameters: W = 25–37 J/cm2, n = 1–6 pulses. The appearance
of the installation is shown in Fig. 1. At the end of the beam pulse, the heated layer is
quickly cooled by the process of thermal conductivity into the depth of the material.
As a result, the properties of the surface layer change [2]:

• The microstructure changes—the grain size decreases from hundreds of microns
to fractions of a micron, the transition to an amorphous state and the formation
of nanostructures is possible;
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Fig. 1 Appearance of the “GEZA-MMP” installation

• The phase composition changes, and metastable phases and compounds may
appear that cannot be formed under conventional heat treatment methods;

• Thephase composition is homogenized, for example, carbides in steels are crushed
and uniformly distributed.

Practical consequences of these changes is to increase the hardness, corrosion
resistance and wear resistance of the materials surface, reducing the coefficient of
friction, increasing the dynamic strength of the products.

The state of the surface layers of the samples was analyzed using optical
microscopy and roughness measurement in mass production. Using thesemethods, it
was possible to determine the thickness of the modified layer, obtain the microstruc-
ture of samples, and also establish the dependence of surface roughness on irradiation
modes.

3 Experimental Data and Their Discussion

As object of research used samples obtained by themethod of additivemanufacturing
(AM) a powder of cobalt-chromium and stainless steel. Irradiation of samples was
performed after etching on a complex automated electron-beam installation “GEZA-
MMP” at various modes and the number of pulses. The appearance of samples made
of cobalt-chromium after exposure to HPEB, as well as samples made of stainless
steel before and after exposure to HPEB, are shown in Figs. 2 and 3.
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Fig. 2 Appearance of cobalt-chromium powder samples after irradiation

Fig. 3 Appearance of stainless steel powder samples a before irradiation, b after irradiation

It is well known that this treatment leads to a redistribution of elements during
irradiation, which is carried out strictly in accordance with the values of equilibrium
distribution coefficients of impurities, according to the basic provisions of the theory
of directional solidification: an impurity with a distribution coefficient K0 < 1 is
pushed by the solidification front to the surface for cobalt-chromium, carbon, iron,
cobalt, and stainless steel chromium and nickel. While the components with K0 >
1 for cobalt chromium are molybdenum, silicon, chromium, and for stainless steel,
molybdenummust be concentrated in the zone of the “recrystallized material-matrix
alloy” interface.

This process usually occurs at low crystallization rates (several centimeters per
minute [2]). When processing HPEB, we are dealing with very high crystallization
rates V–107 K/s. It should be taken into account that for conventional directional
crystallization and conventional zone melting, the thickness of the molten zone Lm

is several tens of millimeters. When irradiated with HPEB at “GEZA-MMP”, the Lm

values of cobalt-chromium do not exceed 25 m km (Fig. 4), while the Lm values of
stainless steel do not exceed 27mkm (Fig. 5) therefore, the redistribution of elements
during the crystallization of the material in the molten electron beam zone is quite
possible.
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Fig. 4 Optical microscopy of cobalt-chromium samples irradiated at “GEZA-MMP”

Fig. 5 Optical microscopy of stainless steel samples irradiated at “GEZA-MMP”

The obtained results of the study of the influence of irradiation modes on the
chemical composition of the surface layers of samples made by the AM from cobalt-
chromium powder and stainless steel allow us to draw preliminary conclusions about
the most promising modes of electron-beam processing at this stage of the study.

Rather specific conclusions can be drawn on the choice of the energy density in the
pulse. These conclusions are based on the following considerations.When irradiating
samples made by an AM from cobalt-chromium powder and stainless steel, it is
advisable to obtain a surface that does not contain macro—and microdefects, which
are stress concentrators under fatigue loading. This requirement is met by the surface
of a cobalt-chromium sample irradiated in themodeW= 31–35 J/cm2 and a stainless
steel sample irradiated in the mode W = 33–37 J/cm2. The microstructure in the
surface layer of cobalt-chromium and stainless steel samples is shown in Figs. 6 and
7.

In addition, it is desirable to achieve optimal redistribution of elements in the
surface layer of targets. As you know, cobalt alloys owe their heat resistance to the
formation of refractory carbides. These carbides do not dissolve in a solid solution.
They also have low diffusive mobility. However, the advantages of such alloys over
nickel appear only at temperatures from 1038 °C and higher. The latter should not be
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Fig. 6 Microstructure of a cobalt-chromium sample irradiated in the mode W = 31–35 J/cm2 on
“GEZA-MMP”

Fig. 7 Microstructure of a stainless steel sample irradiated in the mode W = 33–37 J/cm2 on
“GEZA-MMP”
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confused: it is known that the higher the temperature developing in the engine, the
greater its efficiency. Cobalt alloys are good for the most efficient high-temperature
engines. From the data obtained, processing a sample of cobalt-chromiumwith high-
intensity pulsed electron beams in the mode W = 31–35 J/cm2 allows to achieve a
preferential yield to the surface of carbon, which contributes to the formation of
carbides on the surface, which in turn should lead to an increase in such important
performance characteristics as wear resistance, hardness, and corrosion resistance.
It is worth noting that before the advent of additive technologies, alloys based on
cobalt-chromium were rarely used for the manufacture of parts of the hot path of
gas turbine engines. It’s because it doesn’t flow well. Due to the low fluidity of
the material when casting thin-walled parts and parts of complex shapes made of
cobalt alloys [3]. Additive technologies not only save us from this problem, but
also help us implement complex designs that cannot be performed using traditional
manufacturing technologies, such as stamping, casting, or machining [4].

Processing of a stainless steel sample with high-intensity pulsed electron beams
in the mode W = 33–37 J/cm2 allows to achieve a preferential yield to the surface of
chromium, which increases the ability of steels to thermal hardening, their resistance
to corrosion and oxidation, provides increased strength at elevated temperatures,
and also increases the resistance to abrasive wear. The introduction of innovative
processes, such as selective laser melting (SLM) technology, into modern aircraft
engine manufacturing will significantly reduce the traditional manufacturing process
of blades, as well as allow obtaining complex-profile designs of stainless steel blades.

The influence of HPEB irradiation modes on the surface roughness of samples
made of cobalt-chromium powder and stainless steel was studied in order to select
the energy density and number of pulses that reduce the initial surface roughness.

Another important conclusion about the choice of irradiation modes for samples,
in particular the conclusion about the choice of the required number of pulses, can
be made on the basis of these results. Since the surface of irradiated samples is char-
acterized by a high heterogeneity of the structure-phase state distribution, namely,
the dislocation density values, these values will differ after the first pulse, which is
associated with the loss of part of the energy for relaxation processes in the surface
layer. Thus, from the point of view of the structural-phase state, the optimal number
of pulses during electron-beam processing should be n > 2 pulses.

The study of the microstructure of samples before and after irradiation with high-
current pulsed electron beams revealed a significant decrease in roughness. When
irradiated with “GEZA-MMP”, it is approximately 3 times for cobalt-chromium and
3,5 times for stainless steel (Table 1).

4 Conclusion

It is shown that a high-current pulsed electron beam of microsecond duration is
a highly effective tool for modifying the surface of alloys obtained by additive
technologies from cobalt-chromium and stainless steel powders. In the study of
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Table 1 The roughness of the samples during irradiation on the “GEZA-MMP”

Cobalt-chromium

№ sample’s Irradiation modes Roughness Ra

W, J/cm2 n, pulse min max

1 25–28 1–3 1,7 2,3

2 28–31 1–3 2,4 2,5

3 31–35 1–3 2 2,2

4 25–28 3–6 1,1 2,5

5 28–31 3–6 1,2 2,3

6 31–35 3–6 1,2 2,2

Initial 5,8

Stainless steel

№ sample’s Irradiation modes Roughness Ra

W, J/cm2 n, pulse min max

1 25–28 1–3 2,8 2,9

2 28–31 1–3 2,2 2,3

3 31–35 1–3 2,4 2,5

4 28–31 3–6 2,4 2,5

5 33–37 1–3 1,6 1,7

Initial 5,4

microstructure of selected samples before and after irradiation of HPEB revealed the
absence of cracks that are inherent to traditional methods of treatment and revealed a
significant reduction in surface roughness of samples, and for samples of powdered
cobalt-chromium, surface roughness decreased about 3 times, and for samples of
stainless steel powder of about 3.5 times.
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The Use of Basalt Plastic
for the Manufacture of Sound Insulation
Panels of an Aircraft Engine

E. D. Moskvicheva and V. I. Reznichenko

Abstract The paper presents some information about the problems of noise
produced by the engines. Recently, the international standards of the ICAO stan-
dard for aircraft noise reduction are constantly being tightened. The solution to this
problem, in recent years, is the use of resonant sound-absorbing honeycomb panels
installed in the air intake channel and in the external circuit of the engine. Today, due
to the discrepancy in noise level, Russian aircrafts cannot fly on international lines
with a full load. The reason for this is the lack of sound-absorbing characteristics of
carbon fiber, as well as carbon fiber is quite fragile and not shock-resistant material,
which also affects the operation of aircraft engines. In order to increase the acoustic
efficiency and increase the strength characteristics of the aircraft engine hood, a
variant of a three-layer honeycomb panel using basalt fabric and basalt-plastic fiber
is being developed.

Keywords Noise · ICAO · Engines · Basalt plastic · Honey comb panels ·
Technology · Basalt fiber · Sound-absorbing characteristics · Basalt fiber
reinforced polymer (BFRP)

1 Introduction

Civil aviation is one of the most modern transport systems and is a high-tech sector
of the world economy. Recently, the international standards of the ICAO standard
for aircraft noise reduction are constantly being tightened.

Despite many years of experience in creating aircraft engines, reducing their
noise remains an urgent problem, which is very complex and must be solved by
implementing a set of measures.
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The noise produced by the engines has a wide range of frequencies and intensity.
The overall GTE noise index depends on the degree of engine double-circuit and
the properties of sound-absorbing structures (SAS) used in the engine channels and
engine nacelles [1].

The solution to this problem, in recent years, is the use of resonant sound-
absorbing honeycomb panels installed in the air intake channel and in the external
circuit of the engine.

In passenger aircraft that are currently being manufactured, cellular sound-
absorbing structures are widely used, consisting of a perforated sheet, a rigid imper-
meable base and an air cavity between them, divided into separate cells by a
cellular filler. Analysis of the structural features of aircraft engine nacelles showed
that three—and five-layer panels with honeycomb and tubular filler and composite
sheathing are used as SAS. Carbon and glass fiber are used as a composite material
[2].

The disadvantages of carbon and glass composites:

• Inefficient noise suppression;
• A significant share of manual labor in manufacturing;
• Huge costs for auxiliary materials, in particular for molding consumes rubber for

one-time use.

To date, domestic passenger aircraft do not meet the requirements of Chapter 4 of
the ICAO standard. Thus, the ability of domestic aircraft to get on European airlines
is significantly limited. Solving the problems faced by domestic civil aviation is
necessary to preserve the Russian sector of the international passenger and cargo
transportation market. Today, due to the discrepancy in noise level, Russian aircraft
cannot fly on international lines with full load.

In addition to the lack of sound-absorbing characteristics, carbon fiber is quite
fragile and not shock-resistant material, which also affects the operation of aircraft
engines, since the structure loses its ability to resist high loads during impacts or
other damages.

In order to increase the acoustic efficiency and increase the strength characteristics
of the aircraft engine hood.

The noise produced by the engines has a wide range of frequencies and intensity.
The overall GTE noise index depends on the degree of engine double-circuit and the
propebeing developed.

2 Methods of Reduction of the Aircraft Engine Noise

The major sources of the aircraft engine noise are as follows: a fan, a compressor, a
combustion chamber, a turbine and a jet stream.

The information search resulted in the identification of the fact, that at the high
degree of double-point (involved) the defining contribution to the overall noise
level from the aircraft engines is caused by the fan, and according to the estimates
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Fig. 1 Turbofan engine noise sources representation scheme

confirmed by the experimental studies, the sound intensity of the other noise sources
accounts for no more than 10% of the engine noise intensity.

One of the most effective passive methods of reducing discrete noise from the fan
is, the lining of air intake’s inner surfaces by using SAS [3] (Fig. 1).

Sound-absorbing structures named specially designed structures that have the
ability to significantly absorb the sound energy falling on them.

The sound absorbing structure can be characterized by its specific acoustic
impedance:

Z = P

un
∗ 1

ρ0*c
= R + iX (1)

where un—is the normal component of the acoustic velocity, ρ0 ∗ c—state wave
resistance.

SAS installed in the channels of aircraft engines must meet a number of require-
ments: they must have a minimum thickness and weight, low hydraulic losses, with-
stand high pressures and temperatures, good strength, and of course, have a high
sound absorption capacity (namely, absorption in a wide frequency band).

They have gone from single-layer resonant structures with a narrow sound absorp-
tion band to multi-layer wide-band structures that can extinguish engine noise in a
wide frequency range (from 500 to 10,000 Hz).

The most promising sound-absorbing structures are multi-layer structures with
high rigidity and low weight.

This is especially true for three-layer structures with honeycomb filler. It is known
that a three-layer structure consists of two external, relatively thin layers and a thick
middle layer (filler) Fig. 2.

Load-bearing layers take longitudinal loads (tension, compression, shear) in its
plane and transverse bending moments.

Filler takes transverse forces when bending and ensures joint operation and
stability of the bearing layers. Filler sensing ability the load in the plane of the bearing
layers depends on the design of the aggregate and its stiffness characteristics.
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Fig. 2 Honeycomb filler
structure

The choice of honeycomb shape depends on the shape of the three-layer structure
and the function it performs. Mechanical properties of honeycomb filler they depend
mainly on the thickness of the walls and the size of the cell faces.

As a sound-absorbing material often is taken cork, glass fiber, mineral plates,
various foams.

The main parameters of the SAS that determine the frequency and maximum
sound absorption are the panel thickness, the length of the lining channel, the degree
of perforation and the Mach number of the bearing flow [4].

3 Russian-Made Engines Well-Known Sound-Absorbing
Panels Analysis

The most famous prototype in Russia is the SAS for the PS-90 engine, which is
installed on such aircraft as the TU-204 and IL-96-300 (Fig. 3).

Fig. 3 PS-90 engine with perspective SAS
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Analysis of the design features of the engine nacelles of the TU-204 and IL-96-
300 aircraft showed that three—and five-layer panels with honeycomb and tubular
filler and composite skinning are used as SAS.

For panels installed in the channel, fiberglass on a heat-resistant adhesive material
EDT-69 N is used. All SAS have perforation of the skin with holes with a diameter
of 2–2.5 mm with a degree of perforation of 5%.

From the analysis of the SAS structures of the TU-204, it was revealed that the
T-10-80 prepreg on the EDT-69 N binder is used as the material for the skin. The
thickness of the skin is 1.3 mm (3 layers of prepreg with the layout scheme (0-90-0),
as fillers honeycomb SP-1-2.5 (N = 20 mm).

Dimensions of the SAS PS-90 engine: d = 1950, l = a = 854.5 mm.
These aircraft were certified in accordance with the ICAO standard, but with a

minimum margin, after the installation of the new SAS.
To improve the sound-absorbing characteristics of the acoustic panel, it is

proposed to change the geometry and material of the structure [5].

4 Development of SAS with a Folded Filler Using
Basaltplastic

The structure of the proposed panel includes the upper and lower skin, consisting
of basalt plastic, a folded filler, the material of which is also basalt fabric BT-13 or
BT-11, impregnated with polyimide binder SP-97 K (Fig. 4).

Basalt-a natural material of volcanic origin-is increasingly used in various
branches of technology.

Basalt fibers in all their main characteristics are significantly superior to those
made of traditional aluminosilicate glass, approaching the more expensive high-
modulus fibers made of magnesium silicate glass Table 1.

Fig. 4 Basaltplastic SAS
with a folder filler
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Table 1 Comparative properties of basalt and glass fibers

Properties Basalt fiber Glass fiber

Thermal

Operating temperature, °C
Sintering temperature, °C
Coefficient of thermal conductivity

From −200 to +700
1050
0,031–0,038

From −60 to +460
600
0,034–0,040

Physical

Density, kg/m3

Modulus of elasticity, MPa
2600
910–1100

2540
To 720

Maintaining the tensile strength after heat treatment,
%

at 200 °C
at 400 °C

95
82

92
52

Acoustic
Normal sound absorption coefficient

0,9–0,99 0,8–0,92

Basalt plastics are polymer composite materials, the use of basalt filler in compar-
isonwith glass fiber will reduce the cost of the compositematerial, its hygroscopicity,
and increase the operating temperature.

Based on basalt fabric BT-11 and polyamide binder SP-97 K, basalt plastic was
produced, the mechanical properties of which are indicated in Table 2 [6].

To calculate the thickness of the bearing layers of the skin, the following loading
scheme is considered Fig. 5

The sound-absorbing acoustic panel of the air intake is affected by a distributed
load—thepressure of the air flow,which depends on the value of the dynamic pressure
and the degree of pressure increase in the fan (Pk), namely

(2)

where

Table 2 Mechanical
properties of basalt plastic

Parameters Basalt plastic (BT-11 +
polyimide binder)

Density kg/m3 1880

Strength, MPa

In tension
In bending
At compression

390
480
380

Tensile modulus of elasticity,
MPa

37,000

The thickness of the fabric 0.27

Poisson ratio 0.28
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Fig. 5 Loading scheme

Find the angle the optimal thickness and the angle of reinforcement of this acoustic
panel [7].

Maximum bending moment:

M = ql2

8
(3)

Maximum shear load:

Q = ql

2
(4)

Height of the filler:

h = Q

τ
(5)

Force in the covers from the action of M:

P = M

h
(6)

The thickness of the cover:

δC = P

10 ∗ σ
(7)

Number of layers:

n = δC

δ1
(8)
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Acting stress for the package:

σCM
Y = P

10 ∗ ∑
δCM

(9)

Tensile strength:

[σCM
y ] = Ky ∗ σB (10)

A condition must be met:

σCM
y < [σCM

y ] (11)

Perform a design calculation of the three-layer shell [8] Table 3:

δ =
[
B ∗ a ∗ R3/2

(1 + λ0πT)3/2

]0.4

(12)

h = δ ∗ λoπT (13)

where

B = p

4.18 ∗ k ∗ E
(14)

λ0πT = 3

μ
− 2, 5 + 1.12 ∗ d0πT (15)

α = 1 − 0.708d3/4

[λ(1 + λ)]3/8
(16)

d = 1.88h3/2

l R1/2G
(17)

Prove that the rigidity of an acoustic panel reinforced along the main stress paths
is significantly higher than when reinforced along diagonals.

Deflection for an orthotropic plate [9]:

Table 3 Parameters of the proposed design

Parameters δCδC, mm nn Reinforcement placement h, mm

Basaltplastic covering based on
BT11 + polyimide binder

1.2 8 6-unidirectional layer 0°
2-layers directed at 90°

6
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w = 16qa4

π6

sin πx
a sin πy

a

[D11 + 2(D12 + 2D33) + D22]
(18)

The maximum deflection value is at the point at x = y = l/2(if the fibers are
located along the coordinate axes)

wmax = 16qa4

π6[D11 + 2(D12 + 2D33) + D22] = 8qa4

π6D

1
[
1 + μ + 2G(1−μ2)

E

] (19)

We will find the optimal direction of the reinforcement placement using the
formula:

tg2θ = 2τxy
σx − σy

(20)

If the fibers are directed diagonally, the maximum deflection value is found by
the formula:

wmax(2) = 4qa4

π6D
(21)

Find the ratio of maximum deflections for basalt plastic:

wmax(2)

wmax
= 0.855 (22)

This proves that the stiffness of the plates reinforced along the paths of the main
stresses is significantly higher.

The degree of perforation of the SAS facing sheet has an optimal value, which
depends mainly on the flow rate. The following dependence obtained empirically
can be used for subsonic flows [10].

S = 20
√
M + 5 (23)

The degree of perforation of the proposed acoustic panel will be equal to S =
18%, dhole = 2.5 mm (Fig. 6).

The density of the filler will be based on the formula:

A = 1 − sinα
2 *sin

β

2√
1 − (sin α

2 *cos
β

2 )
(24)

Determining the height of a folded filler:
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Fig. 6 The unit cell of the
filler

Table 4 Filler parameters

A d, mm α β b = EH (edge length of the folded filler), mm

0.74 6 30° 135° 0.02

d = c ∗ dOTB

4 ∗ f ∗
√

π(t + 4dOTB) ∗ 0.5b ∗ tg α
2 ∗ sin β

2

∗ 3

√
√
√
√
√1 − sin α

2 ∗ sin β

2√
1 − (sin α

2 ∗ sin β

2 )2

(25)

The resonant frequency of the mass-elasticity-mass system of a three-layer panel
is determined by the formula Table 4:

f = 0.16 ∗
√
E(μ1 + μ2)

dμ1μ2
(26)

In the standard calculation method, when deriving the main calculation formulas
for the impedance and absorption coefficient, the full sound absorption condition kM
= ctg(kL) is used, where the effective mass of air in the panel openings is expressed
as follows:

M = h

n
[1 + πd

4hF(
√
n)

(27)

Formulas for calculating the impedance of multilayer structures:

Zi = 1 + i*

{
2π

c
*f*

δ

S
*

[

1 + δπdh

4*F
√
S

]

− ctg

(
2π

c
fd

)}

(28)
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Z3layers = Z1 + 1

sin2( 2πc fd) ∗ [Z2 + 1
sin2( 2π

c fd)Z3
] (29)

Sound absorption coefficient:

t = 1 −
∣
∣
∣
∣
Z − 1

Z + 1

∣
∣
∣
∣

2

(30)

Analysis of existing methods for assessing noise absorption has shown that the
main characteristics of the SAS, which determine its sound absorption capacity, are:
the frequency characteristic of the sound absorption coefficient-t, and the impedance
Z, which determines the wave resistance of the material.

Modification of the materials, the type and parameters of the SAS should lead
to a quantitative and qualitative change in the spectrum of sound absorption and
structural weight.

When using honeycomb instead of folded filler type Z—corrugations, expanding
the band absorption, as in contrast to the honeycomb there are no resonators with a
fixed height of the cavity, and the variability of the height of the resonators in the
transverse and longitudinal direction should smooth out the sharp peak of attenuation
at the resonant frequency.

5 Manufacturing Technology of the Proposed Design

The technological process of manufacturing cellular structures has a determining
influence on the quality of cellular structures, on the weight and strength efficiency
of the joint zone of the skin and filler.

Today, traditional technology is preferred in the manufacture of cellular panels.
Traditional technology refers to a technology in which all elements are delivered

to the Assembly in a cured form, and the final operation is their Assembly—gluing.
Existing quality control methods determine the presence or absence of gaps

between the parts to be glued (between the panels and the honeycombs, between
the edging profiles and the honeycombs (along the bevels) and with the panels), but
do not answer the question of the strength of the connection.

Therefore, this technological process, especially for structures of double curva-
ture, does not guarantee high-quality (in terms of strength) bonding of panels with
honeycombs and edging profiles with honeycombs and sheaths. Traditional tech-
nological process of manufacturing cellular structures with composite materials
covering:

• Requires a large number of precisely matched tooling;
• It is a labor-intensive and energy-intensive process, which increases the cost

design;
• Does not provide guaranteed product quality;
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• Creates significant difficulties when creating a connection zone;
• Limits the scope of cellular composite structures

A combined technology was used to produce a sound-absorbing structure (SAS)
made of basalt plastic.

Combined technology refers to a technology in which the polymerization of the
skin, gluing them with honeycombs and among themselves, and the formation of a
joint zone occurs in a single operation.

Simultaneous polymerization of the shells and their bondingwith the cells provide
a guaranteed quality of the product.

Combined technological process of manufacturing cellular structures with
composite materials covering:

• Requires one snap-in;
• It is a productive process;
• Guarantees the quality of the product;
• Allows you to use new effective types of detachable and non-removable connec-

tions (in the design of panels, needle connections in the form of spikes are
used);

• Allows you to expand the scope of cellular applications indefinitely composite
structures.

An important component that affects the quality of the SAS is also the connection
between them. Traditionally, the joint zone of composite parts is formed by mechan-
ical connections (bolted, riveted, etc.), but when holes are formed in the composite by
drilling, the reinforcing fibers are cut, thus the joint zone is weakened. For the devel-
oped SAS, it is proposed to use the method of extending the fibers to the composite
material polymerization process with subsequent molding of the cover.

The use of needles in the form of spikes in the connection zone allows you to
connect the panels without breaking the reinforcing fibers [11].

6 Conclusion

The aim of this workwas to create a new-and-improved three-tier cellular panelmade
of basalt plastics with a folded filler in order to increase the acoustic effectiveness,
durability and shock-resistant characteristics of the hood of the aircraft engine. The
presented materials show that this (the given) SAS has higher durability and (as well
as) the absorption coefficient. According to the completed experimental studies, the
replacement of the existing fiberglass and carbon fiber SAS with basalt plastics can
provide the best (most optimal) acoustic effects in the air intake channel which allows
to increase the ability of domestically produced aircrafts to access European airlines
(market).
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Contour Segmentation of Image Damage
Detection Based on Fully Convolutional
Neural Network

Xuesong Zhong and Xiuhua Chen

Abstract Damagedetection is a critical task inmonitoring and inspection for aircraft
internal structures. In the actual situation, most were nondestructive evaluation, such
as ultrasonic inspection, which scan the internal structure of the aircraft, to obtain
the damage inside for the testing parts. However, there is still no accurate standard
for damage assessment and quantification on the scanned images by ultrasonic, due
to the low image resolution, or the complicated scan result. The traditional contour
detection algorithms, such as Canny Edge Detection (CED), color threshold, are
difficult to apply on the damage contour segmentation for such images. In view of
the progress of deep learningmethods, the current study proposes a damage detection
method based on Fully Convolutional Network (FCN), for the contour segmentation
on ultrasonic detection of damage images. The whole FCN network for contour
segmentation with the Visual Geometry Group (VGG) based is trained end-to-end
on a set of 2000 256 × 256 pixels damage-labeled scanned images of a certain alloy
which can bemade for fan blade, another 400 images are used to test the FCNmethod.
The contour extracted by FCN are qualitatively similar to the ground truth, achieve
over 92% average precision. The FCN performance is better than the traditional
algorithm, and the training model can be used for transfer learning to adapt to the
extraction of different damage types. The results of segmentation can be further used
for quantitative analysis of damage area.

Keywords Damage detection · Fully convolutional network · Contour
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1 Introduction

Damage detection of critical load-carrying parts in the aircraft will greatly ensure
the safety of the flight [1]. For the inspection and maintenance of key components,
such as landing gear, fan blade, inside checking results can be obtained by ultrasonic
scanning, which can greatly assist the mechanic to judge the state of the components
[2]. As is shown in Fig. 1a, the maintainer uses ultrasonic phased array instruments
to detect blade damage. Figure 1b shows the results of ultrasonic testing. The results
can qualitatively reflect the damage, and the maintainer can briefly evaluate the
blade. One more way, after impact experiment on aircraft parts such as laminates,
skins, etc., analyzing external and internal damage also helps researchers accurately
assess the performance of parts and improve the material structure, as Fig. 2 shows.
Above all, the internal damage is usually not directly visible, so it is necessary to use
nondestructive testing like ultrasonic scan, to obtain the damage image and analyze
it. However, the ultrasonic scanned image has low resolution and contains noise,
can only be analyzed qualitatively [3]. If the size of the damage needs to be further
quantified, the contour of the damage image needs to be segmented and extracted to
further quantification. So far, the quantification of the size of the damage has mainly

Fig. 1 a Ultrasonic inspection of engine blades, b result of blade inspection

Fig. 2 a Impact experiment on aircraft skin, b ultrasonic scan inspection result
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relied on the manual evaluation of experts. Therefore, it is very important to get
the accurate segmentation of damage for quantitative calculation, and this type of
segmentation task belongs to the target detection.

Traditional target detection mostly uses methods based on template matching
or traditional machine learning [4]. Due to the lack of effective image representa-
tion, only a classifier with complex features is designed to classify the target. For
example, an edge detection algorithm is used to extract crack information by setting
a threshold. Another named Histogram of Oriented Gradients [5] combination with
Support Vector Machine [6] are used to automatically identify cracks. However, the
performance of these algorithms depends heavily on the quality of the data. For
ultrasonic scan images with a complex background and a lot of noise, the detection
task is difficult, the model generalization performance is poor, and the effect is not
good [7].

In recent years, with the help of Graphics Processing Unit (GPU) high-
performance computing, classification models based on deep learning have been
widely used in the field of image detection. Among them, Convolutional Neural
Networks (CNN) has significant effect in the field of image processing, mainly
because convolution can extract the key features of the image. In 2012, the Hinton
team won the championship in the Image-net classification competition, relying on
the CNN. The accuracy rate was 10% higher than the second. At the same time,
the accuracy rate of the classification finally exceeded the manual classification [8].
Girshick et al. proposed a Region with CNN features (RCNN) for target detection in
2014 [9], and the detection accuracy has been greatly improved compared with tradi-
tional detection methods. Inspired by the success of CNN for image classification
tasks, Long et al. proposed Fully Convolutional Networks (FCN) for image segmen-
tation [10]. FCN has been applied to solve problems in multidisciplinary fields, such
as road detection to assist autonomous vehicles [11] and drawing image contours in
aerial imagery [12]. At the same time, the combination of FCN method and residual
network can currently achieve complex scenes of segmentation tasks.

In order to extract the damage contour more accurately, this paper uses FCN
to segment the damage image. The whole FCN network is trained, an end-to-end
for image segmentation on a set of annotated ultrasonic scan images. Finally, the
performance of the FCN method is verified using 400 images. At the same time, in
order to test the generalization of the model, based on the already trained model, we
conducted a simple transfer learning test and used the trained model on the damage
extraction of the ultrasonic scan image on web plate and skin. The results show that
FCN can accurately segment the damage contour, thereby helping researchers to
accurately judge the damage of parts or evaluate the performance of test parts.
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2 Neural Network Structure Theory

SinceCNNcan efficiently extract image features, we use it to extract damage features
as the input to the FCN. VGG is a CNN model introduced by the Visual Geometry
Group from the University of Oxford. They proposed various models and config-
urations of deep CNNs. A widely used model is known as VGG16 due to the fact
that it is composed by 16 weight layers, with an achievement of 92.7% TOP-5 test
accuracy, ranked first in the positioning task and second in the classification task in
ILSVRC-2014 [13]. The feature extraction of the first half in the FCN is VGG16,
shown as Fig. 3.

The VGG16 process for feature extraction is as follows:

1. Input is a picture of 224 × 224 × 3, and using convolution + ReLU operation
by 64 3 × 3 convolution kernels, the size after convolution becomes 224 × 224
× 64.

2. Max pooling, the size of the pooling unit is 2 × 2 (the effect is to reduce the
image size by half), and the size after pooling becomes 112 × 112 × 64.

3. After 128 convolution kernels of 3 × 3 for two convolutions + ReLU, the size
becomes 112 × 112 × 128, and 2 × 2 max pooling, the size becomes 56 × 56
× 128.

4. 256 3 × 3 convolution kernels are used three times for convolution + ReLU, the
image size becomes 56 × 56 × 256, and 2 × 2 max pooling, the size becomes
28 × 28 × 256.

5. After 512 3 × 3 convolution kernels for three convolutions + ReLU, the size
becomes 28 × 28 × 512, and 2 × 2 max pooling, the size becomes 14 × 14 ×
512.

6. After 512 3 × 3 convolution kernels for three convolutions + ReLU, the size
becomes 14 × 14 × 512, and make 2 × 2 max pooling, the size becomes 7 × 7
× 512.

Finally, Convolution operation with 4096× 1× 1 kernels, instead of full connec-
tion in VGG16, and because all layers are related to convolution, so it is named as
fully convolution neural network, shortly FCN.

The last half of FCN aims to get the segmentation of the input image. After
multiple convolutions and poolings, the image is getting smaller and smaller, and

Fig. 3 Fully convolutional neural network architecture
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Fig. 4 Upsampling and deconvolution of a heatmap

Fig. 5 Skip architecture

the resolution is getting lower and lower. When the image reaches H/32 × W/32
(here is 7 × 7), the generated picture is called a heatmap. The heatmap keeps the
main features of the image and we want to enlarge the heatmap to restore the original
size, so can achieve pixel-level classification and get the contour segmentation [14]
(Fig. 4).

In FCN, deconvolution and upsampling are used on the heatmap image to restore
original image size and obtain the contour segmentation of the original image.

In actual operation, it is necessary to balance the number of convolution operations
and the depth of feature extraction, one tip is using the Skip Architecture in FCN,
as Fig. 5 shows. This structure is mainly used to optimize the final result. The idea
is to restore the pooling results from different convolutional layers respectively, and
then merge these results to optimize the output, avoiding the rough output caused
by direct upsampling the heatmap that generated by the last layer of convolution
operation.

3 Experiment Based on Fully Convolutional Network

In the impact experiment, for the damage inside, we use the ultrasonic nondestructive
evaluation to detect the damage. The damage size can be judged qualitatively from
the scan results. But in many situations, the damage contour needs to be extracted
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Fig. 6 Damage segmentation flow chart

for quantitative analysis. The FCN-based image segmentation algorithm can learn
the general characteristic of damage from a large number of damage images, and
then segment the outline of the damage, so as to accurately assess the area of the
damage. The algorithm uses image preprocessing to reduce the noise relatively in the
original image data and then performs labeling processing, then puts the labeled data
into FCN for iterative training and test verification; at the same time, it uses transfer
learning to apply the trained model to another category. The recognition results are
finally optimized by postprocessing. The whole process is shown in Fig. 6.

3.1 Damage Image Dataset

With annotating 2000 images scanned by ultrasonic, we obtain a dataset for training.
These images are obtained from the impact experiment of a certain type of alloy.
The alloy can be used for a fan blade. The resolution of the image is low, the contour
boundary is blurred. The red part indicates the severe damage area, and the yellow-
green part indicates the light damage.

Image damages are divided into 3 categories, shown in Fig. 7, the first category
is only light damage area, the second category is only severe damage area, and the
third category is the mixed damage area.

3.2 Experiment Setup and Training Process

Using the deep learning framework TensorFlow, we construct a FCN structure suit-
able for damage contour extraction. First, randomly initialize the network, input the
samples and labeled map into the network, and after the first to fifth convolution
and pooling operations, the image becomes 1/2, 1/4, 1/8, 1/16 and 1/32 of the orig-
inal image size. Through the convolution operation, it extracts the main features of
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(a) light (b) severe (c) mixed

Fig. 7 Labeled image of three damage categories

the image layer by layer. Then we use the tip Skip Architecture, merge the image
after the third convolution operation and pooling operation layer, the image after the
fourth convolution operation and pooling operation layer, and the image after the
fifth convolution operation layer and conduct the deconvolution operation, enlarged
to the same size as the original image, to get the result of image segmentation.

FCN’s loss calculation is equivalent to a classification loss for every pixel of the
whole image, so once the loss is finally calculated on all pixels, the total loss is
obtained. We calculate the loss from the labeled image and minimize the overall
loss of the network through the back-propagation algorithm. We use the following
formula to calculate the total loss

L =
w−1∑

i=0

h−1∑

j=0

p∗
ij × Inpij (1)

w and h represent the width and height of the image, p∗
ij is the probability distribution

vector on the real category at point (i, j), pij is the probability distribution vector on
the predicted category at point (i, j).

After 20,000 iterations, the pixel matching error tends to converge (Fig. 8). We
get a set of optimal parameter matrix values that match the labeled image within the
least tolerant error and save the final parameter values to get the trained model. By
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Fig. 8 Total loss during training process

calling the trained model, we can segment and extract the damage contour of the
image that needs to be segmented.

3.3 Results and Discussion

After the model training is completed, the generalization performance of the model
needs to be evaluated on the test set. Segmentation of damaged images is essentially
a problem of binary classification of pixels. For binary classification problems, the
samples can be divided into TP (true positive, Fig. 9a), FP (false positive, Fig. 9b), TN
(true negative, Fig. 9c), and FN (false negative, Fig. 9d) examples, totally four cases
according to the distribution of the real category and the learning prediction category.
TP means that damaged pixels are correctly predicted as damaged pixels, FP means
that non-damaged pixels are incorrectly predicted as damaged pixels, TNmeans that
non-damaged pixels are correctly predicted as non-damaged pixels, and FN means
that damaged pixels are incorrectly predicted as non-damaged pixels damage pixels.

We introduce classification accuracy as the evaluation criterion, that is, the
numbers of the correct predict samples to all samples, it is defined as:

Acc = TP + TN

TP + TN + FP + FN
(2)

In an image, for the connected damage,we record it as a test, for the non-connected
damage area, each damage is counted as a test result separately, as shown in Fig. 10c.
We record the damage as a positive value and the background as a negative value. On
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(a) TP (b) FP (c) TN (d) FN

Fig. 9 Samples of four cases

Fig. 10 Segmentation of light damage

the 400 test images, three types of damage are counted. 80 light damage images with
total 103 damages, 80 severe damage images with total 85 damages, and 240 mixed
damage images with total 265 damages, the test results are in Table 1, the FCN can
reach a total weight accuracy of 92.1%.

It can be seen from the experimental results that, for light damage, severe damage,
and mixed damage, FCN can accurately segment the damage contour.

The training model can be used for transfer learning to adapt to the extraction of
different damage contours. The images are the skin impact test. The scanned damage
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Table 1 Test result on 400 images test set

Category Item TP TN FP FN Acc (%)

Light Truth 103 80 0 0 92.9

Prediction 97 73 5 7

Severe Truth 85 80 94.5

Prediction 81 75 4 5

Mixed Truth 265 240 91.1

Prediction 241 219 24 21

image is similar to the previous. The damage it reflects can also be divided into severe
and light injuries. The image representation here is slightly different. Through the
transfer learning method, the previously trained model is applied to the segmentation
of this type of scanned image, and the effect is also very good.

For the impact experiment of the aircraft skin, we obtained the damage image after
the impact through ultrasonic inspection. For images with complex color changing,
although the traditional contour extraction method can extract the damaged contour,
it needs to adjust the color threshold multiple times, and also have several mistakes
since the noise maybe close to the result in a range of threshold, shown in Fig. 13c.
And for color filter method, shown in Fig. 13d, if you want to extract all the damaged
contours, it needs multiple times design for different color filters. However, the FCN
method learns the characteristics of different damages from the annotated images, so
can be directly used to extract the contour information of the damages after training.
Here we use a transform learning to deal with this problem, and the segmentation
result is good for further analysis.

We can calculate the damage contour based on the FCNmethod extraction because
it simplifies the noise and keeps the main information of the ultrasonic inspection
image, also proposes a definite color boundary. The image size is uniformed to 256
× 256 pixels. The calculation is very useful for quantitative analysis of damage
(Table 2).

Table 2 Damage pixel area analysis

Item Source Light Severe Light percentage (%) Severe percentage (%)

1 Figure 10d 46,572 71.1

2 Figure 11d 22,061 33.7

3 Figure 12d 12,650 6868 19.3 10.5

4 Figure 13e1 23,033 2267 35.1 3.5

5 Figure 13e2 5524 3819 8.4 5.8
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Fig. 11 Segmentation of severe damage

Fig. 12 Segmentation of mixed damage

4 Conclusion

Ultrasonic detection of damaged image segmentation is a key step in damage quantifi-
cation, which is great significance to further judge the damage of fan blades or other
parts.Due to the noise in the image, the traditional segmentationmethod cannot effec-
tively segment all types of damage and can only segment the specific with manually
selected threshold. Themost important thing is that it cannot achieve automatic image
segmentation. This paper uses FCN to automatically segment image contours, which
solves the problem of inspectors manually selecting damage contours and improves
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(a1) (b1) (c1) (d1) (e1)

(a2) (b2) (c2) (d2) (e2)

Fig. 13 a1, a2 Impact experiment on airrcraft skin; b1, b2 damage scan results of ultrasonic; c1,
c2 combination of threshold and Canny Edge Detection algrithms; d1, d2 color filter method; e1,
e2 transfer learning based on FCN

detection efficiency. The damage boundaries extracted by FCN can be directly used
for further area calculations. The accuracy can reach an average 92.1%. The damage
contour extractionmethod based on fully convolutional neural network ismore adapt-
able. The test results show that the method can provide strong engineering support
for actual projects and has significant application value. However, the edge detection
and contour extraction methods based on FCN need a huge dataset support, which
is the deficiency of this method. The neural network should be optimized so that it
can get good performance on a small training dataset and reach a high recognition
accuracy, which is a problem that needs to be solved.
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A Study on Aerodynamic Interference
for Truss Braced Wing Configuration

Lizhen Liu and Xiongqing Yu

Abstract Truss Braced Wing (TBW) is one of the most promising configurations
for future single-aisle commercial aircraft. The additional strut and jury in TBW
endow the structure with better stiffness and strength, which enables a wing with
larger aspect-ratio, thinner thickness and smaller swept angle, and even equipped
with laminar flow airfoil. Theoretically, TBW configuration has the advantage of
higher lift-to-drag ratio. However, one of potential problems for TBW is that severe
disturbance may exist at the junction of truss and wing, which will reduce the aero-
dynamic benefit of TBW. To deal with this issue, this paper investigates influence
of truss geometry on aerodynamic characteristics by numerical simulations of CFD.
The Reynolds-averaged Navier–Stokes (RANS) method with the S-A turbulence
model is used to compute the aerodynamic force and observe flow phenomenon of
TBW in flight speed of Mach 0.73. The simulation results show that the geometric
parameters that have large impacts on the cross section shape around the junction
tend to have greater influences on aerodynamic characteristics (The Cross Section in
this paper represents the cross section of air flow tunnel between the wing and truss).
To analyze the impact of cross section geometry at the junction on the interference
drag, we introduce a specific term, namely ‘flow section compression ratio’ that is the
decreased rate of the cross section area from the entrance to the throat. The analysis
indicates that the transonic disturbance will be considerable weaken when the ‘flow
section compression ratio’ around the junction is under 16%, and the drag due to
transonic disturbance accounts for only about 25% of the total interference drag. In
order to further decrease the interference drag at the junction, we also investigate
influences of the cross section geometry and airfoil thickness at the junction on the
profile drag. The results from this paper can be helpful for TBWconfiguration design.
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1 Introduction

As modern society pays more attention to environmental issues, carbon emission,
noise and economic needs have become the main indicators of the next generation
commercial aircraft [1–4], which is bringing challenges to civil aviation. In order
to meet the challenge, aviation research institutions and suppliers in the world have
proposed a lot innovative aerodynamic configuration. Among them, Truss Braced
Wing (TBW), proposed by Boeing and NASA, is one of the most promising config-
urations for future single-aisle commercial aircraft [5–7]. Researches has proved
that the additional strut and jury in TBW endow the structure with better stiffness
and strength, which enables a wing with larger aspect-ratio, thinner thickness and
smaller swept angle, and even equipped with laminar flow airfoil [7–9]. At present,
the TBW configuration air-craft project under the codename SUGAR carried out by
Boeing and NASA has achieved three stages of success [9]. The German Aerospace
Center (DLR), COMAC and other R & D institutions showed great concern for the
TBW configuration aircraft too [10–12]. Domestic and foreign universities have also
conducted considerable re-search on TBW configuration aircraft [12–15].

However, researchers have found that severe disturbance may exist at the junction
of truss and wing in high subsonic flow, which will reduce the aerodynamic benefit
of TBW [9, 16]. To deal with this issue, researchers have made a lot of investiga-
tions. Using CFD method, Ko et al. gave the mechanism of supersonic flow between
the strut and the wing, proposed a solution to weaken the disturbance using nega-
tive camber airfoil [16]; Ivaldi [17] and Ney [18] optimized the aerodynamic shape
of TBW using RANS based CFD method respectively. They both used the profile
shape of wing and strut as design variables, and both eliminated the supersonic flow
between strut and wing. By their optimization, Ivaldi achieved 28% drag decrease
of TBW, while Ney achieved 10% drag decrease. However, Ney doesn’t consider
it a satisfactory result in the solution [17]. What’s more, a lot early researchers had
made investigations about flow disturbance between surfaces. Knight et al. discussed
aerodynamic interference caused by wings mounted vertically on a flat plate [19].
Tetrault discussed the influence of dihedral of a wing mounted on a vertical plate
[20]. Duggirala discussed the influence of dihedral of a wing mounted on another
vertical wing [21]. Tetrault and Duggirala drew a same conclusion that, the bigger
the dihedral is, the severer supersonic flow will occur, the more interference drag
will appear.

Throughout the above studies about aerodynamic disturbance of TBW, Ko’s solu-
tion compromised a lot on lift performance using negative camber airfoil. Ivaldi elim-
inated the supersonic flow disturbance successfully by optimization, but his final
solution is somewhat similar to that of Ko’s research. Moreover, although studies
have found supersonic flow between strut and wing do correlated with influence
drag strongly, the conclusion of Ivaldi’s research still hinted that there might exist
other factor to cause severe interference drag of TBW.

To deal with these issues, this paper carried out RANS based CFD simulation to
investigate influence of truss geometry on aerodynamic characteristics, which tries to
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provide more idea for supersonic flow disturbance eliminating. Further re-search is
also carried out by this paper to investigate influences of the cross section geometry
on profile drag (The Cross Section in this paper represents the cross section of air
flow tunnel between the wing and truss), which tries to figure out some other causes
for severe interference drag.

2 Model and Methods

The shape and size of thewingmodel used in this paper is referred to that ofYuXing’s
research [13]. The planform of the wing is shown in Fig. 1, whose parameters’ value
is shown in Table 1. Common form of TBW in current research can be classified by
whether they have jury or not. There are two different kinds of jury for TBW. One
locates at the junction of wing and strut, playing a transition role in the connection
between the wing and strut (shown as red in Fig. 2a). It will be simply referred to
as the first jury. The other jury connects the strut to the wing from the middle of the
strut. It will be simply referred to as the second jury.

Research shows that setting the first jury is beneficial to delay the emergence of
local supersonic flow and improve the wing drag characteristics [16]. And setting of
the second jury will improve the structural rigidity of the wing and increase the flutter
speed [13]. So in recently TBW study, re-searchers generally adopt the configuration

Fig. 1 Planform of the wing

Table 1 Geometric
parameters of the wing used
in this paper

Parameters Values

Sref (m2) 137.2

Cref (m) 3.3

AR 19.56

∧inner
1/4 (°) 13.3

∧outer
1/4 (°) 12.5

b/2(m) 24.745
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(a) TBW with the first jury only 

(b) TBW with the second jury only 

Wing 

Strut 

The second jury

Wing

Strut 

The first jury

Fig. 2 General configuration of TBW classification

with both the first jury and the second jury [13]. The TBW in this study also adopt
this configuration. Its geo-metric parameter is shown in Fig. 3 and Table 2.

This paper focuses on the influence of geometric parameters of the truss on aero-
dynamic characteristics. Influence of wing shape or strut profile is not the core topic
of this paper. Refer to previous researches, this paper selected five geometric param-
eters in Table 2 that may have a greater impact on the local flow field as design
variables. In the study, the influence of each design variable on the flow field and

Fig. 3 The geometric
parameters of TBW in this
paper

Cs1
Cdwl1

Sw

Cdwl2

Cs2

He

Spws2

Hs

Spws1
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Table 2 The geometric parameters of TBW

Parameters Symbol Values

Chordwise location of the second jury (mm) Cdwl1 600

Chordwise location of strut (mm) Cdwl2 100

Height of the first jury (mm) He 750

Vertical distance between wing root and strut root (mm) Hs 40,000

Chord length of strut (mm) Cs1 1460

Chord length of the second jury (mm) Cs2 850

Sweep back of strut (deg) Sw 13.7

Spanwise location of the first jury (mm) Spws1 13,632

Spanwise location of the second jury (mm) Spws2 7875

Initial angle of the first jury (deg) Φ 0

Table 3 The design variables
concerned in this paper and
their values

Parameters Symbol Values

Chordwise location of
strut (mm)

Cdwl2 100, 150, 200, 400, 1000

Height of the first jury
(mm)

He 750, 850, 950, 1150,
1350

Sweep back of strut (deg) Sw 12, 13, 13.7, 14.5, 15

Spanwise location of the
second jury (mm)

Spws2 6000, 7000, 7875, 8500,
9000

Initial angle of the first
jury (deg)

Φ −1.5°, 0°, 1.5°

aerodynamic performance are discussed separately. The value of design variables
adopted in this study is shown in Table 3.

Using commercial software FLUENT, this paper analyzed the flow around the
TBW based on the SA method. Cruise height is set 13411 m, Mach number is set
0.73. The simulation used unstructured grid with quadrilateral prismatic boundary
layer. The grid is shown in Fig. 4. In order to intuitively reflect the impact of the

Fig. 4 Grid used in simulation
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Table 4 The performance of pure wing

AOA Turbulence model Cell num CL CD L/D

1.25 SA 3,200,000 0.817 0.03186 25.64

1.25 SA 4,000,000 0.808 0.03190 25.34

Table 5 Result of independence verification for the standard TBW model

AOA Turbulence model Unsteady Cell num CL CD L/D

0 SA On 6,000,000 0.535 0.02162 24.76

0 SA Off 5,000,000 0.538 0.02141 25.12

0 SA Off 6,000,000 0.535 0.02147 24.91

truss on the performance of the wing, the aerodynamic performance of the pure
wing was first analyzed. The performance of pure wing is shown in Table 4 together
with independence verification result. In addition, in order to intuitively reflect the
influence of the change of design variable on the aerodynamic performance, a set of
design variables’ value is selected to form a standard TBWmodel. The selected value
for each design variable is marked italic and bold in Table 3. Result of independence
verification for the standard TBW model is shown in Table 5.

Table 4 shows that the simulation result of wing barely affected by grid, and the
result is reliable enough to be used as a reference in later research. Table 5 showsmesh
of 5,000,000–6,000,000 elements is precision enough to describe the flow around the
standard TBW model. And Table 5 also shows that, even some partial separation is
caused by supersonic flow occasionally (see Fig. 5), a steady method is still suitable
for the simulation.

3 Simulation and Analysis

3.1 Influence of Truss on Wing Aerodynamic Characteristic

Aerodynamic performance of the standard TBW model and the wing-only model
at the same AOA is calculated. The comparison between their results is shown in
Table 6. It can be seen that after the truss is used, the drag coefficient has increased
by 17 counts, accounting for 5% of that of the wing-only model. And meanwhile
the lift coefficient is reduced by 0.1, accounting for 12% of the total lift coefficient.
Obviously, in addition to the drag characteristics concerned in previous studies, the
truss also causes a negative impact on lift characteristics. The situation of pressure
distribution may tell us why.

For ease of discussion, the region near the first jury and between the wing and the
strut (shown in Fig. 6) is named ‘armpit’. Pressure distribution on the wing at the
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Fig. 5 Local separation caused by changes of design variables

Table 6 Comparison between result of TBW model and wing-only model

Geometric model AOA CL CD L/D

Wing-only 1.25 0.808 0.03190 25.34

Truss braced wing 1.25 0.712 0.03359 21.19

‘armpit’ region 

Fig. 6 The ‘armpit’ region

‘armpit’ of the two model is drawn in Fig. 7. The airflow acceleration effect between
the strut and the wing, caused by Laval nozzle effect [16], creates a negative pressure
region on the lower surface of the wing (hereinafter referred to as Nozzle pressure
region). Under certain value of design variable, the strut can even affect the trailing
edge loading of the supercritical wing (as shown in Fig. 8). They both caused a loss
of lift on the wing.
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(a) Wing-only model (b) Standard TBW model

Fig. 7 Comparison of wing pressure distribution at the ‘armpit’ region

Fig. 8 Effect of design
variables on trailing edge
load of wing

Amore interesting thing is, the strut can produce negative lift load even at positive
AOA with a symmetrical airfoil. Figure 9a, b shows the pressure distribution on the
strut profile which is 0.2 m or 1 m away from the first jury respectively. From the
figure we can see two key phenomena.

The first phenomenon is, due to the influence of the wing wash, the suck pressure
on the upper leading edge of the strut is greatly weakened. While the suck pressure
on the lower leading edge of the strut is less disturbed, resulting in a certain negative
lift load at the leading edge of the strut. The effect of wing wash is less affected by
the spanwise location.

The second phenomenon is, the nozzle effect also forms a ‘Nozzle pressure region’
at themiddle of the upper strut, which generates a positive lift load on the strut.While
the strut profile is close to the first jury, the wing and the strut is very close, so the
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(a) 0.2m away from the first jury (b) 1m away from the first jury 

Fig. 9 Pressure distribution on different profile of strut

nozzle effect is strong. If the strut profile goes further away from the first jury, the
nozzle effect will weaken steeply.

By analyze, above two phenomena turn out to load a negative lift on the strut.
Considering that the lift on the wing is also decreased, the truss does have a
considerable negative impact on the lift performance.

3.2 Influence of Design Variables on Aerodynamic
Performance

Figure 10 shows that aerodynamic performance of TBW model affected by design
variables. It can be seen thatCdwl2 andHe have greater influence on the aerodynamic
characteristics in the rangeof exploration,whileSpws2,Sw andΦ have limited impact
on aerodynamic performance. In order to be more intuitive, the effects of Cdwl2 and
He on aerodynamic characteristics are now shown in Figs. 11, 12, 13, 14, 15 and 16,
respectively.

Figure 11 shows that as the strut gradually move backwards, the lift coefficient
of the TBW model shows a significant downward trend. The drop of lift co-efficient
is 0.1 within the scope of investigation. And the drag coefficient shows a trend
of increasing first then decreasing with the backward translation of the strut. The
variation range of drag coefficient is 6.5 counts, accounting for about 25% of the
interference drag of the truss.

Next, let’s discuss the effect on the flow field. Figure 12 shows the size of super-
sonic flow area changing in the front view by the moving backward of strut. The
supersonic flow in the ‘armpit’ region is limited to about 0.5 m in the spanwise, and
gradually decreases as the strut translates backwards. The super-sonic flow in the
‘armpit’ region disappears quickly when strut moves to the rear-most position. The
Mach number distribution of the cross section at the ‘armpit’ region changing with
Cdwl2 is shown in Fig. 13. As the strut translates back-ward, the shock wave in the
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Fig. 10 Aerodynamic
performance of TBW model
affected by design variables

(a) Lift performance

(b) Drag performance

‘armpit’ region gradually weaken, and a strong local separation gradually appears
on the lower trailing edge of wing.

The above flow field changes reflect in the pressure distribution. Figures 14 and
15 show the variation of the pressure distribution on the wing and strut with Cdwl2,
respectively.

As the strut moving backward, the peak of the ‘Nozzle pressure region’ on the
wing gradually weakens, and the peak position gradually moves backward. Due to
the occurrence of local separation, the load at the trailing edge of supercritical wing
is gradually shrinking.

At the same time, the peak of ‘Nozzle pressure region’ on the strut is also grad-
ually reducing, while the suck peak on the lower leading edge of strut is gradually
increasing.

In summary, the backward movement of the strut caused considerable change in
most of the negative pressure region, which lead to an impact on the lift charac-
teristics. And the movement of the negative pressure region and the change of the
pressure peak value cause the variation of the drag characteristics.

Figure 16 shows the effect of the height of the first jury on the aerodynamic
characteristics. The lift performance of TBW model do not change a lot with He,
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(a) Lift performance 

(b) Drag performance

Fig. 11 Effect of chordwise location of strut on aerodynamic performance

(a) Cdwl2 = 100 (b) Cdwl2 = 200

(c) Cdwl2 = 400 (d) Cdwl2 = 1000

Fig. 12 Influence of Cdwl2 on the supersonic flow range from the front view
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(a) Cdwl2 = 100 (b) Cdwl2 = 200

(c) Cdwl2 = 400 (d) Cdwl2 = 1000

Fig. 13 Effect of Cdwl2 on Mach number distribution in ‘armpit’ region

while the drag performance shows a decreasing trend asHe increasing. The variation
range of drag performance was 1.5 counts within the scope of investigation.

Figure 17 shows the size of supersonic flow area changing in the front view against
He. As the height of the first jury increasing, the supersonic flow between the strut
and the wing decreased rapidly. TheMach number distribution in the ‘armpit’ region
also reflects the same situation (see Fig. 18).

The effect of theHe on the pressure distribution of the wing and the strut is shown
in Figs. 19 and 20, respectively. The main effect of the height of The First Strut on
the pressure distribution is the decreasing of ‘Nozzle pressure region’. Because the
changes of the ‘Nozzle pressure region’ on wing and strut cancelled each other, the
lift performance did not change significantly. But the drag performance was greatly
affected.

It should be noted that, other design variables that have little effect on the aerody-
namic performance (Spws2, Sw and Φ) have no significant effect in ‘armpit’ region.
For there is stronger nozzle effect in the ‘armpit’ region, and it is the most sensitive
area of aerodynamic characterwhile the design variable changes, we can infer that the
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(a) Cdwl2 = 100 (b) Cdwl2 = 200

(c) Cdwl2 = 400 (d) Cdwl2 = 1000

Fig. 14 Effect of Cdwl2 on wing pressure distribution in the ‘armpit’ region

design variables that have greater impact on the cross section in the ‘armpit’ region
are more likely to have a greater impact on the overall aero-dynamic performance.

In addition, the previous study pointed out that the supersonic flow in the ‘armpit’
region does show a strong correlation with the drag performance. When the super-
sonic flow is significantlyweakened, the drag of the TBWmodelwill also be reduced.
And the supersonic flow in ‘armpit’ region results from the nozzle effect. Therefore,
the shape of the cross section near the ‘armpit’ is likely to have greater impact on
the strength of supersonic flow.

The shape of the cross section at ‘armpit’ region under variation of design variables
is shown in Fig. 21. The parameter is shown in Table 7. It can be seen that the ‘flow
section compression ratio’ does have a strong correlation with the strength of super-
sonic flow (‘flow section compression ratio’ in this paper represent the decreased
rate of the cross section area from the entrance to the throat). Despite the differences
in shape of the cross section, supersonic flow can be eliminated both by variable
Cdwl2 and variable He when the ‘flow section compression ratio’ is around 16%.
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(a) Cdwl2 = 100 (b) Cdwl2 = 200

(c) Cdwl2 = 400 (d) Cdwl2 = 1000

Fig. 15 Effect of Cdwl2 on strut pressure distribution in the ‘armpit’ region

This shows that the ‘flow section compression ratio’ can be used as an independent
design reference to characterize the supersonic flow strength in ‘armpit’ region in a
way.

3.3 Interference Drag

Next, with the help of the pressure distribution, let’s focus on the drag performance.
According to the previous study, the impact of design variables on aero-dynamic
force is mainly reflected in the peak size and peak position of the ‘Nozzle pressure
region’. The nozzle consists of the wing’s lower surface and the strut’s upper surface.
And it is easy to cause a situation where the position of pressure peak is inconsistent
with the position of maximum thickness of the profile. When the suction pressure
peak resides behind the maximum thickness, there will be additional profile drag
coefficient (shown in Fig. 22). If supersonic flow has occurred in the ‘armpit’ region,
the peak of airflow velocity will increase, the peak’s position will move backward,
and so will the peak of pressure. Therefore, the drag coefficient of the TBW model
usually increases with the supersonic flow in the ‘armpit’ region.



A Study on Aerodynamic Interference for Truss Braced … 143

(a) Lift coefficient 

(b) Drag coefficient 

Fig. 16 Effect of He on aerodynamic characteristics

(a) He = 750 (b) He = 950

(c) He = 1150 (d) He = 1350

Fig. 17 Influence of He on the supersonic flow range from the front view
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(a) He = 750 (b) He = 950

(c) He = 1150 (d) He = 1350

Fig. 18 Effect of He on Mach number distribution in ‘armpit’ region

However, when there is no supersonic flow in the ‘armpit’ region, the negative
pressure zone between the wing and the strut will still be generated by Continuity
Equation (hereinafter referred to as Venturi pressure region). And the peak’s position
the Venturi pressure region may not be consistent with the maximum thick-ness of
profile either due to the shape of the cross section, which in turn creates additional
profile drag (shown in Fig. 23).

In order to discuss this part of drag, this paper simplified the flow into two dimen-
sions, and carried out an analysis about the influence of maximum thickness position
of strut profile. Figure 24 shows the drag performance of the result. Figure 25 shows
the pressure distribution. Figure 26 shows the Mach number distribution.

It can be seen that the peak of Venturi pressure region is obviously behind the
maximum thickness position of strutwhen themaximum thickness of the strut is at the
front, but the Venturi pressure region is weak due to a low ‘flow section compression
ratio’. Therefore, the profile drag is low at this situation.
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(a) He = 750 (b) He = 950

(c) He = 1150 (d) He = 1350

Fig. 19 Effect of He on wing pressure distribution in the ‘armpit’ region

As themaximum thickness positionmoves backward, the peak ofVenturi pressure
region increases, and its position is still behind the maximum thickness position, so
the profile drag trend to increase.

When the maximum thickness position moves back to a certain degree, the
maximum thickness position couples with the peak of Venturi pressure region, and
the profile drag is significantly reduced.

According to the research in this part, the misalignment between the peak of
‘Venturi/Nozzle pressure region’ and the peak of thickness is the key factor leading
to a large interference drag. The additional drag caused by supersonic flow is also
due to this phenomenon. Aligning the maximum thickness of strut with which of
the lower surface of wing may have a better effect, but this approach has the risk of
inducing supersonic interference. In the actual design, the position of the maximum
thickness and the ‘flow section compression ratio’ had better be comprehensively
considered.
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(a) He = 750 (b) He = 950

(c) He = 1150 (d) He = 1350

Fig. 20 Effect of He on strut pressure distribution in the ‘armpit’ region

4 Conclusion

Base on the above simulation and analysis on the aerodynamic interference of the
TBW configuration, the conclusions are summarized as follows:

(1) In addition to the drag characteristics concerned in previous studies, the truss
also causes a negative impact on lift characteristics.

(2) The design variables that have greater impact on the cross section in the ‘armpit’
region are more likely to have a greater impact on the overall aerodynamic
performance.

(3) The supersonic flow in the ‘armpit’ region does show a strong correlation with
the drag performance. The’flow section compression ratio’ can be used as an
in-dependent design reference to characterize the supersonic flow strength in
‘arm-pit’ region in a way.

(4) The misalignment between the peak of ‘Venturi/Nozzle pressure region’ and
the peak of thickness is the key factor leading to a large interference drag.
Aligning themaximum thickness of strutwithwhich of the lower surface ofwing
may have a better effect, but this approach has the risk of inducing supersonic
interference. In the actual design, the position of the maximum thickness and
the ‘flow section compression ratio’ had better be comprehensively considered.
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Fig. 21 The cross section
shape at ‘armpit’ region
influenced by design
variables

(a) The cross section shape influenced by Cdwl2

(b) The cross section shape influenced by He

Table 7 The cross section parameter at ‘armpit’ region influenced by design variables

Design variable Values ‘Flow section compression ratio’
(%)

Mach number peak @ ‘armpit’

Cdwl2 100 28.2 1.10

Cdwl2 200 26.1 1.08

Cdwl2 400 22.9 1.05

Cdwl2 1000 16.1 0.99

He 750 28.2 1.10

He 850 23.9 1.06

He 950 20.7 1.02

He 1150 16.5 0.98

This paper provided an auxiliary decision for TBW configuration sizing. Aero-
dynamic optimization based on this research may be further carried out in future
work.
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(a) Chordwise pressure distribution along

(b) Pressure distribution along the thickness 

Maximum thickness position

Nozzle pressure region 

Thrust caused by leading edge
suction

Drag caused by Nozzle pres-
sure region

Fig. 22 Additional profile drag caused by nozzle effect
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(a) Chordwise pressure distribution

Venturi pressure region

Maximum thickness position

(b) Pressure distribution along the thickness 

Drag caused by Venturi
pressure region

Thrust caused by leading
edge suction

Fig. 23 Additional profile drag caused by continuity equation
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Fig. 24 Profile drag against Maximum thickness position of strut

(a) Maximum thickness position of strut = 20%

chordwise

(b) Maximum thickness position of strut = 20%

along the thickness

(c) Maximum thickness position of strut = 43%
chordwise

(d) Maximum thickness position of strut = 43%
along the thickness

(e) Maximum thickness position of strut = 50%
chordwise

(f) Maximum thickness position of strut = 50%
along the thickness

Fig. 25 Pressure distribution of strut in two-dimension simulation
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(a) Maximum thickness position of strut = 20% (b) Maximum thickness position of strut = 35%

(c) Maximum thickness position of strut = 43% (d) Maximum thickness position of strut = 50%

Fig. 26 Mach number distribution in two-dimension simulation
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Research on the Mechanism of Resistance
Generation in Disc Acceleration Based
on Lagrangian Method

Shujia Lin, Fuxin Wang, Zhuoqi Li, and Yang Xiang

Abstract During flapping wing flight or fish swimming, a large-scale vortex struc-
ture is in general generated by each stroke motion of the wing or the trail, and
contributes most of the lift and thrust. As a fundamental model to characterize the
wake structures of flapping flight and fish swimming, the disc vortex ring (DVR)
generated by the impulsive motion of a disc contains numerous unsteady aerody-
namic mechanisms. In this paper, an experimental set-up was designed to produce
DVRs with different acceleration, particle image velocimetry (PIV) technique was
used to measure the growth and evolution process of wake vortices, and force sensor
was used to measure the instantaneous change in drag directly. PIV results show that
a DVR is formed in the wake during the disc starting, and the circulation growth of
DVR satisfies the Logistic growth model. Using the Lagrangian coherent structure
(LCS) to analyze the formation of DVR shows that, under the interaction of the add-
mass effects of disc and DVR, the vortex flow shows a significant Lagrangian drift,
which contributes a significant increase of the drag. Besides, the results of the drag
measurement show that the formation process of the vortex ring consists of three
phases, including a peak and a valley. Based on the vorticity-moment theorem, the
evolution of drag is explained in terms of the dynamics of DVR and the added-mass
effects. Moreover, the findings of this paper provide a new Lagrangian perspective
for understanding the mechanism of lift and thrust during flapping wing flight and
fish swimming.
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1 Introduction

Vortex rings are one of the fundamental flow structures in nature and act as the
consistent feature in the wake of biological propulsion [8]. Pulsatile jet propulsions
(like Jellyfish, Salps and Medusa) create obvious vortex ring structures, which are
similar with the vortex rings generated by a starting jet from a nozzle or orifice [6,
9, 10]. This vortex ring is termed as jet vortex ring (JVR). For flapping wings, their
bound vortices can also be characterized a vortex ring structure, which consists of
a leading edge vortex (LEV) on top of the wing, connected to a start vortex shed in
the wake via a tip vortex (TPV) and a root vortex (RTV) [29]. Moreover, the wake
of flapping wing is modelled by a chain of coaxial small cored circular vortex rings
[3, 13, 35]. Applying vortex ring model, the stroke-average lift forces is expressed
as the function of the dynamics of these vortex rings [44, 45]. This type of vortex
ring has a more similarly topological structure with the disc vortex ring (DVR) that
is generated by an impulsively started disc rather than the JVR. In addition, a vortex
ring model can provide a more holistic and comprehensive perspective to investigate
the unsteady mechanisms associated with the vortices (LEV, TEV, and RTV) around
a flapping wing, because interactions and vorticity transports between these vortices
are ver8 complex. Therefore, this paper focuses on the formation of DVRs that can
be a canonical problem to investigate the formation of the vortex structures around
a flapping wing.

For the studies of JVRs, massive studies have been performed particularly
including two comprehensive reviews [8, 39] and one specific book [2]. Compared
with the formation of JVRs, the formation of DVRs is intrinsically different and less
studied. In 1953, Taylor [43] theoretically investigated the formation of a vortex ring
by giving an impulse to a circular lawdisk and then dissolving it away in a perfect
fluid without separation of flow. According to Taylor’s derivations, the ratio of the
vortex translational speed (W) to the disc speed (U) is 0.436, the dimensionless
core radius (ε = a/R) is 0.186, the ratio of vortex radius (R) to disc radius (C) is
0.816, and the circulation of DVR is 4Uc/π. Besides, Sallet [38] made a comparison
between experimental results and theoretical approximations. The results showed
there were discrepancies. In 2012, Yang et al. [49] performed an experimental study
on the formation of DVRs. Based on the dimensionless time (T∗ = L/D, L is the
stroke length of the disc and D is the disc diameter), they found that the formation of
the vortex ring basically includes three phase: a rapid growth phase (0 < T∗ < 0.2),
a stable growth phase (0.2 < T∗ < 4) and a non-axisymmetric phase (4 < T∗). In the
first phase, the physical features of DVR satisfy Taylor’s inviscid estimation. In the
second phase, DVR entrains fluids and grows gradually. Then, DVR loses axisym-
metry due to instability when T∗ > 4. Yang et al. [49] also quantitatively investigated
the circulation, energy, and impulse formation of DVR.

Compared with JVRs generated by a piston-cylinder apparatus, the formation
and physics of DVRs exhibit some obvious discrepancies. For JVRs, their formation
can be predicted by the slug model [14, 41], although the overpressure at nozzle
exit plane also contributes to their formation [23, 24]. During the formation process,
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JVRs freely propagates downstream due to self-induced velocity and entrains fluids
significantly. By contrast, the formation of DVRs strongly depends on the motion
of disc. The vorticity flux enters into the JVR along the symmetry axis, whereas the
vorticity flux enters into the DVR from the outer edges. For the formation of JVR,
one most fascinating mechanism is the vortex pinch-off. In 1998, Gharib et al. [19]
conducted JVR experiments and firstly found that JVRs cannot grow indefinitely
but rather there is a physical limit to their size. Beyond this limit, JVRs no longer
grow but pinch off at this timescale. Furthermore, the timescale when JVRs pinch
off is found to stay in a narrow range and exhibits a universal formation number that
is approximately 4.0. Once the JVR pinches off, a trailing vortex rolls up owing to
shear-layer instability [17, 18]. It should be noted that this formation number (also
called pinch-off time) may vary by some parameters, such as the velocity programs
of piston [42], external background flow [24], and temporal-varying exit diameter
[11]. Gharib et al. [19] explained the formation number based on the limiting effect
of the energy implied by the Kelvin-Benjamin variational principle [5, 19, 22]. In
particular, vortex pinch-off hints the principle of optimal vortex formation, which
is applied by biological propulsions [8, 19, 26]. The idea of vortex pinch-off has
been widely applied to investigate some canonical vortices separated from a body,
such as, the flow generated by a starting circular cylinder [21], the vortex wake of
an oscillating flat plate [28], and the LEV formation in bio-inspired flight [4, 36].
However, these vortices are two-dimensional, and wemust emphasize that the pinch-
off and the universal formation number are not observed during the formation of
two-dimensional vortex generated by the two-dimensional orifice [1, 32]. Therefore,
whether the formation ofDVRs involves the pinch-offmechanismor not is a remained
question and should be identified.

Themain purpose of the present study is to investigate the formation ofDVRs. The
discrepancies between the formation of DVR and JVR are also analysed. The rest of
the paper is organized as follows: Both experimental methods and the computations
ofLagrangian coherent structures (LCSs) are introduced in Sect. 2. Section 3 attempts
to reveal the body-linked effects on DVR formation by investigating the formation
process of DVR and the circulation production mechanism. And further analyses the
formation and pinch-off process of DVR by investigating the Lagrangian coherent
structures. In Sect. 4, a balanced formationmode for DVRs is proposed by comparing
with the formation of JVRs. Section 5 concludes the paper with a brief discussion.

2 Methods

2.1 Experimental Set-up

A circular disc with diameter D = 50 mm and thickness δ = 3 mm is immersed in
a water tank with dimensions of 4 m × 1 m × 1 m. Figure 1 shows a schematic of
the experimental setup. The disc was driven by a linear slider, which was connected
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Fig. 1 Schematic of the experimental set-up

with a servo motor controlled by a programmable microcontroller called Arduino.
The disc is connected with a circular rod, which has a diameter of 5 mm and is fixed
with a plate. This plate is designed to have a airfoil section to avoid flow separation
and reduce the perturbation brought by the motion of plate. In addition, the disc
moves very smoothly and the experiments have very good repeatability (the same
experimental is repeated five times, �L/L < 0.1%, L represents the given stroke
length of the disc, and �L represents maximal discrepancy of the real stroke length
between the five runs).

In order to measure the flow field of DVRs, the digital particle image velocimetry
(DPIV) technique is applied. A kind of hollow glass beads, which have a mean diam-
eter of 20–50 μm and a density of 1.02 g/m3, are chosen as the seeding particles. In
addition, the particles are illuminated by a thin laser sheet conducted by a continuous
laser with the power of 10 W and a wavelength of 532 nm. The laser sheet is placed
at the symmetry plane of the disc, which is termed as z-r plane. Then, a high-speed
camera is positioned normal to the laser sheet and records the images of the particle
field. The recorded filed has 2336 × 1200 pixels spatial with a 380 mm × 195 mm
field of view. Besides, the camera operates at 200 frames per second. The obtained
images are paired and processed by the standard cross-correlation algorithm. Using
an interrogation area of 32 × 32 pixels and a step size for the moving average of
16 × 16 pixels (50% window overlap), the processing can construct a flow field of
231 × 117 velocity vector. In order to yield more accurate results, the multi-pass
processing method is applied. According to calculated velocity fields, the vorticity
fields are also calculated using finite differences of the velocity data at eight neigh-
bouring points via a second-order accurate scheme. By satisfying the constraints
of PIV measurements (interval time, particle size, and particle concentration), the
uncertainty in the velocity measurement an vorticity calculation were considered to
be 1% and 3%, respectively [34, 49]. In our study, the driven velocity of disc is
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sinusoidal and is U = 0.1sin
(

π
5.5 t

)
m/s, respectively. The corresponding Reynolds

number ranges from 2500 to 5000 based on the disc velocity and diameter.

2.2 Lagrangian Coherent Structures

As the Lagrangian skeleton of flow, Lagrangian coherent structures (LCSs) not only
provide a geometrical view of flow structures, but also characterize fluid transport
and deformation over a certain period of time. This paper applies FTLE ridges to
analyse the fluid transport, as well as uses elliptic LCSs to identify the boundary of
coherent Lagrangian vortices.

The efficient approaches for computing the FTLE ridges and elliptic LCSs have
been developed by Onu et al. [30] and applied by Xiang et al. [48]; David et al. [12].
The concept and computation of FTLE ridges and elliptic LCSs are presented as
follows.

Applying φ
t0+T
t0 : x(t) → x(t + T ) to denote the flow map of a material point

located at x(t) at time t to its position at time (t + T), the deformation gradient is

∇φt+T
t (x) = dφt+T

t (x)
dx

(1)

Defining the finite-time Cauchy Green deformation tensor as:

�(x, t,T ) = [∇φt+T
t (x)

] ∗ ∇φt+T
t (x) (2)

Then, FTLE is computed by

σ T
t0 (x) = 1

|T | ln
√

λmax[�(x, t0,T )] (3)

where, λmax[�(x, t0,T )] is the maximum eigenvalue of �(x, t0,T ). |T | is used
because FTLE can be computed for T > 0 and T < 0. Regions of maximum fluid
particle separation (for T > 0) ormaximumfluid particle attraction (for T < 0) produce
local maximizing curves known as “ridges” in the FTLE. The ridges in forward-time
FTLE (T > 0) reveal repelling hyperbolic LCSs (r-LCSs) and the ridges (T > 0) in
backward time FTLE T < 0 reveal attracting hyperbolic LCSs (a-LCSs).

In our study, at a given time of interest t, we detect the FTLE ridges and the region
enclosed by the elliptic LCS. Then, we distribute numerous particles in the region
to trace the trajectory of these particles, and advect the elliptic LCS to investigate
the evolution of coherent Lagrangian vortex. For particle advection in backward
time and elliptic LCS advection in forward time, we used the fourth-order Runge-
Kutta scheme to integrate in time. In addition, cubic interpolation in space and linear
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interpolation in time were used to obtain the fluid velocity at the particle locations.
By examining the repeatability of elliptic LCSs detection and particle advection, the
results presented in Sect. 5 have sufficient accuracy within error less than 3%.

3 Formation of DVRs Based on the Lagrangian Analysis

3.1 Formation Process of DVRs

In general, a non-dimensional time, defined as Tn = L
D where L is the stroke length

of the disc, is applied to parameterize the formation of DVRs [43, 49]. In terms of
the results of Yang et al. [49], for Tn < 0.2, the fluids separate from the edge of disc
to form a DVR, which satisfies the description of Taylor’s inviscid theories [43]. In
the present study, the formation process of DVR for Tn > 0.2 is mainly investigated.

Fig. 2 Temporal evolution of vorticity field: a Tn = 1.0; b Tn = 2.0; c Tn = 3.0; d Tn = 4.0; e Tn
= 5.0; f Tn = 6.0. Dashed lines indicate negative vorticity, disc moves from left to right
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As shown in Fig. 2, the formation process from Tn = 1.0 to Tn = 6.0 for the case of
U = 0.1sin

(
π
5.5 t

)
m/s is presented.

As the disc moves, the vorticity flux from the disc edge rolls up to form a DVR.
When Tn = 1.0, DVR has been formed with considerable strength. According to the
Biot-Savart law, DVR has its own self-induced velocity, whose direction is consistent
with that of disc moving. Note that, the propagating velocity of DVR depends on
not only its self-induced velocity, but also the driving velocity of disc. By contrast,
the velocity of JVRs generated by a piston-cylinder apparatus largely depends on
their self-induction velocity. As the disc moves, the DVR continues to grow in size
and the vorticity flux continues to feed DVR. When Tn = 3.0, DVR is sufficiently
formed, and remains symmetrical and keeps attachment on the disc. Comparison of
DVR patterns at Tn = 3.0 and Tn = 4.0 demonstrates that the growth of DVR is
very slight. In addition, the fluids ahead of the disc perform a circular motion, which
forms a trailing vortex ring (labelled TVR). The formation of TVR is also because
of the corner flow between the disc and the rod. After Tn = 4.0, the DVR no longer
grows and gradually becomes asymmetrical, as shown in Fig. 2e, f. During Tn = 6.0,
DVR cannot keep complete attachment on the disc and becomes non-axisymmetric.
If the disc continues to move for a sufficiently long time, DVR should separate from
the disc and becomes a hairpin-shaped vortex structure [40].

In general, the occurrence of asymmetry is due to the growth of one perturba-
tion, which causes the instability of the symmetrical flow. Moreover, an alternative
mechanism is suggested to explain the occurrence of instability by Gao and Yu [18]
and Jeon and Gharib [21]. They found that the vortex growth can actually exert a
stabilizing effect on the growth of perturbation. In particular, Gao and Yu [18] found
that when the JVRs no longer grow, the first secondary trailing vortex rolls up owing
to the Kelvin-Helmholtz shear layer instability.

With the qualitative observation of DVR formation, we tend to investigate the
circulation production mechanism. The circulation of DVR is calculated based on
the PIVmeasurements. Figure 3 shows the variation of the dimensionless circulation
�∗, defined as �∗ = �/(UD/2), against the non-dimensional time Tn. As shown
in Fig. 3, the circulation evolution of DVR performs a rapid increase at the initial
stage, and then slowly grows with the decreased growth rate after the initial stage
until the circulation nearly no longer grows. The growth of DVR circulation satisfies
the Logistic law originating from the biological populations. That is, the circulation
evolution ofDVRs includes an accelerated growth phase, a decelerated growth phase,
and a saturation phase. This growth process is quite different from that of JVRs. For
JVRs, their circulation exhibits a nearly linear increase with the non-dimensional
time and can be estimated on the basis of the slug model [14, 19], despite that the
overpressure at the exit of nozzle has a considerable contribution to the circulation
of JVRs [23].

The motion of ambient fluids is largely attributed to the added-mass effects
of DVR, which induces the Lagrangian drift [7, 27, 47]. As DVRs grow, their
propagating velocity increases and the ambient velocity aroundDVRs also increases.
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Fig. 3 Normalized circulation of DVR as a function of the non-dimensional time Tn. The variation
of the dimensionless circulation �∗, defined as �∗ = �/(UD/2). The integral region for calculating
the circulation of DVR is behind the disc

3.2 Lagrangian Analysis of the Formation of DVR

For JVRs, the onset of pinch-off coincides with the initial rollup of the secondary
trailing vortex and the appearance of a trailing pressure maximum (TPM) behind the
JVR [18, 25, 31]. Based on the Lagrangian analysis, O’Farrell and Dabiri [31] and
Lawson and Dawson [25] identified the formation of secondary trailing vortex and
appearance of TPM, respectively. Thus, the signals and changes of DVR formation
brought by vortex pinch-off are investigated based on the Lagrangian analysis.

Figure 4 shows the contours of vorticity and FTLE for the cases of U =
0.1sin

(
π
5.5 t

)
m/s, at six separate time instants Tn = 1.0, 2.0, 3.0, 4.0, 5.0, and 6.0.

The forward-time and backward-time FTLE fields are represented in the form of
contours ranging from white to red and white to blue. The ridges in forward-time
and backward-time FTLE fields denote the repelling LCSs (r-LCSs) and attracting
LCSs (a-LCSs). As shown in Fig. 4a, e, DVRs have grown with a sufficient size at Tn

= 1.0 and the rear boundary of DVR (denoted by the r-LCS) is formed, however, the
front boundary of DVR (denoted by the a-LCS) has not completed. In particular, a
channel is observed between the r-LCS and a-LCS. This channel is referred to as the
“flux window” and also observed by Yang et al. [49]. The vorticity flux is fed by the
shear layer from this flux window.When Tn = 3.0, DVR further grows and still keeps
axisymmetric characteristic. At this stage, there are no signals of the occurrence of
vortex pinch-off. By Tn = 4.0, a closed boundary is composed by the r-LCS and a-
LCS and the flux window is also closed. In fact, the r-LCS and a-LCS act as material
barriers to prevent fluids across the LCSs entering the DVR. According to the anal-
ysis of Lawson and Dawson [25], the appearance of a-LCSs indicates the formation
of a TPM, behind which there exists an adverse pressure gradient inhibiting vorticity
transport crossing a-LCSs. As shown in Fig. 4d, the TPM indicted by the a-LCSs
appears between the DVR and disc, thereby suggesting the onset of DVR pinch-off.
Comparison of the flow patterns at Tn = 4.0 and Tn = 5.0 shows the size of DVR
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Fig. 4 (Colour online) Contours of the forward-time (white to red) and backward-time (white to
blue) FTLE for DVRs at Tn = 1.0, 2.0, 3.0, 4.0, 5.0, and 6.0. a–f DVRs with U = 0.1sin(π/5.5
t) m/s. Contours of vorticity are superimposed
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determined by LCSs no longer grows and DVR becomes asymmetric, as shown in
Fig. 4d–f. After DVR pinch off, the boundary of DVR still keep attachment with the
disc without physical separation, as shown in Fig. 4d–f. For JVRs, they will physi-
cally separated from the trailing vortices after they pinch off. Thus, the pinch-off of
DVR is one non-separated pinch-off but leads to the asymmetry of DVR.

By analysing kinematic genesis of vortex formation, David et al. [12] found that
the hyperbolic LCSs defined by FTLE ridges actually define the advected bulk. In
contrast, the elliptic LCSs have been shown to identify the closed boundary of the
coherent Lagrangian vortex within which the fluid material remains as a coherent
unit over a finite period of time [12, 20]. Thus, we tend to apply the concept of elliptic
LCSs to analyse the kinematic genesis of DVR formation.

Based on the forward FTLE fields at Tn = 5.0, we detected the elliptic LCSs at
this time, as shown in Fig. 5a. Then, the origin and evolution of the fluids enclosed by
the elliptic LCS are investigated by backward advecting the fluids inside the elliptic
LCS and forward advecting the material line of elliptic LCS. As shown in Fig. 5a,
the advected elliptic LCSs at Tn = 5.5 and Tn = 6.0 still display robust Lagrangian
coherence. The backward-advected positions of the material inside the elliptic LCS
are shown in Fig. 5b–d. It is found that considerable fluids within the elliptic LCS
come from the front of disc and are captured in the form of lobes.

Fig. 5 (Colour online) a Elliptic LCS (solid line) extracted using the forward FTLE field at Tn =
5.0 shown in Fig. 4e. The background colour represents the instantaneous vorticity field at Tn =
5.0. The elliptic LCS at Tn = 5.0 is advected forward in time as material line to obtain the dashed
and dash-dotted curves at Tn = 5.5 and Tn = 6.0, respectively. b–d Temporal tracer positions at Tn
= 4.0, Tn = 3.0, and Tn = 2.0, by backward advection of the material inside the elliptic LCS at Tn
= 5.0
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4 Drag Generation Mechanism Owing to the Formation
of DVR

As the fluid dynamic footprint of swimming and flying animals, the formation of
vortex wake involves the unsteady aerodynamics of force generation. Thus, the
instantaneous force associated with the balanced formation mode for DVRs is quali-
tatively investigated. According to the vorticity-moment theoremWu [46], the force
F generated by the ambient fluids on the immersed body in incompressible flow can
be calculated by

F = −ρ

2

d

dt

∫

V∞

x × ωdV + ρ
d

dt

∫

Vb

UdV (4)

where Vb is the region occupied by the solid, V∞ is the infinite unlimited space
occupied jointly by the fluid and the solid, U is the velocity field, ω is the vorticity
field, ρ is the density and x is the position vector. The first term on the right of
equation indicates the force owing to the variation of fluid impulse, and the second
term indicates the added-mass force generated by the variable motion of the body.
This equation has a rigorous limitation that the control space V∞ should be infi-
nite unlimited. However, this equation demonstrates that the fluid forces are mostly
contributed by the vortical region with compact vorticity. That is, in the presented
study, the generation of fluid force is largely owing to the formation of DVR. As
derived by Saffman [37], the impulse required to support the formation of DVR is
given by

I = 1

2

∫

VDVR

x × ωdV +
∫

SDVR

φnds (5)

where VDVR is the region of DVR enclosed by the boundary SDVR which is defined
by the FTLE ridges, and φ is the velocity potential at the surface SDVR. According
to the Newton’s third theorem, the axial fluid force generated by DVR formation is

FDVR = dI

dt
= 1

2

d

dt

∫

VDVR

x × ωdV

︸ ︷︷ ︸
Vortex impuls

+ d

dt

∫

SDVR

φnds

︸ ︷︷ ︸
Vortex add

(6)

In fact, the two terms on the right of Eq. (6) indicate the contributions of vortex
impulse and vortex added-mass, respectively (Fig. 6). In cylindrical coordinates, the
first term can be rewritten by

1

2

d

dt

∫

VDVR

x × ωdV ≈ 1

2

d�

dt
× r + 1

2
� × dr

dt
(7)
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Fig. 6 (Colour online)
Schematic of the definitions
in the flow field

Based on the Lagrangian drift [7, 33], the axial coefficient of DVR added-mass
(cDVR) can be calculated by

cDVR = 1

VDVRU

∫

SDVR

φnds (8)

Thus, the second term of Eq. (6) can be rewritten by

d

dt

∫

SDVR

φnds = d

dt
cDVR

∫

VDVR

udV (9)

Substituting Eqs. (7) and (9) into Eq. (6), one obtain

FDVR = 1

2

d�

dt
× r

︸ ︷︷ ︸
circulation growth (F1)

+ 1

2
� × d r

dt︸ ︷︷ ︸
vortex deformation (F2)

+ d

dt
cDVR

∫

VDVR

udV

︸ ︷︷ ︸
vortex added-mass (F3)

(10)

Equation (10) demonstrates that the generation of fluid force during DVR forma-
tion is attributed to three parts: the circulation growth rate (F1), the time-dependent
deformationof vortex (F2), and thevortex added-mass effects (F3).BasedonEq. (10),
one can well understand the drag generated by the starting motion of the disc, which
was measured by Fernando and Rival [15, 16]. Owing to the accelerated growth
of DVR circulation (F1) and the added-mass effect of the disc, the drag increases
rapidly before it arrives the peak. Then, the drag decreases owing to the decelerated
growth of DVR circulation (F1) until DVRs happen pinch-off. After DVRs pinch off,
a slight increase of the drag is performed owing to the deformation of DVRs (F2)
and the added-mass effects of DVRs (F3). These characteristics of drag evolution
are dominated by the balanced formation mode of DVRs. Therefore, it is expected
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Fig. 7 Drag-coefficient
histories for plates

that both the flapping-flight vortex loop and the aerodynamic forces evolution can
be understood by the balanced formation mode of DVRs.

A model extracted from the experimental results of Fernando and Rival [16]
shows the growth course of the drag coefficient for the plates in Fig. 7, which is a
commonly tested model for discs. The drag of the disc quickly reaches a peak, then
rapidly drops to a stable value and remains constant. Equation (10) can well explain
this phenomenon. The accelerated growth of circulation growth rate (F1) and the
vortex added-mass effects (F3) are the main causes of the peak at dimensionless
distance S* = 0.4. After that, as the growth of the DVR circulation (F1) slows, the
drag decreases until the DVR pinches off at S* = 2.0. After the DVRs are pinched off,
the drag increases slightly due to the deformation of DVRs (F2) and the additional
mass effect of the DVRs (F3), and then Cd decreases to 1.5 and become stable after
S* = 5.0.

5 Concluding Remarks and Discussion

In this paper, an experimental investigation on the formation of DVRs generated
by the impulsive starting of a circular disc was performed. Experimental results
demonstrated that the fluids roll up from the edge of disc to form a DVR. The DVR
grows stably and symmetrically when Tn < 4.0. By Tn > 4.0, the DVR almost no
longer grows and gradually becomes asymmetric. In addition, the growth rate of
DVR circulation gradually decreases against the non-dimensional time Tn and the
DVR circulation is found to satisfy the Logistic growth.

Lagrangian analysis of DVR formationwere conducted by investigating the FTLE
ridges and the elliptic LCSs. The evolution of FTLE ridges demonstrated that a closed
boundary appears when Tn

∗ exceeds approximately 4.0, thereby indicating the occur-
rence of vortex pinch-off. Beyond DVRs pinch off, the Lagrangian boundary still
keeps attachment on the disc but the DVR becomes asymmetrical. In addition, fluid
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entrainment is observed before DVR pinches off and fluid detrainment is observed
after DVR pinches off by the form of dynamical lobes.

As two canonical vortex ring structures, JVRs and DVRs basically characterize
the wake pattern of the biological propulsions. From the perspective of vortex ring
family, DVRs and JVRs are both belong to the thin-core vortex rings and satisfy
the classic dynamics of vortex rings. We explored that the generation of fluid force
during DVR formation is attributed to three parts. In addition, and we would like to
further investigate the force evolution during the impulsively starting disc based on
Eq. (10).
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A Review of Supersonic Turbines Based
on Constant Volume Combustion Cycle

Liangjun Su and Fengbo Wen

Abstract In this paper, in response to the current demand for newaerospace power in
the aerospace field, thermodynamic performance and thermal efficiency advantages
of existing constant volume combustion cycles are reviewed. The main challenge in
the practical implementation of Pressure Gain Combustion (PGC) into gas turbines
and aero-engine is the lack of turbomachinery that can efficiently harvest work from
the PGC exhaust gas. Therefore, this paper analyzes the supersonic inflow condi-
tionswith pressure, temperature and velocity pulsations at the outlet of the detonation
combustion chamber, and puts forward the difficulties brought by the inflow condi-
tions to the design of the turbine cascade. Secondly, this paper analyzes the aerody-
namic characteristics of turbine cascade passage under supersonic inlet conditions,
analyzes the influence of channel shock waves on aerodynamic losses, and expounds
the importance of turbine under supersonic inlet conditions in detonation combustion
cycle.

Keywords Constant volume combustion cycle · PGC · Detonation combustion
inflow condition · Supersonic turbine
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ρ Density [kg/m3]
P Pressure [Pa]
s Entropy [J/(mol K)]
ηth Thermal efficiency [–]
W Output work [J]
H Enthalpy [J/mol]
CP Specific heat capacity at constant pressure [J/(kg K)]
Cv Specific heat capacity at constant volume [J/(kg K)]
T Temperature [K]
γ Ratio of specific heats [–]
M Mach number [–]
u Axial velocity [m/s]
a Speed of sound [m/s]
β Shock angle [°]
θ Airflow angle [°]
R Gas constant [J/(mol K)]
Li,T Flange work [J]
ζ Correction coefficient

1 Introduction

Traditional aero-engines use Brayton cycle based on isobaric combustion. With
the development of technology, its cycle efficiency has been greatly improved [1].
Although the technology and efficiency of aero-engine have been improved rapidly,
a serious problem has been exposed. The efficiency of aero-engine is close to the
limit of Brayton cycle, which means that the future development of aero-engine
must make a breakthrough in thermal cycle. The quasi-constant volume combustion
cycle based on detonation combustion [2] can not only improve the efficiency of
aero-engine [3, 4], but also reduce the number of turbines and compressors because
of the self-pressurization function of detonation combustor, So that the power plant
is more compact and the manufacturing cost is significantly reduced [5], so as to
increase the thrust-weight ratio [6]. As a result, the performance of aero-engine has
been greatly improved, which meets the urgent demand of new air-to-space power
with high thrust, large thrust-to-weight ratio and high speed in aviation field.

Engines based on detonation combustion cycles are mainly used in hypersonic
aircraft, including rockets, missiles and drones, as well as new aerospace aircraft
[7, 8]. Replacing the isobaric combustor of a traditional gas turbine engine with a
detonation combustor is expected to significantly improve the engine performance
[9]. This new type of propulsion device formed by the combined turbine of the
detonation combustion chamber is called the detonation turbine engine. As aworking
mode of air-breathing detonation engine, detonation turbine engine can produce large
thrust at low turbocharging ratio. As a result, the number of stages of compressors
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and turbines can be reduced. This kind of combustion chamber is smaller in size,
simpler in structure and can produce higher thrust-to-weight ratio. However, the
flow conditions at the exit of the detonation combustor are very complex, and high
temperature, supersonic and high frequency pressure, temperature and flow angle
oscillations [10] are typical characteristics, which brings great difficulties for the
turbine to achieve efficient power extraction. At present, the research on the design
method of high-efficiency turbine after rotary detonation combustion is very few,
and some studies have shown that if the existing conventional turbine design is
adopted under this condition, the efficiency of turbine components will be less than
30% [11]. This will deplete the benefits of turbocharged combustion. Therefore, the
development of high efficiency energy-power conversion turbine under the extreme
conditions of high temperature, supersonic, high frequency pressure and temperature
oscillation has become the key to the application of rotary detonation combustion in
gas turbine power equipment.

The practical application of isovolumetric combustion cycle in aero-engine is to
replace the traditional isobaric combustion chamber with self-pressurized combus-
tion chamber (PGC). Because the propagation velocity of detonation wave is very
fast (above 1000 m/s) [12], the product after combustion wave is too late to expand,
and the detonation combustion process is close to isovolumetric combustion, so the
detonation cycle process is similar to that of isovolumetric cycle [13]. The high
thermal efficiency of the cycle based on detonation combustion is mainly due to the
decrease of entropy in the combustion process, and another important reason is that
the highest temperature of the cycle is higher than that of the Brayton cycle (that is,
the average endothermic temperature is high). However, the main challenge facing
the practical application of PGC in gas turbines and aero-engines is the lack of turbine
machinery that can effectively obtain work from PGC exhaust [14].

Detonation turbine engine can be divided into two categories, namely rotary deto-
nation turbine engine [10, 15, 16] and pulse detonation turbine engine [17–19]. The
rotary detonation turbine engine uses the rotary detonation combustion chamber
instead of the traditional isobaric combustion chamber, and the predetonation tube
is often used to initiate the detonation wave after the fuel is premixed in advance or
mixed in the combustion chamber; one or more detonation waves rotate and propa-
gate along the circumferential direction at the head of the combustion chamber; the
high temperature and high pressure products after combustion are rapidly ejected
almost along the circular axis by expansion. In addition, the oblique shock wave and
contact discontinuity are accompanied by the oblique detonationwave. In the process
of detonation wave propagation, the combustible mixture is continuously charged
into the combustion chamber from the head, and a triangular unburned propellant is
formed in front of the detonation wave for detonation wave combustion. The pres-
sure of the combustion product after the detonation wave decreases rapidly under
the action of the sparse wave, the pressure in most areas behind the detonation wave
is less than the injection pressure, and the premixed combustible gas begins to fill
into the combustion chamber, which provides fresh fuel for the next cycle of detona-
tion wave propagation [20–22]. Pulse detonation turbine engine replaces the tradi-
tional isobaric combustion chamber with pulse detonation combustion chamber [23].
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Compared with rotary detonation combustion, it requires continuous pulse initiation
and discontinuous fuel input, but it has high specific impulse and high efficiency.
When the frequency is high enough, the thrust is also continuous. Its flying Mach
number can reach 6 ormore. After study [24] under the same design parameters, after
the traditional turbojet engine uses the pulse detonation main combustion chamber,
the engine unit thrust can be increased by 8.33%, and the fuel consumption can
be reduced by 5.7%. Under non-design point conditions, compared with the tradi-
tional turbojet engine, the pulse detonation turbojet engine can increase the thrust by
2–6.5%, reduce the fuel consumption by 3.1–7.6%, and increase the unit thrust by
2.4–7.8% [25] (Fig. 1).

The exhaust flow of detonation combustor has high temperature, supersonic and
high frequency pressure, temperature and flow angle oscillations characteristics [26].
This pressure, temperature, velocity fluctuation and supersonic outflow will have a
great impact on the thermal-power conversion process of the turbine. Bring a lot of
aerodynamic loss. When traditional turbine is directly combined with isovolumetric
combustion chamber, its efficiency is low [27, 28]. In order to solve this problem,
there are two ways. The first is to design a mixing chamber so that the incoming flow
can be applied to traditional turbines. For example, Andrus et al. [29, 30] adopts a
mixing chamber and an isolation section, and proposes to connect a mixing chamber
at the exit of the detonation combustion chamber, so that the forward flow of the
turbine is more uniform and the temperature is relatively low. The traditional turbine
can adapt to this incomingflowcondition, but thismethodwill bring a lot of problems,
first of all, it makes the structure of the whole engine more complex, and secondly,
because the air flow in the mixer will decelerate and pressurize, it will increase the
pressure in the mixing chamber and easily cause reflux. Another method is to focus
on the special turbine design, so as to increase the flow rate and achieve the goal of
obtaining more work efficiently [31]. Aiming at the second method, this paper puts
forward the difficulties and key points in the design of supersonic turbine to adapt to
the incoming flow conditions actively.

In order to design a high-efficiency supersonic turbine, we need to analyze the
aerodynamic characteristics of the existing supersonic turbine cascade channel. For

Fig. 1 Schematic diagram of rotary detonation turbine engine (a) and pulse detonation turbine
engine (b)
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supersonic flow, the interference of turbine blades is encountered. Shock waves
will be generated at the entrance and channel of the turbine cascade, as well as at
the trailing edge [32]. We need to analyze and evaluate the losses caused by the
shock wave and the interaction between the shock wave and the boundary layer
[33]. The method of minimum entropy increase is used to design supersonic turbine
cascades so as to improve aerodynamic efficiency. We need turbine machinery that
can effectively extract power from PGC outflows [26]. Under the condition of high
efficiency supersonic flow, the downward turbine cascade can efficiently extract work
and supply the compressor, in addition, it can also accelerate the expansion of the
air flow, convert most of the internal energy into kinetic energy, and produce large
thrust. To meet the needs of higher thrust and more efficient aerospace power plant.

2 Performance Advantage of Constant Volume Combustion
Cycle

2.1 High Cycle Efficiency of Constant Volume Combustion

The Brayton cycle can be simplified into four reversible processes: adiabatic
compression, constant pressure heating, adiabatic expansion and constant pressure
exotherm (Fig. 2). With the development of technology, the efficiency and perfor-
mance of gas turbine and aero-engine based on Brayton cycle have made great
progress, but the efficiency of gas turbine needs to be improved. In the future, the
development of gas turbine and aero-enginemust make a breakthrough in the thermal
cycle. In contrast, the application of isovolumetric combustion cycle in future power
plants has great potential, while isovolumetric combustion cycle can be simplified
into four processes: Isentropic compression, isovolumetric combustion, Isentropic
expansion and isobaric heat release (Fig. 3). In ideal condition, its efficiency is higher

Fig. 2 P-V diagram (a) and T-S diagram (b) of Brayton cycle
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Fig. 3 P-V diagram (a) and T-S diagram (b) of constant volume combustion cycle

than that of Brayton cycle. Many scholars have carried on the thermodynamic anal-
ysis to the constant volume combustion cycle and put forward the advantage of the
constant volume combustion cycle compared with other cycles. We have made a
simple summary of it (Table 1).

It can be seen from Table 1 that in Ref. [34], under the condition of compressor
pressure ratio 16 and the same heat absorption, the thermal efficiency of the engine

Table 1 Thermodynamic analysis of constant volume combustion cycle

Researcher Conditions Thermal
efficiency

Specific fuel
consumption

Specific power Entropy
production

Li et al. [34] βc = 16
Same heat
absorption

+15.4%
(compared
with Brayton
cycle)

−13.5%
(compared
with Brayton
cycle)

+15.3%
(compared
with Brayton
cycle)

Braun et al.
[35]

α = Qρ1/P1 =
27.28
(dimensionless
heat
absorption)

66.5%
(Humphrey)
64.3% (FJ)
70% (ZND)

0.709 MJ/kg
0.834 MJ/kg
2.080 MJ/kg

3.08 kJ/(kg K)
3.12 kJ/(kg K)
3.12 kJ/(kg K)

Lu et al. [36] Humphrey
(7:1)
Otto cycle
(10:1)
Brayton cycle
(10)

55.0%
(pressure
ratio at the
same thermal
efficiency)

−28.02%
(compared to
conventional
engine)

From 3.34 to
19.01 kW/h
(pressure ratio
2–10)

Sousa et al.
[22]

Numerical
simulation

+5% (higher
than the
deflagration
engine)

20%
performance
improvement

(continued)
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Table 1 (continued)

Researcher Conditions Thermal
efficiency

Specific fuel
consumption

Specific power Entropy
production

Wu et al. [37] Theoretical
analysis

The
Humphrey
and Brayton
cycles

Andriani
et al. [38]

Theoretical
analysis

Produce a
thermal
efficiency as
high as 40%
(π = 3)

−15.65%
(lower than
the cycle)

Strong ability
to do work

Brophy [39] one approach to substantially improving gas turbine thermal efficiency is to
replace the nearly constant pressure combustion process

with constant volume combustion cycle is 15.4% higher than that of Brayton cycle,
and the fuel consumption is reduced by 13.5%. The unit thrust increased by 15.3%.
Braun et al. [35] analyzed the three isovolumetric combustion cycles of Humphrey,
FJ and ZND. The thermal efficiency is more than 60% and the entropy increase is
less than 3.2 kJ/(kg K). Lu et al. [36] analyzed the change of thermal efficiency with
different pressure ratio and found that the pressure required by the Humphrey cycle
with constant volume combustion is smaller than that of the Otto cycle and Brayton
cycle when the same thermal efficiency is achieved. Through numerical simulation,
Sousa et al. [22] found that the efficiency of rotary detonation turbine engine is
improved by about 5%. The data in Table 1 show that the constant volume combustion
cycle has some advantages over the traditional Brayton cycle in thermal efficiency.
in order to analyze the reasons, we use the pressure diagram and temperature entropy
diagram of the two cycles to explain this phenomenon.

According to the pressure volume diagram and temperature entropy diagram of
the traditional Brayton cycle and isovolumetric combustion cycle, we can see that the
two cycles do the same work. Ideally, the Isentropic expansion converts the internal
energy into kinetic energy and mechanical energy. But the heating mode is different,
the Brayton cycle uses isobaric heating, which has a larger entropy increase (which
will be explained later), and the isovolumetric combustion cycle uses isovolumetric
heating with low entropy and high thermal efficiency (Fig. 4).

Limiting the performance improvement of aero-engines and gas turbines is
the turbine inlet temperature and pressure ratio, so we choose the two kinds of
cycle turbine inlet temperature and pressure ratio conditions are the same, that is,
the maximum temperature (heat absorption) of the two cycles is the same, and
the compression ratio is the same. Finally, the isobaric expansion to the ambient
temperature ends the whole cycle [40].

The thermal efficiency in a cycle is:

ηth = Wout

Qin
= Qout − Qin

Qin
(1)
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Fig. 4 Schematic diagram of isovolumetric combustion cycle (a) and Brayton cycle (b)

In a thermal cycle, output power equals the net heat flux through the engine, for
constant volume combustion cycles:

Heat released (unity mass flow rate): Qout = H4′ − H1 = Cp(T4′ − T1)
Heat introduced (unity mass flow rate): Qin = H3′ − H2 = Cv(T3′ − T2)

ηth = Wout

Qin
= Qin − Qout

Qin
= Cv(T3′ − T2) − Cp(T4′ − T1)

Cv(T3′ − T2)
= 1 − γ

(T4′ − T1)

(T3′ − T2)
(2)

where γ is the ratio of the specific heat respectively at constant pressure and
constant volume. In an ideal cycle the compression and expansion respectively in
the compressor and turbines are adiabatic and isentropic, so:

T2 = T1

(
P2
P1

) γ−1
γ

; T4′ = T3′

(
P4′

P3′

) γ−1
γ

(3)

From the state equation of a perfect gas (PV = RT) and considering that the
combustion occurs at constant volume it follows:

P3′

T3′
= P2

T2
(4)

Indicating with βc the pressure ratio p2/p1, from Eqs. (2) and (3) we have

P3′ = P1
T3′

T1
β

1
γ

c (5)

From Eqs. (2) and (4):
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T4′ = T3′

⎡
⎣ 1

(T3′/T1)β
1
γ

c

⎤
⎦

γ−1
γ

(6)

Substituting Eq. (5) into Eq. (1) and rearranging yields:

η = 1 − γ

T3′/T1

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

T3′/T1

([
1

(T3′ /T1)β
1
γ
c

] γ−1
γ

)
− 1

1 − β
(γ−1)/γ
c

T3′ /T1

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(7)

And for the Brayton cycle, because 1–2 processes are Isentropic processes, 2–
3 are isobaric heating processes, 3–4 are Isentropic expansion processes, and 4–1
are isobaric processes, so the relationship between Isentropic processes and isobaric
processes can be obtained.

T2
T1

=
(
P2
P1

) γ−1
γ

,
T3
T4

=
(
P3
P4

) γ−1
γ

=
(
P2
P1

) γ−1
γ

(8)

By introducing the pressurization ratio, the thermal efficiency of the Brayton cycle
is obtained.

P2
P1

= βc, ηth = 1 − 1

β
γ−1
γ

c

(9)

It can be seen from this formula that the temperature difference between 4 point
and 1 point is much larger than that between 4′ point and 1 point, so the difference
between isobaric specific heat capacity and isovolumetric specific heat capacity can
be ignored. Therefore, it is concluded that the efficiency of the isovolumetric cycle
is greater than that of the Brayton cycle based on isobaric heating.

2.2 Large Net Output Work of Constant Volume Cycle

Ideally, we can analyze the relationship between the net output work of the two
cycles, and we assume that the heat absorption is the same, as shown in Fig. 5.

Among them, the pink shadow part is the net output work of the isovolumetric
combustion cycle, and the green shadow part is the net output work of the Brayton
cycle. Our premise is that the heat absorption is the same, that is, the area enclosed by
A–1–2–3–4–B is the same as that surrounded by A–1–2–3–4–C, as can be seen from
Fig. 5. The heat release of isovolumetric combustion cycle is obviously smaller than
that of Brayton cycle, so the area of pink shadow is larger than that of green shadow,
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Fig. 5 Schematic diagram of net output power of isovolumetric combustion cycle and Brayton
cycle

that is, the net output work of isovolumetric cycle is larger than that of traditional
Brayton cycle. So in order to achieve the same turbine inlet conditions of the Joule
cycle, the Humphrey cycle (constant volume combustion cycle) only needs to add
less pressure to the compressor. As a result, the Humphrey cycle provides a potential
surge in specific power and cycle efficiency. In order to obtain more power and
economic benefits, the turbine efficiency should be higher than a certain threshold
set by the increase of combustion chamber pressure and turbine entry temperature.

To sum up, the constant volume combustion cycle has obvious advantages in
theory, with high thermal efficiency and large specific power [41]. And in the case of
the same heat absorption, the net output power of the constant volume combustion
cycle is large. To achieve the same turbine inlet conditions, only the compressor
supercharging ratio is smaller. In other words, if we require the same work output,
the Isentropic efficiency of the turbine can be further reduced. If we can further
improve the Isentropic efficiency of the turbine cascade under this incoming flow
condition, the work capacity and thrust-to-weight ratio of the aero-engine based on
this isovolumetric cycle will be further improved.

3 Based on the Inlet Condition of Supersonic Flow Turbine
in Detonation Combustion

Detonation combustion is a periodic intense combustion, and this combustion will
make the exit of the detonation combustion chamber supersonic outflow, and its
impact on the turbine is very strong [42]. In addition, the exit of the detonation
combustion chamber has the fluctuation characteristics of high frequency pressure,
temperature and velocity, and the air temperature at the exit is very high. Because of
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Fig. 6 Based on the inlet condition of supersonic turbine under the condition of rotating detonation

the supersonic flow, in the case of blade disturbance, a shock wave will be generated
in the turbine cascade channel, coupled with the interaction between the shock wave
and the boundary layer [43], which further aggravates the turbine inlet conditions.
This brings difficulties to the design of turbine cascades and blade profiles under
supersonic flow conditions, in addition to the need to reduce the effect of shock
waves, reduce aerodynamic losses and improve efficiency. The cooling and strength
of the blade also need to be considered. The turbine inlet conditions can be briefly
summarized in Fig. 6.

Here we analyze the difficulties in the design of supersonic turbine cascades
caused by channel shock waves, pressure pulsations at high frequencies, and
incoming flow conditions at high temperatures. The related models are established.

3.1 Leading Edge Bow Shock Model

Under the condition of supersonic flow, a bow shock wave will be formed in front
of the arc leading edge of the supersonic turbine cascade, which is equivalent to two
oblique shockwaves [32] as shown in Fig. 7, the correction coefficient ζ is introduced
here. The arc tangent of the leading edge of the turbine blade is passed through the
midpoint of the bow shock wave, and the angle between the arc and the middle arc
is θ, as the deflection angle of the incoming flow, and the oblique shock angle is β,
making use of this simplified relationship. It also facilitates the calculation of the
reflection and propagation of shock waves in the channel (see 4.1).
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Fig. 7 Leading edge shock model (a) and diagrams of oblique shock calculation (b)

Mn,1 = u1
a1

= M1 sin β (10)

Mn,2 = u2
a2

= M2 sin(β − θ) (11)

The bow shock wave is equivalent to an oblique shock wave, and the correction
coefficient needs to be introduced.

M2
n,2 = ζ1

1 + [
(γ − 1)/2

]
M2

n,1

γ M2
n,1 − (γ − 1)/2

(12)

P2
P1

= ζ2

(
1 + 2γ

γ + 1

(
M2

n,1 − 1
))

(13)

Because this assumption will inevitably bring some errors, the correction coeffi-
cients ζ1 and ζ2 are introduced to obtain the Mach number loss and pressure change
caused by bow shock wave. Here, ζ1 is smaller than 1, and ζ2 is larger than 1, because
the attached oblique shock wave is generally a weak shock wave, while the bow
shock wave is generally an detached shock wave, so the correction coefficient is
greater than 1 when it is equivalent to an oblique shock wave.

3.2 High Frequency Pressure Fluctuation and Noise

Asmentioned earlier, the study shows that the outlet of the constant volume combus-
tion chamber has the pulsation of temperature, pressure and velocity, which will be
greatly reduced in the first stage turbine, which makes the turbine work extraction
more efficient and reasonable. The design of the first-stage turbine cascade is partic-
ularly important. The study shows that the pressure pulsation frequency at the exit
of the constant volume combustion chamber is of the order of kilohertz [44], but the
frequency range is different according to different studies. Table 2 is the conclusion
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Table 2 Supersonic turbine inlet pressure pulsation

Researcher Research
methods/conditions

Peak pressure Pressure pulsation
frequency (KHz)

Sun et al. [45] Numerical simulation
Roe-FDS

5.05 MPa 7.766

Anand et al. [46] Experimental Pressure gain of 13–55
across the wave

Single wave: 3.7
Dual wave: 6.1

Roy et al. [47] C2H4-O2 mixture at
normal condition

33.3 atm Above 1 and very
intense

Rasheed et al. [18] Experimental 50 psig Intense pressure
pulsation

Jonathan et al. [48] Experimental Up to 17 atm Intense pressure
pulsation

Welsh et al. [21] Experimental (Turbine
T63)

Higher total inlet
pressure (compared
with Brayton cycle)

8.6

Liu et al. [49] Numerical simulation Higher total inlet
pressure (compared
with Brayton cycle)

Up to 10 kHz

Braun et al. [50] Numerical simulation 7 MPa 2.600

Xue et al. [51] Experimental 23 bar 7.732

drawn by some researchers. It can explain the high-frequency pressure pulsation
pressure at the exit of the detonation combustor, that is, the inlet of the supersonic
turbine.

We can see from Table 2 that the pressure at the exit of the detonation combustor
obtained by either numerical simulation or experiment is very high, and there is
a high frequency pressure fluctuation and Oscillating flow sweep of the order of
magnitude of kHz, which is a great test for the supersonic turbine. According to the
frequency spectrum analysis of pressure, we can know that the frequency of pressure
pulsation is high, and this high-frequency pulsation will bring noise problems. At
the same time, this high-frequency pressure pulsation will cause fatigue of metal
materials. Coupled with the thin leading edge and trailing edge of supersonic turbine,
it is easy to cause fatigue fracture, which puts forward a more severe test for the
design of turbine. At present, there are two solutions. The first is to set up a mixing
chamber in front of the turbine, which aims to reduce the pressure and the pulsation
of speed and temperature, so as to achieve the conditions that the turbine can bear.
The secondmethod is to further improve the design level of the turbine to adapt to this
incoming flow condition. According to the method of minimizing entropy increase
of supersonic turbine cascades proposed in Sect. 4.1 below, it is necessary to reduce
the thickness of the leading edge of the blade, and the pulsation of flow pressure
proposed by this section will cause metal fatigue, and it is necessary to improve the
strength of the blade, that is, the leading edge of the blade should not be too thin.
Therefore, it is necessary to balance the contradiction between the two.
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3.3 High Temperature Inflow Condition

At present, we not only know that the exit of detonation combustion chamber (isovol-
umetric combustion chamber) has the fluctuation of pressure, velocity and temper-
ature, but also because this kind of detonation combustion chamber uses the self-
pressurization function of detonation wave, which will bring a great increase in
temperature. According to the current research, the temperature at the exit of the
detonation combustor, that is, the supersonic turbine inlet, can reach 2000 K and
above (Table 3).

Assuming that the detonation combustion chamber model is as follows, and
assuming that its pressurization function is realized by pure isovolumetric combus-
tion, then according to the relationship between pressure and temperature in the
isovolumetric process (Fig. 8).

According to the relationship of isovolumetric combustion process and Clapeyron
equation PV = RT, there are:

TB

TA
= PB

PA
(14)

Then, according to the temperature and pressure at the inlet of the combustion
chamber, as well as the maximum pressure of the combustion chamber, we can know
the temperature at the exit of the combustion chamber. According to the study, it
is found that the outlet temperature can reach 2000 K and above. At the present

Table 3 Incoming flow
temperature conditions

Researcher Research
methods/conditions

Peak temperature
(K)

Sun et al. [45] Numerical
simulation Roe-FDS

3480

Roy et al. [47] C2H4-O2 mixture at
normal condition

3937

Jonathan et al. [48] Experimental 3000

Welsh et al. [21] Experimental
(Turbine T63)

2350

Vinha et al. [52] Numerical
simulation

2500

Braun et al. [50] Numerical
simulation

3600

Braun et al. [35] The theoretical
analysis

2550

Eric et al. [53] The theoretical
analysis

Above 2000

Nordeen et al. [54] The theoretical
analysis

Above 2000
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Fig. 8 Constant volume
combustion chamber model

stage, the highest temperature that our superalloy can bear is about 1400 K, so the
high temperature at the outlet of the isovolumetric combustion chamber brings some
difficulties to the design and cooling of turbine cascades. In addition, in order to
improve the aerodynamic performance, the thinner the turbine leading edge is, the
more likely it is to be ablated, so the cooling of supersonic turbine blades [55] is also
a key problem to be studied.

4 Aerodynamic Characteristics of Turbine Cascade
Passage Under Supersonic Flow

We know that the biggest problem of isovolumetric combustion cycle at this stage is
the lack of corresponding efficient turbines to extract work, so it is necessary for us to
study the flow characteristics of turbine cascades under the condition of supersonic
flow at present. To provide some reference for the design of more efficient turbines.

4.1 Channel Shock Model

When the supersonic flow encounters the interference of the turbine blade, the shock
wavewill be generated at the entrance of the cascade passage. Of course, the type and
position of the inlet shockwave are different for different shapes of turbine blades. At
present, the blade profiles of turbine cascades under supersonic flow can be divided
into the following two categories, one is impulse supersonic flow condition [56],
and the other is precompressed blade profile under supersonic flow condition [54].
The common characteristics of the two types of blades are that the leading edge and
trailing edge are thin, and the cascade channel converges at first and then expands.
The purpose is to obtain work that meets certain conditions while minimizing the
interference to the air flow, reducing the flow loss and improving the aerodynamic
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Table 4 Passage shock wave

Researcher Research methods Passage shock wave Loss

Sousa et al. [31] The method of
characteristics
The numerical
simulation

Leading edge shock
Reflected shock
Trailing edge shock

Entropy generated by
the supersonic passage
was reduced by 15%
(the optimized)

Liu et al. [57] The numerical
simulation

Leading edge shock
waves

Total pressure loss is
11.7%

Paniagua et al. [58] Conventional subsonic
turbines
Inlet Mach number of
3.5

Leading edge shock
Reflected shock
Trailing edge shock

Up to 80% total
pressure loss (with
typical pressure losses
from inlet to outlet of
about 5% in Brayton)

Sousa et al. [59] The numerical
simulation

Up to 14.8% total
pressure loss

efficiency. The difference is that the impulse blade profile ismostly symmetrical blade
profile, which is designed by multi-arc design method, while for the pre-compressed
blade profile, it borrows the wedge shape of the inlet, mostly the wedge shape or the
front stage cascade shape of the compressor. The channel shock wave will bring a
large total pressure loss, and the shock wave will lead to the deceleration of the air
flow. Many scholars use the method of numerical simulation to study the channel
shock wave and its related loss (Table 4).

It can be seen from Table 4 that if the subsonic turbine cascade is used, the loss
can reach more than 80%, so it is necessary to design a supersonic cascade suitable
for incoming flow, but the shock wave problem will also bring more than 11.7% of
the total pressure loss.

The passage shockwavewill bring a lot of problems, the airflow through the shock
wave will produce a large total pressure loss, and its airflow velocity will decrease,
resulting in momentum loss and energy loss, resulting in the decrease of engine
thrust and the work capacity of the airflow. Coupled with the interaction between
the shock wave and the boundary layer, the separation of the boundary layer will be
accelerated. The turbulence is enhanced, in addition, the shock wave will also lead to
viscous heating, resulting in an increase in the wall temperature of the turbine blade.

Due to the action of the blunt body at the leading edge of the turbine blade, most
of the shock waves produced at the entrance of the turbine cascade channel are bow
shock waves, which will extend into the turbine cascade channel, so from a common
sense point of view, in order to reduce the loss, although we want to reduce the
number of shock waves in the channel, the less the number of shock waves reflected
in the channel, the better, so we come to the conclusion that the smaller the angle of
the bow shock wave, the better. Therefore, under the condition of supersonic flow,
the thinner the leading edge of the cascade is, the better.

But the design difficulties caused by this are also obvious. On the one hand,
because the leading edge of the blade contacts the high temperature gas at the exit
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Fig. 9 Schematic diagram of supersonic turbine blade and different shock angles

of the combustion chamber, the leading edge of the turbine blade is easy to cause
ablation, so it is necessary to take necessary active cooling measures, on the other
hand, the strength of the leading edge of the blade has also been greatly tested.
According to the study, it is found that the pulsation of temperature, pressure and
velocity at the exit of the constant volume combustion chamber decreases especially
in the first stage turbine, so the test of the first stage turbine will be very great.

With the continuation of the front bow shock model, if the equivalent oblique
shock angle is smaller, the shock intensity of the oblique shock wave will be weaker,
so in the design of supersonic turbine cascades, the deflection angle should be reduced
as much as possible, so that the disturbance is smaller and the shock wave intensity
is weaker. As shown in Fig. 9, the grid distance is t, the chord length is b, and the
leading edge thickness is c.

As mentioned earlier, the smaller the oblique shock angle is, the weaker the shock
wave intensity is, and the advantage is that the smaller the angle is, the less the
reflection times of the turbine cascade with a certain chord length b is, the less the
total shock number of the shock series is, and the smaller the entropy production is
[31]. In other words, the aerodynamic efficiency of the turbine cascade channel is
higher.

In the image above, the equivalent oblique shock waves produced by cascades
with leading edge thicknesses of C1 and C2 (C1 > C2) are β1 and β2, respectively. Of
course, this is only a simplified model, but it can show how to achieve the design of
supersonic turbine cascades with minimal entropy increase. Of course, the smaller
the leading edge thickness, the better, but this contradicts the strength requirements
of the leading edge of the turbine blade. In addition, the thickness is too small, the
leading edge of the turbine blade is easy to be ablated, and the cooling of the turbine
blade is also difficult to achieve.

For the turbine cascade under the condition of supersonic flow, due to the interfer-
ence of the blade, the shock wave will inevitably be generated, and the shock wave
will reflect and propagate in the cascade channel. In order to study the shock wave
in the channel, we need to classify the shock wave according to its characteristics.
Under the condition of supersonic flow, there are four types of shock waves in turbine
cascades [19]: (1) detached bow shock wave and the shock wave extending in front
of the cascade; (2) pre-compression shock wave; (3) front channel shock wave; (4)
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rear channel shock wave; the cause and intensity of these shock waves are different.
The supersonic flow at the entrance of the cascade encounters a blade leading edge
with a certain thickness to form a detached bow shock. The upper half of the bow
wave extends to the far front of the cascade, and the lower half of the bow wave
enters the blade channel and intersects with the suction surface of the next blade to
form a front channel shock wave. The shock wave in the rear channel is a normal
shock wave, and its strength and position are determined by the back pressure.

4.2 Flow Characteristics of Supersonic Turbine Cascades

The second is its flow characteristics, or its expansion work characteristics, we know
that for supersonic flow, it will expand and accelerate in the expansion channel and
compress and decelerate in the convergence channel. Most of the existing supersonic
turbine cascade channels are convergence-expansion channels. Here, we might as
well boldly assume that the full expansion channel is used and compare the perfor-
mance of the two kinds of turbine cascade channels. We assume that the chord length
b, expansion ratio and pitch t of the two cascade channels are the same. As shown in
Fig. 10.

Assuming that the incoming flow temperature T3, incoming flow pressure P3,
incoming flow velocity v and total flow m are the same, the relationship is as follows
(the influence of channel shock wave is not considered here): The Isentropic expan-
sion work is used to describe the flow expansion work characteristics of two kinds
of turbine cascades.

Fig. 10 Supersonic turbine
cascade
contraction–expansion
channel and full expansion
channel
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⎞
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According to the characteristics of the Isentropic expansion work, we only need
to know that the Isentropic expansion work can be judged by the drop-pressure
ratio. According to the calculation method of the drop-pressure ratio, for the fully
expanded supersonic turbine cascade channel, when the incoming pressure condi-
tion and surface-throat ratio are the same, the drop-pressure ratio is larger than
that of the convergence-expansion channel, so the Isentropic expansion work of the
convergence-expansion channel is smaller than that of the convergence-expansion
channel. But from another point of view, because the combustion chamber of the
constant volume combustion cycle has the function of self-pressurization, if the work
to be extracted by the turbine does not need to be too large to meet the turbocharging
requirements of the compressor, then more thermal energy will be converted into
kinetic energy. The generation of greater thrust will greatly increase the thrust-to-
weight ratio of the aero-engine, while the full expansion channel can not only bring
a greater drop-to-pressure ratio, but also bring faster acceleration expansion of the
air flow. Just enough to meet this demand, if a multi-stage turbine is needed, the next
stage uses impulse supersonic turbine cascades to obtain more work.

5 Significance of Supersonic Turbine

According to the research, isovolumetric combustion cycles usually produce higher
specific work, and it is also mentioned earlier that supersonic turbines are lack of
efficient power extraction at this stage, which is one of the important significance of
supersonic turbine research. Fromanother point of view, supersonic turbines solve the
problem that pulse detonation turbine engines and rotary detonation turbine engines
cannot start themselves at the present stage, and at the same time, it has a large thrust-
to-weight ratio. The development of high-efficiency engines provides the direction.
Specifically, we explained previously that the thermal efficiency of the engine based
on constant volume combustion cycle is high, but in practical application, there is
a lack of turbine machinery that can effectively extract work, if it can effectively
improve the Isentropic efficiency of the turbine, it can greatly improve the amount of
effective work extraction and obtain more flange work, which can be used as output
power generation and can also be used in aero-engines to supply compressors. We
know that the detonation engine uses the detonation wave in the combustion chamber
to realize the self-boosting function, but the generation and self-sustaining and stable
propagation of the detonation wave still need to be solved. If the incoming pres-
sure can be increased, the air pressure entering the detonation combustion chamber
increases, the detonation wave will be generated relatively easily, and to realize the
compressor’s increase in the pressure of the incoming gas, it is necessary to rely on
the turbine behind. This is also one of the meanings of supersonic turbines.
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6 Conclusions

1. Compared with the Brayton cycle, the constant volume combustion cycle has
obvious advantages in theory, with high thermal efficiency and large specific
power. And in the case of the same heat absorption, the net output power of the
constant volume combustion cycle is large. To achieve the same turbine inlet
conditions, only the compressor supercharging ratio is smaller. In other words, if
we require the same work output, the Isentropic efficiency of the turbine can be
further reduced. If we can further improve the Isentropic efficiency of the turbine
cascade under this incoming flow condition, the work capacity and thrust-to-
weight ratio of the aero-engine based on this isovolumetric cycle will be further
improved.

2. Based on the detonation isovolumetric combustion cycle, the incoming flow of
supersonic turbine has velocity, temperature and pressure pulsation. At the same
time, because of the supersonic flow, a bow shock wave will be generated at the
leading edge of the supersonic turbine, which is equivalent to an oblique shock
wave, which shows that under the condition of supersonic flow, the thinner the
turbine leading edge is, the better, but at the same time, it contradicts the turbine
strength and the leading edge is easy to be ablated, and needs to be balanced with
each other.

3. The supersonic turbine channel needs to be designed by the minimum entropy
increasemethod. The smaller the number of shockwave reflection in the channel,
the smaller the entropy increase, the higher the Isentropic efficiency and the
greater the Isentropic expansion work.

4. Under the condition of supersonic flow, the turbine cascade can take the form
of convergence-expansion or full expansion in order to achieve the purpose of
expansion acceleration. If the full expansion channel is adopted, its Isentropic
expansionwork is less than that of the convergence-expansion channel. However,
its drop-pressure ratio is larger and converted into more kinetic energy, which
is more beneficial for generating large thrust. In specific applications, the use
of convergence-expansion channel or full-expansion channel also needs to be
weighed.

5. If the Isentropic efficiency of the turbine can be effectively improved, the amount
of effective work extracted can be greatly increased and more flange work can
be obtained. This part of flange work can not only be used as output power
generation, but also can be used in aero-engine to supply compressor. The deto-
nation engine uses the detonation wave in the combustion chamber to realize the
self-pressurization function, but the generation and self-sustaining stable propa-
gation of the detonation wave still need to be solved. If the incoming pressure can
be increased, the air pressure entering the detonation combustor increases. The
generation of detonation waves will be relatively easy. That’s why supersonic
turbines exist.
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An Application of QFD in Aircraft
Conceptual Design

Shiyu Wang, Zhouwei Fan, and Xiongqing Yu

Abstract Aircraft conceptual design is the very beginning of aircraft design process
in which one or several aircraft configurations are created to meet the top-level
requirements of aircraft. The aim of this paper is to build a more traceable, struc-
tured and systematic process of aircraft conceptual design by use of Quality Function
Deployment (QFD) method. The conceptual design of a narrow body commercial
aircraft is used as an example to illustrate application of the QFD. The top-level
requirements of the commercial aircraft are defined. The conceptual design activi-
ties such as initial sizing of aircraft, wing configuration design, fuselage configura-
tion design, and empennage configuration design are accomplished using House of
Quality (HOQ). During initial sizing of aircraft, the top-level requirements of aircraft
are converted into the requirements for aerodynamics, propulsion and weight with
the aid of HOQ and constraint analysis. During configuration designs of the wing,
fuselage and empennage, their requirements are identified based on the top-level
requirements and output of the initial sizing, and consist of requirements of aerody-
namics, structure, control, safety, operation, cost and etc. Several HOQs representing
the relationships between the requirements and the configuration design parameters
are created. After that, the configuration design parameters are selected with the aid
of the HOQ and relevant design knowledges. By use of the QFD, aircraft conceptual
design activities are represented by a number of the HOQ and the design process
of configuration parameters is traceable through the HOQ. It is concluded that the
QFD-based aircraft conceptual design is more traceable, structured and systematic
than the traditional method.
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1 Introduction

Aircraft design can be divided into three interrelated and interdependent stages:
conceptual design, preliminary design and detail design. Although conceptual
designers account for only 1% of the total design staff, the impact of the conceptual
design stage on the life cycle cost of the aircraft is as high as 65% [1]. Therefore,
the conceptual design stage is crucial for aircraft design. Generally, aircraft design
begins with customer requirements. In the conceptual design stage, designers need
to convert these requirements into aircraft engineering characteristics. Quality Func-
tion Deployment (QFD) is a systematic, structured and traceable analysis method,
which can effectively transform customer requirements into product engineering
characteristics.

There have been some QFD applications in the field of aircraft design. Tan [2]
appliedQFD to the conceptual configuration design phase of low speedHighAltitude
Long Endurance (HALE) UAVs, using a four-level QFDmodel to compete customer
requirement to performance parameters, performance parameters to parts character-
istics, parts characteristics to manufacturing processes, manufacturing processes to
manufacturing controls conversion. Through this process, the important design vari-
ables at all stages of HALE UAVs design to manufacturing were identified. Lin and
Wang [3] adopted a two-level QFD model to identify the important design features
of a HALE UAV. Kamal and Ramirez-Serrano [4, 5] used a two-level QFD model
combined with multiple analysis and decision-making methods to select the best
baseline configuration for hybrid UAVs among several aircraft conceptual config-
urations. Ashtiany and Alipour [6] completed the redesign of the Beech Barbon58
tail using the Axiomatic Design (AD) method integrated with QFD in the conceptual
design of the aircraft tail. Currently, the applications of QFD in the conceptual design
phase of aircraft mainly focus on identifying key technologies.

The purpose of this paper is to build a more traceable, structured and systematic
aircraft conceptual design process by use of QFD. Several HOQs are created to
convert customer requirements into engineering characteristics. Based on theseHOQ
and the relevant aircraft design knowledge, the aircraft design parameters, including
the top-level and component-level design parameters are determined.

The following sections will describe QFD method, detailed procedures for QFD-
based aircraft conceptual design, and an application of the QFD to configuration
design of a narrow body commercial aircraft.
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2 Methodology

2.1 Quality Function Deployment

QFD is a product design and quality assurance method driven by customer require-
ments, which can capture customer requirements and systematically convert them
into engineering characteristics, and convert qualitative requirements into relevant
quantitative design parameters [7]. This method was first proposed by Dr. Yoji Akao
in the 1960s to solute the problem that product quality was difficult to be guaran-
teed. After continuous development, American Supplier Institute (ASI) launched
the four-level QFD model, which corresponds to product planning, product design,
process planning and production planning of the entire product development process.
Through these four steps, customer requirements are gradually converted into perfor-
mance parameters, parts characteristics, manufacturing processes and controls [2].
The four-level QFD model is shown in Fig. 1.

The House of Quality (HOQ) is the core tool of QFD. The general HOQ template
is shown in Fig. 2, and consists of the following elements [8]:

(1) Section A is about Whats matrix containing customer requirements and their
importance, which indicates what needs to be done.

(2) Section B is about Hows matrix containing engineering characteristics, which
indicates how to do it according to the requirements.

(3) Section C is about the correlation between engineering characteristics, which
can be a positive, negative or no correlation.

(4) Section D is about the relationship between customer requirements and
engineering characteristics, which can be a strong, medium, weak or no
correlation.

Customer 
Requirements

Performance
Parameters

Parts
Characteristics Manufacturing

Process Manufacturing
Controls

ASI Four-Level QFD Model

Fig. 1 Four-level QFD model
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D.
Relationship between customer 
requirements and engineering 

characteristics

C.
Correlation between 

engineering characteristics

A.

WHAT
Customer 

requirments
and 

importance 
rating

B.   HOW
Engineering characteristics

E.

Analysis of 
competing 
products

F.  Output
Engineering characteristic values 

and importance

Fig. 2 House of quality

(5) Section E is about the evaluation matrix, which is an analysis of similar
competitive products.

(6) Section F is the output of Hows matrix including the value and importance of
engineering characteristics.

2.2 Systematic Process

In this paper, a traceable, structured and systematic process of aircraft conceptual
design was developed by applying the QFDmethod. The whole process, as shown in
Fig. 3, is divided into four steps: (1) identifying the customer requirements, (2) iden-
tifying the engineering characteristics; (3) building the top-level HOQ and constraint
analysis; (4) building the component-level HOQ and the components configuration
design.
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Customer Requirements Engineering Characteristics

AHP HoQ
TopLevel

HoQ
Fuselage

HoQ
Wing

HoQ
Empennage

Fig. 3 Systematic process

Aircraft top-level and component-level requirements. The purpose of this step is
to identify customer requirements. It is the most critical step in the QFD process
to define requirements accurately, as the requirements are the initial driver of the
entire process [9]. Although, aircraft requirements are gathered from many sources
including aircraft manufacturers, airliners, passengers, freight operators, regulatory
agencies, and suppliers and partners, etc. However, the primary requirements come
from the operation of the air transport system, regulatory agencies and aircraft
customers. A database is created during gathering the requirements and then the
affinity diagram is used to classify the customer requirements. The affinity diagram
(orKJmethod)was designed by JiroKawakita in the 1960s and has been used as a tool
to classify and organize a large amount of messy and unstructured information into
logically connected groups [10]. In the conceptual design phase, aircraft customer
requirements can be divided into aerodynamics, structure, control, safety, operation,
cost, etc. in term of category, and can be divided into top-level and component-level
requirements in term of level. According to the current survey, aircraft top-level
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Leve1 Level2
Range
Cruise Mach
Take-off distance
Landing distance
Climb gradient at the second segment 
Climb gradient at the missed approach

Marketability Payload
Approach speed
Cruise altitude
Climb gradient at the cruise altitude

Top-level
requirements

Airworthiness

Performance

Fig. 4 Aircraft top-level requirements

requirements are shown in Fig. 4 and the component-level requirements are shown
in Sect. 3.

Aircraft engineering characteristics. The purpose of this step is to identify engi-
neering characteristics. Generally [9], each engineering characteristic should be
related to at least one customer requirement and describe the aircraft features in a
quantifiable form from a certain aspect, such as geometry, aerodynamics, weight or
propulsion parameters, etc. This step is extremely essential in the QFD process since
the incorrect identification of the engineering characteristics will lead to unsatis-
fying customer requirements. The aircraft engineering characteristics can be divided
into top-level and component-level characteristics. The affinity diagram is applied to
classify the engineering characteristics, aircraft top-level engineering characteristics
are shown in Fig. 5, and the component-level characteristics are shown in Sect. 3.

Top-level HOQ and initial sizing. The purpose of this step is to determine the
main parameters in the conceptual design of the aircraft. Firstly, build the top-level
HOQ based on top-level customer requirements and engineering characteristics, then

Level1 Level2
Takeoff maximum lift coefficient
Landing maximun lift coefficient
Lift coefficient at cruise
Lift-to-drag ratio at cruise
Lift-to-drag ratio at climb
Lift-to-drag ratio at missed approach
Thrust-to-weight ratio
Bypass ratio
Specific fuel consumption during cruise
Maximum takeoff weight
Wing loading
Landing-to-takeoff weight ratio

Top-level
engineering

characteristics

Aerodynamics

Propulsion

Weight

Fig. 5 Aircraft top-level engineering characteristics
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complete constraint analysis to determine the main parameters of the aircraft. The
steps of construction of the top-level HOQ are as follows:

(1) Based on the top-level requirements, complete the Whats matrix.
(2) Based on the top-level engineering characteristics, complete the Hows matrix.
(3) Based on the correlation analysis between engineering characteristics and qual-

itative analysis by experts, determine the correlation matrix. In this paper, “+”
indicates a positive correlation, “−” indicates a negative correlation, and null
indicates no correlation.

(4) Based on the correlation analysis of the requirements and engineering character-
istics and qualitative analysis by experts, determine the relationship matrix. In
this paper, “9” indicates a strong correlation, “3” indicates amedium correlation,
“1” indicates a weak correlation, and null indicates no correlation.

(5) Based on the analysis of similar competitive products, determine the market
competitive evaluation matrix.

(6) Calculate the importance of engineering characteristics based on Eq. (1).

IECj =
n∑

i=1

ICRi × Rij, j = 1, 2, 3 (1)

where IECj is the importance of the jth engineering characteristic

ICRi is the importance of the ith customer requirement

Rij is the relationship between the ith requirement and jth characteristic.

Component-level HOQ and parts configuration design. The purpose of this step
is to complete the component configuration design including the fuselage, wing and
empennage. Firstly, we build component-level HOQ using the method similar to
Sect. 2.2.3 and then complete the component configuration design. During building
HOQ of the fuselage, wing and empennage, their requirements are identified based
on the top-level requirements and output of the initial sizing, and consist of require-
ments of aerodynamics, structure, control, safety, operation, cost and etc. Finally, the
configuration design parameters are selected with the aid of the HOQ and relevant
design knowledges.

3 Application Example

This paper applies the systematic process to the conceptual design process of the
narrow body commercial aircraft. In the next subsections, the detailed procedure and
results of each step are presented.
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3.1 Initial Sizing

Firstly, the top-level HOQ of aircraft is built. The main function of the top-level
HOQ is to convert the customer top-level requirements into top-level engineering
characteristics and analyze the relationship between them. After that, with the aid
of the HOQ and constraint analysis, the thrust-to-weight ratio and wing loading are
determined. The top-level HOQ is built using the method in Sect. 2.2.3:

(1) Identify the customer requirements, and then apply analytic hierarchy process
(AHP) to determine the importance of the requirements shown in Fig. 6. The
AHP is a multi-criteria decision-making method for complex problem, which
transforms individual qualitative judgment into quantitative importance [11].

(2) Identify the engineering characteristics, which mainly consist of aerodynamics,
weight and propulsion parameters. For subsequent constraint analysis, based
on empirical data and mission profile analysis, estimate the value of some
engineering characteristics, as shown in Table 1.

Fig. 6 The relative importance of the top-level customer requirements

Table 1 Estimated data of
some engineering
characteristics

Engineering characteristics Value

Takeoff maximum lift coefficient 2.4

Landing maximum lift coefficient 3.0

Lift coefficient at cruise 0.4

Lift-to-drag ratio at cruise
Lift-to-drag ratio at climb
Lift-to-drag ratio at missed approach
Bypass ratio
Specific fuel consumption at cruise (kg/(daN*h))
Maximum takeoff weight (kg)
Landing-to-takeoff weight ratio

18
9
8
6
0.62
79,201
0.878
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(3) Complete the correlation matrix between engineering characteristics based on
qualitative analysis by experts. For examples, given the same mission range,
with higher specific fuel consumption, the more fuel is required. The more
fuel leads to an increase of aircraft take-off weight. Therefore, the specific
fuel consumption is related positively to the take-off weight. In general, with
the increase of the bypass ratio of the engine, the fuel consumption decreases.
Therefore, the fuel consumption is correlated negatively with the bypass ratio
of the engine.

(4) Complete the relationship matrix based on qualitative analysis by experts and
quantitative analysis of the relationship between the requirements and char-
acteristics. For examples, for jet aircraft, from Eq. (2) [12] for estimating the
range, it can be seen that the range is directly related to some engineering char-
acteristics such as specific fuel consumption rate, lift-to-drag ratio, and aircraft
weight at the start and end of cruise. From Eq. (3) [13] for estimating the takeoff
ground run distance, it can be seen that the takeoff ground run distance is directly
related to some engineering characteristics such as lift coefficient, wing loading,
and thrust-to-weight ratio. Therefore, according to the functional relationship
between requirements and characteristics, an impact analysis (Rough-Order-
of-Magnitude Analysis [2]) can quantitatively analyze the relationship between
them.

(5) Complete the competitive evaluation matrix based on the data of the same type
of narrow body commercial aircraft on the market and then determine the value
of top-level requirements, as shown in Fig. 7.

(6) Calculate the importance of engineering characteristics based on Eq. (1) in
Sect. 2.2.3, the result is shown in Fig. 8.

The top-level HOQ is shown in Fig. 9.With the aid of theHOQand relevant design
knowledges, a constraint analysis is performed [13]. In the constraint diagram as
shown inFig. 10, select the thrust-to-weight ratio (0.32) andwing loading (535kg/m2)
that meet the requirements.

Range = V

C

L

D
ln

Wi

Wf
(2)

Requirements Goal A319 A320 B737
Range(km) 5300 3518.8 5000.4 5248.2
Cruise Mach 0.8 0.78 0.78 0.75
Take-off distance(m) 1750 1750 2180 1939
Landing distance(m) 1350 1350 1440 1396
Climb gradient at the second segment 2.4% - - -
Climb gradient at the missed approach 2.1% - - -
Payload(kg) 14250 11780 14250 12160
Approach speed(m/s) 67 67.3 68.9 68.4
Cruise altitude(m) 11000 11277.6 11277.6 10668
Climb gradient at the cruise altitude 0.21% - - -

Fig. 7 Competitive evaluation matrix
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Fig. 8 The relative importance of the top-level engineering characteristics

Engineering
characteristics

Relative
importance

(%) Requirements Goal A319-100 A320-200 B737-300

Value

1 13.0 9.0 5300 5300 3518.8 5000.4 5248.2

2 13.0 9.0 0.8 0.8 0.78 0.78 0.75

3 8.7 6.0 1750 1750 1750 2180 1939

4 8.7 6.0 1350 1350 1350 1440 1396

5 13.0 9.0 2.4% 2.40% - - -

6 13.0 9.0 2.1% 2.10% - - -

7 13.0 9.0 14250 14250 11780 14250 12160

8 8.7 6.0 67 67 67.3 68.9 68.4

9 4.3 3.0 11000 11000 11277.6 11277.6 10668

10 4.3 3.0 0.21% 0.21%
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Fig. 9 The top-level HOQ

where V is the true cruise speed

C is the engine specific fuel consumption at cruise conditions

L/D is the aircraft lift-to-drag ratio at cruise conditions

Wi is the aircraft weight at the start of cruise

Wf is the aircraft weight at the end of cruise.

STOG = g

ρ · CL,LOF
· mMTO/Sw

TTO/(mMTO · g)
(3)
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Fig. 10 Constraint diagram

where STOG is the takeoff ground run distance

CL,LOF is the lift coefficient when the aircraft lifts off the ground

mMTO/Sw is the wing loading

TTO/(mMTO · g) is the thrust-to-weight ratio.

3.2 Fuselage Configuration Design

Firstly, build the fuselageHOQ, and then complete the fuselage configuration design.
The first step in building a fuselage HOQ is to identify the fuselage design require-
ments. For commercial aircraft, the main function of the fuselage is to accommodate
passengers, cargo, and various system facilities. For airlines, the lowest cost per
seat is one of the important requirements; for passengers, comfortable seats and low
cabin noise may be their concerned requirements. For regulatory agencies, safety
is their mostly concerned requirement. The fuselage HOQ is to comprehensively
consider the requirements of multiple parties, to convert them into the fuselage engi-
neering characteristics, and to analyze the relationship between the requirements and
characteristics. Build the fuselage HOQ using the method in Sect. 2.2.3:

(1) Identify the fuselage requirements, which consist of accommodation, aerody-
namics, structure, airworthiness and etc. And then apply AHP to determine the
importance of the requirements shown in Fig. 11.
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Fig. 11 The relative importance of the fuselage requirements

(2) Identify the fuselage engineering characteristics, as shown in Fig. 12.
(3) Complete the correlation matrix between engineering characteristics based on

qualitative analysis by experts. For examples, given the number of passengers,
the cabin width is positively related to the seat sizes and the aisle width. In
addition, the middle fuselage length is positively related to the seat pitch.

level1 level2
Crash worthiness
Emergency evacuation requirements
Number of passengers
Cargo weight

Aerodynamics Low drag
Structural rigidity requirements
Light weight structure

Stability Stability requirements
Low noise
Comfortable seat

Interior layout Enough space 
Marketability Low cost
Manufacturability Simple to manufacture
Maintainability Easy maintenance

Fuselage

Airworthiness

Accommodation

Structure

Comfort

Fig. 12 Fuselage design requirements
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Fig. 13 The relative importance of the fuselage engineering characteristics

(4) Complete the relationship matrix based on qualitative analysis by experts and
quantitative analysis of the relationship between the requirements and charac-
teristics. For examples, it can be clearly seen that the number of passengers is
directly related to some engineering characteristics such as the middle fuselage
length, cabin width, seat size, seat pitch, aisle width, and emergency exit. In
addition, seat comfort is directly related to some engineering characteristics
such as the cabin width, cabin height, seat size and seat pitch.

(5) Calculate the importance of engineering characteristics based on Eq. (1) in
Sect. 2.2.3, the result is shown in Fig. 13.

The fuselageHOQ is shown inFig. 14. In the conceptual design phase, the fuselage
configuration design mainly involves the fuselage geometry shape and cabin layout.
With the aid of the fuselage HOQ and relevant design knowledges, determine the
value of the fuselage engineering characteristics as shown in Table 2. The fuselage
geometry shape and cabin layout are shown in Fig. 15.

3.3 Wing Configuration Design

The main function of the wing is to provide sufficient lift and space to accommodate
the fuel required for the flightmission and other devices. ThewingHOQ is to consider
the comprehensive requirements of multiple parties, to convert them into the wing
engineering characteristics, and to analyze the relationship between the requirements
and characteristics. Build the wing HOQ using the method in Sect. 2.2.3:

(1) Identify the wing requirements, which consist of aerodynamics, structure, inte-
rior space and etc. And then apply AHP to determine the importance of the
requirements shown in Fig. 16.
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Fig. 14 The fuselage HOQ

Table 2 The value of the
fuselage engineering
characteristics

Engineering characteristics Value

Nose length to diameter ratio 1.7

Tail length to diameter ratio 2.4

Mid-fuselage length (m) 19.28

Cabin width (m)
Cabin height (m)
Unsweep angle (°)
Seat pitch (in.)
Aisle width (m)

4.12
4.01
8
36 (first class)/32 (economy
class)
0.51

(2) Identify the wing engineering characteristics, as shown in Fig. 17.
(3) Complete the correlation matrix between engineering characteristics based on

qualitative analysis by experts. For examples, due to the phenomenon of pitch
up, with increase of the sweep angle of the wing, the upper limit of the aspect
ratio decreases. As a result, the relationship between the sweep angle and the
aspect ratio is a negative correlation [12]. According to the influence of the
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Fig. 15 The top and side views of the fuselage

Fig. 16 The relative importance of the wing requirements

level1 level2
Wing maximum lift coefficient with HLD
Wing lift coefficient at cruise
Wing maximum lift-to-drag ratio

Performance Cruise Mach
Stability Stability requirements

Lateral control
Controllability of stall process
Structural rigidity requirements
Light weight structure
Wing fuel tank volume requirements
Landing gear installation space
Engine installation space

Manufacturability Simple to manufacture
Wing area
Maximum wing span 

Maintainability Easy maintenance

Wing

Aerodynamics

Control

Structure

Interior space

Size constraint

Fig. 17 Wing design requirements
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sweep angle on the taper ratio [12], with increase of the sweep angle of the
wing, the taper ratio should be smaller. Therefore, the sweep angle and the
trapezoid ratio are negatively correlated. According to statistical data [13], with
increase of the sweep angle of the wing, the thickness ratio of the wing could
be larger. Therefore, the sweep angle is positively correlated with the thickness
ratio. In addition, roughly speaking, 10° of sweep provides about 1° of effective
dihedral, so the sweep angle is negatively correlated with the dihedral angle
[12].

(4) Complete the relationship matrix based on qualitative analysis by experts and
quantitative analysis of the relationship between the requirements and char-
acteristics. For examples, for most subsonic moderate sweep aircraft, Eq. (4)
[12] can be used to calculate the maximum lift coefficient of the clean wing.
The maximum lift coefficient must also consider the effect of the high lift
devices (HLD), Eq. (5) [12] provides a method to estimate the increased effect
of different HLD.According to Eqs. (4) and (5), it can be seen that themaximum
lift coefficient is related to the airfoil maximum lift coefficient, the sweep angle
and the type of HLD.

(5) Calculate the importance of engineering characteristics based on Eq. (1) in
Sect. 2.2.3, the result is shown in Fig. 18.

The wing HOQ is shown in Fig. 19. In the conceptual design phase, the wing
configuration design mainly involves the wing geometry shape and the layout of
the control surface. With the aid of the wing HOQ and relevant design knowledges,
determine the value of the wing engineering characteristics as shown in Table 3. The
wing geometry shape is shown in Fig. 20.

CLmax (clean) = 0.9Clmax cos�0.25c (4)

where CLmax(clean) is the maximum lift coefficient of the “clean” wing

Clmax is the airfoil maximum lift coefficient

Fig. 18 The relative importance of the wing engineering characteristics
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Engineering
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Fig. 19 The wing HOQ

Table 3 The value of the
wing engineering
characteristics

Engineering characteristics Value

Sweep angle (°)
Aspect ratio
Taper ratio
Dihedral angle (°)
Incidence (°)
Twist angle (°)
Thickness ratio (%)
Position relative to the fuselage

24
9.8
0.24
4.2
1.0
−3.0
12
Low wing

�0.25c is the sweep angle at 1/4 chord of the wing

�CLmax = 0.9�Clmax

(
Sflapped
Sref

)
cos�H .L. (5)
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Fig. 20 The top and side views of the wing

where �CLmax is the increase in maximum lift coefficient

�Clmax is the increase of the two-dimensional section of the HLD

Sflapped is the area of the wing covered by the flow through HLD

Sref is the reference area of wing

�H .L. is the sweep angle at the hinge line of the HLD.
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3.4 Empennage Configuration Design

For conventional aircraft, the main function of the empennage is to ensure aircraft
stability and control. The empennage HOQ is to comprehensively consider the
requirements of multiple parties, to transform them into the engineering characteris-
tics, and to analyze the relationship between the requirements and the characteristics.
Build the empennage HOQ using the method in Sect. 2.2.3:

(1) Identify the empennage requirements, whichmainly consist of the requirements
of stability, control, airworthiness and etc. And then apply AHP to determine
the importance of the requirements shown in Fig. 21.

(2) Identify the empennage engineering characteristics, as shown in Fig. 22.
(3) Complete the correlation matrix between engineering characteristics based on

qualitative analysis by experts. The correlation analysis of the empennage is
similar to that of the wing.

(4) Complete the relationship matrix based on qualitative analysis by experts and
quantitative analysis of the relationship between the requirements and charac-
teristics. The relationship analysis of the empennage is similar to that of the
wing.

(5) Calculate the importance of engineering characteristics based on Eq. (1) in
Sect. 2.2.3, the result is shown in Fig. 23.

The empennage HOQ is shown in Fig. 24. In the conceptual design phase, the
empennage configuration design mainly involves the empennage geometry shape
and the layout of the control surface. With the aid of the empennage HOQ and

Fig. 21 The relative importance of the empennage requirements
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level1 level2
Longitudinal trim
Directional trim
Longitudinal stability
Directional stability
Longitudinal control
Directional control

Manufacturability Simple to manufacture
Structural rigidity requirements
Light weight structure

Aerodynamics Low trim drag
Size constraint Vertical tail height limit
Airworthiness Recovery after stall
Maintainability Easy maintenance

Structure

Empennage

Trim

Stability

Control

Fig. 22 Empennage design requirements

Fig. 23 The relative importance of the empennage engineering characteristics

relevant design knowledges, determine the value of the empennage engineering
characteristics, as shown in Table 4. The empennage geometry shape is shown in
Fig. 25.

3.5 Fuselage-Wing-Empennage Configuration

The previous sections have completed the configuration design of the fuselage, wing
and empennage. Based on the knowledge of the conceptual design of the aircraft,
the relative positional relationship of the three major components is determined. The
final body-wing-empennage conceptual configuration is modeled by OpenVSP [14]
as shown in Fig. 26.
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Fig. 24 The empennage HOQ

Table 4 The value of the
empennage engineering
characteristics

Engineering characteristics Value

Aspect ratio of the horizontal tail
Sweep angle of the horizontal tail (°)
Taper ratio of the horizontal tail
Dihedral angle of the horizontal tail (°)
Incidence of the horizontal tail (°)
Thickness ratio of the horizontal tail (%)
Horizontal tail area (m2)
Aspect ratio of the vertical tail
Sweep angle of the vertical tail (°)
Taper ratio of the vertical tail
Thickness ratio of the vertical tail (%)
Vertical tail area (m2)

5
30
0.3
5
−1
10
40.7
1.6
35
0.5
10
22

4 Conclusion

In this paper, a traceable, structured and systematic aircraft conceptual design process
was built by applying theQFD, and a fuselage-wing-empennage configuration for the
commercial aircraft conceptual design is used as an example to illustrate application
of the QFD in aircraft conceptual design.
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Fig. 25 The top and side views of the empennage

This method takes customer requirements as the initial design driver, which
converts requirements into engineering characteristics through several HOQs. If the
top-level or component-level requirements change, the HOQ can help one directly
trace to the corresponding engineering characteristics. Compared with traditional
methods, the process built is more traceable and systematic. In addition, each HOQ
can also identify the importance of the engineering characteristics, which can help
designers identify the critical technology, hold the design focus, rationally allocate
limited design resources, and develop the aircraft configuration that better meets
customer requirements.

This work is an initial attempt in QFD application for aircraft conceptual design.
Only the fuselage, wing, empennage configuration designs are used an example
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Fig. 26 Body-wing-empennage model

to illustrate the QFD application. The follow-up work will carry on application of
QFD to propulsion system selection and the initial design of landing gear and other
components.
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Parametric Optimization of the PCM
Caisson Structural Strength Elements

Aleksandr Bolshikh and Valentin Eremin

Abstract In modern passenger aircraft, polymeric composite materials (PCM) are
used to ensure the mass excellence of both lightly loaded elements and aggregates,
including wings and feathers caissons. The use of such materials instead of metal
alloys makes it possible to reduce the weight of structures, increase the service life,
and reduce the complexity of manufacturing andmaterial consumption. Based on the
finite element method, a caisson model was created using shell finite elements (FE),
considering the anisotropic properties of PCM. To solve the problems of buckling of
the elements of the caisson from the PCM, a method of analytical optimization of the
stringers pitch and web plates has been developed. Analytical calculation of the local
model based on the loads obtained from the global shell finite element model (FEM).
The developed methodology allows obtaining a design of a caisson with a minimum
mass while maintaining the necessary stiffness and strength characteristics.

Keywords Parametric optimization · Composite materials · Aircraft engineering ·
Vertical plumage · Strength PCM

1 Introduction

One of the main characteristics that significantly affect the flight performance
and economic performance of an aircraft is the mass of its structure. Due to the
anisotropic properties of PCMs, determining the required geometric characteristics
when designing structural elements is a laborious technical task. In this part of the
paper, we consider the urgent problem of determining and optimizing the structural
parameters of themain power elements of a carbon fiber caisson, considering rational
reinforcement schemes.

Composite materials have a substantially lower specific weight compared with
conventional materials such as aluminum alloys, titanium alloys, steel, etc. Currently,
compositematerials have several disadvantages that reduce the effect of their use. The

A. Bolshikh (B) · V. Eremin
Moscow Aviation Institute (National Research University), Moscow 125993, Russia
e-mail: bolshikhaa@mai.ru

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
Z. Jing and X. Zhan (eds.), Proceedings of the International Conference on Aerospace
System Science and Engineering 2020, Lecture Notes in Electrical Engineering 680,
https://doi.org/10.1007/978-981-33-6060-0_14

217

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6060-0_14&domain=pdf
mailto:bolshikhaa@mai.ru
https://doi.org/10.1007/978-981-33-6060-0_14


218 A. Bolshikh and V. Eremin

disadvantages include significant fragility, poor operational survivability (impact)
and the influence of climatic factors on the decrease in the properties of composite
materials. Due to the anisotropic properties of the layered polymer composite mate-
rial (laminate), the process of modeling composite materials using finite element
calculations is complicated [1–3]. The developed technique takes into account the
anisotropic properties of the laminate during parametric optimization of the thick-
ness of such elements of the caisson as spars, ribs, and casing, with restrictions on
strength indicators, as well as analytical optimization of the stringer pitch and web
plates with restrictions on stability loss [4, 5]. The technique is considered on the
example of the vertical plumage (VP) caisson.

The essence of the methodology is to select the geometric parameters of the struc-
tural elements of the caisson by phased optimization. The first pitch determines the
thickness of the spars, ribs and effective thicknesses of the shell elements, including
the cross-sectional area of the stringers. As the aim of objective function, the mass is
chosen. The limitations for the design elements made of metal alloys are permissible
stresses. For parts made from PCM, the maximum principal tensile and compression
strains are selected as constraints. Further, the stringers pitch and web plates with
buckling are optimized.

The developed methodology allows obtaining a design of a caisson with a
minimummasswhilemaintaining the necessary stiffness and strength characteristics.

Figure 1 shows three-dimensional shell models of the studied object—the VP
box with the shown mechanization elements (Fig. 1a) and the caisson model without
mechanization elements, root ribs and brackets for attaching to the fuselage (Fig. 1b).

Fig. 1 3D model of the vertical tail caisson: a 3D surface model of the VP caisson; b a surface
model of the VP caisson (root rib, fuselage mounting brackets and mechanization are not shown)
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Fig. 2 Designations of “tie” contacts in the FEM of the VP caisson

2 Description of the VP Caisson’s Mathematical Model

Based on the geometric model, a finite element model is developed, consisting of:

– trio and quad shell elements;
– RBE3 elements for load application.

Sheathing, spars, and ribs are modeled by shell finite elements.
The finite element model (FEM) includes 156,845 finite elements and 153,369

nodes (Fig. 3a, b).
The bends of the spars and ribs are modeled by shell elements, Fig. 2 shows the

locations of the “tie” contacts of the spars’ bends and rib belts with sheathing, the
rib belts with spars. A “tie” contact is used to connect the finite elements with each
other by creating absolutely rigid bonds between the nodes on the dependent and
independent contact surfaces [6, 7].

3 Parameters of Materials

For wing panels, a laminate with laying 50/40/10 is used (50% of fibers directed at
an angle of 0°, 40% of fibers directed at an angle plus-minus 45° and 10% of fibers
directed at an angle of 90°). For wing spars, a laminate with 10/80/10 laying is used
[8–10].

For metal parts, the characteristics of 1163T material in the form of semi-finished
products in the form of plates were used.

All strength criteria for composite materials are indicated for packages [11].
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4 Loads Modes

The stress–strain state is considered for the determining case of loading.
To load the model, ten concentrated forces are used, uniformly distributed over

the span of the casing. The forces act on the keel through RBE3 elements applied to
the nodes of the caisson panel, the independent nodes of which are located on the
axis of stiffness.

The axis of stiffness of the caisson is divided into equal intervals in span. Loads
are applied to independent nodes and are determined from the shear force and torque
diagrams.

5 Optimization Method

As a tool for selecting thicknesses, parametric FEM optimization (gauge optimiza-
tion) was used. This method involves the strain (i.e., the movement of mesh elements
without violating its topology) of the originally constructed mesh by the given law of
its movement. This law, which is a solution of the equations of the deformable grid,
when the boundary conditions for these equations are given by some relations, which
include parameters that characterize the permissible changes in the geometry of the
structure. Thus, according to this method, modification of the geometry takes place
in an iterative process with the deformable mesh without destroying its topology
[12–14].

6 Optimization Parameters

As the target of objective function, the mass is chosen.
Optimization constrains:

– Buckling of all types in all types of PCM parts is not allowed;
– The values of the main tensile strains in the plane should not exceed 0.45% for

all PCM parts;
– The values of the main compressive strains in the plane should not exceed 0.35%

for all PCM parts;
– The ratio of the area of the stringer cross section and the attached skin is ~50–50%;
– Total buckling for metal parts is not allowed;
– The values of the stresses of the ribs should not rich 300 MPa;
– The minimum skin thickness is at least 6 mm.

Permissible strains are determined by the characteristics of the material used.
The optimization task is to minimize the objective function.
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After optimization of the effective thickness of the skin, the thickness of the spars
and ribs, parametric optimization of the stringers pitch and ribs of the web plates is
carried out with a restriction on the buckling of the skin, respectively, to optimize
the stringers pitch and spars to optimize the pitch of the web plates.

At the end, a verification calculation of the caissonmodel is carried out considering
the parameters obtained after optimization.

7 Stringers Pitch Optimization

To determine the stringers pitch, a technique has been developed that allows you to
choose the optimal pitch, considering restrictions on the buckling.

Stringer thicknesses are selected based on effective skin thicknesses and optimized
stringers pitch.

The skin is divided into many parts, it is proposed to take the median planes of the
ribs as dividing lines, then the compressive force on the resulting part is determined,
and the buckling of this part is calculated, in case of buckling, the part is divided into
even smaller parts, up to of the moment until it ceases to lose stability, the minimum
part size and is the obtained optimal stringers pitch [15, 16].

Equations for determining the compressive forces at which the panel begins to be
buckling depending on the boundary conditions and sizes [17].

8 Optimization of the Web Plates Pitch

To determine the pitch of the web plates, a technique has been developed that allows
you to choose the optimal pitch, considering restrictions on the buckling of the spars.

The web plate optimization algorithm is identical to stringers pitch calculation
algorithm.

Equations for determining shear forces at which the spar begins to be buckling
are presented below [17].

9 Verification Calculation

Figure 3 shows the FEM of the VP caisson for verification calculation. The boundary
conditions of the verification calculation coincide with the boundary conditions used
in the optimization. “Tie” contacts are modeled in the same way as for parametric
optimization of the thickness of the structural elements of the caisson. Since effective
thicknesses were used in the optimization of the sheathing thickness (the sheathing
area includes the area of the stringers), and in the verification calculation the stringers
are modeled separately, contacts between the stringer shelves and the sheathing are
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Fig. 3 VP caisson FEM for verification calculation: a a general view of the finite element model
of the VP caisson for verification calculation; b a general view of the finite element model of the
VP caisson for verification calculation (sheathing is not conventionally shown)

added. Figure 4 presents the results of the verification calculation of the caisson.
Figure 4a shows the displacements of theVP caisson in a scale of 10–1; themaximum
displacements are 299.5 mm.

Fig. 4 Verification calculation results: a displacement, mm (scale of the deformed structure 10:1);
b the maximum main strains of the VP in the plane, mm/mm; c the minimum main strains of the
VP in the plane, mm/mm; d VP equivalent Von Mises stress, MPa
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The maximum main strains in the spar web, excluding the zones of strain bursts
at the root of the caisson, ε = 0.0039 (Fig. 4b). The strength margin of the spar web
of the caisson VP:

η = [ε]/ε = 0.004/0.0039 = 1.02.

The maximum main strains in the spar web, excluding the zones of strain bursts
in caisson root, ε = 0.0039 (Fig. 4b). The strength margin of the spar web of the
caisson VP:

η = [ε]/ε = 0.004/0.0039 = 1.02.

Minimum main strains in the spar web, excluding the zones of strain bursts at the
root of the caisson, ε = 0.004 (Fig. 4c). The strength margin of the spar web of the
caisson VP:

η = [ε]/ε = 0.004/0.004 = 1.00.

Minimum main strains in the spar web, excluding the zones of strain bursts in the
caisson root, ε = 0.004 (Fig. 4c). The strength margin of the spar web of the caisson
VP:

η = [ε]/ε = 0.004/0.004 = 1.00.

The maximum acting stresses in the rib’s web and rib’s ribs σ = 170MPa
(Fig. 4d). The strength margin of the rib webs of the caisson VP:

η = [σ ]
/
σ = 300MPa

/
220MPa = 1.36.

The buckling for the spar elements, the safety factor equals 1.03, the buckling for
the rib elements, the safety factor is 1.04.

10 Conclusions

As a result, the proposed method allows to achieve the following results:

– The minimum thickness of the VP caisson for the defining case of loading,
satisfying the strength limitations, were calculated.

– The results of calculating the distribution of tensile and compressive strains in the
skin elements and side members, as well as the stresses in the rib structures are
presented.

– The optimal stringers pitch and web plate are determined.
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– In both cases of loading, there is no buckling of the lining elements, the spar web,
and ribs. The strength of metal ribs is provided, for which the stresses do not
archive the yield strength.

– The weight of the caisson design is reduced by 8–15%while maintaining strength
and stiffness characteristics.
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Influence and Correction of Satellite
Phase Center Offsets for RNSS
Performance of BDS-3

Cheng Liu, Weiguang Gao, Chengpan Tang, and Wei Wang

Abstract BDS-3 provides three kinds of Radio Navigation Satellite Services
(RNSS), including primary Positioning Navigation and Timing (PNT), Satellite
Based Augmentation System (SBAS) and Precise Point Positioning (PPP). Satellite
phase center offsets are important error sources for service performance. Misalign-
ments of frequency-dependent phase centers decrease the service performance
further. Therefore, approaches accounting for satellite phase center offsets and the
misalignments are prerequisite for satisfactory service performance. Phase center
offsets induced errors on ranging and positioning accuracy are analyzed. Different
feasible approaches accounting for phase center offsets are presented with reached
accuracy. Finally, optimal approaches accounting for the phase center offsets are
concluded for all the kinds of RNSS services with real measurements.

Keywords BDS · Satellite phase center offsets · Satellite based augmentation
system · Precise point positioning · Total group delay

1 Introduction

On December 27, 2018, the third phase of the BeiDou navigation satellite system
(BDS) started providing basic global navigation services, marking the comple-
tion of its preliminary system, which consisted of 18 medium Earth orbit (MEO)
satellites. BDS-3 is expected to complete the final system—which will consist of
three geostationary Earth orbit (GEO) satellites, three inclined geosynchronous orbit
(IGSO) satellites, and 24 MEO satellites—and officially provide comprehensive
global services by the end of 2020 [1].
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Table 1 Planned open RNSSs to be provided by BDS-3

Service type Broadcast signals Broadcasting
satellites

Service area Precision of service
(95%)

PNT B1I, B3I GEO, IGSO,
MEO

Global Horizontal: 5 m;
elevation: 5 m

B1C, B2a, B2b GSO, MEO

SBAS B1C, B2a GEO China and
surrounding areas

Meter-level; better
than that for basic
navigation

PPP B2b GEO China and
surrounding areas

Decimeter and
centimeter-level for
dynamic and static
navigation,
respectively

The plan is for BDS-3 to provide three types of radio navigation satellite services
(RNSSs), namely, basic positioning, navigation, and timing (PNT); satellite-based
augmentation system (SBAS) services; and precise point positioning (PPP), as shown
in Table 1 [2]. The PNT and SBAS services involve mainly single- or dual-frequency
pseudorange measurements [3, 4], whereas the PPP services involve mainly dual-
frequency carrier-phase measurements [5–7].

Generally, the satellite antenna phase center (SAPC) and center of mass (CoM)
of a navigation satellite do not coincide. Offsets of the SAPC relative to the CoM
is referred to as the SAPC offsets [8]. It has been noted that the SAPC offsets of
navigation satellites, which can be as large as 2 m, are a major source of navigation
and positioning errors and thus must be corrected [8, 9]. To this end, various satellite
navigation systems or service organizations have adopted the corresponding coun-
termeasures. Specifically, the Global Positioning System (GPS) of the US and the
Quasi-Zenith Satellite System (QZSS) of Japan perform an integrated computation
of the satellite orbit and clock error through an ionosphere-free linear combination
of the pseudorange and carrier-phase observations at the L1 and L2 frequencies. In
other words, the L1/L2 dual-frequency ionosphere-free combination is adopted to
compute the virtual SAPC. For the GPS and QZSS, the SAPC serves as the temporal
and spatial reference point to define satellite clock errors and generate the satellite
broadcast ephemerides, respectively. Furthermore, for the centimeter-level augmen-
tation services of the QZSS, the SAPC serves as the temporal and spatial reference
point to define the satellite clock errors and enable precise orbit determination correc-
tion, respectively. Thus, the GPS and QZSS require no additional SAPC correction
on the user side, making the services easy to use [10]. Similar to the GPS, the
Galileo uses a virtual phase center offset (PCO) based on the E1/E5a dual-frequency
ionosphere-free combination to generate the freely accessible navigation message
(F/NAV). To facilitate interoperability among the global navigation satellite systems
(GNSSs), the International GNSS Service (IGS) provides precise ephemerides based
on the satellite CoM and the SAPC correction files. To obtain the precision products
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of the IGS, the user must convert the ephemerides based on the satellite CoM to those
based on the SAPC by considering the correction specified in the files [11, 12].

Compared with the GPS, QZSS, and Galileo, the BDS involves a more complex
SAPC correction problem that must be resolved [10]. Specifically, the BDS broad-
casts the downlink navigation signals at three different frequencies, namely, B1, B2,
andB3; however, the SAPCvarieswith the frequency, leading to different SAPCvari-
ations at the three frequencies. In addition, the RNSSs (PNT, SBAS, PPP) provided
by the BDS require different levels of precision, and thus, a suitable SAPC correction
must be applied for each service by using different methods.

In this work, the influence of the SAPC offsets on the user ranging error and posi-
tioning precision of the BDS was theoretically analyzed. Considering the findings,
different methods to correct the SAPC variations of the BDS were summarized and
described by performing a comparative analysis of the applicability and performance
of each approach. Finally, the methods were validated and evaluated using in-orbit
observations, and recommendations were made to improve the SAPC correction for
the different RNSSs of the BDS.

2 Effect of SAPC Offsets on User Ranging

SAPC variations are fixed with reference to the satellite body, and thus, they can be
described using the satellite-fixed coordinate system. The origin (O) of the satellite-
fixed coordinate system is the satellite CoM; the Z-axis points to the center of the
Earth; the plane XOY is perpendicular to the Z-axis and tangential to the satellite
motion trajectory. For the MEO and IGSO satellites of the BDS, the Y-axis is the
cross product of the Z-axis and the direction pointing from the satellite to the sun;
the X-, Y-, and Z-axes constitute a right-handed coordinate system. For the GEO
satellites of the BDS, the Y-axis is the cross product of the Z-axis and the direction
of the satellite velocity; in addition, the X-, Y-, and Z-axes constitute a right-handed
coordinate system. Generally, the SAPC variation, which is a major source of the
user ranging error, is related to the angle between the direction pointing from the
satellite to the user and the Z-axis of the satellite-fixed coordinate system, θ, as shown
in Fig. 1.

If the SAPC is projected onto the satellite-fixed coordinate system, and the compo-
nents of the projection on the Z-axis and plane XOY are designated as dz and dxoy,
respectively, the component of the projection in the user ranging direction, dr, can
be expressed as follows:

dr = cos θ · dz + sin θ · dxoy (1)

For theBDSMEO satellites, given the distance between the satellite and the center
of the Earth, L ≈ 27,900 km, and the Earth radius R ≈ 6400 km, the maximum and
minimum values of θ can be computed as θmax = arctan

(
R
L

) = 12.91° and θmin = 0°,
respectively. Given the range of values of θ, the following equation can be derived:
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Fig. 1 Schematic of the angle between the direction pointing from the satellite to the center of the
Earth and the satellite radial direction [1]

dr = (1 ∼ 0.975) · dz + (0 ∼ 0.223) · dxoy (2)

For the GEO and IGSO satellites of the BDS, given the distance between the
satellite and the center of the Earth, L ≈ 42,000 km, the maximum and minimum
values of θ can be obtained as θmax = 12.91° and θmin = 8.7°, respectively. Given
the range of values of θ, the following equation can be derived:

dr = (1 ∼ 0.989) · dz + (0 ∼ 0.151) · dxoy (3)

Equations (2) and (3) show that the component of the projection of the SAPC on
the Z-axis, dz, is the major source of the user equivalent range error (UERE). Thus,
when the direction of the vector of the SAPC offsets approximate that of the Z-axis
of the satellite-fixed coordinate system, the SAPC offset considerably influences
the UERE, with the maximum influence equal to the absolute value of the SAPC
offset (up to 2 m, as mentioned previously). In addition, if the multiple-frequency
signals of the BDS are combined to realize navigation and positioning, the presence
of frequency-specific SAPC variations is expected to further increase the UERE.

In summary, the impact of the SAPC variations cannot be neglected even for the
PNT services with meter-level precision, because the presence of SAPC variations
can lead to a maximum UERE of several meters. For the SBAS, PPP, and other
augmentation services, it is critical to reasonably and effectively correct the SAPC
variations.



Influence and Correction of Satellite Phase Center Offsets … 229

3 Methods to Correct the BDS SAPC Variations
and Comparative Analysis

3.1 SAPC Orbit Broadcast-Based Correction Methods

Full correction model. The SAPC variations can be corrected based on the SAPC
orbital parameters. In this method, the ground operation control system (GOCS)
computes the SAPC-referenced orbital parameters and uploads themonto the satellite
to broadcast the ephemeris.

Specifically, first, the GOCS performs dynamic and static orbit determination
based on observations, thereby obtaining the CoM-referenced numerical orbit of the
navigation satellite [13]. Subsequently, the SAPC offsets vector in the satellite-fixed
coordinate system, [dxphs dyphs dzphs]T, is transformed into a vector in the Earth-
centered Earth-fixed coordinate system (ECEF) by using the following equation
[13]:

⎡

⎢
⎣

dxECEF
dyECEF
dzECEF

⎤

⎥
⎦ = Rciscts · [ex ey ez] ·

⎡

⎢
⎣

dxphs
dyphs
dzphs

⎤

⎥
⎦ (4)

where [dxECEF dyECEF dzECEF]T is the SAPC offsets vector in the ECEF; Rciscts

is the rotation matrix for the transformation between the satellite-fixed inertial coor-
dinate system and the ECEF; and [ex ey ez] is the vector of the satellite-fixed
coordinate system, which is related to the satellite attitude.

The satellite orbits in reference to the SAPC at different frequencies
can be obtained by superimposing the SAPC offsets vector in the ECEF,
[dxECEF dyECEF dzECEF]T, onto the satellite CoM numerical orbit. The GOCS
generates the ephemerides to be broadcast by using the SAPC-referenced orbits [14]
and uploads the ephemerides onto the satellite to be broadcasted.

The GPS and QZSS have already adopted this method, and this approach is
applicable to the BDS, albeit with certain minor modifications. First, the numer-
ical orbits in reference to the SAPC at different frequencies (B1, B2, and B3) need
to be converted into separate broadcast ephemerides, which are later uploaded onto
the satellite, to be broadcasted.

In addition, for the BDS, the vector of the satellite-fixed coordinate system,
[ex ey ez], needs to be computed using different methods for satellites having
different types of orbits. In particular, for theMEO and IGSO satellites, the reference
coordinate system under the yaw-steering mode can be expressed as follows:
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⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ez = − r
|r|

ey = ez × rsun − r
|rsun − r|

ex = ey × ez

(5)

where r and rsun denote the position vectors of the satellite and the sun in the inertial
coordinate system, respectively. For the GEO satellites, the reference coordinate
system under the orbit-normal mode can be expressed as follows:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ez = − r
|r|

ey = ez × v

|v|
ex = ey × ez

(6)

where v is the satellite velocity vector in the satellite-fixed inertial coordinate system.
In this method, the SAPC serves as both the spatial and temporal reference points

for the navigation satellite broadcast ephemeris and satellite clock error, respec-
tively. The advantages of this method are that the SAPC variations in the broad-
cast ephemerides exhibit nearly no precision loss, and no additional corrections are
required on the user side. However, broadcasting the ephemerides in reference to
the SAPC at different frequencies requires a simultaneous upload of several sets of
navigation messages from the GOCS to the satellite, thereby significantly increasing
the message transmission load on the GOCS, which is the most notable limitation in
the application of this approach to the BDS.

Group delay-based correction model. To reduce the computation and message
transmission load on the GOCS in the full correction model, the BDS can broadcast
the satellite navigation messages for the reference frequency and use the group delay
to correct the SAPC offsets at the other frequencies relative to that at the reference
frequency.

Equations (1) to (3) show that the component of the projection of the SAPC offsets
on the Z-axis, dz, is the major source of the ranging error, whereas the component
of the projection on the plane XOY, dxoy, exerts only a relatively small impact
on the ranging error. Thus, to reduce the computation and processing load on the
system and user receivers, a straightforward implementation of the aforementioned
full correction model involves broadcasting the component of the SAPC projection
on only the Z-axis.

Specifically, only the broadcast ephemeris in reference to the SAPC at a single
frequency (the reference frequency) is uploaded onto the satellite for broadcasting.
The component of the projection of the SAPC offsets at the other frequencies relative
to that at the reference frequency on the Z-axis (the direction pointing from the
satellite to the center of the Earth) is approximated and corrected using the group
delay, as shown in Fig. 2 (where c is the speed of light).
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Fig. 2 Schematic of group delay-based SAPC correction model [2]

Consequently, the broadcast ephemerides for the signals at the different frequen-
cies have the same satellite orbit and clock error, and the only difference is in terms
of the parametric values for the signal group delay, thereby considerably reducing
the uplink data transmission load on the GOCS.

3.2 Satellite CoM Orbit Broadcast-Based Correction Methods

Correctionmodel based on the conversion of the satellite CoM to the SAPC. The
SAPC can be corrected by converting the satellite CoM to the SAPC. In particular,
the GOCS uploads the CoM-based broadcast ephemerides. The three-axial varia-
tions of the SAPC relative to the satellite CoM are provided to the user through
a separate means of communication (for example, the internet). Subsequently, the
corresponding vector corrections to the CoM are implemented using the method
described in Sect. 3.1, thereby correcting the SAPC. Thismethod reduces the compu-
tation and communication load on the GOCS; however, it increases the computation
and communication load on the user side.

Satellite clock error and group delay-based correction model. The correction
model based on the conversion of the satellite CoM to the SAPC can offset the
impact of the SAPC offsets with almost no precision loss. However, the parametric
settings to convert the satellite CoM to the SAPC for each satellite must be provided
to the user through a separate means of communication (for example, the internet),
thereby reducing the ease of use of the approach. To simplify the system broadcast
and process flow, on the premise of broadcasting the satellite CoM-based orbital
parameters, the SAPC can be corrected using the satellite clock error and group
delay.

Specifically, first, the SAPC offsets at the reference frequency is approximated
and expressed in terms of the satellite clock error a0. Next, the SAPC offsets at
the other frequencies relative to that at the reference frequency is approximated and
expressed using the group delay.
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Subsequently, the SAPC correction for the reference frequency in the direction
from the satellite to a given ground observation station P (with known coordinates)
in the service area, dρphs, can be computed using the following equation, based on
observations at a predefined sampling interval:

dρphs =
⎛

⎝
�X
�Y
�Z

⎞

⎠

T

· rsta − r
|rsta − r| (7)

where rsta and r are the position vectors of the ground observation station P and the
satellite in the ECEF, respectively. Considering the multiple samples collected at a
predefined sampling interval for a given period and the dρphs value computed for
each sample, the statistical mean of the dρphs values, �a0, can be used as the SAPC
correction:

�a0 =

n∑

i=1
dρphs

c ∗ n
(8)

where c is the speed of light (c = 3 × 108 m/s); and n is the number of observation
samples collected in the observation period for the SAPC correction. The SAPC
correction for the service area can be realized by correcting the satellite clock error
(a0) by using the resulting �a0 value.

This method uses the satellite clock error to approximate the SAPC offsets at the
reference frequency; however, the projection of this offsets in the direction of the
Earth may change. Therefore, the precision of this method depends on the anisotropy
of the projection of the SAPC offsets at the reference frequency. In addition, because
the SAPC offsets at the other frequencies relative to that at the reference frequency
is approximated using the group delay, the precision of this method depends on the
anisotropy of the projection of the frequency-specific SAPC variation.

3.3 Comparative Analysis of the Methods

Precision of correction. The difference in the precision values of the aforementioned
SAPC correction methods can be attributed to the fact that the approaches neglect the
anisotropy of the SAPC to different extents. Specifically, although the full correction
model realizes a full correction of the SAPC, the satellite CoM-SAPC conversion-
based correction model provides the user with the relationship to convert the satellite
CoM orbit to the SAPC orbits at different frequencies. However, both the methods
consider the anisotropy of the SAPC and can thus correct the SAPC offsets with
almost no precision loss.
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In contrast, the group delay-based correction model considers the anisotropy of
the SAPC offsets at the reference frequency (B3) but neglects the anisotropy of
the frequency-specific SAPC variations. The maximum projection of the frequency-
specific SAPC variations in the pseudorange direction can be expressed as follows:

max _diff dr = |cos θmax − cos θmin| · dz + |sin θmax − sin θmin| · dxoy (9)

For the MEO satellites, Eq. (9) can be rewritten as follows:

max _diff dr = 0.025 · dz + 0.223 · dxoy (10)

For the GEO and IGSO satellites, Eq. (9) can be rewritten as follows:

max _diff dr = 0.011 · dz + 0.151 · dxoy (11)

For the BDS, if the Z-axis component of the frequency-specific SAPC offset is
0.3m, and the component in the planeXOY is 0.02m, the anisotropy of the projection
of the frequency-specific SAPC offsets is 0.006 m for the GEO and IGSO satellites
and 0.012 m for the MEO satellites.

The satellite clock error and group delay-based correction model is based on
the group delay-based correction model; however, the satellite clock error is used
instead of the broadcast ephemeris to approximate and express the SAPC offsets
at the reference frequency. Therefore, the precision of this method depends on the
anisotropy of the projection of the SAPC offsets at the reference frequency as well as
that of the frequency-specific SAPC variation. Consequently, this approach involves
the largest precision loss. Equation (1) shows that the direction of projection of a
satellite varies with the location of the ground users; thus, the user ranging error
caused by the SAPC offsets also varies.

Generally, the components of the projection of the SAPC offsets on the Z-axis,
dz, and that in the plane XOY, dxoy, have a maximum value of approximately 1 m
and several decimeters, respectively. If dz = 1.0 m, and dxoy = 0.6 m, the offsets in
the ranging error caused by the SAPC offsets at the reference frequency for different
ground users can reach 0.15 m for the MEO satellites of the BDS and 0.11 m for the
GEO and IGSO satellites.

Table 2 lists the estimated precision losses of the different correction models.

Uplink load and user friendliness. Among the four methods of correction, the full
correction model exerts the largest uplink load on the GOCS. In particular, for the
BDS, this method requires the generation and upload of the navigation messages
for the SAPC variations at all the three frequencies (B1, B2, and B3). The group
delay-based correction model and the satellite clock error and group delay-based
correction model exert the smallest uplink loads, because the navigation messages
for the different frequencies are different only in terms of the satellite clock error and
group delay. The correction model based on the conversion of the satellite CoM to
the SAPC requires the uploading of only one set of navigation messages; however,
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Table 2 Estimated precision losses of different correction models (unit: m)

Source of precision
loss

Correction based on SAPC orbit
broadcast

Correction based on satellite CoM
orbit broadcast

Full correction
model

Group
delay-based
correction model

Correction
model based on
the conversion
of the satellite
CoM to the
SAPC

Satellite clock
error and group
delay-based
correction model

Anisotropy of the
projection of the
SAPC offsets at the
reference
frequency

0 0 0 0.11–0.15

Anisotropy of the
frequency-specific
SAPC variation

0 0.006–0.012 0 0.006–0.012

the relationship to convert the satellite CoM to the SAPC must be provided to the
user through a separate means of communication, thereby increasing the load on the
GOCS.

In terms of user experience, the full correction model, group delay-based correc-
tion model, and satellite clock error and group delay-based correction model provide
SAPC corrections that are not provided to the user, requiring no additional correc-
tions on the user side. In comparison, the correction model based on the conversion
of the satellite CoM to the SAPC requires the user to receive parameters or files to
convert the satellite CoM to the SAPC and is thus more complex to use.

Lateral comparison. Table 3 summarizes the comparative analysis results of the
correction models in terms of their precision, uplink load on the ground system, and
user friendliness.

4 Test and Validation

4.1 Anisotropy of the Ranging Error Induced by the SAPC
Offsets at the Reference Frequency

The anisotropy of the ranging error induced by the SAPC offsets at the reference
frequency impacts the precision of the satellite clock error and group delay-based
correction model.

This anisotropy for a BDS MEO satellite was computed using the ranging errors
for five observation stations located in North, Northeast, Northwest, Southwest, and
South China, with the results shown in Fig. 3. Themaximum offsets in the anisotropy
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Table 3 Comparison of the performance of the correction models

Performance
parameter

Correction based on SAPC orbit
broadcast

Correction based on satellite CoM
orbit broadcast

Full correction
model

Group
delay-based
correction model

Correction model
based on the
conversion of the
satellite CoM to
the SAPC

Satellite clock
error and group
delay-based
correction model

Precision of
correction

High Average High Low

Uplink load on
the ground
system

High Low Average Low

User
friendliness

High High Low High

Fig. 3 Anisotropy of the
projection of the SAPC
offsets at the reference
frequency of a BDS MEO
satellite [3]
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of the ranging error was 25 cm, which is consistent with the theoretical estimation
presented in previous sections.

4.2 Anisotropy of the Projection of the Frequency-Specific
SAPC Variation

The anisotropy of the projection of the frequency-specific SAPC offsets impacts the
precision of the group delay-based correction model and the satellite clock error and
group-delay-based correction model.

Figures 4, 5, and 6 show the anisotropies of the projection of the B1/B3
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Fig. 4 Anisotropy of the projection of the B1/B3 frequency-specific SAPC offsets differences of
a BDS MEO satellite [4]
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Fig. 5 Anisotropy of the projection of the B1/B3 frequency-specific SAPC offsets differences of
a BDS GEO satellite [5]

frequency-specific SAPC offsets of the MEO, GEO, and IGSO satellites of the BDS,
respectively.

The maximum offsets in the anisotropy of the projection of the frequency-specific
SAPC offsets was 1 cm for the MEO and IGSO satellites, which is of the same order
of magnitude as the theoretical estimation presented in Sect. 3.3. An error of this
order of magnitude cannot be neglected for the PPP and PPP/RTK services.
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Fig. 6 Anisotropy of the projection of the B1/B3 frequency-specific SAPC offsets differences of
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4.3 Impact of the Different SAPC Correction Methods
on the Positioning Precision of the BDS

Impact on the PNT services. The observations obtained from five ground obser-
vation stations located in China during the period of November 1–10, 2019 were
used to evaluate the BI/B3I dual-frequency PNT in the context of different SAPC
correction methods. The results are summarized in Table 4.

Table 4 Errors in the BDS PNT generated when using different SAPC correction models (95%;
unit: m)

Observation
station

No SAPC
correction

Correction based on SAPC
orbit broadcast

Correction based on satellite
CoM orbit broadcast

Full
correction
model

Group
delay-based
correction
model

Correction
model based on
the conversion
of the satellite
CoM to the
SAPC

Satellite clock
error and group
delay-based
correction
model

bjf1 3.89 3.10 3.12 3.10 3.39

chu1 4.12 3.46 3.47 3.46 3.71

gua1 3.11 2.00 1.99 2.00 2.13

kun1 2.96 1.67 1.68 1.67 2.17

xia1 3.67 2.79 2.76 2.79 2.84

Mean 3.55 2.60 2.60 2.60 2.85



238 C. Liu et al.

The error in the BDS PNT caused by the SAPC offsets was approximately 1 m
for the five ground observation stations. Thus, correcting the SAPC is necessary
for the meter-level-precision PNT services. Although the four correction methods
have different levels of precision performance, the values are acceptable for the PNT
services. The full correction model and the correction model based on the conversion
of the satellite CoM to the SAPC exhibited the highest precision, followed by those
of the group delay-based model and the satellite clock error and group delay-based
model.

Impact on the SBAS services. The observations obtained from five ground observa-
tion stations located in China during the period of November 1–10, 2019 were used
to evaluate BI/B3I dual-frequency augmented positioning when using the different
SAPC correction methods. The results are summarized in Table 5.

The errors in the BDS SBAS positioning generated owing to the SAPC variations
are more than 1 m for the five ground observation stations. Thus, correcting the
SAPC is necessary for the meter-level-precision SBAS positioning services. As in
the case of the PNT services, although the four correction methods exhibit different
levels of precision performance, the values are acceptable for the SBAS positioning
services. Specifically, the full correctionmodel and the correctionmodel based on the
conversion of the satellite CoM to the SAPC exhibit the highest precision, followed
by those of the group delay-based model and the satellite clock error and group
delay-based model.

Impact on thePPP services. The observations obtained fromfive groundmonitoring
stations located in China during the period of November 1–10, 2019 were used to
evaluate the BI/B3I dual-frequency PPP services when using the different SAPC
correction methods, and the results are summarized in Table 6. In the computation,

Table 5 Errors in BDS SBAS positioning when using different SAPC correction methods (95%;
unit: m)

Observation
station

No SAPC
correction

Correction based on SAPC
orbit broadcast

Correction based on satellite
CoM orbit broadcast

Full
correction
model

Group
delay-based
correction
model

Correction
model based on
the conversion
of the satellite
CoM to the
SAPC

Satellite clock
error and group
delay-based
correction
model

bjf1 3.24 2.10 2.13 2.10 2.22

chu1 3.42 2.74 2.77 2.74 2.81

gua1 2.76 1.84 1.88 1.84 1.96

kun1 2.12 1.55 1.60 1.55 1.70

xia1 3.01 2.41 2.43 2.41 2.55

Mean 2.91 2.13 2.16 2.13 2.25
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Table 6 Errors in BDS PPP positioning when using different SAPC correction models (95%; unit:
m)

Observation
station

No SAPC
correction

Correction based on SAPC
orbit broadcast

Correction based on satellite
CoM orbit broadcast

Full
correction
model

Group
delay-based
correction
model

Correction
model based on
the conversion
of the satellite
CoM to the
SAPC

Satellite clock
error and group
delay-based
correction
model

bjf1 10.3 1.0 2.0 1.0 4.0

chu1 9.5 1.4 1.9 1.4 5.1

gua1 11.4 1.6 2.4 1.6 3.9

kun1 8.5 0.9 3.0 0.9 4.5

xia1 6.9 1.2 2.3 1.2 5.2

Mean 9.3 1.2 2.3 1.2 4.5

the satellite precision ephemeris and clock error were based on the satellite station
and intersatellite combined orbit determination, respectively.

The maximum errors in the BDS PPP positioning generated owing to the SAPC
variations for the five ground observation stations are approximately 10 cm. Thus,
SAPC correction is necessary. The full correction model and the correction model
based on the conversion of the satellite CoM to the SAPC exhibit the highest preci-
sion. The group delay-based correctionmodel involved an additional precision loss of
approximately 1–2 cm, and the satellite clock error and group-delay-based correction
model had a further precision loss of approximately 2–3 cm. Thus, for the PPP and
PPP-RTK services with centimeter-level precision, the SAPC should be corrected
with discretion.

5 Conclusion

The plan for the BDS-3 is to provide three types of open RNSSs (PNT, SBAS,
and PPP). However, the offsets in the SAPC is a major source of error of the BDS
RNSSs and thusmust be corrected. The SAPC of the BDS navigation satellites varies
with the frequency. Thus, both the SAPC offsets at the reference frequency and the
frequency-specific SAPC offsets must be corrected when applying the BDS RNSSs,
which is a unique challenge that does not occur in the case of the GPS and QZSS.

In this study, the impact of the SAPC offsets on the user ranging and positioning
precision of the BDS was theoretically analyzed. Considering the findings, methods
to correct the SAPC offsets of the BDS, including the method currently used by the
BDS system, that is, the group delay-basedmethod, were summarized and described.
Subsequently, themethodswere comprehensively compared in terms of the precision
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of correction, uplink load on the ground system, and user friendliness. Finally, the
performance of the methods was evaluated by using BDS observations, thereby vali-
dating the effectiveness of the methods and confirming the results of the theoretical
analysis.

Overall, the SAPC correction currently used by the BDS, that is, the group delay-
based correction, is acceptable for the PNT and SBAS services, as it does not involve
a significant precision loss. However, for the BDS PPP services, which require a
centimeter-level precision, the currently used SAPCcorrectionmust be improved and
upgraded. The satellite CoMexpression-based SAPC correction results in a precision
loss for the BDS PNT and SBAS services, and thus, the navigation message genera-
tion strategy currently used by the BDS GOCS must be modified. Thus, we propose
the SAPC correction to be upgraded based on the SAPC expression. Specifically, we
recommend that the uplink processing capacity of the GOCS is increased to realize
the upload of multiple-frequency navigation messages, thereby allowing the adop-
tion of the full correction model. If the currently used group delay-based correction
must be retained, we recommend the additional correction of the frequency-specific
SAPC offsets for the PPP services and the provision of the corrections to the users
through navigation message broadcasting or the internet.
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References

1. Development of the BeiDou navigation satellite system (Version 4.0). China Satellite
Navigation Office, Dec 2019

2. BeiDou navigation satellite system open service performance standard (Version 2.0). China
Satellite Navigation Office, Dec 2018

3. SBAS IWG (2016) Satellite-based augmentation system dual-frequency multi-constellation
definition document. SBAS IWG 31, Senegal, 29 Nov–1 Dec 2016

4. SBAS IWG (2016) SBAS L5 DFMC interface control. In: SBAS IWG 31, Senegal, 29 Nov–1
Dec 2016

5. Yang Y, Xu Y, Li J et al (2018) Progress and expected performance of the BeiDou-3 system:
analysis of test validation data. Sci Sin (Terrae) 48(5):584–594 (in Chinese)

6. Guo S, Cai H, Meng Y et al (2019) BDS-3 RNSS technical characteristics and service
performance. Acta Geod Cartograph Sin 48(7):810–821 (in Chinese with English abstract)

7. Yang Y, Gao W, Guo S et al (2019) Introduction to BeiDou-3 navigation satellite system.
Navigation 66(1):7–18

8. MontenbruckO, SchmidR,Mercier F et al (2015)GNSS satellite geometry and attitudemodels.
Adv Space Res 56(6):1015–1029

9. Dilssner F, Springer T, Schönemann E et al (2014) Estimation of satellite antenna phase center
corrections for BeiDou. In: IGS workshop, pp 23–27. MLA

10. BertigerW, Bar-Sever Y, Harvey NK et al (2010) Next generation GPS ground control segment
(OCX) navigation design. In: Institute of navigation GNSS meeting, Portland, OR, Sept 2010

11. Dow JM, Neilan RE, Rizos C (2009) The international GNSS service: in a changing landscape
of global navigation satellite systems. J Geod 83:191–198



Influence and Correction of Satellite Phase Center Offsets … 241

12. Kouba J, Héroux P (2001) Precise point positioning using IGS orbit and clock products. GPS
Solut 5(2):12–28

13. Schutz B, Tapley B, Born GH (2004) Statistical orbit determination. Elsevier
14. Cui X, JiaoW, Jia X et al (2004) The fitting algorithm of GPS broadcast ephemeris parameters.

J Inst Surv Map (J Geomatics Sci Technol) 21(4):244–246 (in Chinese with English abstract)



Effects of Tube Wall Thickness
on Combustion and Growth Rate
of Supersonic Reacting Mixing Layer

Di Lu and Fang Chen

Abstract The study of supersonic reacting shear layer has been paid great attention
to further understand flow characteristics and mechanism of the engine combus-
tion process. However, most past studies remain narrow in focus dealing only with
infinitely small tube thickness or fixed ones which neglects the complex flow struc-
tures reflecting some general features of scramjet engine mixing and combustion
process. In the present study, supersonic reacting mixing layer has been studied
under different tube thickness. Numerical simulations have been carried out with
CFD++ 14.1 to solve the Reynolds averaged equation on the Evan’s configuration
which is closed byMenter’s Shear Stress Transport turbulence model and finite reac-
tion rate chemical kinetic model. The flow field evolution, mixing layer growth and
combustion ignition are the major focus of current study. The obtained results show
that the existence of finite tube thickness brings unique flow field characteristic such
as expansion fans and shock systems which is not included in the tradition simplified
analysis of reacting shear with infinitesimal tube thickness. The tube thickness has
a positive effect on growth of mixing layer and ignition delay that 50% of decrease
in ignition delay has achieved by enough tube wall thickness.

Keywords Supersonic reacting shear layer · Non-premixed turbulent combustion ·
Tube thickness effect

1 Introduction

In recent years, researchers have shown an increased interest in ramjet engine
as propulsion system for hypersonic vehicles and orbit missions [1] for its low
payload costs and high specific impulse [2]. However, effective operation of ramjet
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engine over wide speed range is still tricky in the design of hypersonic vehicles [3].
One of the main obstacles is ignition and combustion stability in high speed flow
[4] which requires fundamental study in supersonic combustion process. For this
reason, the study of supersonic reacting shear layer aims to further understand flow
characteristics and mechanism of the engine combustion process.

Since Zeldovich number [5] was proposed to describe the influence of free shear
and flowMach number on ignition, many researches have been conducted on ignition
and flameout. It was found that shock wave impingement [6], vortex shedding [7],
inflow fluctuation [8] and additive effects [9] acted a prominent role in ignition char-
acteristic, whereas low temperature of mixture dominates rich combustion flameout
[7]. In addition to combustion characteristics, compressibility has a negative effect
on the growth rate of reacting shear layer [10], while heat release effect is closely
related to the convective Mach number [11, 12]. The further reason of heat release
and compressibility effect has been attributed to reduced production of Reynolds
stress [13].

However, most previous studies are limited to the infinitesimal or fixed wall thick-
ness, and only a few works consider the influence of the tube wall thickness [14, 15].
The effect of tube wall thickness on evolution of mixing layer and flow structure in
supersonic reacting layer has not be systematically explored.

The aim of this investigation has been to establish relationship between tube wall
thickness on flowfiled characteristic of co-axial hydrogen and air jet flame. The paper
is divided into 4 sections. The first section includes a review of the past studies on
reacting mixing layer. The second section briefly introduces the numerical methods
of the study and gives out model validation. The third section presents the simulation
results under different tube thickness. The final section gives out the conclusion.

2 Numerical Methodology

2.1 Computational Fluid Dynamic

The Reynolds Average conservation equations of mass, momentum, species and
energy for multicomponent compressible reacting system are solved by CFD++
14.1 based on finite volume method. Multi-component diffusion model described
by Fick’s law has been applied for species transport property. The turbulence closure
has been achieved by Menter’s Shear Stress Transport (SST) model.

A nine-species, eighteen-step mechanism [16] is employed for the chemical
kinetics of hydrogen and air. This model was validated in the CFD++ 11.1 offi-
cial tutorial of Burrow combustor against experiment data. Nitrogen is defined as an
inert gas which is evaluated automatically after other species are given.

Thegoverning equations are solvedby thefinite-volumemethod approach. Second
order differential scheme has been applied for inviscid term. Multi-dimensional total
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variation diminishing (TVD) polynomial interpolation has been used for reconstruc-
tions over nodes. To accelerate the computation, a spatial discretization blending
between first and second order has also been applied.

2.2 Model Validation

The baseline model used in this study is a confined coaxial hydrogen jet flame with
a design Mach number of 2.0 [17] whose salient features are shown in Fig. 1. The
radius of the internal hydrogen jet nozzle r j is 3.2625 mm with a tube thickness δw
of 1.5 mm, and the radius of the whole tube R is 32.65 mm. Since little knowledge of
the nozzle lip structure was given, a straight wall is assumed to consider the boundary
layer effect of the injector.

The inflow condition of the hydrogen jet is characterized by 251 K, 0.1 atm and
2.0 Ma with pure hydrogen. The inflow condition of the vitiated air is characterized
by 1495 K, 0.1 atm and 1.9Ma with species composed of 0.241 oxygen, 0.281 water,
and 0.478 nitrogen. X-axial symmetry has been applied on the centerline of the tube
to utilize the symmetry feature of the problem. No-slip adiabatic condition has been
specified for the solid wall.

To establish the fidelity of the numerical simulation, grid convergence study has
been conducted on the baseline geometry with three sets of computational meshes.
These three sets of meshes are namely Mesh A, Mesh B andMesh C containing 150,
250 and 490 K grid points respectively. The species distributions at different cross
sections of the duct are in comparison with the experiment [17]. Figure 2 has given
out the radial distribution of OH, H2O, N2, H2 at x/dj = 8.26, 15.5, 21.7 and 27.9.
It is shown that the results for the Mesh B and Mesh C collapse almost perfectly,
thus the further analysis is based onMesh B. Some deviations have behaved between
simulated results and experimental results for ignition delay. This is mainly caused
by uncertainties in inflow turbulence boundary layer of the experiment configuration
and deficiency of inconsideration of turbulence chemistry interaction in combustion
process.

Fig. 1 Baseline configuration
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(a) x/dj=8.26 (b) x/dj=15.5

(c) x/dj=21.7 (d) x/dj=27.9

Fig. 2 Comparison of species radial distribution at different cross section for x/dj = 8.26, 15.5,
21.7, 27.9

3 Result and Discussion

3.1 Flow Field Characteristic

In this section the general flow field characteristic has been analyzed under finite
tube wall thickness and infinitesimal tube wall thickness. For the finite tube wall
thickness case, a tube wall thickness of 1.5 mm has been applied just as the baseline
model which has been discussed in Sect. 2.2. For the infinitesimal tube wall thickness
condition, an inlet velocity profile has been applied characterized by the formula (1)
below:

U = uup+udown
2 + uup−udown

2 tanh
(

y−yc
2δ0

)
(1)

In which uup and udown are the velocity of air and fuel, yc is the separation location
of two fluid, δ0 is considered as the initial mixing thickness.

From Fig. 3, a major difference of the flow fields between reacting mixing layer
with andwithout tubewall thickness can be summarized to the existence of expansion
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(a) Density contour (Infinitesimal thickness) (b) Density contour (Finite thickness) 

Fig. 3 Density contour with and without finite tube wall thickness

waves, recirculation zone and reattached shocks which brings great complexity to
the evolution of the flow field.

To better visualize the flow field with finite tube wall thickness, a contour graph
of density gradient norm in global view is given in Fig. 4 to discriminate the shock
structure combined with local streamlines. In Fig. 4a’s global view, the flow field of
supersonic reacting mixing layer with finite tube wall thickness is characterized by
near-field expansion fan, shock wave, and recirculation zone combined with far-field
shock reflection, shock-reacting layer interaction. From Fig. 4b, oxidant and fuel
separated by finite tube thickness induces a recirculation zone downstream of the
tube tip in the near-field. The inward wall causes two expansion fans surrounding
the tube tip making the stream merge together. After the merge of the two streams,
reattach shocks are formed reflecting outward leading to complex shock system in
the tube. In the far-field, reattach shocks induced by merge of the stream turning
outward strikes the outer tube wall and reflects inward impinging on the reacting
mixing layer which leads to a strong local interaction with the reacting mixing layer.
On the other hand, reattach shocks turning inward interacts with the one caused by
the symmetry part, reflects outward and finally merges the reattach shocks turning
outward after interaction with mixing layer.

Combustion process is another important flow field characteristic in reacting
mixing layer which is given in Fig. 5. From Fig. 5a, the combustion process is
started by ignition in mixing layer which characterized by premix combustion, then
the flame extends to the core flow. The combustion mode in the core flow undergoes
transition from non-premix to partially premix. From Fig. 5b, a clearer view of the

(a) Contour of density gradient norm 

(Global view)

(b) Contour of density gradient norm 

(Local enlarged view)

Fig. 4 Contour of density gradient norm under finite tube wall thickness (δw = 1.5 mm)
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(a) Contour of flame index (FI) (b) Velocity contour with OH and HO2
concentration contour lines 

Fig. 5 Contour of flame index and velocity under finite tube wall thickness (δw = 1.5 mm)

combustion process can be visualized by the OH (colored by red) and HO2 (colored
by blue) contour. On the outside edge of mixing layer, the OH species is majorly
produced due to the fully mixing of fuel and oxygen. In the centerline region, high
fuel concentration is exhibited which causes weak reaction leading to a region of
fuel-rich combustion. As a result, the HO2 is majorly produced in the centerline
region.

3.2 Effects of Tube Wall Thickness on Flow and Combustion

To study the effects of tube wall thickness, tube wall thicknesses of 0.5 mm, 0.8 mm,
1.0 mm, 1.5 mm, 2.5 mm have been applied other than the baseline case of 1.5 mm.
The inflow mass flow rate is maintained during the variation of tube wall thickness.

First, flow field evolution under different tube wall thickness has been compared
in Fig. 6. It shows that with the increase of the tube thickness a larger recirculation
zone is formed which causes an enlarged initial expansion fan and weaker initial
shock wave characterized by smaller shock angle. On the other hand, the bigger tube
thickness leads to stronger overexpansion in the inner fuel inject and thus finally

(a) Tube thickness 0.5mm  (b) Tube thickness 1.5mm (c) Tube thickness 2.5mm

Fig. 6 Comparison of flow structure at different tube thickness for t = 0.5 mm, 1.5 mm, 2.5 mm



Effects of Tube Wall Thickness on Combustion and Growth Rate … 249

results in Mach disk in the center of the jet flow. The location of Mach disk can be
estimated by an empirical expression as proportional to square root of ratio between
nozzle total pressure and back pressure (Ashkenas and Sherman 1966) as formula
(2) which agrees well with the simulation results. With the increase of tube wall
thickness from 0.5 mm to 2.5 mm, the Mach disk position has been postponed by
16%.

xM
d ∝

√
Ptot
Pb

(2)

Figure 7 gives out the growth of the reacting layer characterized by the vorticity
thickness which is defined in formula (3):

θw = �U(
∂U
∂y

)
max

= uup−udown(
∂U
∂y

)
max

(3)

Figure 7 indicates a general trend that increase of the tube wall thickness leads to
larger reacting mixing layer growth, which can be also seen clearly from the vorticity
contour from Fig. 8. The major reason attributes to a more vortex generation due to
the larger tube wall thickness. On the other hand, sudden drops can be visualized in
the stream wise distribution of vorticity thickness which is always co-occurrence of
shock impinge indicated by streamwiseMach number monitor. Such a fact indicates
that the shock wave impinge has a strong depression effect on the growth rate of
mixing reacting layer which is attributed to the great compression effect brought by
the shock wave. Downstream of the shock, the growth rate of the mixing reacting

Fig. 7 Streamwise vorticity thickness distribution and Mach number distribution at different tube
thickness for t = 0.5 mm, 0.8 mm, 1.0 mm, 1.5 mm, 2.5 mm
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Fig. 8 Vorticity contour under tube wall thickness of 1.5 mm, 2.5 mm

layer faces a rapid increase due to the increase of the vorticity magnitude which can
be observed from Fig. 8.

To express the effect of wall thickness on combustion process, species indicator
combinedwith the combustion efficiency have been used to represent themicroscopic
and macroscopic view point of combustion. The species indicator is defined as the
maximum concentration in a section, while consumption of the fuel is utilized to
evaluate the combustion efficiency.

From Fig. 9a, with the increase of tube thickness, combustion happens with less
ignition delay. In detail, at a smaller tube thickness of 0.5 mm and 0.8 mm, the
ignition happens almost the same position for not enough large recirculation zone
to support early mixing. With an enough large recirculation zone formed by large
tube thickness, the ignition delay is decreased by 50% relative to the low tube wall
thickness. However, even larger tube thickness makes no contribution to less ignition
delay. In current case, the threshold value of tube thickness is 1.5 mm. One more
interesting founding can be observed from Fig. 9b that though increase of tube thick-
ness leads to early combustion it does not necessarily increase the total combustion
efficiency.

(a) OH indicator (b) Combustion efficiency 

Fig. 9 Comparison of combustion process at different tube thickness
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4 Conclusion

The effects of tube thickness on supersonic reacting mixing layer growth and
combustion process have been investigated in this paper, the conclusions are as
follow:

(1) Tube thickness has significant impact on the growth of reacting mixing layer
and combustion process for the introduction of complex shock systems.

(2) The increase of tube thickness increases the mixing layer thickness growth
which promotes more thorough mixing. On the other hand, the ignition delay is
50% less than that of the infinite tube when the tube wall thickness is 1.5 mm.
However, there is a thickness threshold for the above effects that the increase of
thickness above the threshold will not further reduce the ignition delay. Under
the current situation, the threshold value of tube thickness is 1.5 mm.

Acknowledgements The support ofNationalNatural ScienceFoundation ofChina (No. 11672183)
is gratefully acknowledged.
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An Investigation for Effective Thermal
Properties of Titanium Alloy Lattice
Sandwich Panels

Junpeng Li and Zhibin Yang

Abstract Multifunctional sandwich panel presents a unique Integrated Thermal
Protection System (ITPS) for hypersonic vehicles. In this paper, a novel method to
evaluate the effective thermal properties of metal alloy lattice core sandwich panels
is presented. The thermal transfer process between lattice core and face sheet was
analyzed, and the behavior schemes were detached in three categories according to
the existence of insulation material filling and active convection. For each category,
equations were presented to calculate the effective density, specific heat and thermal
conductivity for pyramid lattice core and tetrahedral lattice core using Representative
Volume Element (RVE). Two sandwich panels were constructed separately with the
two lattice cores made by the material of titanium alloy. Numerical Simulation based
on Finite Element Method (FEM) was employed to verify the effective techniques.
Two kinds of FEMmodels were built with detailed solid element level and simplified
effective solid element level. The heat transfer process from top sheet to bottom
sheet across lattice core were simulated, consistency of temperature responses could
be observed obviously between the different level FEM simulations. It could be
concluded that the effective properties deduced with the method in this paper are
accurate to predict the thermal performance of titanium alloy lattice core sandwich
panels, and are very promising for potential application in the analysis and design of
TPS for hypersonic vehicles.

Keywords Effective thermal properties · Lattice core panels · Thermal protection
system
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1 Introduction

Reusable Launch Vehicle (RLV) and hypersonic vehicles have attracted more and
more attention both in military and civil sphere. It has been revealed that the key
challenge to successfully develop RLVs is to conquer the rigor thermal load [1,
2]. Because of the com-pression due to excessive flight speed, structures should
survive in service under extremely server aerodynamic heating and pressure load.
Thermal Protection System (TPS) plays the core role to keep the interior structures
from overheating and also helps to maintain reasonable strength and stiffness thus
could retain an idea aero-dynamic shape [3]. Great efforts have been invested in
the research and design of TPS, and varied TPS types have been promoted, such
as blanket insulation, ceramic matrix composite TPS and metallic TPS (MTPS) [4]
(Glass). Recently, a novel Integrated TPS (IPTS) which could structurally withstand
both thermal andmechanical loadwaswidely advocated due to its high efficiency and
low maintenance [5–7]. Advantages of ITPS with cellular sandwich panels include
robust load bearing and beneficiary insulation filling. The design ability of ITPS has
been demonstrated to possess potential applications in wide range [8–10].

There are two kinds of ITPS, the corrugated core configuration and the lattice core
configuration. Compare to the corrugated configuration, the lattice configuration has
higher porosity and more optimal mesostructures. Lattice core ITPS incorporates
relative low density into designable multifunction features. Therefore, the mechan-
ical, thermal and other performance could be adjusted and optimized for specific
purpose and lattice core sandwich panels are expected to be the most promising
candidate for ITPS.

To design an ITPS with lattice core sandwich panels, it is premised to intensively
investigate the mechanical and thermal properties. The thermal transfer process is far
more complicated than the mechanical load bearing character. Lattice core sandwich
panelsmanufacturedwithmetal such as aluminum, titanium, nichrome, stainless steel
and copper are widely procurable. Titanium alloy is especially attractive due to its
high performance in both thermal andmechanical load bearing. Through 3D printing
and Super Plastic Forming (SPF) technique, Titanium alloy could be fabricated into
lattice core sandwich panels. It’s very promising to be applied in the hypersonic
vehicle structures.

The objective of this paper is to disclose the heat transfer behavior character of
lattice core sandwich panels, and present a scheme to quantify the effective thermal
properties such as effective density, effective specific heat and effective thermal
conductivity using Representative Volume Element (RVE) method.
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2 Heat Transfer Behaviour of Titanium Alloy Lattice Core
Sandwich Panels

Typically there are two types of lattice core sandwich panels, the pyramid and the
tetrahedral, as show in Fig. 1.

Because of its high porosity, the heat transfer behaviour in lattice core sandwich
panels from hot face sheet to cold face sheet could be tuned through insulation
material filling and active forced convection in the pore space. Accompany with the
existence of radiation among face sheets and lattice core, the heat transfer perfor-
mance could be further adjusted through the surface emissivity rectification while
the surface emissivity could be tuned through the surface roughness.

Thus the heat transfer behaviour of lattice core sandwich panels could be detached
to three categories.

2.1 Case 1: Heat Transfer with Insulation Filling

In this case, the pore space in lattice core was filled with insulation material, and the
heat transfer behavior was only thermal conduct.

2.2 Case 2: Heat Transfer Without Insulation Filling

In this case, the pore space in lattice core was empty, and the heat transfer behaviour
includes thermal conduct, thermal radiation.

Fig. 1 a Pyramid lattice b Tetrahedral lattice
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2.3 Case 3: Heat Transfer with Active Convection

In this case, the pore space in lattice core is filled with flowing compressed air or
some other fluid cooling medium. Because of the fluid flowing, forced convection
occurred on the surface of face sheets and lattice core. In the case of transparent
cooling medium, the heat transfer behaviour includes thermal conduct, radiation,
and convection. If the medium is non-transparent, there is no radiation.

3 Effective Thermal Properties of Titanium Alloy Lattice
Core Sandwich Panels

During the thermal performance analysis of lattice core sandwich panels, effective
properties such as effective density, effective specific heat, and effective thermal
conductivity of the lattice core are essential. They should be advanced for different
cases.

The RVE definition parameters of pyramid lattice core and tetrahedral lattice core
are shown in Fig. 2.

3.1 Effective Density

(a) Pyramid lattice core

Case 1:

ρe = Vvρs + (1 − Vv)ρ f = 2dt

ah
(
1 − h2

a2

)ρs + (1 − 2dt

ah
(
1 − h2

a2

) )ρ f (1)

(a) Pyramid (b) Tetrahedral

Fig. 2 RVE definition parameters of lattice core
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Case 2 and case 3:

ρe = Vvρs = 2dt

ah(1 − h2
a2 )

ρs (2)

where ρs and ρ f are the density of core material and insulation filling material.

(b) Tetrahedral lattice cores

Case 1:

ρe = Vvρs + (1 − Vv)ρ f = 2dt√
3ah

(
1 − h2

a2

)ρs +
⎛
⎝1 − 2dt√

3ah
(
1 − h2

a2

)
⎞
⎠ρ f (3)

Case 2 and case 3

ρe = Vvρs = 2dt√
3ah(1 − h2

a2 )
ρs (4)

where ρs and ρ f are the density of core material and insulation filling material.

3.2 Effective Specific Heat

(a) Pyramid lattice core

Case 1:

ce =
ρs

2dt

ah
(
1− h2

a2

)cs + ρf(1 − 2dt

ah
(
1− h2

a2

) )cf

ρs
2dt

ah
(
1− h2

a2

) + ρf(1 − 2dt

ah
(
1− h2

a2

) )
(5)

Case 2 and case 3:

ce = 2dt

ah
(
1 − h2

a2

)c
s

(6)

where cs and c f are the density of core material and insulation filling material.

(b) Tetrahedral lattice core

Case 1:
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ce = 2dt√
3ah

(
1 − h2

a2

)cs (7)

Case 2 and case 3:

ce =
ρs

2dt√
3ah

(
1− h2

a2

)cs + ρf(1 − 2dt√
3ah

(
1− h2

a2

) )cf

2dt√
3ah

(
1− h2

a2

)ρs + (1 − 2dt√
3ah

(
1− h2

a2

) )ρ f
(8)

where ρs and ρ f are the density of core material and insulation filling material.

3.3 Effective Thermal Conductivity

For all the cases of pyramid and tetrahedral lattice core sandwich panels, the thermal
conducted through lattice core could be expressed:

qtotal = qcoduct + qradiate + qconvect = keA
T1 − T2

h
(9)

where q_coduct is the thermal conducted through core and filling materials, q_radiate is
the thermal radiated, and q_convect is the convection thermal because of the flow of
cooling medium, ke is the effective thermal conductivity, A is cross-section area of
the RVE, T1 is the hot surface temperature and T2 is the cold surface temperature.
Effective thermal conductivity could be deduced by the analysis and quantify of all
the three sources.

(a) Pyramid lattice core

Case 1:

ke = 2dth

a3
(
1 − h2

a2

)ks + (1 − 2dth

a3
(
1 − h2

a2

) )kf (10)

Case 2:

ke = 2dth

a3
(
1 − h2

a2

)ks +
⎛
⎝1 − 2dth

a3
(
1 − h2

a2

)
⎞
⎠kgas + 4BεhσT3

avg (11)

Case 3 for transparent cooling medium:
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ke = 2dth

a3
(
1 − h2

a2

)ks + (1 − 2dth

a3
(
1 − h2

a2

) )kgas + 4BεhσT3
avg+Rch (12)

Case 3 for non-transparent cooling medium:

ke = 2dth

a3
(
1 − h2

a2

)ks +
⎛
⎝1 − 2dth

a3
(
1 − h2

a2

)
⎞
⎠kgas+Rch (13)

where ks is the thermal conductivity of corematerial, kf is the thermal conductivity of
insulation filling material, kgas is the thermal conductivity of air or cooling medium,
Tavg is the temperature of lattice core, Rc is the convective heat transfer coefficient,
B is the correction factor because of lattice shadow effect, σ is the surface emissivity,
εis the Stefan-Boltzmann constant.

(b) Tetrahedral lattice core

Case 1:

ke = 2dth√
3a3

(
1 − h2

a2

)ks + (1 − 2dth√
3a3

(
1 − h2

a2

) )kf (14)

Case 2:

ke = 2dth√
3a3

(
1 − h2
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)ks + (1 − 2dth√
3a3

(
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) )kgas + 4BεhσT3
avg (15)

Case 3 for transparent cooling medium

ke = 2dth√
3a3

(
1 − h2

a2

)ks + (1 − 2dth√
3a3

(
1 − h2

a2

) )kgas + 4BεhσT3
avg+Rch (16)

Case 3 for non-transparent cooling medium

ke = 2dth√
3a3

(
1 − h2

a2

)ks + (1 − 2dth√
3a3

(
1 − h2

a2

) )kgas+Rch (17)

where ks, kf, kgas, Tavg, Rc, B, σ, andεare the same as before.
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4 Verification of Effective Thermal Properties Through
FEM Simulation

A Pyramid lattice core sandwich panel and a tetrahedral lattice core sandwich panel
were built with the titanium alloy TC4, as shown in Fig. 3.

In case 3, the cooling medium is set to be compressed air about 0.8 MPa.
The verification is processed through Finite Element Method (FEM) simulation.

The heat transfer behaviours of pyramid and tetrahedral lattice core sandwich panels
are simulated through different thermal boundary conditions, and the heat transfer
process from top sheet to bottom sheet across lattice core were investi-gated by
numeric computation.Adetailed solid elementmodelwith insulation fill-ingmaterial
and core material was constructed accompany with a simplified solid element model.
Heat transfer processes were comparatively studied.

4.1 Pyramid Lattice Core Sandwich Panel

Detailed FEM model and Simplified FEM model were shown in Fig. 4.
In Fig. 4, (a) is the detailed FEM model without insulation filling, (b) is the

de-tailed FEM model with insulation filling, and (c) is the simplified FEM model.
The verification results are shown in Fig. 5.
From Fig. 5, it could be concluded that there are significant consistencies of

temperature response between effective model and detailed model.

4.2 Tetrahedral Lattice Core Sandwich Panel

Detailed FEM model and Simplified FEM model were shown in Fig. 6.
The verification results are shown in Fig. 7.

(a) Pyramid (b) Tetrahedral 

Fig. 3 Geometry of lattice core sandwich panels
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Fig. 4 FEM Models of pyramid lattice core sandwich panels
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Fig. 5 Verification results of pyramid lattice core sandwich panel

In Fig. 7, the temperature response of effective FEM model and detailed FEM
model shows very little difference.
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Fig. 6 FEM Models of tetrahedral lattice core sand-wich panels
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Fig. 7 Verification results of tetrahedral lattice core sandwich panel

5 Conclusion

In this paper, a method to evaluate the effective thermal properties of lattice core
sandwich panels was advanced based on the analysis of heat transfer behaviour,
and through the method, the lattice core could be simplified as a unified material,
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thus the thermal performance of lattice core sandwich panels could be predicted in a
convenient way. The method was verified with a pyramid lattice core sandwich panel
and a tetrahedral lattice core sandwich panel fabricated by titanium alloy through
FEMsimulation. Consistence of temperature response from the effective FEMmodel
and detailed FEM model could be observed. The results proved that the method in
this paper is applicable in the design of lattice core sandwich panels.
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Modeling and Analysis of Gate to Gate
Flight Process Based on SysML
in Commercial Aircraft

Hongyu Li, Miao Wang , Gang Xiao, Guoqing Wang, Bei Tian,
and Zihang Chen

Abstract The design and development of commercial aircraft is a complex system
engineering. At present, operational scenario analysis is gradually used for aircraft
function identification and requirement capture. In the analysis process, the time
dimension factors of the aircraft in civil aviation operations must be considered,
that is, the complete process of aircraft operation must be defined. Guided by the
idea of system modeling, this paper presents research on the modeling method of
Gate to Gate flight process. The basic elements and hierarchical division of flight
process models are constructed. Finally, the paper proposes the method and proce-
dure of establishing Gate to Gate model based on SysML. Based on the previ-
ously proposed method and a complete description of commercial aircraft operation
process, this paper establishes a summary behaviour model of aircraft’s Gate to Gate
flight process, covering the preparation before takeoff, push back, taxi out, taxi before
takeoff, takeoff roll, takeoff, climb, ocean-based cruise, land-based cruise, descent,
approach, final approach, landing, taxi after landing, and taxi to aircraft stand. SysML
is used to model the flight process, which includes aircraft itself, ATC, AOC, airport
tower and other models. The model is drawn to form Use Case diagrams, Activity
diagrams, State Machine diagrams, and Sequence diagrams under each flight phase.
The model mainly focuses on the collaborative process between aircraft and various
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stakeholders, such as the collaborative interaction process between aircraft and ATC,
AOC, as well as the collaborative interaction process between aircraft and airport
tower during the takeoff and landing phase. This paper provides a method to describe
the flight process systematically and graphically. It can also be used as an exploration
of function identification and requirements capture methods.

Keywords Flight process · SysML · Behaviour diagram · Commercial aircraft

1 Introduction

Modern civil aircraft development is a highly complex multi-system integration
project, which is characterized by numerous subsystems, complicated cross-linking
between systems, technology intensive, and cross-disciplinary. How to systemati-
cally analyze the functional requirements of civil aircraft has always been an impor-
tant task of civil aircraft design and development. Analysis methods based on docu-
ment management are a thing of the past. Today, model-based systems engineering
(MBSE) ideas are widely used in civil aircraft design to support activities such as
capturing, analyzing, and verifying system requirements.

The design process of civil aircraft is a top-down, layer-by-layer decomposition
based on user needs. Therefore, the premise of accurately grasping the functional
requirements is to be able to obtain accurate and complete top-level use cases, and
gradually expand into sub-use cases, which ultimately correspond to the needs and
functions of civil aircraft. The MBSE method is now widely used in the field of
aircraft design, and there are many researches using SysML for functional analysis
and logic design [1]. Research literature [2] has carried out the functional design
and logic verification of flight control system according to the demand-function-
logic-physics system engineering method. Paper [3] proposed a MBSE method to
analyze and design critical safety systems for aircraft. The MBSE method has been
successfully applied in the practice of several projects of Boeing and Airbus [4].

In the above-mentioned related research, the top-level use cases on which require-
ments analysis relies are generally from a single running scenario, and system-level
functional requirements are analyzed from the scenarios [5]. The top-level use cases
from this source are likely to cause imperfect requirements capture. Therefore, it is
necessary to consider the complete flight process of the aircraft and build a multi-
dimensional flight environment and scene. In recent years, scene analysis has grad-
ually been used to identify aircraft functions and capture requirements. The analysis
process must consider the time dimension of the aircraft being put into civil avia-
tion operation, that is, the complete process of aircraft operation must be defined.
In the initial stage of civil aircraft design, the aircraft is considered under the civil
aviation operation and management system. Taking the complete operation process
of the aircraft as a scenario, it can ensure the close integration of requirements and
functional design in the development life cycle.
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In the first section of this paper, based on the complete description of civil
aircraft flight process, the basic elements of constructing a summary model of
aircraft Gate to Gate process are proposed, covering the entire operation process
under the current civil aviation management system. In the second section, based on
SysML, a summary model of the Gate to Gate process covering the basic elements
is established, the Use Case, Activity, State Machine, and Sequence diagram in each
operation phase are formed and further analyzed.

2 Gate to Gate Flight Process

The basic requirement for establishing a Gate to Gate flight process summary model
is to cover the basic operation process and scenarios of aircraft under cur-rent civil
aviation management system. Guided by the regulations of civil aviation manage-
ment, according to the different flightmissions under time dimension of civil aviation
operation, the whole flight process of aircraft is subdivided into several phase.

Since this article builds a summary model, the basic elements contained in the
model are required to be complete, but at the same time it should be concise and clear.
Each flight process contains a large amount of information transmission, collabo-
rative decision-making, and operation interaction. Therefore, when using SysML
behaviour diagrams to describe, we should select the parts that help complete the
requirements capture.

TheGate toGate flight processmodel established in this paper focuses on collabo-
rative decision-making with various participants and the state changes of key aircraft
systems. The following is a detailed analysis from the three aspects of participants,
system composition and flight process.

2.1 Participants

When modelling the Gate to Gate flight process, the first thing to determine is the
members who are mainly involved in the flight scenario. According to the current
civil aviation operation and management system, and the general procedures for
aircraft operation, as well as airline operation and control regulations, the entire
flight process is sorted out. Participants of Gate to Gate flight process model refer
to all members participating in the flight scenario, including the aircraft, airlines,
airports, air traffic control, etc.

Aircraft. The aircraft includes the aircraft’s own equipment and systems, and the
flight crew which is responsible for completing the aircraft’s driving and manoeu-
vring. According to the current civil aviation regulations, usually the flight crew
consists of two or more pilots. Specific to the distribution of responsibilities, it is
divided into captain and co-pilot. When considering the division of labour in flying
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an aircraft, it is generally divided into PF and PM, that is, pilot-flying and pilot-
monitoring. The PF is mainly responsible for driving and manoeuvring the flight,
and the PM is mainly responsible for the status monitoring of the flight. Specific to
each flight phase, according to the requirements of different airlines and different
types of aircraft, the cockpit areas of the two are different [6].

Airlines. The airline part involved in Gate to Gate flight process model mainly
refers to the airline’s operation control centre (AOC). The AOC can realize the
integration of airline resources, complete the tasks including flight dispatch, mainte-
nance, ground support, crew deployment, etc., is the core of the airline’s command.
Specific to the Gate to Gate flight process model, the AOC mainly involved in this
article includes flight dispatch and ground support. The airline is responsible for
organizing the initial flight plan of the aircraft flight and participating in the modifi-
cation and adjustment of the real-time flight plan during the flight. At the same time,
when the aircraft is in the pre-flight preparation phase on the ground, the airline’s
ground crew need to assist the flight crew to complete the pre-flight inspection and
pushing back.

Airports. The airports part of Gate to Gate flight process model mainly includes
deliver control center (DEL), ground control center (GND) and tower control center
(TWR) in airport control. Among them, the DEL needs to make a comprehensive
judgment based on the flight plan, airport flow and route weather, destination airport
status and other information, issue a release permit to the aircraft, and allow the
aircraft to complete the flight plan. GND is responsible for scheduling management
and permit issuance of aircraft in surface operation, according to the traffic conditions
of the airport surface and the sorting queues for entry and exit, the aircraft is issued
with permission to launch and start the engine, and directs the aircraft to complete the
surface taxi according to the route. The TWR is mainly responsible for the command
anddispatch of aircraft entering and leaving the port, includingdirecting the departing
aircraft to enter the runway, issuing the take-off permission, and issuing the landing
permission to the incoming aircraft.

Air traffic control. The air traffic control part of the model is mainly composed
of area control center (ACC) and approach control center (APP), and is responsible
for providing air traffic control services, flight information and warning services in
specific flight areas. Area control areas generally refer to high-altitude control areas,
and approach control areas are the connection between the tower control area and
the area control area. APP is responsible for sequencing landing aircraft and adding
routes to departing aircraft.

2.2 System Composition

The purpose of establishing a Gate to Gate flight process summary model is to
perform aircraft function identification and requirements capture, so it is not perfect
to obtain only the aircraft-level requirements. In the summarymodel, the participating
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aircraft will be further decomposed to analyze the functional requirements of the key
systems.

In addition to distinguishing the concept of human–machine and dividing the
model into pilot and aircraft, the aircraft model established in this paper also subdi-
vides the typical systems and equipment to form the system components of themodel.
The system composition includes the system involved in the whole flight process,
which is obtained by subdividing the participating subjects layer by layer.

2.3 Division Method

For civilian aircraft, the fundamental mission of the aircraft is to fulfill the trans-
portation needs, which is reflected in the ability, performance and effective-ness of
flight. The flight process of aircraft is the application of capability, performance and
effectiveness.

Taking current civil aviation operation andmanagement system as a reference, the
entire flight process is divided into: preparation before takeoff, push back, taxi out,
taxi before departure, takeoff roll, takeoff, climb, ocean-based cruise, land-based
cruise, descent, approach, final approach, landing, taxi after landing, sliding into
the parking space. There are obvious flight tasks or status transition signs between
each phase, and they are closely connected with the front and back phases, forming
the whole process from flight preparation to flight completion. The definition and
division of each phase are introduced as follows.

Preparation before takeoff. The preparation before take-off starts with the flight
plan, and also includes the direct preparationwork after the crew arrives at the aircraft
stand. The main mission of the participants in this phase is to negotiate to formulate
a flight plan. At the same time, the crew needs to complete the safety check, ground
preparation and information acquisition, and finally apply for clearance to DEL.

Push back. After obtaining the clearance, the crew can begin preparations for
push back. After applying for GND permission, the crew can complete push back of
the aircraft and start engine with the help of ground crew. The phase ends with the
aircraft reaching the stop line and engine keeping the idle stable.

Taxi out. The taxi-out phase refers to the phase in which the aircraft moves from
the stop line to before the taxi area. During the phase, the crew needs to complete
the preparations for taxiing, and apply to GND for taxiing instructions.

Taxi before takeoff. The phase refers to the process of the plane taxiing in the
taxi area of airport surface. Depending on the situation, the crew may need to taxi
to a specific area for de-icing operations. Or the crew needs to follow the GND
commands to cross the runway. After taxiing, the aircraft should wait outside the
runway for instructions.

Takeoff roll. The takeoff roll phase is defined as the time when the aircraft enters
the flight runway until the aircraft completes the acceleration roll and retracts the
landing gear in the air. The division is based on the relevance of the series of actions
of crew after take-off. At the same time, the participants in the stage also have TWR,
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which is responsible for issuing take-off instructions to the aircraft at the beginning
of the phase.

Takeoff. To ensure the continuity of previous phase, the aircraft had retracted
its landing gear at the beginning of take-off phase. Therefore, the main content of
take-off phase is that the crew applies to APP for departure instructions, and at the
same time completes the post-takeoff inspection. This phase can be regarded as the
transitional phase between takeoff roll and climb.

Climb. The climb phase refers to the process until the aircraft rises to the cruising
altitude. Generally, after take-off, the operation of aircraft is handed over to the
autopilot system, so the subsequent few phases of crew operation activities are less,
and the proportion of collaborative decision-making with ATC will increase. The
control unit of the aircraft during the climb phase was transferred from APP to ACC.

Ocean-based cruise. The cruise phase will be divided into ocean-based and land-
based depending on where the aircraft is located. Among them, ocean-based cruise
refers to the cruise flight process of an aircraft crossing the ocean. The characteristic
of this phase is that there are basically no navigation facilities in the ocean area.
Therefore, when the aircraft is flying in the ocean area, its navigation and communi-
cation methods have changed greatly. To put it simply, during the cruise in the ocean
area, aircraft rely more on HF or satellite communication, and the control mode is
switched from radar control to procedure control.

Land-based cruise. The flight environment of aircraft during the land-based
cruise phase has not changed much, because the radar stations and communication
stations below the route are relatively dense. The aircraft will still fly under radar
control. The collaborative decision-making between aircraft and ACC during the
cruise phase usually includes application to change altitude, application to change
routes, and ACC control handover.

Descent. Generally speaking, when flying to 80 nautical miles before the descent
apex, the aircraft must begin preparations for descent. In addition to the necessary
adjustment of flight status, it is also necessary to obtain the landing conditions of the
destination airport. The descent phase ends after the control of aircraft is transferred
from ACC to APP.

Approach. The whole landing process is divided into several small phase. Among
them, the approach phase refers to the flight activities in the area controlled by APP.
At this phase, the aircraft needs to complete preparations and inspections before
approaching. The APP needs to sequence the arrival of aircraft in the area, and issue
an approach command to each aircraft.

Final approach. In the final approach phase, control of the aircraft will be trans-
ferred to the airport’s TWR. This is also the last phase of aircraft in the air during the
entire flight. In addition to completing the pre-landing inspection at this stage, the
crew needs to decide whether to go around based on the airport environment. TWR
needs to grant landing permission to the aircraft based on the air traffic above the
airport and surface.

Landing. For aircraft that require manual approach, more operations need to be
completed by crew during the landing phase. The main content of this phase is to
slow down the aircraft. At the same time, there is a control handover process. When
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the aircraft decelerates and leaves the runway, it needs to be transferred from TWR
to GND.

Taxi after landing. Before leaving the runway, the crew needs to apply to GND
for taxi instructions. In addition to the necessary system control required by the flight
manual during the taxi phase after landing, the rest of the content is basically the
same as the flow during the taxi phase before take-off.

Taxi to aircraft stand. After leaving the taxi area of airport, the aircraft will enter
the aircraft stand. According to the airport situation, the ground crew can choose
to assist in entering stand. After completing the shutdown of the system, the entire
flight process has also been completed, and the fifteen phases will constitute the Gate
to Gate flight process.

Each phase model should include multiple participants such as aircraft, ATC,
AOC, etc., and should cover air-ground collaborative interaction, aircraft-ATC-AOC,
etc. Take the approach phase as an example, that is, when the aircraft descends to an
excessive level until the landing checklist is completed before the aircraft is landed,
the process should include the operation of the aircraft’s local pilot under normal
procedures, pilot and APP and TWR. Collaboration and interaction, as well as the
handling and release of route conflicts under abnormal conditions, decision-making
for approach and go-around, etc.

3 Modeling Based on SysML

Based on the above analysis of summary model, the basic elements required by it
have been determined, and the start or end signs of each phase have been divided. The
next step is to complete the summarymodel based on SysMLbehaviour diagram.Use
Enterprise Architect software to complete the MBSE-based system model building
and integration, establish a unified standard Gate to Gate model, build the model of
basic participants and system components, with Activity, Use Case, Sequence and
State Machine diagram [7], [8].

The characteristics and modelling methods of four behaviour models are intro-
duced below, taking the take-off phase as an example. In order to better show the
details, we reconstructed some models with Visio.

Activity diagram. Activity diagram can clarify the specific flow of a use case,
such as the flow of take-off phase. In the take-off phase, the work of aircraft and
ATC consists of a series of activities. In the activity diagram, two partition are drawn
respectively, corresponding to the workflow of aircraft and APP. The model usually
includes a basic branch and one or more alternative branch. The switching of branch
needs to use a control node [9], 10, 11 (Fig. 1).

An activity diagram is a dynamic view that illustrates the sequence of actions and
events that occur over time. Activity diagrams can express the flow of information
and instructions through behaviours, and pay attention to how objects are accessed
and modified during the execution of behaviours, and can express more complex
control logic. Taking the take-off phase activity diagram as an example, the figure
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Fig. 1 Activity diagram during take-off phase

can clearly show the collaborative decision-making and information transmission
process between aircraft and APP, and also describes the operations that flight crew
within the aircraft needs to complete or the status changes in the key systems after
take-off.

Sequence diagram. Sequence diagram is the same as activity diagram, expressing
the dynamic view of system. Each participant can interact with each other through
operation calls and asynchronous signals. Compared to activity diagrams, sequence
diagrams focus more on expressing three types of information: the order in which
actions are performed, which participants will perform which actions, and which
structures trigger which actions (Fig. 2).

Sequence diagram uses lifelines to model the aircraft and APP, and uses messages
between the lifelines to model the interaction between participants, which is conve-
nient for describing various interactive behaviours and interactive executions. As
shown in the figure, the left side is the time sequence of aircraft’s behaviour during
the take-off phase, and the right side is APP. The sequence diagram is more intuitive
in expressing the execution order of behaviour and activities.

State Machine diagram. State Machine diagram also describes the dynamic
behaviour information of system. The difference is that State Machine focuses on
how the structure in system changes state according to events that occur over time.
The concept of state is difficult to formally define. In summary model, the state will
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Fig. 2 Sequence diagram during take-off phase

be specifically defined according to different flight phases and environments, and the
situation of system (Fig. 3).

State Machine is slightly different from activity diagram and sequence diagram,
showing the state change process. There is no state transition in the take-off phase, so
there is only one block diagram in the figure. In other phases, the State Machine has
different complexity according to the activities, and there are judgment conditions
between each state. The current summary model only takes the aircraft as main

Fig. 3 State Machine diagram during take-off phase
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Fig. 4 Use Case diagram during take-off phase

body, and in a more detailed model, the key system of aircraft will have its own State
Machine diagram to show the state of key system, in order to analyze the function
and requirements of system.

Use Case diagram. Use Case diagram is different from the above three diagrams
and is a situation diagram of system. Specifically, Use Case diagram can explain the
service information provided by system, that is, all externally visible services. Each
Use Case diagram contains several use cases, and each use case is associated with
the executor who triggered and participated in the use case (Fig. 4).

The figure shows all use cases involving the aircraft and APP during the take-off
phase. At some phases, there are multiple executions or participants in a single use
case. The Use Case diagram also supports the rapid screening of use cases where the
current participant participates in all stages. The existence of Use Case diagram can
clearly show the relationship between behaviour and participants.

Model of flight phase. Taking the take-off phase as an example, the above content
introduces the characteristics and modelling methods of four behaviour diagrams in
detail. Due to space limitations, the remaining 14 phases will not be introduced one
by one. Only some special behaviour diagrams are introduced below Fig. 5.

The first is the sequence diagram at push back phase. As mentioned above, during
the push back phase, the crew needs to apply to GND for a start clearance. The
GND needs to make judgments based on the flight plan and traffic conditions. If
the situation permits, the aircraft can be pushed back directly. If the situation is not
allowed, the aircraft needs to wait on the bridge until the GND grants permission.
The logic of this part is a little more complicated, and the loop judgment structure
in the behaviour diagram needs to be used. As shown in the figure below, the middle
part shows the negotiation process between the crew and the GND.

The following figure is a Use Case diagram of taxi out phase. There are many
behaviours and activities included in this phase, so we divide this into several
processes. As shown in the figure, all use cases are listed and included in the process.
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Fig. 5 Sequence diagram during push back

This is also known as the inclusion relationship between use cases. Sub-use cases
eventually point to the executor through upper-level use cases (Fig. 6).

The following figure is a Sequence diagram of taxi phase before take-off. Consid-
ering that there may be situations where it is necessary to cross the runway during
the operation of airport surface, the model adds a judgment step. When the aircraft
needs to cross the runway, it will trigger the behaviour in the opt. The crew needs to
change the lights and navigation settings and observe the runway. This is reflected
in the sequence diagram as shown below (Fig. 7).

During the cruise phase, when flying across two ATC control areas, or across
different sectors in the same control area, control handover is required. That is,
the aircraft disconnects the radio connection from the original control center and
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Fig. 6 Use Case diagram during taxi out phase

adjusts the radio to the new frequency. At the same time, if the pilot has a need to
adjust the aircraft’s altitude or speed, they also need to apply and negotiate with
ACC. The above process is reflected in the activity diagram, that is, it has become
an interactive activity across multiple partition. The transmission of information is
shown in the interactive behaviour, representing the negotiation between the crew
and ACC (Fig. 8).

The Activity diagram in the approach phase mainly shows the collabora-
tive decision-making process between aircraft and ATC. Aircrew need to obtain
permission from ACC when descending. And obtain permission from APP when
approaching. This process is mainly achieved through VHF voice communication
(Fig. 9).

The following figure is State Machine diagram of taxi to aircraft stand phase. At
this phase, several states are divided, so the structure of State Machine diagram is
slightly complicated. During taxiing, there is a possibility that the aircraft needs to
cross the runway. Therefore, in the State Machine, there are judgment modules and
sub-states. Generally, the input, execution, and output of states need to be described,
and transition conditions need to be set between different states (Fig. 10).

Based on the SysML behaviour diagram, the 15 phases of Gate to Gate flight
process are modeled. Analyzing the above models, we can find that the Use Case
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Fig. 7 Sequence diagram during taxi phase

diagram can obtain the behaviour activities that the participants need to participate in
or perform during the full operation process. It can provide the sequence of actions
required by each participant in a specific stage, and the State Machine can show the
status changes and conditions of the aircraft or critical system. Therefore, the SysML
behaviour diagram can meet the requirements of establishing a summary model of
Gate to Gate flight process, and supports the analysis of functions and requirements
of aircraft and key systems.



278 H. Li et al.

Fig. 8 Activity diagram during ocean-based cruise

4 Conclusion

In this article, we first analyze the basic elements required for the summary model,
clarify and subdivide the parties including aircraft, air traffic control, airlines, etc.,
and divide the key components and systems of aircraft. At the end of the first section,
theGate toGate flight process is defined. Then, based on the idea of systemmodeling,
the model is established at the system level of aircraft, and the SysML behaviour
model is built around the key systems involved in the flight process of aircraft. It
can be obtained by analyzing the model that the behaviour diagram can provide a
method for describing the flight process systematically and graphically, and can also
be used as an exploration of function identification and requirement capture method
in aircraft design process.

The work involved in this article is still insufficient. The first is that key systems
are not the basis of behaviour model. To focus on the key system, it will take a large
amount of work and require that relevant standards can be formulated in advance.
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Fig. 9 Activity diagram during approach phase

This part of work still needs to be deepened and improved in the future. The second
is that although the behaviour model supports simulation, as the details of current
model are not perfect, the simulation process needs to be injected with conditions,
so the result is of low significance. In the next stage of work, we need to further
consider model simulation issues, and give full play to the role of summary model
in simulating the flight process of aircraft and completing the requirements analysis.
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Fig. 10 State Machine diagram during taxi to aircraft stand phase
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Research of Commercial Aircraft’s
Battery Layout Design Method Based
on Ditching Situation

Li Wen Wu

Abstract From Airworthiness regulation, the electronic power supply system must
meet the requirement of power demanding devices which are used to support emer-
gency evacuation of passengers, during emergency landing, including ditching situa-
tion. In this situation, the main power supply is often failure, and battery will supply
power instead. However, after ditching, the fuselage structure is often damaged,
water will flow over into fuselage, if battery, charge or wires are under water and
short circuit, then all the deviceswhich are used to support emergency evacuationwill
failure to work, and passenger evacuation will be very dangerous. For this problem,
this paper researches the ditching floating characteristics of commercial aircraft,
especially the leakage time of compartment, time-variation of water level, etc. At
the same time, this paper analyzes the time of passenger evacuation. Based on those
impact facts, this paper researches the battery layout design method of commercial
aircraft.

Keywords Commercial aircraft · Battery layout · Ditching

1 Background

Commercial aircraft’s ditching situation is a special case of emergency landing,
and its risk level is very high. The operation procedure of pilot during ditching is
different from ground landing, and usually the bottom of rear fuselage will strike
water surface firstly with high striking load in this situation, structure or system of
aircraft, especially portion of the skin, beam, stringer or doors of rear fuselage and
part of system devicesmay be damaged due to striking load. Furthermore, emergency
evacuation procedure of ditching is also different from ground landing, for example,
Life rafts’ removal, releasing and launchingmust be added into evacuation procedure
of ditching, so the evacuation time is usually longer than ground landing. After
landing, the aircraft will continuously fall down below water surface due to water
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Fig. 1 Ditching process of commercial aircraft

flowing into fuselage, and the aircraft can’t remain floating for a long time. In this
situation, evacuation of all the crew and passenger during ditching will be more
dangerous and difficult than ground landing. Figure 1 shows typical ditching process.

2 Analysis Procedure

The commercial aircraft which requests for certification with ditching must meet the
ditching requirements of China Civil Aviation Regulations (CCAR part 25) in China,
and the requirements are the same as Federal Aviation Administration’s or European
Aviation Safety Agency’s.

The regulations related to ditching directly are CCAR25.801(a) ~ (e), 25.807(i),
25.1411, 25.1415(a), meantime, because ditching case is one of emergency landing
cases, so it must also meet the regulations about emergency landing below:

(1) CCAR25.561(b)
(2) CCAR25.561(c)
(3) CCAR 25.787
(4) CCAR25.1362

Based on regulations of CCAR25.801(b) ~ (e), floating characteristic and floating
time of aircraftmust be calculated, and based onCCAR25.1362, layout of battery and
its wires must be isolated and avoided from impact of structure damage or the water
that flowing into the compartment, in order to provide electric power to devices that
supporting emergency evacuation. The analysis procedure of this problem is showed
as Fig. 2.

3 Analysis of Structure Damage and Leakage Sources

3.1 Structure Damage During Ditching

The weight of commercial aircraft during ditching is usually maximum landing
weight, and bottom of rear fuselage contact to water firstly, with water impact load
which reaches to very high level, after contacting, the skin, frame, beam of rear
fuselage’s bottom structure may be damaged due to excessive stress, open section of
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Fig. 2 Analysis procedure
of battery layout design for
ditching case
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fuselage structure may be torn due to local stress concentration, and the dimension of
clearance between compartment’s door and skin will be too big due to deformation of
fuselage structure, all these damage structure will cause water flowing into compart-
ment. In the same time, structure broken and deformationwill also damage the system
devices near the structure. The characteristic and dimension of the structure broken
can be calculated or tested by stress analysis method.

3.2 Leakage Sources During Ditching

Leakage sources means the non-sealing section of structure which is belonged to
aircraft skin itself. When the aircraft floats on the water, the water can flow into
compartment through those non-sealing section such as:

Drainage holes of fuselage skin underwater level, ventilation holes of environment
control system on the skin, normal structure clearance, and other structure without
sealing.

Base on ditching operation procedure, pilot will shut off the ventilation holes
of environment control system and other similar systems’ holes before ditching,
only the drainage holes of fuselage skin, normal structure clearance, and other
structure without sealing which are under water level should be defined as leakage
sources. Calculation of the position, shape, dimension, and structure’s material of
these sources are essential for analysis of water level time-variation and flowing
impact zone inside the compartment.

4 Calculation of Flooding Process in Time-Domain

Based on the analysis results of structure damage and leakage sources, build math-
ematical model of flooding during aircraft’s ditching, using Bernoulli equation,
considering of steady flowing and ignoring energy losing.

In the structure broken or the leakage sources, the flowing speed equation is
showed below:

v = √
2g(h1 − h2) (1)

In Eq. (1), g is gravitational acceleration, h1, h2 mean the vertical distance between
inside, outsidewater level and the center of structure broken or leakage sources, when
the water level inside the compartment is under structure broken or leakage sources,
h2 = 0, when h1 = h2, flow procedure stops, the sketch is showed as Fig. 3.

For the floating status is changed with time-variation, and is a dynamic procedure
of aircraft’s motion, water flowing into the compartment cause the aircraft’s weight
and core of gravity position changing, the water level will rise, the pitch angle and
roll angle will be changed.
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Fig. 3 Sketch of cabin flooding

Water level

Water surface in the compartment

Structure broken or leakage sources

Fig. 4 Floating characteristic model

Changing of those data will change value of h1, h2, v, conversely.
Based on those variable data, build floating characteristic model of aircraft’s

ditching, this is showed as Fig. 4.
In Fig. 4, the reference coordinate system is rectangular coordinate system

including z axis which goes through the meta-center of aircraft(the meta-center is
refer to terminology definition of shipping), and x axis which goes through the
mid-surface of fuselage and the two part which are divided by this mid-surface are
symmetrical. For the roll angle which is caused by water flowing is very small, and
the floating force of left and right wing can offset part of roll moment, this paper
considers that the roll angle can be ignored, and only the aircraft’s pitch angle changed
during flowing on the water.

Due to changing ofwater level position outside aircraft and pitch angle, the vertical
distance h1 between water surface outside aircraft and structure broken is showed as
Eq. (2), the vertical distance h2 between water surface inside the aircraft and leakage
sources is showed as Eq. (3):

h1 = Dm − Z0 + X0 tan θ (2)

h2 = (
z f − Z0

)
cos θ + X0 tan θ (3)

In Eqs. (2) and (3), Dm(m) is the average distance between water level and
bottom of aircraft at a certain instant, θ (°) is the pitch angle of aircraft at a certain
instant,X0(m) is the distance between structure broken or leakage sources and z axis,
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Z0(m) is the distance between structure broken or leakage sources and x axis, X f (m)
is the distance between water surface inside aircraft and z axis, Z f (m) is the distance
between water surface inside aircraft and x axis.

Volume of flowing water at a certain instant is calculated as below:

dV =
∫ t

0
Qdt =

∫ t

0
CdvAdt

=
∫ t

0
Cd

√
2g(h1 − h2)Adt (4)

In Eq. (4), Q is the rate of flow (m3/s) at a certain instant, Cd is correction
coefficient that considering factors such as the sharp of structure broken or leakage
sources, the liquid viscosity, etc.

Volume of flowing water at a certain instant can also be calculated as below:

dV =
∫ z f 2

z f 1

Ah1dz f (5)

In Eqs. (5), Ah1(m2) is the projection area in the fuselage’s cross-section of
compartment flowing water, z f (m) is the distance between water surface inside
aircraft and x axis.

Based on Eqs. (4) and (5), the function between z f and t can be calculated.
Core of gravity position during water flowing in the compartment is showed as

below:

x
′
G

= m · xG + dm · dxg
m + dm

(6)

z
′
G = m · zG + dm · dzg

m + dm
(7)

For the z axis of reference coordinate goes through the meta-center of aircraft,
changing about the position core of gravity can be corresponded to the changing of
aircraft’s pitch angle, and can be calculated as follows:

tan θ =
∣∣∣z

′
G − zG

∣∣∣/
∣∣∣x

′
G

∣∣∣ (8)

Based on Eqs. (2)-(8), calculates parameters of floating characteristic and water
flowing process of compartment in time-domain by means of weight added method
which is compiled into computer program.

A calculation example is showed as Figs. 5 and 6. In this example, the original
average distance between water level and bottom of aircraft is Dm = 1.0 m, original
weight of aircraft ism = 50000Kg, original core of gravity coordinate is xG = 3.0 m,
zG = 1.2 m, original equivalent position of structure broken and leakage sources
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Fig. 5 Relationship curve of
z f (z coordinate value of
water surface inside the
compartment) and t(time)

Fig. 6 Relationship curve of
dz f (incremental z
coordinate value of water
surface inside the
compartment) and t(time)

is X0 = 5.0 m, Z0 = 0.15 m, the equivalent area of structure broken and leakage
sources is A = 0.0017m2, correction coefficient is Cd = 0.60.

From Fig. 5, z coordinate value of water surface inside the compartment z f

increases from 0 m to 0.35 m in 60 s, and the relationship curve is approximately
straight line (ignore the curvature).

From Fig. 6, incremental z coordinate value of water surface inside the compart-
ment increases with time until the position of water surface inside compartment is
higher than the equivalent position of structure broken and leakage sources, then the
incremental value decreases continuously.

Based on this calculation, the emergency evacuation time, the position of water
surface inside compartment and impact zone of flowing in time-domain can be
analyzed, and this information can be used for layout design of emergency battery
and its wires.
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5 Battery Layout Design Method for Ditching

For the battery and its wires are often connected to the fuselage structure by bracket,
so the layout of battery and its wires must be designed to avoid from the impact area
of damage structure which will damage battery and its wires due to distorted and
sharp edge.

Normally, the rear fuselage will strike water surface first during ditching, damage
structure and water flowing location are in the bottom of rear fuselage, so it is not a
ideal position for installation of battery and its wires, this position usually includes
the bottom zone and triangle zone of after cargo.

Based on the types of water-resistant test for airborne devices from RTCA (Radio
Technical Commission for Aeronautics) DO-160G, the types of battery are:

(1) Type Y devices which achieve test of resisting condensation
(2) Type W devices which achieve test of resisting water drop
(3) Type R devices which achieve test of resisting water spray
(4) Type S devices which achieve test of resisting continuous water splash.

The priority type of battery and its wires for ditching and emergency evacuation is
type R or type S devices which have achieve high level water-resistant test. However,
the battery and its wires do not only suffer damage from water flowing of structure
broken or leakage sources, but also suffer damage from submerging due to water
surface rising inside the compartment, and the damage from distorted and sharp
structure, so type R or type S devices may not work normally during this situation,
meanwhile, the selection considering factor of battery type and its wires also includes
price, volume, capacity of electricity, compatibility with other systems, maintenance
performance, etc., ditching situation is only one of all those factors, so this ditching
impact problem can’t be solved only by the way of selecting battery and its wires
type. Best method to solve this problem is appropriate layout design.

For emergency landing on the ground, FAA (Federal Aviation Administration),
CAAC (Civil Aviation Administration of China) require that the total time of evac-
uation must be less than 90 s [1, 2] (be called as golden 90 s), and this time must
be designed, test and verified by commercial aircraft’s manufacturer. However, the
evacuation time is more than 90 s in ditching, because of more evacuation procedure
and more difficulty. So the water flowing into compartment and aircraft falling down
to the water will continue for a long time before all the crew and passengers have
evacuated, thus, battery and its wires’ layout designmust be ensure that these devices
are not fail to work during the time, and based on themethod fromChap. “Analysis of
Supersonic Axisymmetric Air Intake in Off-Design Mode” of this paper, select and
design position to avoid impact zone of water surface and water flowing which are
changing in time inside compartment. In Fig. 7, the shadow part in the cross-section
of fuselage is the impact zone.

From Chap. “Analysis of Supersonic Axisymmetric Air Intake in Off-Design
Mode” of this paper, water flowing speed is very fast, and water surface rises quickly
inside the compartment, though the area of structure broken and leakage sources is
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Battery position 1
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Cabin floor beam

Fuselage

Broken hole or
leakage sources

Flowing water
Water in the 
compartment

Fig. 7 Impact zone of water surface and water flowing inside compartment

small, considering the typical aircraft’s parameters during ditching situation. So the
best layout of battery and its wires should be that the devices are all installed in the
forward fuselage zone which is up to the cabin floor, the distance from battery and
its wires to water flowing zone is farther than other layout types, and this layout
provides more time to avoid from impact of water flowing, at the same time, other
devices which require electric power of battery should be installed far from water
flowing zone, too. Best layout zone is the yellow and purple zone which is showed
as Fig. 8.

If the battery and its wires can’t be installed up to the cabin floor of forward
fuselage, another zone of forward fuselage should be the zone between cabin floor
and cargo ceiling, or triangle zone of cargo.

If these devices can’t be installed in the forward fuselage, then install them in the
zone between cabin floor and cargo ceiling, or triangle zone of cargo, or the cabin of
rear fuselage, considering the impact zone of water flowing and the rising altitude of
water surface inside compartment during evacuation exactly.

Fig. 8 Probable installation
zone of battery and its wires
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6 Conclusion

This paper provides method of calculating leakage time and time-variation of water
level during ditching. Based on these calculating, this paper introduces commercial
aircraft’s battery layout design method for ditching case.

The layout design of battery and its wires must consider a lot of factors [3],
for example, the lithium-ion battery must be far from fire zone of aircraft, because
electrolyte of this battery is inflammable, and should be installed in the bottom
of compartment in order to avoid electrolyte leaking and impacting other devices
unexpectedly, furthermore, the leakage electrolyte can be drained out of aircraft
easily. However, this layout contradicts to the layout design requirement for ditching,
so all the factors should be considered systematically in layout design.
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Model-Based Surface Trajectory-Based
Operations Analysis in Airport Surface
Management

Wenhao Zhao, Miao Wang , Gang Xiao, and Guoqing Wang

Abstract The efficiency and safety of airport surface operations have long been a
hot topic in air traffic management domain. The current mode of surface operation
management in civil airports is mostly based on the constraint point concept, which
does ensure the safety of surface operations but, in quite a lot causes, leads to a
waste of time and causes delay in civil airlines. The related researches focus mainly
on the improvements of navigation accuracy and the development of surveillance
technology, yet they would not escape from the inherent ceiling of the constraint
point mode itself. The research of this paper is inspired by Surface Trajectory-Based
Operations (STBO) concept. The STBO concept suggests that the new mode of air-
port surface operation management will allow the strategic automation to develop
routes that deliver aircraft to runways and taxiway intersections in a conflict-free
manner with the help of 4D trajectory. In the research, the models of some typical
surface scenarios are built according to the joint operations in between aircraft, airline
and air traffic control with system modeling language, which meet the requirements
of specifications and instructions of surface operations. The modeling is carried out
in control experiments where one is under constraint points theory and the other
is under STBO concept in the same surface scenario. The results are show that
the latter one provides adequate safety and better efficiency than the former one in
studied scenarios. It is just a start in the exploration of new mode in airport surface
management, and the further implement and improvements of STBO concept is
looking forward to lead the air traffic management to a new era.
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1 Introduction

With the rapid development of civil aviation, the terminal air density has also
increased, the most direct outcome of which is that the airport surface has become
unprecedentedly crowded and busy. The airport surface is simultaneously carrying
out the operation of aircraft and other ground equipment. It involves multiple partic-
ipants such as aircraft, air traffic control, airlines, and ground equipment, making it
undoubtedly a complex system. Therefore, the management of the airport surface
has been a hot topic in the field of air traffic management. Since the last century, the
most common mode of surface operation management in civil airports is based on
the constraint point (CP) concept, which does ensure the safety of surface operations
but, in quite a lot causes, leads to a waste of time and causes delays in civil airlines.
However, the skyrocketing traffic flow has gradually approached the bottleneck of
surface management under the old model. Therefore, research on airport surface
management under a new model has attracted widespread attention.

A new concept of operations for surface trajectory-based operations (STBO)
directly points out the current issues in airport surface management [1], including
inefficient departures with long queues and frequent aircraft stops and starts with
high temporal uncertainty. In contrast with the constraint point concept, the STBO
concept suggests a new mode of airport surface management in which it allows the
strategic automation to develop routes that deliver aircraft to runways and taxiway
intersections in a conflict-free manner with the help of 4D trajectory.

In this paper, we study the airport surface management mode based on the STBO
concept according to the surface management objectives of the airport surface opera-
tion process. By analyzing the main participants and their activities in airport surface
operations, and constructing various models of the typical operation process of the
airport surface, we aim to implement a new model of airport surface management
based on the STBO concept. Taking the departure process in the airport surface oper-
ations as an example, we conducted an analysis and modeling, and concluded that
the STBO mode can reduce the accidental start and stop, and improve the efficiency
of airport surface operations on the premise of ensuring basic safety.

2 Constraint Point Concept

In constraint point concept, strategic aircraft sequencing is accomplished by setting
constraint points along the taxi route as shown in Fig. 1. The constraint points divide
the taxi route into few segments, and each is assigned with a RTA, requiring the
pilot to meet. DataComm is the primary mode of communication between pilots and
ATC for clearances transmission, and voice will be used for tactical and time-critical
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Fig. 1 Sketch of constraint point theory

communications when taxi onto, or across active runways. Traffic sequencing is
basically accomplished by assigning non-overlapping RTAs at common constraint
points.

The clearance is transmitted to the flight deck in 2D form, divided into segments
by constraint points with an RTA window each. The constraint points can be
assigned anywhere along the taxi route. When multiple aircrafts converge on the
same constraint point, assigned RTA windows are supposed to be non-overlapping
with safety margins. Pilots are free to taxi at safe speed, while ensuring on-time
arrival at given constraint points. Aircraft are enforced to hold at the constraint point
unless cleared to proceed prior to arriving at the point.

Based on this, previous work has focused on optimizing the scheduling delay on
the surface between runway scheduling and surface management [2], introducing
a “spot release planner” which provides sequence and timing advisories to the
controllers to maximize the runway usage [3], optimizing the sequencing of taxi
management by genetic algorithms [4], improving the utilization of surface area
involving the coordination of humans and machines [5]. Nevertheless, the bottleneck
of the theory itself stands still there.

3 STBO Concept

3.1 Theory

STBO concept assumes adoption of advanced flight deck equipage enabling higher
temporal precision sufficient to support aircraft conformance to 4D trajectories, with
an x–y location for all times t [1]. In this concept, sequencing is basically accom-
plished by generating non-conflicted 4D trajectories as shown in Fig. 2. Besides,
researchers identify and describe the necessary functions of the trajectory based
surface taxi operations concept and explains the relationships among them [6]. This
allows more precision and less temporal uncertainty at all times along the route.
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Fig. 2 Sketch of STBO theory

Fig. 3 Comparison between constraint point and STBO theory

A simple comparison can explain the major difference between the two concepts.
For example, as shown in the left of Fig. 3, aircrafts are issued RTAs to a common
constraint point to ensure that AC I arrives at the departure queue before AC II. If
AC II arrives at the constraint point ahead of schedule, and before AC I accidentally,
AC II will not be released and the pilot should hold at the constraint point. AC II can
be released from the point to continue to the queue after surveillance detects that AC
I has crossed the constraint point. As shown in the right of Fig. 3, according to the
schedule, both aircraft will maintain their position within the acceptable bounds in
normal situation, AC I will pass through the intersection before AC II, and will be
sequenced for take-off at the departure queue. Conformance monitoring is simplified
in STBO compared to constraint point, because there is a known x–y location for
each aircraft at all times. This also improves earlier detection of non-conformance,
rather than monitoring conformance only at constraint points. When an aircraft is
beyond the pre-determined distance from their required location, a re-planning of
taxi route will be triggered.
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3.2 Scenarios

The most common scenarios in airport surface management are departure and arrival
operations. And put aside the operations away from the ground, there are more than a
lot in common. Thus the departure scenario is selected for modelling. The departure
scenario basically refers to the procedure that the aircraft is pushed from the gate to
the lift of front wheel of the plane. More specifically, the departure scenario can be
divided into nominal and off-nominal situations. The nominal situation is the normal
state of departure procedure with no unexpected events, which normally includes
push out, taxiing, crossing and take off. By contrary, the off-nominal situation is
the one with unexpected events, which mainly consist of in trial conflict, priority
conflict, runway contingency hold and pilot schedule non-conformance.

NominalDeparture. The nominal situation is the normal state of departure proce-
dure with no unexpected events, which normally includes push out, taxiing, crossing
and take off.

In Trail Conflict. In trail conflict describes a situation where another plane
suddenly turned and taxied ahead of the current taxiing runway, In order to maintain
a safe distance from the preceding aircraft, the aircraft slowed down and waited for
the aircraft ahead to leave. The pilot increases the speed to reach the next constraint
point within the required time.

Priority Conflict. Priority conflict happens when aircrafts with accidental event
appears. The system will consider many factors when determining the order of the
aircraft. Due to medical treatment, take-off and landing failures or other unexpected
situations, when one aircraft is determined to be a priority aircraft, it can use the
runway according to the original or the updated plan.

Runway Contingency Hold. Due to the impact of emergency, the pilot may
receive amandatory runway contingency hold [7] request before entering the runway
entrance. The system will collect this information and recalculate the new RTA and
the last RTA until it confirms that the runway if free, then the runway contingency
hold is cleared. Otherwise, the runway contingency hold is enforced.

Pilot Schedule Non-Conformance. Due to unexpected events, the pilot slows
down the aircraft so that the aircraft cannot taxi according to the time schedule.
The system detects that the current position of the aircraft is inconsistent with the
expected position and reports it to ATC. The pilot returns to the apron or applies for
a new RTA. If a new RTA is applied, the system will remind the aircraft to speed up
to reach next constraint point with new RTA.

4 Modelling and Analysis

Systems modelling language (SysML) is suitable for describing the operations and
events in this case. Among all that much diagrams of SysML, the behaviour diagram
meets the requirement the most, with which the flight events are described, including
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activity diagrams, use case diagrams, timing diagrams, and state diagrams, thus
reflecting the cross-linking relationship and dynamic process of the system.

According to the previous descriptions and Yang’s work [8], the model architec-
ture of departure scenario is divided into two root phases, inwhich it contains different
behaviour diagrams. Referring to multiple flight handbooks [9, 10] and instruc-
tions [11–13] from the industry, these models are built with sysML in enterprise
architecture and are shown as follows.

4.1 Constraint Point Case

A full diagram consists of too many blocks so that it is quite confusing to identify the
information inside. Therefore, taking priority conflict in off-nominal situation as an
example, the behaviour diagrams can be clearly understood and they are as follows
(Fig. 4).

The use case diagram shows the cases that the major participants, the pilot and the
ATC control, triggers. The pilot can detect potential conflict, report potential conflict
and accept priority request, while ATCo can detect runway conflict, accept conflict
report, determine priority and publish priority (Fig. 5).

The activity diagram presents how the current aircraft (AC), air traffic control
(ATC) and target aircraft (target AC) collaborate and interact with each other in

Fig. 4 CP priority conflict use case diagram
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Fig. 5 CP priority conflict activity diagram

certain situation. As is shown in the figure, pilots of AC and target AC both detects
potential runway conflictwith the help ofCDTIwarningwhen lining in the queue, and
the ATCo of ground control also detects it by system report. Then, the pilots report
the conflict to ATCo and ATCo receives it after which ATCo determines priority
in this conflict according to flight state, publishes to related ACs and ask to keep
priority. Both pilots then receive and accept priority request and in this case, AC is
determined as high priority and target AC is determined as low priority. Thus AC
keep the speed and pass while target AC stop and wait until AC passes. The conflict
is resolved (Fig. 6).

In the sequence diagram, the sequence in perspective of time can be illustrated
clearly. In the same case of the two figures above, this sequence diagram gives a better
view that the report is after two detections and operations are after the determination
of priority (Fig. 7).

The state machine diagram focus mainly on the change of state. Since AC is the
object to be considered, this figure shows the two major state in the priority conflict
situation, that is waiting for command from ATC after reporting potential conflict
and keeping speed and pass after receiving command.
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Fig. 6 CP priority conflict sequence diagram

Fig. 7 CP priority conflict
state machine diagram

4.2 STBO Case

In STBO case, taking the same situation as an example, the behavior diagrams are
as follows (Fig. 8).
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Fig. 8 STBO priority use case diagram

The participants are the same as those in CP. However, the triggers related to
these participants are not all the same. Not like it in CP that the pilots of ACs need
to receive and accept priority report, these operations are carried out by automation
systems. A new trigger in STBO is updating 4D trajectory after the priority trigger.
Besides, since the regular report trigger is also carried out by automation system,
the pilots and ATCo are extricated from normal conditions and will only be involved
when emergency report occurs (Fig. 9).

The activity diagram in STBO shares a lot with that in CP in the beginning of
this priority conflict situation. They both involves conflict detecting and reporting,
receiving and processing. Nevertheless, there is a huge different between the two
phases, that is when the an emergency occurs and the priority is determined by ATC.
This leads to suspension of all related ACs, runways and other ground facilities in
CP while in STBO, the system would re-plan the routes and publish new clearances
which results in fewer influence on other on-surface objects. In this figure, when
the target AC is determined as high priority, the current AC does not need to stop
right away to resolve the conflict. Sticking to the new clearance and updating the 4D
trajectory would have already resolve it, which does not require a pause (Fig. 10).

In a case similar to that in CP, this sequence diagram gives a better view of how
operation triggers and how state changes in a matter of time. After the determination
of priorities, the system triggers a re-planning operation,which results in the non-stop
resolution of the two aircrafts in this conflict (Fig. 11).

The state machine diagram in STBO has no much difference from that in CP. The
only difference is that the current AC is determined as high priority in CP so that it
could keep speed and pass, while the current AC could still update 4D trajectory and
taxi according to the new clearance even it is determined as low priority in STBO.
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Fig. 9 STBO priority conflict activity diagram

Fig. 10 STBO priority conflict sequence diagram
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Fig. 11 STBO priority
conflict state machine
diagram

Compare the models and diagrams of the two phases in the previous chapter and
other nominal and off-nominal situations mentioned above, STBO and CP can both
offer adequate safety under the operating framework respectively. In the example
situation, it shows that STBO concept reduces most meaningless stops in priority
conflict, a re-planningwould resolve the conflict. In other unlisted situations, a similar
performance and conclusion can be found. As for in trail conflict, the pilots can
maintain a moderate speed to resolve the conflict according to the 4D trajectory
navigation in STBO while the pilots need to slow down or stop the aircraft at first
and speed up when clear in CP. In schedule non-conformance situation, STBO case
can provide an active online clearance update when the aircraft is deviated from the
regular plan while in CP, the pilots need to apply for a new clearance which may
probably cause taxi pauses. The STBO concept provides a better performance than
constraint point concept, especially when off-nominal situation occurs.

5 Conclusion

This paper introduces the two modes (Constraint Point concept and STBO concept)
of airport surface management. In addition, we study the typical scenarios including
nominal ones and off-nominal ones on surface operations under the newSTBOmode.
Then, in selected scenarios, we build a series of models and analyze the performance
and finally reached a conclusion that the STBO concept could reduce accidental
starts and stops in surface operations, and improve the efficiency of airport surface
management when ensuring basic safety.
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Development and Application
of a Functional Analysis Method for Aero
Engine Requirement Management

Yan Ji, Zhenyu Sun, and Zhimin Li

Abstract Civil aero engine is a typical complex product, the development of
complex product and system is characterized by high comprehensive integration,
high functional coupling.With the development of technology, the design of civil aero
engine has becomemore comprehensive and not only requires the high performance,
high reliability, long-life, but also need effective approaches to create successful prod-
ucts. Systems engineering is amethodical, recommend approach for the development
of complex product, and functional analysis plays an important role in systems engi-
neering of requirement management process, by using a functional analysis method
capture and analysis the function of civil aero engine improve the completeness of
requirements, and provide a common understanding of the product. In this work, a
functional analysis method is illustrated based on operating modes and using context
diagram to identify functions of system.Theproposed approach is studied and applied
to propulsion system to prove that the method is effective. The typical operating
modes of propulsion system are outlined, and the functions of propulsion system
promote the definition of requirement document. Furthermore, the functional anal-
ysis method can also be widely used in aero engine systems and sub-systems and
component levels.
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1 Introduction

Civil Aero engine product development must meet safety requirements, and airwor-
thiness regulation is a civil aviation minimum safety standard, SAE ARP 4754A [1]
provide guidelines to apply system engineering method for aircraft and its system
development process and propose that shall follow functional development assur-
ance. A particular challenge is the high complexity and comprehensive degree of
integration, aero engine product systems interact with each other in a functional
higher-level environment. A function is a characteristic action to be accomplished
by one of the system elements, function as the basis of safety assessment, the integrity
and correctness of engine function directly affect the process of safety analysis. It
should be noted that each systemexists to serve at least one ormore functions required
for the product to meet its requirements. It is also important to understand and keep
track of functions of each system, because a design team involved in designing
each system must make sure that the system performs its functions and encour-
ages exploring different solutions to achieve the same functions. The purpose of the
functional analysis is to determine functions of systems, functions introduce perfor-
mance requirements and performance requirements telling how well the system or
product performing and are applying to satisfy the needed functionality. Functional
requirements describe system functionality and what functions need to be performed
to accomplish the product objectives (i.e., its operation or use). Functional require-
ments [2] are minimum set of independent requirements that completely characterize
the operations (or tasks) that the product should perform and are the most impor-
tant part of the requirements set. The functional breakdown creates a clear purpose
and responsibility of a design team. Identify and analyze system functions and sub-
functions can improve the completeness of requirements. The systems engineer must
progressively identify and analyze system functions and sub-functions in order to
identify alternatives to meet the system specified performance requirements. Func-
tional requirements analysis is the identification of functions that must be performed
to satisfy product overall goals. Functional requirements analysis methodology is
function decomposition which starts at a high level function and continues to lower
levels until a specific end item. The function identification task is performed in
conjunction with function allocation and design synthesis.

In aircraft industrial, like Boeing company implemented system engineering
on the Boeing777 aircraft from the early 1980s. In China, COMAC (Commercial
Aircraft Corporation of China) also applies requirements management on the Air-
craft program a few years ago [3]. It has been widely applied in aircraft and aero
engine in European countries. Due to the complexity of aero engine and more and
more attention of system engineering, the application of functional analysis in China
civil aero engine is essential. This paper proposes a functional analysis method stan-
dardized indicate the functions that must be accomplished by the system, and an
example of propulsion system is used as the application of this method. The func-
tional analysis method can also be used in aero engine systems and sub-systems and
other levels.
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2 Functional Analysis Approach Introduction

TheFunctionalAnalysis approach is shown in Fig. 1. The concept is based on systems
engineering and introduce Context Diagram to discover the functions of a system.
Before writing product requirements, the functions analysis work should finished
as early as possible. Compare to model-based system engineering (MBSE), using
context diagrams is an easy way to indicate hardware and software intensive systems.
Context Diagram [4] is a component of functional modeling that stands on its own as
a valuable tool, it allows a team or an individual to produce a high-level model of an
existing or planned system that defines the boundary of the system of interest and its
interactions with the critical elements in its environment. MBSE usually used tools
to generate Systems Modeling Language (SysML), such as Rhapsody, and is recom-
mend used in software system, it is complicated and limited to develop hardware
function, so this paper outlines traditional functional flow diagram. In functional
analysis process, identifies and links system functions, interface characteristics, and
rationales to requirements. It is usually based on the ConOps (concept of operations)
for the system. The standard approach to develop system functions as follow.

First step is to define stakeholders and capture stakeholders’ needs. The stake-
holders can be a top level system or other system that interacting with the selected
system and translate top-level stakeholder’s requirements into functions that must be
performed to accomplish the requirements. Second step is to define system boundary,
describe system boundary/interface. The system boundaries must be described as
detailed as possible. Third, specify all the system operatingmodes, including normal,
internal failure, external failure modes. Functional analysis based on the system
operating target, functional requirements are different for each operating condition
of the engine. The purpose of define different operating modes is to obtain as much

Fig. 1 Functional analysis
process of aero engine Capture Stakeholders

Define System Boundary

Analysis Operating Conditions

Define Functional Tree

Create Context Diagram 
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functions as possible in the early stage. The engine operating conditions are based
on the aircraft operating condition. New operating conditions can appear when the
engine design becomes more mature, such as particular internal failure cases. Third
step is to create context diagram, which displays the flow of information between
the selected system and the stakeholders, including inputs and outputs, and then
grouping them into functions that convert an input into an output. The starting point
can be the stakeholder needs. A context diagram is a useful tool in understanding how
various systems, subsystems, and components are interfaced with each other [5]. The
diagram can be created at any level. Through context diagram can effectively identify
the key functions and requirements of system and together with system interfaces.
The last step is to generate functional tree, decompose and allocate the functions
to lower levels of the product breakdown structure, function flow down from top
level to sub-functions in categories. These functions will be the basic structure in
the requirements document. The function decomposition usually starts at high-level
functions where a very general picture ofmajor functions is described and continuing
to lower levels.

3 Propulsion System Case Study

3.1 Propulsion System Stakeholders

The main function of propulsion system is to deliver thrust, which is stored in the
aircraft. The propulsion system consists of turbofan engine to generate pressurized
exhaust air and the nacelle, which guides and expands pressurized exhaust air to
generate thrust. As by-products, the typical stakeholders are airframe, airworthi-
ness authority, and airline. These stakeholders will give top level requirements to
propulsion system.

The identification of functions for the propulsion system is obtained first by
defining general or fundamental objective of the propulsion system operation. Then
by breaking down the top-level functions, allowing those objectives to be fulfilled
into hierarchy of functions called sub-functions. The breaking down methodology is
function decomposition, a common function analysis tool.

3.2 Propulsion System Boundary

The propulsion system boundary is created by the outer skin of the nacelle, as
illustrated in Fig. 2.

Top level interfaces with the aircraft are:

(a) The aircraft get hydraulic pressure and electrical power supplied by the propul-
sion system. The propulsion system provides a mounting pad and shaft power
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Fig. 2 Propulsion system
boundary

to install and drive an electrical generator and hydraulic pump delivered by the
aircraft manufacturer. The engine also accommodates the piping and hardness
from the pump and generator to the aircraft.

(b) For the cabin environmental control system and cabin pressure system, pressur-
ized air from the propulsion system is used. Bleed ports on the high pressure
compressor are connected to aircraft environmental system. The bleed air valves
and piping on the engine which regulate the bleed flow are part of the aircraft.

(c) Another pneumatic connection is the pressurized air pipe connected to the air
turbine starter for engine startingwithAPUair, air from second engine or ground
cart.

(d) The engine is attached to the pylon through the forward and aft mounts as well
as the thrust links.

(e) The engine also interface with the aircraft through: Fuel feed from the air-craft
fuel tanks to the fuel pump; connectors for electronic data exchange, including
throttle lever angle, engine status data and maintenance data.

3.3 Propulsion System Operating Modes

The engine operating conditions are mainly based on the aircraft operating condi-
tion. Figure 3 shows a typical operating profile of civil aircraft. In different operating
modes, normally require different functions or requirements. For example, during
engine starting mode, engine receive pressurized air from the aircraft or ground cart,

Fig. 3 Civil aircraft flight profile
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Fig. 4 Propulsion system operating modes

the engine shall provide the function “To receive pressurized air from the aircraft for
starting”; during normal operating mode, the engine provide clean, heat and pressur-
ized air for aircraft services, the function is “To provide clean, heat and pressurized
air for aircraft services”. Sometimes during different operating modes, the function
is the same, but the requirements are different, for example in take-off, climb and
cruise condition, the engine achieve the same function “To provide forward thrust”,
but in different conditions the engine shall meet different thrust level requirements
required by aircraft. In order to obtain a full functions set, the operating conditions
should be analyzed adequately with all the typical conditions and scenarios included.
Figure 4 shows the propulsion system typical operating modes, consists of normal
operating modes, internal failure modes and external failure modes. Noted that new
operating conditions can appear when the engine design becomes more mature, such
as particular internal failure cases.

As can be seen in Fig. 4, the key operating condition is managed together as
operating flight or manufacture phase, in total 12 typical operating categories is
defined, each category has several detailed operating modes.

Operating mode 1: Parking, the Aircraft on the ground, due to ground curvature
in the parking spot, the inclination might influence the performance of engine oil
inspection. And before the flight, engine starts with the use of APU systems or
external air source.

Operatingmode 2: Taxi, the aircraft rolls from the parking spot to the runwaywith
the engines on the ground idle mode. The engine operates with crosswind, which
produces a negative effect.

Operating mode 3: Take-off, Engines provide maximum take-off thrust, reduced
take-off level thrust and including Rejected Take-Off condition, while the take-off
process is interrupted for a reason and the engines are set to the ground idle mode or
reverse thrust and aircraft starts to slow down.

Operating mode 4: Climb, engines work at the maximum climb thrust can contin-
uously keep to rapidly climbing to the expected altitude. For a twin engine air-craft,
the maximum continuous thrust of two engines must enable the aircraft to climb to
the design ceiling and when one of the engines fails the other engine must be able to
keep the aircraft at a given rate of climb.
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Operating mode 5: Cruise, engines provide cruise thrust to enable the aircraft
cruise at the expected altitude and speed. In cruise condition, the engine fuel
consumption shall keep a low level to ensure competitive. Windmilling Restart or
quick relight might occur in flight status due to abnormal event.

Operating mode 6: Descent, an aircraft descend with the engines on flight idle
mode.

Operating mode 7: Landing, The power of the approach idling engines must be
low enough to enable the aircraft to descent at the given angle, and meanwhile the
engine shall be able to raise its power to go around if landing requirement is not
allowed. Normally, a landed aircraft decelerates with the assistance of the engine
thrust reverser. If landing of aircrafts might be aborted in final approach for various
reason and aircrafts need to climb to an appropriate attitude. This operation requires
the capability to quickly accelerate to full power.

Operating mode 8: Shut down, A cool down time should be allowed before shut
down, during which engines is recommended to operate on the ground idle mode.
An engine on ground idle shall be able to operating with normally shut down and
abnormal shut down.

Operating mode 9: Internal failure conditions, typical internal failure conditions
including fan blade off, uncontained fire and over temperature, these failure modes
that affect the aircraft safety shall be identified.

Operating mode 10: External failure conditions, such as bird ingestion, lightning
strike and ice ingestion, the engine shall at least meet these FOD conditions required
by airworthiness regulations.

Operating mode 11: Assembly and Maintenance, the engine shall consider air-
lines and customer service and provide maintenance tasks, such as oil sample
analysis, LRU replace to include maintainability in the design.

Operating mode 12: Storage and Transportation, The engine shall be designed
for long term storage. And specify the storage and transportation scenarios to enable
transportation.

3.4 Propulsion System Context Diagram

The Context Diagram is a Functional Modeling that stands on its own defines the
boundary of the system and its interactions with the environment and is a single
picture that has the system of interest at the center, with no details of its interior
structure or function, surrounded by those elements in its environment with which it
interacts [4]. The context diagram considers the whole system as one black box and
used to analysis the system and shows the whole system functionality, the notational
elements are shown in Fig. 5, the operating requirement is the mission statement or
key purpose of the selected system. In this approach, through the context diagram
identify all kinds of flows (information, control,material or energy) between the back-
ground context and the system.And then group flows into functions. Context diagram
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Fig. 5 Context diagram
notations

The System Name or 
Operational 
Requirement

The Function Name 
is a verb

The Flow Name is a 
noun(information)

also can be used to help to define the functional interfaces which are the movement
and transfer of data and information between the system and its environment.

The normal operating mode is chosen as an example to show the context dia-
gram of propulsion system. For different operating conditions, repeat steps can get
a complete functions list.

The Propulsion system as a whole is a functional system, and main purpose is “To
provide controlled thrust in the direction demanded by the pilot”. It takes in fuel, air,
and signal from aircraft and outputs is thrust. Based on the above operating modes
and stakeholders’ requirements, all flows going through the system boundary are
identified in the context and top level functional flow diagrams shown in Fig. 6.

3.5 Propulsion System Functions and Functional Tree

The top level functions of propulsion system in normal operating condition
summarized in Table 1.

A top level function can be decomposed into sub-functions which are required to
achieve the top level functions. Due to the complexity of propulsion system, the top
level functions can be further breakdown to lower level, the logical decomposition is
repeated from the topdown [6], a functional breakdown structure also calls Functional
Tree is formed. Figure 7 shows a simplified functional tree of propulsion system.

4 Requirements Document Structure Based on Functions

Requirements are limitations to a function and determine how well these functions
should be performed. Each function ‘carries’ a list of requirements. The Require-
ments document consists of three sections: Operational Requirement, Functional
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Fig. 6 Normal operating modes of propulsion system (in flight)

Requirements and Non-functional Requirements. The functional requirements are
organized based on operating condition and function. Table 2 lists the basic concept
of the requirements document structure.

5 Conclusions

Functional analysis is the primary method used in system architecture development
and functional requirement decomposition. In this paper, a method to analysis func-
tions of propulsion system is described, using this method the functions can be easily
obtained, and based on the functions, the requirement document can organized by
functional and non-functional. The functional analysis process has a close relation-
ship to other areas, such as safety assessment, interface Management and require-
ments definition and configuration management. The functional analysis process
also defines the functional interfaces, especially the external interface, it is a helpful
method to define requirement. The current study is focus on normal flight condition,
failure mode and maintenance mode is incomplete, in future it needs to continue to
finish the functional analysis of propulsion system. In future, this method will be
extended to sub-system level and components.
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Table 1 Top level functions of propulsion system (In flight)

No Stakeholder Basic elements Function name

1 Aircraft Air_in, fuel, throttle lever angle
(TLA)

To provide controlled thrust in the
direction demanded by the pilot

2 Aircraft Mount loads, mount location To transmit thrust and loads to the
A/C

3 Aircraft Accessories mount loads, power
demand from aircraft accessories,
accessory locations

To provide mechanical power to
drive A/C accessories

4 Aircraft Electrical power To provide electrical power for
A/C FCS

5 Aircraft Bleed air, wing anti ice air To provide pressurized air for A/C
services

6 Aircraft Aircraft information, engine
parameter information, engine
status, engine health status, engine
failure status

To communicate information
between engine and A/C

7 Aircraft
Airworthiness

Crosswind, cosmic ray,
HIRF/Lightning/EMI, rain/hail,
large bird, medium bird, ice, etc

To cope with environmental
conditions and A/C attitudes

8 Aircraft
Airworthiness

Noise, pollutants To limit noise and pollutants

9 Aircraft
Airworthiness

Leaked fuel, leaked oil, leaked
hydraulic Oil

To drain flammable liquids

10 Aircraft
Airworthiness

High energy debris (HED) from
overspeed, HED from overheat,
fire, mount torque, vibrations

To protect aircraft against internal
engine failures

Fig. 7 Simplified functional tree of propulsion system
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Table 2 Basic concept of the requirements document structure

No Items Basic elements

1 Operational requirement Major purpose of a system

2 Non-functional requirements Major purpose of a system
Key Attributes
i.e.: Style, Size, Weight, Cost, Higher Level Design
Decisions, Material Limits, Installation Constraints
Reliability, Maintainability, Safety

3 Functional requirements Operating condition 1
3.1.1 Function 1
Performance requirements
3.1.2 Function 2
Performance requirements
operating condition 2
……
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Abstract Aero engine not only need to meet aircraft requirements and also airwor-
thiness and other stakeholder’s requirements. Due to the increasing complexity of
requirements, the development of civil aero engine within the required time and
cost present a considerable challenge. In this work, a requirements development
and management approach is introduced in civil aero engine development process,
the aim is to bring forward new experiences on aero engine requirements manage-
ment in practice. The requirements and design definition is presented in a require-
ment V model and the aero engine design is decomposed from the whole system to
sub-systems and then to the components, a typical civil aero engine requirements
architecture is defined. Based on the requirement development model, the require-
ments related files of aero engine are illustrated. The requirements flow down case
shows how requirements allocate and interacting between systems. By managing the
status of requirements throughout the whole engine development, the traceability
between requirements and design and verification data are established to ensure the
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1 Introduction

Civil aero engine as part of aircraft is a typical complex system. According to
INCOSE[1], SystemsEngineering (SE) has emerged as keydiscipline to helpmanage
the complex processes throughout the life cycle of the product. The SE considers
“top-down” approach that views the product (or the entire system) as a whole and
then sequentially breaks down (or decomposes) the product into its lower levels such
as systems, subsystems, and components. In the complex development environment,
a strong focus on requirements is essential for the creation of good products as the
requirements are the source of product development. The correctness and complete-
ness directly affect the success of product, so requirements management is critical to
product development. Civil aero engine has many stakeholders and long life cycle,
therefore requirements in practice are often changeable and incomplete or missing,
which will cause costs or a failure of product. For requirements management, the
management method is not difficult to study, but due to civil aero engine develop-
ment is very complex, in practice how to generate good quality requirements and
meet different customers’ requirements in civil aero engine is core issue.

In SAE ARP4754A [2], a general civil aircraft and systems requirements devel-
opment and management guidelines are introduced, aero engine as one of the most
important systems of aircraft, should consider its own operating characteristics and
transfer the guidelines into engineering applicable process. In this study, a standard-
ized aero engine requirements management process is outlined, including require-
ments architecture, requirements analysis, design definition, requirements allocation,
and verification activities are introduced to ensure that requirements are identified
and correctly defined and achieved in the civil aero engine development life cycle.

2 Requirements Development Approach

2.1 Requirements Flow Down Model

The purpose of Systems Engineering in requirements management is to provide a
structured approach to requirements generation, requirements management, design
and verification. Systems engineering ensures that the system is developed and
optimized as a whole instead of a collection of optimized individual components.
Requirements development and management approach describes how requirements
are captured and managed and how to apply the systems engineering tools for the
benefit of creating proper requirements. Themajor deliverable from the requirements
definition process is a set of approved and documented requirements that will drive
the system design. The requirements development process [3] is a top down approach
and wherein high-level requirements lead to major design decisions which in turn
lead to progressively lower level requirements and designs.
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Fig. 1 Requirements V model

Requirements management approach is to define standards and procedures for
creating requirements and organizing requirements. In order to show the relation
between requirements and design process, the aero engine requirements flow down
structure is introduced in Fig. 1, is similar to typical system engineering V model
associated with the development of a product, but it is used to show how the require-
ment is decomposed and flow down to lower level. Every level system prepares two
documents: requirements document and design definition document. Requirements
document (RD) considers the system as a black box, with a top level function; RD
explains what the system must achieve and collects requirements from the stake-
holders. Design definition document (DD) opens the box and describes the sub-
functions and requirements to achieve the top level function, DD also explains how
the requirements are achieved and describes the solution to meet the requirements.
New requirements, derived or decomposed requirements can be created in DD and
allocated to new stakeholders. The requirements whether in RD or DD should be
documented, actionable, measurable, testable, and traceable.

Requirements architecture is the basis of requirement management. The hierar-
chical breakdown of the requirements is a logical decomposition [4], design of the
product architecture occurs simultaneously with the allocation of requirements and
analysis of the product and system functions. An example aero engine requirement
hierarchy contains four levels, the requirements flow down structure shown in Fig. 2.
The first level is engine level, the second is product system level, and the third is
Sub-System level, the lowest level is components level.

In the requirements architecture, engine level consider the engine as a whole
product, mainly capture top level stakeholder’s requirements and integrate into a
project’s technical requirements. Product system level consists of different func-
tional system and don’t directly own hardware, but provide requirements and de-sign
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Fig. 2 Requirements documents model of civil aero engine

constraints onto lower level sub-system. A product system is an integrator on engine
level. Sub-System level represents integrated engine modules/hardware. The struc-
ture is defined based on functional analysis and considering basic engine structure.
If all requirements are created and linked in this structure and updated in the design
iteration process, the benefits are possibility to perform structured verification. The
verificationwork is a flowup fromcomponent level, to Sub-System to engine level, so
the engine non-compliance status becomes clear and provides possibility to perform
structured risk management.

As shown in Fig. 2, in aero engine top level, the main stakeholders are: aircraft
manufacturer, airworthiness authority, marketing service, and the engine company
itself. The PRD collects requirements are defined as follow:

(a) Customer requirements document: technical requirements from aircraft manu-
facturer, these requirements for the aero engine are agreed with the customer
and Engine Company.

(b) Business Requirements: including marketing requirements, cost requirements,
sales plan and service requirements for the entire project.

(c) Airworthiness Requirements: CCAR, FAA, EASA regulations, the aero engine
design not only should satisfy CCAR33, which is similar to FAR 33, also
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need to consider the applicable CCAR25 regulations for supporting aircraft
certification.

(d) Technical Specifications: in Aerospace there are a lot of industry standards
and company internal standards, each design department create departmental or
enterprise standards for design activity [5]. Technical Specifications is a location
to define all the product design standards, and record specific centralized design
requirements from Chief Engineer.

A clear definition of the requirements for the product allows avoiding the problems
at the stages of its design, development, manufacturing, operation and maintenance.
The PRD address the whole engine functionality, performance, availability, safety,
and operation and maintenance requirements, allocated to product systems which
responsible for engine functional design.

2.2 Requirements Allocation and Breakdown

For product system level, a product system can provide requirements to other product
systems and will be designed and optimized first, before transferring requirements
to sub-systems. At Product System level, the PSRD collects allocated requirements
from the PDD and PSDDs. At Sub System level, the SSRD collects allocated require-
ments from the PSDD. It is not allowed to exchange requirements between sub-
systems, if this is required an interface document should be introduced to provide
requirements or definition, as shown in Fig. 3. At Component level, the CRD collects
requirements from the SSDD, to which they belong. The designer would be able to
find all requirements by filtering the requirements in the SSDD. Requirements in
the design definition cannot be allocated to a higher level, also can use interface
document to transfer these information.

Basic requirements decomposition rules in the design definition are the require-
ments from the RD are decomposed in the DD and allocated to the systems or sub-
systems. A classic example is weight target, which is decomposed to sub-systems
in the whole engine structure PSDD. In the Sub-System DD, the weight target is
decomposed to component targets.

Fig. 3 Requirements
allocation
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Airworthiness Requirements are one of most critical requirements in civil aero
engine. In the requirements allocation and breakdown structure, airworthiness
requirements allocated to product systems by engine level, follow the requirements
rule Product Systems are responsible for translating the original Airworthiness regu-
lation into solutions and requirements for sub-systems. On product system level,
airworthiness requirements are translated into hardware specific requirement. Ideally,
all airworthiness requirements are covered by a product system. If all product systems
requirements are met, the engine also satisfies the airworthiness requirements.

3 Requirements Management Tool and Method

Requirements management is a technical management process, the purpose is to
management all stakeholders and their requirements for the product throughout its
lifecycle, to ensure completeness, correctness and effectiveness of requirements at
each level and between levels of the solution and also define a basis for the verifica-
tion tasks, track the requirements flow-down and provide requirements baseline to
configuration management.

Commercial requirements management tools usually offer multiple functions to
management requirements efficiently, in civil aero engine development the IBM
Rational DOORS (Dynamic Object-oriented Requirements System) is chose as the
referred requirements management tool. In DOORS, requirements are organized
by line item and contain additional information stored in different attributes these
attributes can be defined according to the user need. Links are generated between
design definition and requirements document to show the traceability.

On a weekly basis, the status of the DOORS document must be checked.
Each document is checked and reported for not-finished requirements, unlinked
requirements, and discrepancies with source, open questions and comments. This
is performed for all documents, at all levels and reported to the authors.

3.1 Requirements Validation

The major deliverable from the requirements definition process is a set of approved
and documented requirements that will drive the system design. The major emphasis
of Requirements Validation is to ensure completeness and correctness of the require-
ment within the requirements set and the requirements set itself [6]. Requirements
reviews are probably the most traditional and commonly used technique. During the
review, the requirements will be inspected and analysed from a group of stakeholders
and design teamers to report different viewpoints to identify missing, conflicting or
incorrect requirements. Reviews are conducted by acknowledged experts and at spec-
ified stages of the lifecycle to ensure that all the functional requirements fully comply
with their design.
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Fig. 4 Requirements
allocation matrix

PSDD PS 1 PS 2 PS… PS N SS 1 SS 2 SS … SS N
PS 1 1 6 4 30 55 0 12
PS 2 0 0 0 23 0 0 0
PS … 0 3 1 0 0 0 17 0
PS N 0 2 0 0 3 0 13

InDOORS, a “Requirements ReviewComments” attribute is applied, this is based
on the requirements review meeting, and typical options include ambiguity in state-
ments, inconsistent writing, conflicting requirements, and incomplete requirements.
These issues will be collected and become the input for next design iteration to refine
the requirements and design definitions.

3.2 Requirements Allocation

The allocation process was to assign each requirement to one or more product or
sub-system. Here, the product system to other product systems and Sub-systems
Matrix are created to provide the overall view of the product systems requirements
allocation, shown in Fig. 4. In DOORS, if the requirement is acceptable, a link will
be created to ensure the traceability. Through the allocation and traceability enables
the quality of flow down.

3.3 Requirements Verification

The verification purpose is to confirm product design, has the system been designed
right? Verification process provides evidence that a solution meets requirement(s).
It may be a calculation, computer model, scenario plan or test etc. The verification
evidence shall be documented. The verification matrix describes how the methods of
verification (test, inspection, analysis, demonstration) are to be applied and specifies
the level in the hierarchy at which the requirements will be verified, as specified in
Fig. 5. Through verification matrix will establish the link between requirements and
experiments, it needs to be determined during the design phases as the requirements
are developed.

4 Requirements Development andManagement Case Study

Base on the functional analysis, an example Product System and Sub-systems are
presented in this section, to provide an appreciation of how the approach works out in
practice. The engine product systemcontains 12 product systems and 10 sub-systems,
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Fig. 5 Typical aero engine development V model

is shown in Fig. 6. Each product system have a system boundary and certain functions
and requirements, Table 1 shows some examples. The product system represent
‘whole engine’ level, coordinating the relationships of the various subsystems and
trading them to optimize the overall engine design. There are variousways of dividing
the system architecture, and the principle is product system combined should cover
engine level functions.

Fig. 6 Typical aero engine requirements architecture
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Table 1 Product system operational requirement

Product system Operational requirement

Performance The purpose of performance is to generate thrust and take care of
fuel consumption

Whole engine mechanics To limit mount loads and vibrations loads during normal operation
and in the event of failures such as birds ingestion event

Air system Distributing air for internal cooling, sealing, anti-ice, etc

Transmission system Looking after the torque path transfer to accessories

Oil system Looking after oil through engine, to lubricate, cool and collect
particles from bearing

Fuel system Looking after fuel through engine, to regulate fuel for engine
burning and to displace actuators

Control system Receiving electrical signals from aircraft to control thrust and detect
sensors failure conditions

5 Requirements Management Tool and Method

Figure 7 illustrates the documents discussed in above chapter, each level generates
four categories of documents: requirements documents, interface documents, de-
sign definition documents, and verification documents. For the design point of view,
requirements documents, interface documents, design definition documents, these
three types of files belong to the design work, they are on the left side of system
engineering V model, the verification documents are on the right side.

In this section, we briefly outline the core technical details of each type document.

(a) Requirements Document
The requirements document is a container and collects all higher level allo-
cated requirements in the requirement management system. New requirement
from outside the system can be introduced if the source, such as a report or

Fig. 7 Typical aero engine
configuration files
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lessons learned, is clearly defined. The document consists of functional and
non-functional requirements. Technical requirements for product/system/sub-
system or component, including functional requirements, performance require-
ments and non-functional requirements (weight, life, cost, reliability, maintain-
ability, safety).

(b) Design Definition
Describe the design solution/scheme of the product/system and its component,
and decompose functional and non-functional requirements through the design.
In addition, it decomposes requirements for the next level down, if they are not
covered by the design definition. New requirements can only be introduced in
design definitions. Each design definition is written as a requirement (contains
the word ‘shall’, ‘should’, ‘must’, ‘will’) and is allocated to a sub-system or
product system. The document consists of concept description [7], decomposed
functional and decomposed non-functional requirements.

(c) Interface Control Document
In an interface document records an agreement between two design teams and
database owner. There are two fundamental types of interfaces, Geometrical
Interface and Functional Interface. Exchange of information between different
product-system sub-functions are always functional interfaces. Geometrical
interface describe an agreement on a geometrical featurewhich connect two sub-
systems or component groups. A functional interface control document contains
functional requirement agreed between two design teams, including func-
tional, aerodynamic, thermal, load, electrical, mechanical and other interface
in-formation.

(d) Verification Document
Based on the requirements documents, the key verification document is veri-
fication strategy created to outline how each level requirement will be veri-
fied. Normally, verification documents including verification methods/strategy,
engine test plan, and test data report.

6 Conclusions

A civil aero engine requirements management approach has been introduced. The
requirements architecture and requirements flow down model are presented in this
paper. An example of civil aero engine requirements management process validated
the approach. Some guidance is provided for aero engine to conduct requirements
management, and the conclusions are as follow:

(a) Requirements architecture is the basis of requirements development and need
to be defined at the beginning of design.

(b) Design solutions are developed according to the requirements documents and
the resulting from the design that are requirements give to lower level.
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(c) Requirements development process is iterative and contains several develop-
ment loops. The cascading of requirements starts with a rough idea in the first
loop and becomes more and more detailed after several iterations.

The further research requires more detailed study of requirements compliance
and risk assessment, in particular, further thought is to focus on the non-compliances
and risks.
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Investigations on the Acoustic Resonance
in Aeroengine Multi-Stage Compressor

Zihao Wu and Xiaohua Liu

Abstract Acoustic resonance, which is caused by the coupling and interaction of
flow and acoustic field in aeroengine, can not only produce noise with very high
amplitude in compressor, but can also lead to the fatigue of thematerials and endanger
the structural integrity of aeroengine. Unlike the unsteady flow phenomenon such
as surge, rotating stall, and rotation instability, researchers still cannot fully explain
and understand acoustic resonance well, because there are only few investigations
about acoustic resonance and the coupling between acoustic and flow field is quite
complicated in the aeroengine.Thus, this studyfirstly summarizes the phenomenonof
acoustic resonance, and systematically describes its characteristics. After that, some
theoretical models and methods used for the prediction of the acoustic resonance
is introduced. Finally, proper orthogonal decomposition method is firstly proposed
and applied for the study of acoustic resonance. A full passage unsteady numerical
simulation is demonstrated with this method.

Keywords Aeroengine compressor · Acoustic resonance · Unsteady flow

1 Introduction

To maintain the stability of an aero engine under off-design condition, the design of
the compressor becomes a key stage. Two main factors will limit the development
of modern compressors. The first one is flow stability, while the other one is the
structure. For flow stability, researchers have dedicated to study on the phenomenon
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like rotation instability and stall for decades. Generally, the rotating stall is a kind
of blockage in the passage caused by flow separation, which will propagate circum-
ferentially. Such condition may further develop into surge, and it usually happens
far from the design point [1]. While the flow instability can occur under stable oper-
ation condition, it is also due to the flow separation but without blockage. On the
pressure spectra, it appears as a broad band peak located below the blade passing
frequency [2]. For structure, researchers found that the structural fracture and failure
due to vibration sometimes could cause even more severe consequence then flow
instability. Even though the study on mechanical vibration has last for centuries,
some structure-damaged cases under stable operation condition are still found, it
finally turned out that it is caused by acoustic resonance, which is the coupling and
interaction between acoustic and flow field. Generally, the main sound source of an
aero engine comes from the compressor and nozzle, while the sound contributed by
nozzles now have been perfectly suppressed. The sound comes from the compressors
remains a trouble not only for its loud noise but also for the threaten to the structural
integrity. Some researchers used two speakers laid 5 mm away from the rotors of a
compressor to simulate the noise source and found when the sound pressure level
will exceed 150db.When the acoustic resonance occurs, it will exceed the 12% of the
fatigue limitation of the material [3]. They also verified when the distance between
the rotors and acoustic source increases, the pressure amplitude on themaximal stress
point of the rotor will rapidly decrease, which means other noise source like nozzles
could hardly contribute to the fatigue of rotor blade.

Until now, researchers have studied on the acoustic resonance for more than half
century, but the process ismuch about the observation and comparison in order to find
the regularity in this phenomenon.However, the understanding on themechanism, the
description for the acoustic field and prediction model of acoustic resonance for both
the frequency and amplitude are still in the initial stage. In the last century, researchers
usually study this by experiment due to the limitation of computational resources.
These years, with the breakthrough of computer science, the simulation with some
commercial software becomes possible, which may lead to a rapid development on
this phenomenon. Thus, the main purpose of this paper is to summarize the current
result and research methods on acoustic resonance in the aeroengine and propose a
new possible research method.

2 Phenomenon and Characteristics of Acoustic Resonance
in Aeroengine

2.1 Some Phenomenon of Acoustic Resonance

Since the middle of the last century, more and more phenomenon of acoustic reso-
nance has been discovered by researchers. In 1968, Parker first demonstrated the
acoustic resonance in a single stage low-speed axial compressor and implied that
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acoustic resonance is another factor may lead to the failure of blades and become a
threat to the stability and life of an aeroengine [4]. When investigating the clearance
noise in an axial fan, in addition to some broad-band noise which may related to the
rotation instability, some narrow-band peak just below the blade passing frequency,
which fits the characteristics of acoustic resonance. He also found out such narrow-
band noise component not only related to the width of tip clearance but also related to
themass flow rate, which could be caused by the interaction of flow separation and tip
clearance vortex [5]. Since that, researchers began to put emphasis on the excitation
and mechanisms of the acoustic resonance so that they can take it into consideration
during the design stage. Legerton et al. also found a similar acoustic phenomenon
induced by flow in an annular cascade, which may be generated by vortex shedding
[6]. Camp did an experimental investigation on C106, a low speed 3.5 stage axial
compressor. Through spectrum analysis, he found six dominant peaks of pressure
amplitude, four of them are cut-offmode, and two remainingmodes have very similar
characteristic with the phenomenon of acoustic resonance [7]. Hellmich and Seume
also found the acoustic resonance in a high-speed multi-stage axial compressor near
stall condition [8].

2.2 Characteristics of the Acoustic Resonance in Axial
Compresso

Many of the pioneering and preliminary research and investments have already been
done by the flat plates in the wind tunnel. Such simulation is quite meaningful for the
research in the turbomachine because many similarities can be found in the result.
The research on the turbomachine is much more complex, mainly for three reasons:
(a) the flow field in the annular duct is nonuniform and there exist many swirl (b)
under high rotation speed, the load on the blade is extremely high (c) the cross section
of the duct is not a constant. As shown in the Fig. 1, the acoustic resonance usually
occurs in two places of the axial compressor, the first one is the passage between
blades, while the other one is the inter-row section. The former one is generally
caused by vortex shed major from the trailing edge of the blade of the previous stage,
while the later one is usually formed by the vortex leak from the tip clearance.

Fig. 1 Demonstration of an
elementary stage in the axial
compressor
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Generally, acoustic resonance relates to the reaction of acoustic field, thus acoustic
approach is needed for the investigation. Many investigations and researches decided
to measure the static pressure on the casing wall to reflect the sound pressure so that
they can capture some regularity of this phenomenon. Hellmich and Seume put
some transducers between the inlet guide vane (IGV) and the first row of the rotors
and continuously decrease the mass flow rate. They found when the compressor
approaches its stall limit, a sharp peak frequency of acoustic resonance was detected,
and its pressure amplitude even higher than the dominated blade passing frequency
(BPF). Such phenomenon was detected at different axial and circumferential posi-
tions of the compressor. Furthermore, acoustic resonance signal presents several
sharp peaks, unlike the signal of rotation instability, which is usually a broad band
peak. In addition, they also found somemodulation between the BPF and the charac-
teristic frequency, there exist peaks whose frequency equal to the combination of the
characteristic frequency and BPF, such as BPF-AR and BPF+AR [8]. Normally, the
amplitude of these modulation frequencies is lower than the amplitude of BPF and
the reason beyond this maybe caused by the phase difference of waves of different
frequencies, which remains to be further explored [9].

A very famous and important phenomenon of acoustic resonance is “lock on”
effect. Such ideawas first proposed byCumpsty andWhitehead. They also conducted
the experiment in the wind tunnel and use flat plates to simulate the blade. When the
frequency of the vortex shedding approaches to the frequency of the duct, the “lock
on” effect will exist, which means the frequency of vortex shedding will continu-
ously approach and finally become exactly the frequency of the duct and maintain
this frequency for a certain range of flow speed. When this value happens to equal
one of the natural frequencies of blade, the acoustic resonance occurs [10]. At the
first glance, such coincidence is hard to realize. However, a typical compressor will
usually contain more than 30 blades, each of which will shed vortices with different
frequencies [11], and for each blade it will also has differentmodes of nature frequen-
cies. In addition, with the help of “lock on” phenomenon, it is not so hard to begin
acoustic resonance. In addition to the unchanged resonant frequency, it was found
that in a certain range, the change of mass flow rate will not change the character-
istic frequency, but with the decrease of mass flow, the amplitude of characteristic
frequency will increase. Although the amplitude of BPF will decrease, but the total
acoustic energy will almost remain the same [12]. Even if the degree of the IGV has
been changed, it was found no matter increase or decrease the degree, the amplitude
of AR will decrease, but the amplitude of BPF will increase, i.e., the total acoustic
energy almost remains the same.

The location of the most dominant pressure along the axial is another most
concerned topic when the acoustic resonance occurs. Hellmich and Seume found
this position located near third row of the rotors in their experiment, and the ampli-
tude of the acoustic pressure could even reach to 180db as shown in the Fig. 2
[8]. Courtiade and Ottavy later in their experiment on a 3.5 stage high-speed axial
compressor further defined that the location of the highest amplitude always tend
to appear at the rear part of the compressor, to be more specific, just downstream
of the second stator [13]. Camp put 8 transducers in different axial positions of



Investigations on the Acoustic Resonance in Aeroengine … 333

Fig. 2 Acoustic pressure
level close to stability limit
[8]

the compressors, and found amplitude reached maximum near the fourth stator exit
plane. He continued to measure the pressure distribution at this plane, the contour
plot is shown in the picture [7]. It confirmed that the pressure will have a pitch wise
change, which will decrease from the suction side to the pressure side of the blade.
However, along the spanwise direction, it almost remains unchanged, which is a little
bit different from the result of yang et al. They measured the surface pressure of the
first stage blade radially, with the largest amplitude near the tip, followed by the root,
while the remaining position is relatively small [9].

3 Prediction of the Acoustic Resonance in the Aeroengine

After much investigation and research on the mechanism behind the acoustic reso-
nance, researchers always hope to predict the onset of the acoustic resonance so
that we can avoid it at the very beginning stage. According to our basic under-
standing on the mechanism behind this phenomenon, the prediction can be divided
into frequency part and amplitude part respectively. Turning points of acousticmodes
are very essential to the beginning of the acoustic resonance, which could be caused
by the variation of cross section of duct. However, the investigation on this cause
may not represents all the condition for different compressors. Another cause for
the formation of turning points is the switch from cut-on to cut-off condition due to
the swirl [14]. Therefore, how to calculate the cut-off frequency becomes a key step.
While due to the complexity of the flowfield in the compressor, a simplified approach
is established, which is based on the result that mode scattering and trapping can be
neglected if the number of lobes is relatively small to the number of blades, i.e.,
the pitch distance is relatively big [8]. Meanwhile, the swirl can also be overlooked
because of the high resonant frequency compared with rotating frequency which has
been shown by Kerrebrock [15]. Then the pressure distribution can be derived from
Eq. (1). If the mean flow is regarded as a rigid body, then the axial wave number kx
is derived with Eq. (2). The cut-off frequency for different radial and circumferential
mode can be derived from Eq. (3).

pm,n(r, ϕ, z, t) = f
(
kr,m,nr

)[
B1exp(imϕ) + B2exp(imϕ)

]
exp

[
i(kz − ωt)

]
(1)
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k±x±θ = ∓Mx(k±Mθ kr,m,n)+
√
(k±Mθ kr,m,n)

2−(1−M2
x )k2r,m,n

1−M2
z

(2)

f cutm,n = akr,m,n

2π

(√
1 − Ma2z ∓ Maϕ

)
(3)

Most of the prediction on the frequency part now is based on this model.
Another step-forward model also successfully calculated the cut-off frequency of
the compressor under different off-design operation points and explained the reasons
more precisely [13]. It can be basically summarized as follows: (1) If the kx is a
complex number, the pressure along the axial will decay exponentially, which is
defined as cut-off condition. If kx is a real number, the energy will propagate down-
stream. The real part of kx is defined in Eq. (2). To get the cut-off frequency, the
Eq. (2) should be zero, and so that we can get the Eq. (3). For the situation there
is no mean flow in the duct, kx will become zero and energy cannot be dissipated
so that the resonance will occur. Later, Liu et al. first built a simplified model to
calculate and predict the onset frequency of acoustic resonance in a multi-stage axial
compressor based on his earlier model [16], which is used to calculate the flow
instability inception in the axial compressor. However, this model is not good at
dealing with problems of multi-stage compressor. This new model is based on the
unsteady, three-dimensional, compressible Euler equation with a novel body force
approach so that the three -dimensional flow field is reconstructed in a relatively real
situation [17]. After global stability analysis, eliminating the mean flow data and
linearizing, the origin Euler equation now becomes the Eq. (4). While the column
vector X contains all the perturbation terms in the flow field. Obviously, it is a linear
equation, and the condition number of matrix A will reflect the influence of any
perturbation from the vector X, i.e., the susceptible onset of acoustic resonance will
make the condition number of matrix A extremely large. The model was verified by
the result of the numerical simulation of a multistage axial compressor at the Univer-
sity of Hannover. However, due to the computational limitation, the resolution of the
frequency spectra is relatively low, this model still needs a further validation. Never-
theless, this proposed model is different from the tradition streamline method for it
also considers three-dimensional vortex and turbulent flow in the field. Therefore, it
indeed gives researchers some novel guide for future turbomachine design.

A(ω)X = 0 (4)

Pressure amplitude distribution of acoustic resonance along the axial directionwas
first predicted by Courtiade and Ottavy with a propagation method [13]. On a 3.5
high-speed multistage axial compressor, they normalized the maximum amplitude
where happens at the inter-row section of stator 2 and rotor 3 and get the relative
amplitude at other axial position by Eq. (1). D(x) damping factor calculated by decay
situation of the pressure signal.With somemodification and adjustment to thismodel,
the prediction finally got a good agreement with the experiment results. However, in
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the inter-row section of rotor and stator, such as position 26A and 27A, this model
cannot predict well without the adjustment.

4 Proper Orthogonal Decomposition (POD) Method
for Acoustic Resonance Study

4.1 Introduction of POD Method

Asmentionedbefore, due to high computational resources cost in the past, researchers
usually conduct experiments on the aeroengine for their research. However, different
from the numerical simulation, the number of probes and sensors will be restricted
by its size in the reality, which means it is impossible to collect a large amount
of data at one specific moment. Except for some regular analysis method such
as Fourier transformation and Spatial mode decomposition, some mode analysis
method indeed requires lots of data information. Nowadays, with the development
of computer science, numerical simulation becomes more popular, thus some mode
analysis methods become possible, which are very useful in analyzing the acoustic
field.

Proper orthogonal decomposition (POD) method origins from the machine
learning, which aims to decrease the dimension order of the high-dimension data. For
the aeroengine research, it also becomes helpful on decomposing the high-dimension
flow field data. Many researchers have already applied this method successfully in
recent years. Kou et al. use PODmethod reconstruct the unsteady transonic flow field
over the airfoil surface and accurately extract the mode of their target phenomenon
[18]. Luo et al. also use POD method to analyze and predict the flow field around
an airfoil [19]. POD method can optimally extract and separate the modes by energy
proportion. Each mode is the multiplication of basis and coefficient function. The
basis of different modes is orthogonal to each other, which represents the spatial
distribution in the flow field, while the coefficient vector is actually a time fluctua-
tion function. Thus, the combination of the spatial basis and time coefficient could
represent a specific flow structure.

The classical POD method will be briefly introduced here, the target data should
be arranged in a specific order like the Eq. (5):

P =

⎛

⎜⎜⎜
⎝

p11 p21 · · · pn1
p12 p22 · · · pn2
...

...
. . .

...

p1m p2m · · · pnm

⎞

⎟⎟⎟
⎠

(5)

The row vector represents a specific point’s parameter varying with the time,
while the column vector represents all the points in the target region at a specific
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moment. For the arrange of vector data, there is a detail introduction and example in
the research of Liu and Chen [20]. A time dependent parameter consists two parts
like the Eq. (6). On the right-hand side, the first one is mean value term, the second
one is perturbation term. ξ represents the location, while t represents the moment.
Due to our focus is on the perturbation caused by the acoustic resonance, thus the
mean value term should be eliminated.

p(ξ, t) = p(ξ) + p
′
(ξ, t) (6)

After that, the singular value decomposition (SVD) should be applied on the
perturbation term like the Eq. (7), then the mode basis can be found in Eq. (8).

p
′
(ξ, t) = U�V T (7)

p
′
(ξ, t)(v1, v2, . . . , vn) = (ϕ1, ϕ2, . . . , ϕn)

⎛

⎜
⎜⎜⎜⎜⎜
⎜
⎝

σ1 0 · · · 0

0 σ2
...

...
. . .

. . .
...

...
. . . σn

0 · · · · · · 0

⎞

⎟
⎟⎟⎟⎟⎟
⎟
⎠

(8)

The eigenvalue is just the square of the singular value, which represents the energy
levels, thus Eq. (9) is to decide number of modes we need to represent the fluctuation
of the flow field.

E =
∑r

i=1σ
2
i∑n

i=1σ
2
i

(9)

Once the first r mode has been decided, the coefficient matrix can be determined
by Eq. (10). The origin flow field thus can be represented with the first r mode and
its coefficient function as Eq. (11).

Cr×n = UT
r×m × p

′
m×n (10)

p′(ξ, t) =
r∑

i=1

Umode(i)(ξ) × Cmode(i)(t) (11)

In addition to the classical POD method, there is a snapshot POD method, which
will save a lot of computational resources by using eigenvalue decomposition (EVD)
rather than the SVD. Mode basis can now be derived as Eq. (12), where λ j and ψ j is
the eigenvalue and eigenvector of covariance matrix of P ′. Such method is usually
preferred for processing high dimensional data.
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ϕ j = 1
√

λ j
P ′� j (12)

After having extracted the major modes, to identify the characteristic mode that
could most likely represents the perturbation caused by the acoustic resonance, the
Fast Fourier Transformation (FFT) should be applied to the coefficient of different
modes. If one of the mode’s frequency spectra is dominated by the frequency of
acoustic resonance, then this mode can be regarded as the characteristic mode, which
major represents phenomenon of acoustic resonance. What should be noticed here
is that the mode is separated by the spatial distribution, thus one mode could contain
more than one phenomenon instead of only representing the target phenomenon, i.e.,
the target phenomenon could be slightly influenced by some other phenomenon [21].
Nevertheless, this method still helps to remove as much interference as possible and
let the researchers to focus on the target phenomenon only, which will bring us a
lot of benefits. For example, through plotting the contour of specific mode, it can
recognize the pattern of acoustic resonance and also its variation across the time.

After all, this mode analysis method is very helpful for the research on acoustic
resonance in aeroengine. However, to the best of author’s knowledge, no one has
tried this so far.

4.2 Application of POD Method on Acoustic Resonance
in a Multi-Stage Axial Compressor

In order to see the effect of PODmethod on the study of acoustic resonance, the author
have tried this on the data of numerical simulation result conducted in theworkstation
of Shanghai Jiao Tong University. The simulation target is a four-stage high-speed
compressor. For unsteady flow, full passage simulation is necessary. However, for
each passage there are more than one million discrete grids. In order to save the
computational resources and time, only 1.5 stage is simulated. Due to the suspicious
location of acoustic resonance is around rotor 3. Therefore, only stator 2 (S2), rotor
3(R3) and stator 3(S3) are simulated as demonstrated in the Fig. 3. Some basic
parameter of this compressor has been introduced in table one. Due to the target of
this chapter is the application of PODmethod on the study of acoustic resonance, thus

Fig. 3 Meridional demonstration of 1.5 stage simulation
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Table 1 Basic parameter of
simulated the compressor

Parameters Value

Rotation frequency (RF) 285 Hz

Rotation speed 17100 rpm

Number of blades 29

Blade passing frequency 29RF

Fig. 4 A 99.2% spanwise frequency spectra

the process and validation of simulation will not be introduced here. More details
have been introduced in [17]. In addition, the simulation has been conducted for five
rounds so far, thus the resolution of the frequency is 1/5 RF (Table 1).

As shown in the Fig. 4, FFT has been conducted on the pressure data around blade
tip under stationary coordinate, which is 99.2% spanwise direction, slightly below
the blade tip. The abscissa has been normalized by rotation frequency (RF). Same as
the result of Xiaohua Liu [17], we have found the suspicious characteristic frequency
between 3 and 4RF.

Through classical POD method, we can decompose the pressure field into 19
modes, which accounts for 99.9999% of the origin field as shown in the Fig. 5.
As mentioned before, in order to define the mode that could most represents the
phenomenon of acoustic resonance, the FFT has been applied on the coefficient of
eachmode to seewhichmode is dominated by the suspicious characteristic frequency.

As shown in the Fig. 6, mode one tomode seven is dominated by the blade passing
frequency or rotation frequency, it can also be verified that their time domain plots
are periodical as shown in the Fig. 7.

However, we can see from Fig. 8 that mode eight is dominated by the nonsyn-
chronous sharp peak around 3.4RF, and since mode nine many modes have a sharp
peak at 3.4RF, and the peak at the blade passing frequency is not obvious anymore.
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Fig. 5 POD mode energy percentage

Fig. 6 POD frequency spectra of mode 1 to 7

In addition, we can see from Fig. 9 that the time domain plot of mode eight is not
periodical anymore.

The contour plot of the first moment of mode eight has also been plotted as shown
in the Fig. 10, and it is glad to see that the flow structure is clearly demonstrated.
It becomes more easier to analyze the development and distribution of the acoustic
resonance. Thus, it is reasonable to do some further research on acoustic resonance
by POD method.
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Fig. 7 POD time domain plot of mode 1 to 7

Fig. 8 POD frequency spectra of mode 8

5 Conclusion

The development of aeroengine has lasted over a century, people’s expectation and
demand on it become higher, which gives researchers and engineers some new chal-
lenges in the design stage. The phenomenon of acoustic resonance is just one of them.
Lots of valuable discovers upon this phenomenon have been discovered by some
pioneering researchers, which has been summarized by this paper. In general, the
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Fig. 9 POD time domain plot of mode 8

Fig. 10 Full-passage pressure contour plot of first moment of mode eight

research on this phenomenon can be divided into five parts: discovering, observing,
exploring, predicting and controlling.

The discovering of acoustic resonance in compressors has never stopped. Some
real cases of the consequences of the acoustic resonance in the aeroengine has been
mentioned in the second chapter. In short, it can not only produce a high-level noise
but alsomay exceed the fatigue limit of thematerial, thus itwill influence the comfort-
ability as well as endangering the flight safety. However, compared with some other
factors that may endanger the reliability of an aeroengine, such as stall, surge, and
some machinal vibration, acoustic resonance is not that much danger.

Almost all the discovered characteristics of acoustic resonance has been intro-
duced, which can be summarized as follows: (1) For an axial multi-stage compressor,
it usually occurs either in the inter-row section or in the cascade. (2) It is a nonsyn-
chronous vibration and appears as a sharp peak in the frequency spectra. (3) The
characteristic frequency will have a step change when increasing the flow speed
gradually, which is also called “lock on” effect. (4) The phenomenon of acoustic
resonance will decrease from the suction side to the adjacent pressure side, but
almost remain the same spanwise in the blade tip region.

After decades of exploring, the mechanism beyond this phenomenon remain to
be further revealed due to the complexity of the coupling between acoustic field and
flow field. Nevertheless, the vortex shedding has been regarded as the factor of this
phenomenon, which will usually occur at the tip clearance and edge of the blade.
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Meanwhile, the propagation of acoustic resonance is also found as a helical mode,
which means it will propagate both in circumferential and axial direction.

Prediction of the acoustic resonance is a vital preliminary work for the controlling
part. The prediction work can be separated into two parts: frequency and amplitude.
For the former one, many theoretical models have been proposed and have a good
agreement with the experiment results, but all of these models are based on global
liner theory. Meanwhile the precision of the prediction remains to be enhanced. For
the amplitude prediction, the amplitude in the inter-row section is still hard to predict.
Actually, predicting through numerical simulation may become a good way in the
future, but it still costs unacceptable computational resources up to now.

After summarizing all the current results, research methods and research progress
on the acoustic resonance in an aeroengine. The author also introduces the POD
method, which has been widely used in data processing, and has recently been
successfully used in flowfield analysis. Thismethod is good at extracting and demon-
strating the target flow structure, some basic POD analysis has also been applied on
the study of acoustic resonance and seems to have a good effect, but the result remains
to be further explored, the author believes that it will become a useful and powerful
tool in the future research of acoustic resonance.
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Computational Method in the
Throughflow Simulation of Aeroengine
Compressor
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Abstract The computational method in throughflow simulation is investigated in
this paper. The present investigation reported the current research status and com-
pared the advantages and disadvantages between different computational models
including streamline curvature method, matrix method and throughflow calculation
based on time marching. For the most commonly used time marching method, we
discussed one key issue in application in engineering reality which is called as the
simulation of blade force,whichwas divided into two categories according towhether
to solve the circumferentially momentum equation as master equation or not. In con-
clusion, compared with other methods, time marching method has more advantages
in transonic flow adaptability, shock capture ability and calculating accuracy, so that
it has more potentials and prospects in the future research. The blade force model,
as a key link in the time marching method, has developed rapidly. However, there
is still no unified highprecision model and the modeling of blade force needs more
study. With further development, this method is expected to become a standard tool
during the aeroengine compressor design stage.
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1 Introduction

Because of the mismatch between the complexity of the flow in fan/compressor
and the computational power and design methods, people try to find all the ways to
simplify flow field. There are two kinds of main ideas to simplify it, and one is trying
to ignore some details about the flow field and the other is to reduce dimension. In
general, less simplification means more realism and reliability.

Wu [1] provide a general theory of three-dimensional flow and through his theory
we can decompose three-dimensional flow inside the turbomachinery into two kinds
of two-dimensional relative stream surface. This method based on steady flow and
suppose S1 plane (section of blade) is one whose intersection with a z plane either
upstream of the blade row or midway in the blade row forms a circular arc. S2 plane
(meridian plane) is one whose intersection with a z plane either upstream of the
blade row or somewhere inside the blade row forms a radial line. This theory can
estimate a steady three-dimensional flow by iterative calculation the two kinds of
relative stream surface. Wu divided the governing equation in different surfaces and
different directions and the design methods we used nowadays are all developed
around his theory.

In the early research on the inner flow of turbomachinery, due to the limit of
computation power we did axisymmetric hypothesis and ignoring the circumfer-
ential differences we can pay more attention to S2 stream surface. Studying the
two-dimensional flow on S2 stream surface can grasp the essence and key of the
problem so that throughflow calculation on S2 be widely used in fan/compressor
design progress. Although with the quick development of CFD we can do full three
dimensional at some local area of turbomachinery nowadays, throughflow calcula-
tion still very necessary. On the one hand it can save several orders of magnitude
of computation time in the initial design stage, on the other hand the results form
throughflow calculation can check the physical models and the answers from full
three-dimensional calculation.

2 Throughflow Methods

At present, there are three popular methods for throughflow calculation: streamline
curvature computing procedures, matrix method computing procedures and through-
flow calculations based on time marching.

2.1 Streamline Curvature Approach

Based on the developed motion equation, continuity equation and the equation
defined the fluid, Novak [2] got the solution of fluidflow by streamline curvature
approach. Novak did a consistent and non-axisymmetric treatment to the flow field
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and restricted itself in cylindrical coordinate system. During the calculation, firstly
assumed the position of the initial streamline, then added the curvature of the stream-
line to the main equations and got a new streamline. keeping iterating, adjusting the
position of streamline until the streamline basically coincides. By this way, Novak
got the velocity distribution at different place of a turbomachine with the assumption
of constant stagnation enthalpy.

This approach is easy to understand and the used equations are concise so be
widely used in the engineering practice. Frost [3] used this way to code a computer
program for calculation compressor airfoils. But when it comes to transonic calcu-
lation, because of the Mach number at the rotor is larger than 1, channel may be
blocked partial or complete. In the case of blockage, maximum flow rate Gmax is
only decided by p0 ∗ T 0∗ and A. So even there is a small difference between Gmax
and the flow rate gives may cause divergent calculation especially in direct problem.

2.2 Matrix Method

Matrix method was firstly put proposed byWu, but was firstly realized byMarsh [4].
Matrix method changes differential equation of the stream function into a difference
equation and solve it numerically.Marsh’s program forms the distorted grid, the finite
difference approximation, the band matrix [M] and the band uptriangular factors [U]
and lowtriangular factors [L]. Though solving the tridiagonal matrix equation can
get the stream function at every position, then use the stream function to calculate
velocity.

With the help of chasing method, we can solve the matrix equation quickly com-
pared with iterative process. But the obvious disadvantage of matrix method is it
takes up a lot of memory. Marsh also said his method only applicable to subsonic
flow from the same reason with streamline curvature approach. Yuan [5] has con-
cluded that in addition to what has been mentioned above, the matrix method has its
own equation defects when it comes to supersonic flow field. First of all, the correct
velocity value cannot be uniquely derived from the partial derivative of the stream
function in the transonic region. This means that for direct problem as long as the
velocity on S2 stream surface is supersonic, there will be a two value problem of
velocity. We can only solve for the velocity by integrating. What is more, the main
equation of stream function method belongs to mixed partial differential equation,
and different cases may have different forms of partial differential equations. This
will bring many difficulties to boundary conditions and numerical solutions.

In a word, both streamline curvature approach and matrix method have great
defects in predicting blockage conditions, capturing shock waves, transonic calcula-
tion and unsteady case. With the rapid development of computer and CFD, through-
flow calculations based on time marching emerges.
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2.3 Throughflow Calculations Based on Time Marching

In the past few decades, finite volume and finite difference methods commonly used
in three-dimensional numerical calculation have been gradually applied to quasi-3d
calculation. Time marching based method to solve the main equation is more and
more popular. According to different main equation, this method can be divided into
two classes. One kind is to solve Euler equation and the other is to solve Navier-
Stokes equation. It should be noted that solving Euler equation by time marching on
a coarse grid does not mean that the effect of viscosity is ignored, and the effect of
viscosity will be considered by introducing loss model.

Time Marching Based on Euler Model Spurr [6] was the first to get the numerical
simulation by combining time marching circumferentially averaging with S1 flow
field calculation program. Spurr iteratively solved the blade forces and compared
with the three-dimensional Euler results. Because the time marching throughflow
analysis program and the three-dimensional CFD method use similar solvers, many
time marching throughflow programs are changed from three dimensional CFD pro-
grams. Dawes [7] attempted to combine Euler throughflow calculation with three-
dimensional viscous numerical simulation, and in this case, only one row of blades
needs to be numerically calculated in three dimensions, and Euler throughflow can
be used for the remaining rows of blade. The blade forces and loss for throughflow
calculation can be correlated or processed from previous three-dimensional solution.
Dawes presented two applications, a transonic compressor rotor and steam turbine
nozzle guide vanes. In both cases, the predicted flows were in closer agreement with
experimental evidence.

Baralon [8] studied the Euler throughflowmodel in depth, and his code based on a
cellcentered finite volumemethodwith a characteristic upwind scheme of third order.
Baralon discussed normal blade blockage and blockage factors, and found a shock
occurring in the blade row is equivalent to a normal shock which strength is only
depending on the upstreamMach number. What’s more, the leading edge singularity
problem has been investigated and two different techniques were proposed. Stridh
[9] researched all unsteady effects and found in the mixing plane case, the so called
deterministic stress terms are missing. Stridh firstly solved the steady state with
conventional mixing plane, secondly used this as input to obtain the DST terms
and finally used those to corrected the average flow field. Li [10] used the Euler
throughflow model to study the performance characteristics of fans, the calculation
results are in good agreement with the three-dimensional simulation results. Figure1
shows the results of rotor 67 by Euler throughflow.

Time Marching Based on Navier-Stokes Model In Euler throughflow model, vis-
cosity loss is usually accounted by introducing entropy increase, and the role of
boundary layer is often be ignored. The circumferentially averaged throughflow
model based on the Navier-Stokes equation can be used to calculate the boundary
layer of the wall, further reducing the dependence on the empirical coefficient.

Simon [11] detailed the development of a throughflow model based on the axial
Reynolds Averaged Navier-Stokes equations. Comparisons with an inviscid Euler
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Fig. 1 Flow field of
meridional plane calculated
by Euler throughflow
calculation

model with added entropy production terms allow to judge the improvements pro-
vided by the viscous wall treatment. And the improvements showed in the blockage
of the flow, the high energy input in rotors and the high level of losses are captured.

Ji [12] of Beijing University of Aeronautics and Astronautics is the first scholar
in China to apply the idea of time marching to throughflow calculation. Ji solved the
design difficulty of transonic high load turbomachinery by solving the circumfer-
entially averaged Navier-Stokes equation. Compared with the previous throughflow
calculation method, it canmore correctly consider the influence of boundary layer on
wall surface, and the governing equation has unsteady terms, which can be applied in
the research of turbomachinery flow stability. Jin [13] derived the governing equation
of the throughflow model based on the circumferentially averaged Navier-Stocks
equation, and proposed a new blade force model. The governing equation of the
fluid was decomposed into the transport effect part and the acceleration effect part
of the pressure gradient, and then solved respectively. Furthermore, Jin [13] pro-
posed a new way to calculation averaged flow surface normal vector. Compared with
three-dimensional numerical simulation, his solution had high precision. On the orig-
inal basis, Wan [14] introduced the blockage factors and the mean static pressure,
and gave a non-viscous blade force model which could consider the influence of
blade profile. Then, the circumferentially nonuniform terms are extracted from the
three-dimensional numerical simulation results for analysis, and added them to the
circumferentially average flow model as fixed terms. Wu [15] added a blade force
model that reflects the compressor design experiences into the numerical method,
and proposed a complete throughflow analysis model for off-design conditions. Wu
[15] checked the analysis model by a four stages low speed compressor.

3 Blade Force

Although CFD throughflow method has been developed for several decades and has
more advantages over traditional throughflow method in theory, it still faces many
difficulties to become a mature design method in engineering reality. Yang [16] once
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concluded that there are still three biggest difficulties in the largescale application of
the current CFD throughflow method in engineering reality. First, the throughflow
method is very sensitive to the distribution of blockage factors and flow angles.
Besides, blade force model has a decisive influence on the distribution of flow field
parameters. The last, leading edge singularity problem still need further research.

Oneof emergencyquestion is about blade force. The blade force is used to simulate
the action of the blade on the fluid in the blade area. Marble [17] provided that it was
possible to simulate blade force with distributed volume forces. In general, we divide
blade forces into non-viscous blade forces and viscous blade forces in calculation.
The non-viscous blade force is parallel to the average flow surface and is used to
make the flow turn without entropy increase. Viscous blade force is used to simulate
the friction on the blade surface, and loss is introduced into the calculation.

3.1 Non-viscous Blade Force

There are two main ways to simulate the non-viscous blade force.
In the first case, there is no need to solve the circumferentiallymomentumequation

in the blade area, which is used to derive the circumferentially blade force in the form
of volume force. According to the condition that the direction of blade force is tangent
to the average flow surface, first by the axial velocity calculate circumferentially
velocity, and according to the circumferentially momentum equation to calculate the
circumferentially blade force. By projecting the circumferentially blade force, the
components in all directions can be obtained. Finally, the new blade force is used to
calculate the new axial velocity, and iterate the flow field parameters until converged.
Dawes [7] and Damle [18] both used this way to simulate the blade force model.

In the second case, the blade force is regarded as an unknown parameter related
to time and the non-viscous blade force is calculated by solving a time dependent
differential equation. Compared with the former, this method has better convergence.
This method, first proposed by Baralon [8], can be understood as a pressure gradient
that occurs when the blade force and the flow surface are not tangent. Simon [11]
improved on this. Jin [13] pointed out that constant C has a great influence on
the convergence in the actual calculation, and proposed a large particle method for
the nonviscous blade force model. Wan divided a time step into two steps. The
first step did not consider the non-viscous blade force, and the second step only
considered the non-viscous blade force. After spatial dispersion, the final iterative
relation was obtained. Persico and Rebay [19] proposed a blade force model on
penalty formulation based on tangent condition of flow surface. This model can be
understood as applying the tangential condition to the elastic blade, and the stiffness
of the blades is the penalty factor K. The advantage of using this model is that no
additional equations need to be solved. In addition, the parameter K can be adjusted
during the calculation process to prevent divergence.



Computational Method in the Throughflow … 351

3.2 Viscous Blade Force

The elliptic property of viscous flux makes its discrete process relatively simple.
Bosman [20] proposed the famous loss distribution model. It assumed that the loss
is caused by a dissipative force which opposes the relative velocity vector. The
dissipative force D was assumed to be caused by the flow relative to some surface,
such as a blade or an annulus wall, and the coordinate system was chosen to move
with this surface. The dissipative force D then opposes the relative velocity W in the
coordinate system moving with the surface which is associated with the loss.

4 Establishment and Application of Throughflow
Calculation Model

Based on the above analysis, this throughflow calculation program bases on time
marching methods and compares the Euler model with the N-S model, adopts the
finite volume method, simultaneous the conservation form law above continuity
equation, momentum equation and energy equation.

4.1 Spatial Discretization

No matter which kind of numerical schemes of the solution of the Euler equations,
the majority thought is a sperate discretization of time and space. Structured finite
volume scheme is naturally based on structure grid. And the grid generation is based
on: firstly the domain is completely covered by the grid, secondly there is no free
space left between the grid cells and the grid cell do not overlap each other.

The difficult of throughflow grid generate is how to simplify three-dimensional
blade shape to two-dimensional calculation area. Usually, the camber surface of the
blade is extracted approximately as the calculation area of the entire flow path. It
should be noted that the camber surface of the blade is defined as the line connecting
the center of each tangent circle on the blade profile. At the same time, the calculation
as a quasi-3d problem, is expanded in cylindrical coordinate system and take placed
in radial and axial direction. Taking Rotor 67 as an example, the original blade shape
is showed on the left hand side and the generated grids showed in right hand side
(Figs. 2 and 3).

Discretization of Convective Fluxes In transonic compressor, the shock wave has a
great influence on the calculation accuracy. The low-dissipated flux splitting scheme
(LDFSS) proposed by Edwards is used in this throughflow calculationmodel because
of its strong shock wave capture capability. At the same time theMUSCL (Monotone
UpstreamCentered Scheme for Conservation Laws) interpolation has to be enhanced
by the so-called limiter functionor limiter, if theflow region contains stronggradients.
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Fig. 2 Blade shape of Rotor
67

Fig. 3 Quasi 3-d grids of
Rotor 67

Discretization of Viscous Fluxes Cell-centered scheme apply Green’s theorem
relates the volume integral of the first derivative to the surface integral. In order
to evaluate the first derivative at the face we have to integration the correspond-
ing flow variables over the boundary of the auxiliary control volume which can be
obtained by simple arithmetic averaging.

4.2 Temporal Discretization

Timemarching is amethod to solve the steady flowfield by using unsteady equations.
The initial field is usually obtained by radial equilibrium equation. And the initial
is usually uniform. Because the flow field is only controlled by groveling equation
and boundary condition, so the result is steady. This throughflow calculation model
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uses explicit time stepping schemes. Four steps Runge-Kutta method combined with
multiple grid can obviously improve the convergence speed. CFL number in this
program equals to 2.

4.3 Boundary Condition

Initial value is calculated by radial equilibrium equation. Inlet condition I used total
pressure, total temperature and the direction of gas. For the outlet condition we just
need one static pressure at one point. Because the distribution along the spreading
direction can be calculated by radial equilibrium equation. For the hub and shroud,
we usually define no slip boundary condition. At the rotor tip area, because we can’t
simulation the distance between the blade and the shroud, the result here will has
some error. At the interface between the rotating region and the stationary region,
we need to set up two layers of virtual grid, which can guarantee the continuity of
the calculation region on one hand, and guarantee the same spatial precision at the
boundary and inside the calculation region on the other hand.

4.4 Numerical Examples Validation

In order for the model to be used in the aerodynamic design of fans/compressors,
it is necessary to evaluate the predictive ability of the model, analyze the causes of
errors, and provide suggestions for the improvement of the model. In this section,
the high load transonic fan R67 is used as an example to analyze the program results.
NASA Rotor 67 is a stage 1 fan Rotor in a multistage compressor designed and
tested by NASA in the late 1980s. Due to its relatively detailed experimental data,
this example is widely used to verify the accuracy of CFD software. The basic design
parameters of NASA Rotor 67 are as follows: design rotating speed is 16043 RPM,
tip relative Mach number is 1.38, design pressure ratio is 1.63 and design mass flow
rate is 33.25kg/s.

Euler ThroughflowResults for Rotor 67 Because of the limitations of the through-
flow calculation program itself, the calculation program can only maintain a certain
degree of accuracy at the design point, and there is a large error at the non-design
point, and it is needs to establish an additional connection between backward angle
and loss at the non-design point. The backward angle and loss have a crucial effect
on the aerodynamic performance of the compressor. At present, the backward angle
and loss correlation of non-design points are mainly based on empirical formula.
Miller proposed a correlation method, but the results show that there are still some
errors in the position far from the design. So, this article just compares the program
performance at the design point.
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The distribution of the axial× radial points in the grid for throughflow calculation
is: 32×33 (the channel area before the blade) +30×33 (the blade area) +32×33 (the
channel area after the blade). The grid is shown as Fig. 4. For the boundary condition,
total temperature at the inlet is 288.15k and total pressure is 101325pa. Outlet
back pressure is given at the position of hub. The wall surface adopts impermeable
boundary condition. Using throttling process to get close to design point. The original
back pressure is 70000pa, and with the process of increase back pressure, the mass
flow rate decrease at the exit. And we choose the 107500pa back pressure condition
as the contrast working condition, and the mass flow rate equals to 37.77kg/s. The
efficiency of this rotor calculated by throughflowprogram is 89.07%.And the relative
Mach number distribution of cloud is showed as Fig. 5.

Fig. 4 Grids of Euler
throughflow

Fig. 5 Mach number
distribution by Euler
throughflow calculation
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As can be seen from the abovefigure, the distribution ofMach number cloud image
is basically reasonable. As a transonic compressor, Rotor 67 shows subsonic flow at
the leading edge of the blade near the hub and supersonic flow at the leading edge of
the blade near the casing. And the flow calculation model successfully captures the
shock wave at the leading edge of the blade, which is consistent with the design state
of transonic. However, a slight distortion can also be seen at the leading and trailing
edges of the blade, due to the sudden emergence of blade forces at the junction of the
blade and bladeless regions resulting in a break in the numerical simulation. At the
position where the trailing edge of the blade is close to the casing, a region of low
speed flow will appear. The formation of this region is the result of the combined
action of distortion and no-tip clearance model.

N-SThroughflowResults forRotor 67The turbulencemodel adopts S-A turbulence
model. The influence of fluid viscosity and boundary layer should be considered for
N-S throughflow, so the mesh is needed to be encrypted at the wall surface. Since
the blade’s effect on the fluid is replaced by the blade force model in the two-
dimensional throughflow calculation, the blade is not directly simulated physically,
and no additional axial grid is needed at the junction between the blade and the pipe.
Keep the axial grid density unchanged, the distribution of the axial × radial points
in the grid for N-S throughflow calculation is: 32×45 (the channel area before the
blade) +30×45 (the blade area) +32×45 (the channel area after the blade). The grid is
shown as Fig. 6. The boundary condition is same with Euler throughflow calculation
except for N-S method, the wall surface used adiabatic boundary condition without
slip. Under the same back pressure of 107500pa, the mass flow rate calculated by
the N-S throughflow method is 37.64kg/s. Efficiency of this blade is 89.86%. The
relative Mach number distribution of cloud is showed as Fig. 7.

The mass flow rate and efficiency of N-S throughflow calculation are lower than
that of Euler method, because the N-S throughflow model takes into account the
influence of ring wall boundary layer, and the blocking and viscosity loss of ring

Fig. 6 Grids of N-S
throughflow
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Fig. 7 Mach number
distribution by N-S
throughflow calculation

wall boundary layer cause the value to drop. At the same time, due to the lack of tip
clearance model, there is also a Mach number gap in the tip part and a parameter
distortion in the leading and trailing edges of the blade.

By comparing the Mach number distribution cloud map, it can be found that
the cloud map of the Mach number distribution calculated by N-S throughflow is
basically the same as the Euler throughflow result. The low-energy fluid can be
obviously seen near the wall of the N-S model, and this low-energy fluid is the
viscous boundary layer, which is also consistent with the experience.

CFX Results for Rotor 67 CFX calculate mesh is generated by software Turbo-
Grid, total grids number is large than 1 million and S-A turbulence model was used
for numerical calculation. Tip clearance control is 0.356mm. As a control group,
CFXwas calculated under the same initial conditions. The rotor speed is 16043RPM
and the back pressure is 107500pa. Periodic boundary conditions are given for the
circumferential boundary. The calculated flow rate under this working condition is
34.03kg/s. Efficiency of this blade is 92.06%. Also, the relative Mach number distri-
bution of cloud is showed as Fig. 8. It can be seen that the Mach number distribution
are in relatively agreement with the results of the throughflow calculation. At the
leading and trailing edges of the blade and the hub and casing, the 3d calculation
programperforms betterwithout obvious parameter distortion and data discontinuity,
at the cost of more computing resources and computing time. And the mass flow rate
is more closed to the design point. Efficiency is obviously higher than other models
because of the influence of the precise calculation of viscous boundary layer in 3d
operation.
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Fig. 8 Mach number distribution by CFX

5 Conclusion

In this paper, three calculating throughflow methods on the S2 stream surface are
summarized. Comparedwith streamline curvature approach andmatrixmethod, time
marching method has been widely used because of its good transonic adaptability,
shock capture ability and blockage calculate adaptability. The circumferentially aver-
aged throughflowmodel based on N-S equation can consider the effects of boundary
layer better, and has been widely studied.

At the same time, this throughflow calculation program based on time marching
is also written, which is solved by finite volume method. Compared N-S results and
Euler results with CFX results, analyze the differences between their results and the
reasons for the differences. We used this program to get the steady state design point
of the flow field, and the results are close with the CFX results.

Although throughflow calculation technology has developed rapidly in the past
few decades, there are still several key technologies restricting its development. In
this paper, two common methods of blade force simulation are concluded, but it still
need further research. In the future, the foundation for the development of higher
precision CFD throughflow program is to establish more accurate blade force model,
and pay attention to the coupling and matching of each model.
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Rotating Beamforming in the Frequency
Domain for an Incomplete Microphone
Array

Mengxuan Li, Wei Ma , and Wei Zhou

Abstract As society developed expeditiously, more attentions have been paid
towards harm of noise. Thus beamforming technology based on phased microphone
array is widely used in rotating acoustic source localization. In this paper, a ring
microphone array is placed parallel to the scanning plane with the array located on
the z-axis. However, the microphone and the rotating part are not allowed to be too
close for the potential suction danger caused by the rotating part. At present, this
problem has not been solved in engineering.

This paper proposes a new method to measure the rotating parts safely by a
ring microphone array with a large enough diameter. The diameter of the array is
too large more than twice the distance from the array center to the ground. Hence,
some microphones cannot be installed. In this paper, the symmetry of the ring array
perpendicular to the ground is taken as the center. Moreover, an odd number reduces
the number of microphones in turn. Then, the positions and levels of the maximum
sound are compared with the previous case which does not reduce the microphones
by observing the beamforming result.

When reducing the total number of microphones by less than a quarter, the reso-
lution of the beamforming result decreases gradually while the maximum sound
strength increases, and the position of the maximum sound pressure moves slightly.
The deviation of the maximum acoustic pressure position can be ignored, and the
change of the maximum sound pressure level is very small.
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1 Introduction

With the development of imaging algorithms, rotating beamforming technology has
been widely used in acoustic source recognition as a sound field visualization tech-
nology [1]. The current mature rotating beamforming technology includes time
domain algorithms [2] and frequency domain algorithms [3]. We know that the
motion of the sound source will bring the Doppler effect [2].The frequency domain
algorithm solves the Doppler effect by constructing a virtual microphone array that
rotates at the same speed as the sound source [4]. The sound pressure of the virtual
rotating microphone is obtained by Fourier interpolation which use the sound pres-
sure measured by the real microphone [5, 6]. Frequency domain algorithms are
more widely used because of their short computation time [7–10] and their ability to
be further combined with deconvolution techniques to improve resolution [11–13].
Although the frequency domain algorithm has great advantages, it requires the ring
microphone array center to be directly opposite to the rotating acoustic source center
[14, 15]. The rotating part’s speed in the project is relatively high, and the suction
force generated is very large. Therefore, for safety reasons, it is often not allowed to
place the microphone array directly opposite. How to use the ring microphone array
to measure the sound pressure to locate the acoustic source has become a problem
in the project, and it has not been well solved.

In this article, we use a larger diameter microphone. The microphone arraycenter
is still in the right position, but the distance from microphone to the rotating part
reaches a safe distance, so the measurement can be use. If the diameter is too large to
more than twice the distance from the microphone array center to the ground, then
some microphones cannot be installed and the ring microphone array is incomplete.
The frequency domain algorithm is used to obtain the beamforming result of the
symmetrically deleted microphone.The result obtained by the complete ring micro-
phone array is compared with the deleted microphone in maximum intensity and
position of the acoustic source.

The rest of paper is divided into three sections. The Sect. 2 introduces the rotating
beamforming algorithm and the cross-complementary matrix using Fourier interpo-
lation. The Sect. 3 introduces the simulation experiment results. The conclusions are
given in Sect. 4.
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2 Methodology

2.1 Review of Beamforming

As shown in Fig. 1, suppose the total number of microphones is M and the
spherical coordinate vector of the microphone is xm = (rxm, ϕxm, θxm), m =
1, 2, 3, . . . , M .The total number of grid points on the scanning plane is S and the
spherical coordinate vector of the grid points is ys = (rys, ϕys, θys), s = 1, 2, 3, ..., S.
The sound source rotation angle frequency is � and the sound source frequency is
ω. Calculate the sound pressure in the frequency domain in a rotating coordinate
system:

p�(m, ω) =
M/2∑

m0=−M/2+1

pm0(ω + m0�)eim0ϕxm (1)

pm0(ω+m0�) is the rotationalmodal coefficient.m0 is the order of circumferential
mode. p�(m, ω) represents the sound pressure in the rotating coordinate system of
the MTh microphone i2 = −1.

pm0(ω) = 1

M

M∑

m=1

p(m, ω)e−im0ϕxm (2)

p(m, ω) =
Ns∑

n=0

p(m, tn)e
−iωtn (3)

Fig. 1 Schematic
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p(m, ω) and p(m, tn) respectively represent the frequency and time domain sound
pressure collected by the MTh microphone. The range of circumferential modal
orders is m0. tn is sampling time. Ns indicates the number of samples. Calculate the
cross-spectral matrix is C� ∈ C

M×M

C� = p�(ω)(p�(ω))H (4)

p�(ω) = [p�(1, ω), . . . , p�(m, ω), . . . , p�(M, ω)]T (5)

Next, calculate the steering vector SV-MD in the rotating coordinate system:
regardless of the influence of axial inflow, the free fieldGreen’s function of the single-
stage in the rotating coordinate system can be obtained by the spherical harmonic
function.

G�(m, s) = −i
+∞∑

m0=−∞
eim0(ϕxm−ϕys )km0

+∞∑

n=|m0|
N 2
m0nbn(rxm, rys)P

|m0|
n (cos(θxm))P |m0|

n (cos(θys)) (6)

The acoustic wave propagation Green’s function matrix G� can be written as

G� = [
G�(1) · · · G�(s) · · · G�(S)

]

=

⎡

⎢⎢⎢⎢⎢⎢⎣

G�(1, 1) · · · G�(1, s) · · · G�(1, S)
...

...
...

G�(m, 1) · · · G�(m, s) · · · G�(m, S)
...

...
...

G�(M, 1) · · · G�(M, s) · · · G�(M, S)

⎤

⎥⎥⎥⎥⎥⎥⎦
(7)

Calculate the steering vector matrix

W� = [W�(1) · · ·W�(s) · · ·W�(s)]T (8)

In the formula

W�(s) = G�(s)

‖G�(s)‖22
(9)

In order to mitigate the interference of irrelevant environmental noise or electro-
magnetic self-inductance noise in the experiment, it is necessary to remove the diag-
onal elements of the cross-spectral matrix, thereby improving the dynamic range of
sound source recognition. At this time, the corresponding steering vector calculation
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formula is

W�(s) = G�(s)
√ ∑

(p,q)∈F
|G�(p, s)|2|G�(q, s)|2

s = 1, 2, 3, . . . , S (10)

where the collection F = {(p, q)|1 ≤ p ≤ M,1 ≤ q ≤ M, p �= q}.
Finally calculate the beamforming result

b = [
b(1) . . . b(s) . . . b(S)

]T
(11)

Among them

b(s) = (W�(s))HC�W�(s) (12)

2.2 Review of CSM-MD

The complex sound pressure at the MTh VRA microphone is

pv(m, ω) =
M
2∑

m0=− M
2 +1

Am0(ω + m0�)eim0φxm (13)

where m0 is index of mode, Am0(ω)o is the spinning mode coefficient and

Am0(ω) = 1

M

M∑

m=1

p(m, ω)e−im0φxm , −M

2
+ 1 ≤ m0 ≤ M

2

where p(m,ω) is the complex sound pressure at the mth real microphone. The CSM
calculated from the pressure in Eq. (13) is denoted by CSM-MD [16].

3 Numerical Simulation

The sound source is a single-stage sub-source.The sound source position coordinates
are (9, 30).The-scanning plane is a square of 0.5 m × 0.5 m. The number of grids
is 61 × 61. An annular array of 40 microphones distributed uniformly was used to
record the pressure of the obtained rotating sound source. The measurement plane
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is parallel to the source plane and the distance between them is 1 m. The study was
conducted at a sound source frequency of 2780 Hz.

3.1 Array Schematic and Beamforming Results

In a ring microphone array with 40 microphones evenly distributed, the central axis
perpendicular to the horizontal plane is used as the axis of symmetry and the micro-
phones are removed at the left and right sides. The number of microphones removed
is 1, 3,5,7,9. Obtain the array diagram and beamforming result after removing the
microphone in turn. As shown in Fig. 2.

Analysis and comparison of the above results show that as the number of micro-
phones decreases, the resolution of beamforming results decreases and the dynamic
performance deteriorates.

3.2 Maximum Sound Pressure Position Coordinates
and Sound Pressure

Weuse the ranks of the grid of the scanning planewhere the acoustic source is located
as the position coordinates of the loud sound pressure. Take the central axis of the
ring microphone array perpendicular to the horizontal plane as the axis of symmetry
and remove the microphone at the same time on the left and right sides. The number
of microphones removed is 1,3,5,7,9,11. The position coordinates of the maximum
sound pressure and the size of the maximum sound pressure are shown in Table 1.

The size of a grid on the scanning plane is 0.0167 m × 0.0167 m. Rows and
columnsmovewithin three grids (0.05m) are all very small changes, it canbe ignored.
Analyzing the data in the table, it can be seen that as the number of microphones
decreases, the coordinates of the maximum sound pressure change, but the change
is very small and can be ignored. As the number of microphones decreases, the
size of the maximum sound pressure increases gradually and the increase is also a
comparative range. To sum up, the reduction of symmetric microphones has little
effect on the results of beamforming. The position is negligible, and the size is slightly
increased.

4 Conclusion

This article proposes the idea of increasing the diameter of the ringmicrophone array
to a safe distance. This idea solves the safety problem that engineering does not allow
the circular microphone array to be placed directly opposite the center of the rotating
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(a)            (c) (e)

(b)                                       (d)                                  (f)

(g)                                     (i)                                 (k)

(h)                                     (j)                                (l)

Fig. 2 a Microphone array distribution without microphone reduction b Beamforming results
without microphone reduction c Microphone array distribution with one microphone reduction
dBeamforming results with onemicrophone reduction e Three microphones reductionMicrophone
array distribution f Beamforming results when three microphones are reduced gMicrophone array
distribution when five microphones are reduced h Beamforming result when five microphones
are reduced i Microphone array distribution when seven microphones are reduced j Microphone
array distribution when reducing nine microphones k Beamforming results when reducing nine
microphones
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Table. 1 Location and maximum pressure changes with decreasing microphones

Reduce the
number of
microphones

0 1 3 5 7 9 11

acoustic source
position
coordinates

(9,30) (7,27) (6,28) (6,28) (6,28) (6,29) (6,29)

Maximum
sound pressure
(dB)

103.8466 103.3418 103.9480 104.3046 104.581 104.9002 105.3650

part. in order to ensure that the ring microphone array is not directly opposed to
rotating part center for safety in engineering. Because the ring microphone array
diameter is greater than twice the height from the array center to the ground, a ring
microphone array is incomplete and some microphones lack symmetry. After calcu-
lation, when a ring array with 40 microphones is missing less than 11 microphones,
as the number of microphones decreases, the resolution of beamforming decreases,
the dynamic performance deteriorates. The location of the localized sound source
changes little, so can be ignored. The maximum sound pressure has a slight increase
and the increase range is within 2 dB.
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Comprehensive BDS-3 Signal Simulating
for Strong Ionospheric Scintillation
Studies

Jihong Huang, Xingqun Zhan, and Rong Yang

Abstract The construction of BeiDou Global Navigation Satellite System (BDS-
3) is near complete and ready to provide worldwide navigation services soon. As
compared to other navigation systems, BDS-3 has superiority that it is the first navi-
gation system fully broadcast triple band signals and utilizes more advancedmodula-
tion, i.e. Binary-Offset-Carrier (BOC) modulation to achieve the enhanced accuracy
and anti-interference performances. BDS-3 will play an important role in various
high precision navigation applications. However, strong ionosphere scintillation will
pose a great threat to GNSS accuracy and robustness and BDS-3 has no exceptions.
Strong ionospheric scintillations will cause severe signal fluctuations, i.e. simulta-
neous deep amplitude fading and fast phase fluctuations. It will deteriorate the range
measurement accuracy, affect the PNT (positioning, navigation, and timing) perfor-
mances, and even destroy receiver functioning in some extremely cases. Therefore,
the investigation of ionospheric scintillation effects on GNSS signals, especially on
novel BDS-3 signals are quite necessary. In this paper, a comprehensive study of
a strong scintillation BDS simulator will be carried on the basis of an open source
GPS scintillation simulator provided by the SenSe Lab in University of Colorado
Boulder using the two-dimensional two-component power-law phase screen theory.
The BOCmodulation is implemented and integrated in the simulator, so that the raw
data of six BDS scintillation signals on three frequency bands, i.e. B1I, B1C (data +
pilot), B2a (data+ pilot), and B3I are simulated for test. To validate the effectiveness
of the signal simulator, the realistic BDS scintillation data was collected, analyzed,
and compared with the simulator outputs. The comprehensive simulator presented
in this paper will be a tool to facilitate the ionospheric studies as well as advanced
GNSS receiver development in future.

J. Huang (B) · X. Zhan · R. Yang
Shanghai Jiao Tong University, Shanghai, China
e-mail: jihong.huang@sjtu.edu.cn

X. Zhan
e-mail: xqzhan@sjtu.edu.cn

R. Yang
e-mail: rongyang@sjtu.edu.cn

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
Z. Jing and X. Zhan (eds.), Proceedings of the International Conference on Aerospace
System Science and Engineering 2020, Lecture Notes in Electrical Engineering 680,
https://doi.org/10.1007/978-981-33-6060-0_26

369

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6060-0_26&domain=pdf
mailto:jihong.huang@sjtu.edu.cn
mailto:xqzhan@sjtu.edu.cn
mailto:rongyang@sjtu.edu.cn
https://doi.org/10.1007/978-981-33-6060-0_26


370 J. Huang et al.
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1 Introduction

Ionospheric scintillation refers to the random amplitude and phase fluctuations
observed in radio signals propagating through electron density irregularities in the
ionospheric plasma, whichmost commonly occurs in low-altitude, auroral, and polar
regions [1, 2, 24, 12, 14]. These combined effects degrade GNSS receiver carrier
tracking performance in terms of increased errors, carrier phase cycle slips, and even
loss of lock [13]. Therefore, the investigation of ionospheric scintillation effects
on GNSS signals are quite necessary. The intermediate-frequency (IF) data with
strong scintillation are required for the study of ionospheric scintillation effects and
the development of receivers that can mitigate the ionospheric effects. Although in
recent years, the availability of real scintillation IF data collecting is increasing [12,
16, 22], it is still difficult to obtain realistic scintillations with the specific character-
istics, because the occurrence of scintillation is difficult to predict. Besides, the cost
of real data collection and storage are expensive. Hence, the scintillation simulator
will be a useful tool for developing and testing the advanced receiver designs.

Two types of approaches of GPS scintillation simulators have been developed
in the past decades, which can be an important guidance for the design of BDS
scintillation simulators. The first type is based on the physic models of signal wave
propagation through the ionospheric irregularities. The well-known two-component
power-lawphase screenmodel (TPPSM)has been studied in [17, 20, 3]. In this theory,
the interference toGNSS signal caused by the scintillation ismodeled as an extremely
thin screen, and the signal phase will be changed after the signal transmit through
the screen. To calculate the propagation geometry and the propagation signal’s iono-
spheric piercing point (IPP) scan velocity precisely, a large number of parameters
are required for the physics-basedmodels, which bring a cumbersome computational
burden. To solve this problem, a compact TPPSM was introduced in [19], where a
space-to-time scaling parameter (ρF/ve f f ) was introduced to absorb all dependency
on the propagation geometry and IPP scan velocity. The scaling parameter (ρF/ve f f ),
together with a strength parameter (U), and three spectral parameters (p1, p2, μ0),
form a set of parameters to define the scintillation model. Given a segment of real
scintillation data, an irregularity parameter estimation (IPE) method developed in [3,
4] can extract the values of the entire parameter set to generate statistically equivalent
scintillation effects. The second type is solely based on the statistics of scintillation
signals. Statistical models are parameterized by a small number of scintillation indi-
cators, which simplify the scintillation effects as a stochastic process [5, 10, 11]. This
type is straightforward and simple to configure, but there is still room for improve-
ment of simulation accuracy [19]. Recently, the SenSe Lab in University of Colorado
Boulder has developed a hybrid simulator that takes advantages of the both types.
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It is an open source simulator and can realize the GPS triple frequency scintilla-
tion simulation as can be found in [21] (https://github.com/cu-sense-lab/gnss-scinti
llation-simulator_2-param).

Although the simulator for GPS signal scintillation has been well developed, the
BeiDou Navigation Satellite System (BDS) signal scintillation has not been fully
investigated in the existing research. The reason is that BDS is a new navigation
system built by the Chinese government to provide all-time, all-weather and high-
accuracy positioning, navigation and timing services to global users. As of 2020,
the construction of BDS-3 system will be finished and start to provide services in
worldwide. It is known that BDS-3 is the first navigation system fully broadcast
triple band signals i.e., B1, B2, B3. BDS-3 has the specific diversity and novelty
on signal structures, navigation bit modulations, satellite operation orbits, etc. BDS
has various kinds of orbits, including Middle Earth Orbit (MEO), Geostationary
Orbit (GEO) and Inclined Geosynchronous Orbit (IGSO), which extend the service
coverage aera. It also applies Complex Binary-Offset-Carrier (BOC) modulation,
which can improve the signal quality. It is worthy to build a BDS signal scintillation
simulator to study the physical mechanism and effects of ionosphere scintillation
so as to develop anti-scintillation receivers and in-depth study of the ionospheric
disturbances.

In this paper, a two-parameters, physic-based, strong scintillation BDS-3 signal
simulator will be presented based on the routine of GPS scintillation simulator
provided by the SenSe Lab with TPPSM scintillation signal simulation. Complex
BOC modulation will be implemented and integrated to generate BDS IF signals,
and six BDS signals on three frequency bands, i.e. B1I, B1C (data + pilot), B2a
(data + pilot), and B3I with scintillation effects will be simulated. To validate the
effectiveness of the signal simulator, the realistic BDS scintillation data collected by
the SenSe Lab will be analyzed and compared with the simulator outputs.

The organization of this paper is as follows. Section 2 introduces BDS civil signal
structures, Sect. 3 describes simulator architecture and phase screen realization,
Sect. 4 shows simulation results and results validation, Sect. 5 is the summary and
outlook of this paper.

2 BDS Civil Signal Architecture

The knowledge of the signal structure of BDS signals is fundamental to the work
covered in this paper. Generating simulated BDS scintillation signals requires the
modulation of BDS signal samples using simulated scintillation amplitude and phase
realizations. This section summarizes the major structures of the four BDS civil
signals, e.g.B1I,B3I,B2a, andB1C that are currently available from theBDsatellites.
There are mainly three components in transmitted BDS signals: pseudo-range noise
(PRN) code sequence, which is unique to each satellite, navigation massage, and
RF carrier wave. Only PRN code and RF carrier wave are considered in the current
version of simulator. For different civil signals on different bands, the frequencies and

https://github.com/cu-sense-lab/gnss-scintillation-simulator_2-param
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generation methods of three components are different. The following content will
elaborate signal constructions on four BDS civil bands. Most details can be found in
the interface control documents (ICDs) published at http://www.beidou.gov.cn/.

2.1 BDS B1I Signal

The time domain representation of the signals on B1I is expressed as follows (BDS
B1I ICD 2019):

SmB1I (t) = AB1I Cm
B1I (t)D

m
B1I (t) cos

(
2π f1t + ϕm

B1I

)
(1)

where,

superscript m satellite number;
AB1I amplitude of B1I;
CB1I ranging code of B1I;
DB1I data modulated on ranging code of B1I;
f1 carrier frequency of B1I;
ϕB1I carrier initial phase of B1I

The nominal carrier frequency of the B1I signal is 1561.098MHz, the modulation
mode is Binary Phase Shift Keying (BPSK), and the signal bandwidth is 4.092 MHz
(centered at carrier frequency).

The chip rate of the B1I ranging code is 2.046 Mcps, and the code length is 2046
chips. The range code is generated by truncating a balanced Gold code with the last
one chip, and more details of B1I ranging code generation can be found in ICDs
(BDS B1I ICD 2019).

2.2 BDS B3I Signal

The time domain representation of the signals on B3I is expressed as follows (BDS
B3I ICD 2018):

SmB3I (t) = AB3I Cm
B3I (t)D

m
B3I (t) cos

(
2π f3t + ϕm

B3I

)
(2)

Similarly,

superscript m satellite number;
AB3I amplitude of B3I;
CB3I ranging code of B3I;
DB3I data modulated on ranging code of B3I;
f3 carrier frequency of B3I;

http://www.beidou.gov.cn/
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ϕB3I carrier initial phase of B3I

The nominal carrier frequency of the B3I signal is 1268.520 MHz, the modu-
lation mode is BPSK, and the signal bandwidth is 20.46 MHz (centered at carrier
frequency).

The chip rate of the B1I ranging code is 10.23Mcps, and the code length is 10230
chips. The range code is generated by truncating a Gold code which is the result of
truncating and XORing two linear sequences, and more details of B3I ranging code
generation can be found in ICDs (BDS B3I ICD 2018).

2.3 BDS B2a Signal

The complex envelope of B2a is expressed as follows (BDS B2a ICD [6]:

sB2a(t) = sB2adata (t) + jsB2apilot (t) (3)

where the data component sB2a_data(t) is generated from the navigation message
data DB2a_data(t) modulated with the ranging code CB2a_data(t), while the pilot
component sB2a_pilot (t) contains the ranging codeCB2a_pilot (t) only. They both adopt
BPSK modulation and have a same carrier frequency at 1176.45 MHz. The power
ratio of the data component to the pilot component is 1:1. The expressions of these
two components are shown below:

sB2adata (t) = 1√
2
DB2adata (t) · CB2adata (t) (4)

sB2apilot (t) = 1√
2
CB2apilot (t) (5)

whereCB2a_data andCB2a_pilot are the ranging code of the corresponding components
with the same code length of 10,230, and the chip rate of the B2a ranging code is
10.23 Mbps; DB2a_data is the data modulated on ranging code of data component.

Table 1 shows the components of the B2a signal as well as the modulation, phase
relationship and power ratio of each component.

The B2a ranging codes are the tiered codes which are generated by XORing the
primary codes with secondary codes. The chip width of the secondary code has the
same length as one period of a primary code, and the start of a secondary code

Table 1 Modulation characteristics of the B2a signal (BDS B2a ICD 2017)

Component Modulation Phase relationship Power ratio

sB2a_data(t) BPSK(10) 0 1/2

sB2a_pilot (t) BPSK(10) 90 1/2
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Fig. 1 Timing relationships of the primary code and secondary code (BDS B2a ICD 2017)

Table 2 Characteristics of the B2a ranging codes (BDS B2a ICD 2017)

Signal
component

Primary
code type

Primary
code length
(chip)

Primary
code period
(ms)

Secondary
code type

Secondary
code length
(chip)

Secondary
code period
(ms)

B2a data
component

Gold 10230 1 Fixed
sequence

5 5

B2a pilot
component

Gold 10230 1 Truncated
Weil

100 100

chip is strictly aligned with the start of the first chip of a primary code. The timing
relationships are shown in Fig. 1.

The characteristics of the B2a ranging codes are shown in Table 2.
More details of B2a ranging code generation can be found in ICDs (BDS B2a

ICD [7]).

2.4 BDS B1C Signal

The complex envelope of B1C is expressed as follows (BDS B1C ICD [8]):

sB1C(t) = sB1Cdata (t) + jsB1Cpilot (t) (6)

where, the sB1C_data(t) is the data component, which is generated from the naviga-
tion message data DB1C_data(t) and the ranging code CB1C_data(t) modulated with
the sine-phased BOC(1,1) subcarrier scB1C_data(t). sB1C_pilot (t) is the pilot compo-
nent, which is generated from the ranging code CB1C_pilot (t) modulated with the
QMBOC(6,1,4/33) subcarrier scB1C_pilot (t). The power ratio of the data component
to the pilot component is 1:3. The expressions of the two components are as follows:
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sB1Cdata (t) = 1
2DB1Cdata (t) · CB1Cdata (t) · scB1Cdata (t) (7)

sB1Cpilot (t) =
√
3
2 CB1Cpilot (t) · scB1Cpilot (t) (8)

where,CB1C_data and CB1C_pilot are the ranging code of the corresponding compo-
nents with the same code length of 10,230, and the chip rate of the B1C ranging code
is 1.023 Mbps; DB2a_data is the data modulated on ranging code of data component.

The B1C data component subcarrier scB1C_data(t) is expressed as:

scB1Cdata (t) = sign
(
sin

(
2π fscB1Ca t

))
(9)

where fsc_B1C_a is 1.023 MHz.
The B1C pilot component subcarrier scB1C_pilot (t) is the QMBOC (6,1,4/33)

composite subcarrier. It is composed of a BOC (1,1) subcarrier and a BOC(6,1)
subcarrier, which are in phase quadrature with each other and have a power ratio of
29:4. The expression of scB1C_pilot (t) is defined as follows:

scB1Cpilot (t) =
√
29

33
sign

(
sin

(
2π fscB1Ca t

))

− j

√
29

33
sign

(
sin

(
2π fscB1Cb t

))
(10)

where fsc_B1C_b is 6.138 MHz.
Table 3 shows the components of B1C signal as well as the modulation, phase

relationship and power ratio of each component.
The B1C ranging codes are the tiered codes which are generated by XORing the

primary codes with secondary codes. The timing relationships of the primary code
and secondary code are the same with B2a which has been shown in Fig. 1. The
characteristics of the B1C ranging codes are shown in Table 4.

More details of B1C ranging code generation can be found in ICDs (BDS B1C
ICD [9]).

Table 3 Modulation characteristics of the B1C signal (BDS B1C ICD 2017)

Component Modulation Phase relationship Power ratio

sB1C_data(t) Sine BOC(1,1) 0 1/4

sB1C_pilot_a(t) QMBOC(6,1,4/33) Sine BOC(1,1) 90 29/44

sB1C_pilot_b(t) Sine BOC(6,1) 0 1/11
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Table 4 Characteristics of the B1C ranging codes (BDS B1C ICD 2017)

Signal
component

Primary
code type

Primary
code length
(chip)

Primary
code period
(ms)

Secondary
code type

Secondary
code length
(chip)

Secondary
code period
(ms)

B1C data
component

Truncated
Weil

10230 10 N/A N/A N/A

B1C pilot
component

Truncated
Weil

10230 10 Truncated
Weil

1800 18000

3 Simulator Architecture and Phase Screen Realization

This section presents the development of the two-parameter scintillation simulator. A
brief summary of the scintillation signal simulator routine will be given first, which
shows the inputs parameters, architecture and outputs of the simulator. Secondly, a
detailed explanation of the phase screen realization step and the wave propagation
step in this simulator will be described. Thirdly, this section will show the opera-
tion of extracting scintillation generator input parameters from the ground observed
scintillation indicators. The work of this section is mainly based on the research of
GPS scintillation simulator from SenSe Lab [21], and innovations for BDS signal
simulation will be emphasized.

3.1 Scintillation Signal Simulator Routine Description

This subsection describes the architecture of the two-parameters, physic-based scin-
tillation signal simulator. This simulator is developed based on the compact TPPSM
theory, which is specified by five parameters

{
U, p1, p2, μ0, ρF/ve f f

}
as mentioned

in Sect. 1. In (Carrano and Rino 2016),
{
U, ρF/ve f f

}
were shown numerically to

be more closely related to the temporal characteristics of the scintillation signals
(i.e. {S4, τ0}) than the three spectral parameters {p1, p2, μ0}. In this simulator, three
model parameters {p1, p2, μ0} are set to the defaulted as the representative values.
U0 and ρF/ve f f can be established through numerical evaluation using the user input
parameter set {S4, τ0}. Therefore, the scintillation simulationmodel can be simplified
and only controlled by user-specified expected S4 and τ0.

Figure 2 shows the flow chart of the scintillation signal simulator routine. The
scintillation signal simulator is mainly consisting of three parts: the user inputs part,
scintillation generator part, and baseband signal generator part, which are outlined
with blue, red and green respectively. The following content will introduce these
three parts in detail.

The user inputs parameters include three categories: ground observed scintillation
indicators, propagation geometric parameters, and baseband signal parameters. The
static ground observed scintillation indicators are the S4 index and intensity decorre-
lation time τ0, the derivation of these two parameters from scintillation observation
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Fig. 2 Flow chart of the scintillation signal simulator (redraw from (Xu 2019))

data will be described in 3.3. The propagation geometric parameters include the plat-
form position, velocity, date and time (PVT), and satellite PRN number. Using the
corresponding ephemeris pre-prepared, the satellite orbit is calculated based on the
user specified PRN and PVT. The baseband signal parameters are the parameters for
a specific BDS signals as mentioned in the Sect. 2, such as carrier frequency, chip
rates of ranging code and so on.

The scintillation generator part is outlined with red dashed line in Fig. 2. This is a
physics-based, multi-frequency, strong scintillation generator that only require two
input parameters: the expected scintillation index S4 and the intensity decorrelation
time τ0. The user-input {S4, τ0} are first converted to

{
U, ρF/ve f fstatic

}
in the param-

eter mapping step. The ρF/ve f fstatic is the time scaling factor of the static ground
observed scintillation and will be used in the propagation geometry calculation step.
Both stationary and dynamic receiver platforms can be simulated. For stationary
platforms, only the two ground observed scintillation indicators {S4, τ0} need to be
specified. For dynamics platforms, in addition to the ground observed scintillation
indicators, the propagation geometric parameters are also needed to enable the calcu-
lation of ρF/ve f fdyn . All the geometric and dynamic dependencies are involved in the
calculation of the scaling ρF/ve f f in the compact TPPSM (Jiao et al. 2018). Then,
following the user specified geometry and dynamics embedded in ρF/ve f f , a plane
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wave is propagated through the phase screen realization and the simulated scintil-
lating wave fields at the receiver isψ = δAe jδφ . More details of the wave propagation
step will be given in the next subsection.

The baseband signal generator part modulates the simulated scintillation effects
obtained in the last part onto nominal BDS baseband. A general non-scintillating
BDS baseband complex signal model can be expressed as the following equation by
modifying Eq. (1) [21].

sk = αk D(k
t − τk)C(k
t − τk)e jφk (11)

where k denote the sample number, and 
t stand for the sampling interval. τk is the
code delay and φk is the nominal carrier phase delay, respectively? Carrier phase
φk = 2π fd,k
t + φk−1 + εk , where fd,k is the carrier Doppler frequency, and εk
is the contribution from various phase noise and error sources except scintillation.
Signal amplitude α and sampling rate ( fs = 1


t ) for the BDS baseband signal
generation can be specified. As for the carrier and code phase delays in the baseband
signal samples, satellite-receiver geometric range has been yielded to produce them
during the propagation geometry calculation. After that the simulated scintillation
amplitude (δA,k) and phase (δφ,k) are modulated onto nominal BDS baseband signal
sk to generate scintillation signals as follows [21]:

ss,k = skδA,ke jδφ,k + nk (12)

where nk represents the thermal noise, which is generated as white Gaussian in this
simulator.

In the current version, the simulator ignores the navigation message components
and do not considered the scintillation effects on code phase. Therefore, the received
scintillation signal samples can then be rewritten as:

ss,k = αkδA,ke jδs,k + nk (13)

where φs,k = φk + δφ,k is the composite carrier phase of the scintillation signal.

3.2 Phase Screen Realization and Wave Propagation

The propagation theory behind the scintillation generator depicted in Fig. 2 was
mainly developed in [18] and updated in [19]. This subsection summarizes the funda-
mental mathematics for the phase screen realization step and the wave propagation
step in this simulator. More details can be referred to [18, 19].

As can be seen in Fig. 2, a BDS complex-field scintillation realization can be
generated by transforming the inputs parameters {S4, τ0} to the TPPSM parameters
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{
U, p1, p2, μ0, ρF/ve f f

}
and the specifying sampling parameters
t andN. Among

the TPPSM parameters, U, μ0 and ρF/ve f f are dependent on the signal carrier
frequency. The research of [19] show that p1 and p2 remain the same for different
frequencies, so they can be same for bothGPS andBDS signal simulator. To construct
the same phase screen for different frequencies, these three parameters can be scaled
from one frequency (denoted as the reference frequency fr ) to another (denoted as
frequency with scaled parameters fs) using the following equations [3]:

μ0( fs; fr ) = μ0( fr )
√

fr/ fs (14)

ρF

ve f f ( fs ; fr ) = ρF

ve f f ( fr )
√

fr / fs
(15)

U ( fs; fr ) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

U ( fr )
(

fr
fs

) 1
2 p1+ 3

2
, i f μ0( fr ) ≥ 1, μ0( fs) ≥ 1

U ( fr )μ0( fr )
p1−p2

(
fr
fs

) 1
2 p1+ 3

2
, i f μ0( fr ) < 1, μ0( fs) ≥ 1

U ( fr )μ0( fs)
p2−p1

(
fr
fs

) 1
2 p1+ 3

2
, i f μ0( fr ) ≥ 1, μ0( fs) < 1

U ( fr )
(

fr
fs

) 1
2 p2+ 3

2
, i f μ0( fr ) < 1, μ0( fs) ≥ 1

(16)

More details of Eq. (16) can be referred to (Carrano and Rino [3].
Realisticmulti-frequency scintillationwith consistent scintillation level and corre-

lated scintillation effects can be generated by the simulator using the Eq. (14) through
(16). The inter-frequency consistency of the simulated scintillation is important
for the study of multi-frequency scintillation characteristic and the development
of multi-frequency receiver algorithms [23].

3.3 Parameter Estimation

As mentioned in Sect. 1, IPE technique is used in this paper to extract the TPPSM
parameters from real scintillation data. The IPE technique method was developed in
[3, 4], and a brief summary is provided as follows.

The IPE technique is essentially an iterative fitting procedure to obtain the TPPSM
parameter estimates. The target of this technique is to yield the best match to the
intensity spectral density functions (SDF) of the real scintillation data under the
least square error criteria. The intensity SDF in the temporal frequency domain
theoretically evaluated as follow (Carrano and Rino [3]):

�I,model

(
fD; p1, p2, μ0,U,

ρF

ve f f

)
= I

(
μ

2πρF

ve f f

; p1, p2, μ0,U

)

∗ 2πρF

ve f f
(17)
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where I (μ; p1, p2, μ0,U ) = ∞∫
0
exp{−γ (η, μ; p1, p2, μ0,U )}cos(ημ)dη is the

intensity SDF observed on the receiver plane, and γ (·) is the so-called structure
interaction function defined in (Carrano and Rino [3]).

As mentioned earlier, S4 and τ0 are the inputs for the simulator. To validate the
parameter mappings, S4 and τ0 for both model and real data can be calculated from
the intensity SDF as [19]:

S4 =
√

2 ∗
fmax∫
fmin

ΦI ( f )d f (18)

τ0 = f ind
{
τ |RSI (τ ) = e−1

}
(19)

where �I is the intensity SDF, RSI (·) is the normalized autocorrelation function
(ACF) of the intensity measurements, which can be obtained as the DFT of �I .

4 Simulation Results and Results Validation

In this section, real scintillation data collected by SenSe Lab will be used to validate
the simulation results. To obtain the representative values for the TPPSMparameters,
IPE is applied to real scintillation data firstly. Then, this study presents the validated
results of the simulator using real scintillation data set. The MATLAB implementa-
tion of this validation is based on the open source program developed by Rino (ref
or website).

4.1 Data Description

The real scintillation BDS data set used in this study were collected at Chile, South
America, using a front end with sampling rate at 25 MHz and center frequency at
1.57 GHz. We use the self-developed receiver to track the BDS B1I signal, and the
outputs including the receiver location and data will be used for scintillation analysis
and simulator verification. By solving the navigation message, the exact geographic
location of the receiver is 29.75 ° S, 69.26 ° W (geomagnetic: 20.70 ° S, 1.78 ° E)
as shown in Fig. 3-4, which will be used as the geometric propagation inputs for the
simulator.

The real data is a 17-minute data collected onMarch17, 2017 fromChilewith scin-
tillation observed on BDS B1I signal from BDS PRN 14, however, the scintillation
only occurs in the last 50 s, as shown in Fig. 5.

According to the top panel of Fig. 5, the scintillation can be divided into two parts.
So, the data from 1030th second to 1050th second, which is a 20-second length of
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Fig. 3 Real scintillation data receiver location

Fig. 4 Real scintillation data positioning results
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Fig. 5 The real data scintillation characteristics during observation

signal intensity measurement is selected. Figure 6 shows a zoom-in view of the 20-
second intensity measurement data. Scintillation with frequency deep fading about
10 dB can be observed in the signal intensity shown on the top panel. The average S4
index of each segment is plotted in the bottom panel with the center of each 1-second
marked as circle.
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Fig. 6 Selected real data scintillation characterization



Comprehensive BDS-3 Signal Simulating for Strong Ionospheric … 383

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
-40

-20

0

I-d
B

U=0.52 F/Veff=0.83 S4=0.46 0=0.58

S4=0.4633
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

t-min

0

20

40

-r
ad

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
-40

-20

0

I-d
B

U=0.54 F/Veff=0.84 S4=0.46 0=0.58

S4=0.46901
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

t-min

0

20

40

-r
ad

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
-40

-20

0

I-d
B

U=1.01 F/Veff=0.93 S4=0.6 0=0.59

S4=0.60286
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

t-min

-20
0

20
40

-r
ad

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
-40

-20

0

I-d
B

U=1.26 F/Veff=0.96 S4=0.66 0=0.57

S4=0.66269
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

t-min

-20
0

20
40

-r
ad

B1C

B1I
B1I

B3I B3I

B2a B2a

B1C

Fig. 7 Scintillation generator results

4.2 Real Data Validation

Using the real data scintillation characterization obtained above, the two inputs
parameters {S4, τ0} can be extracted with IPE method represented by Eqs. (18) and
(19). As shown in Fig. 5, S4 can be set as 0.5. τ0 depends on the autocorrelation
function (ACF) of the intensity measurements, which can be set as 0.7.

The output of scintillation generator of the simulator is shown in Fig. 7, four
signals are simulated including B1I, B1C (data+ pilot), B2a (data+ pilot), and B3I.

The output of the baseband signal generator is B1I IF signal with a length of
300 s. Scintillation influence is added in the non-scintillation signal after first 30 s.
Using this IF signal as input of tracking code, the scintillation characterization for
simulation signal can be obtained. Figure 8 shows the comparison of scintillation
characterization of real data and simulation result.

From Fig. 8, the effectiveness of two-parameters, physic-based, strong scintil-
lation BDS-3 signal simulator is validated. The normalized signal intensity and S4
index for real data and simulation results are basically the same. However, there
are still a 0.1 gap between the S4 index of real data and simulation results. More
attentions should be paid on this problem in the future.
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5 Summary and Outlook

This paper presented a TPPSM-based scintillation BDS-3 signal simulator that
requires only the expected scintillation index S4 and the intensity decorrelation time
τ0. This simulator can generate six BDS scintillation signals on three frequency
bands, i.e. B1I, B1C (data + pilot), B2a (data + pilot), and B3I which are observed
on statistical platform or user-defined dynamical platform. A set of strong scintilla-
tion data from Chile were processed using IPE to establish the profiles of the model
parameters. Based on the profiles of real data, S4 and τ0 are extracted and input
into the simulator. The results show the real data and simulation results have a very
similar characteristics in scintillation and the {S4, τ0} values between them are also
in a good agreement.

However, there are still a 0.1 gap between the S4 index of real data and simulation
results. More attentions should be paid on this problem in the future. And the current
simulator does not generate navigation data bit. In the future, this part will bemade up
for the investigation on the different navigation modulation during strong ionosphere
scintillation.
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Fan Broadband Noise Localization
and Mode Identification Technology
in Turbofan Engine

Jingnan Chen and Wei Ma

Abstract Microphone array measurement technology is widely used for aeroacous-
tic measurement, because it has the advantages of being far away from strong mutual
interference regions, which can avoid intrusion of the flow field, increasing the size
can improve the spatial resolution and increasing the number of microphones can
promote dynamic range. As the ducting ratio of civil aeroengine increases, the pro-
portion of fan noise is increasing. In the fan noise, the development of tone noise
reduction technology is more mature which makes the problem of broadband noise
more prominent. However, the mechanism of broadband noise generation is compli-
cated and signal-to-noise ratio is relatively poor, which make it difficult to control
broadband noise. Efficient and accurate in-duct fan broadband sound source local-
ization and mode identification can be realized by arranging a ring or multi-ring
microphone array around the duct, which can greatly assist the fan broadband noise
reduction technology. This paper summarizes the in-duct rotating broadband noise
localization and mode identification technology developed in foreign countries in
recent years, namely the in-duct rotating beamforming and the mode beamforming,
which use the experimental data provided by the University of São Paulo in Brazil
for code verification and compare the calculation results with conventional beam-
forming and mode decomposition. The results show that the in-duct rotating beam-
forming has higher source resolution and dynamic range. The mode beamforming
with multi-ring array has better radial modal identification capability than the mode
decomposition. Finally, the advantages and disadvantages of the new technology and
the future improvement direction are expounded.
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1 Introduction

With the increasing stringency of airworthy noise regulations, the design of lownoise
aeroengines has received increasing attention. Under the development trend of low
energy consumption and large bypass ratio, the proportion of fan noise in the overall
engine noise level has gradually increased [1]. The major components of fan noises
are tonal noises and broadband noises. Tonal noises occur at the blade passing fre-
quency (BPF) and its harmonics with concentrated energy, which can be effectively
removedbymeans such as frequency cutoff;while the generation of broadbandnoises
is more complicated. It is currently believed that the dominant broadband noises are
due to blade surface pressure differences generated by turbulence and the signal to
noise ratio is worse comparing with tonal noises, which makes the development of
broadband noises reduction slowly. As the vital technology of noises measurement
microphone array is widely used for aerodynamic noise recognition and mode detec-
tion. The core of testing technology lies in the development of algorithms for data
processing, where beamforming is more popular due to its high computational effi-
ciency and robustness. Fan noise sources are typical rotating noise sources and the
primary problem for detecting the rotating noise sources is Doppler effect caused
by rotation. Under the free-field model, Sijtsma first proposed the Rotating Source
Identifier algorithm (ROSI). It uses time-domain interpolation to construct the de-
Dopplerisation spectrum and perform point-by-point scanning to find the position
of the sound source [2]; however, the biggest disadvantage of this algorithm is that
the calculation efficiency is low, and the resolution will deteriorate rapidly at a low
sampling frequency. Pannert et al. proposed a rotating beamforming algorithm under
modal decomposition (MD) based on the analytical solution of the free-field rotat-
ing sound field proposed by Poletti [3, 4], which is the first extension of rotating
beamforming from the frequency domain to the frequency domain greatly improves
the resolution of the sound source. However, the calculation efficiency of high-band
steering vectors is reduced due to the increase in the number of series expansion
terms. Herold uses spatial linear interpolation to construct a virtual rotating array
and proposes a virtual microphone rotating array (VRA), which makes the calcula-
tion process of rotating beamforming easier and faster. The rotating beamforming
technology in the duct was first proposed by Lowis. Based on the Green function
of the acoustic wave propagation in the duct obtained from the dipole model of the
noise source, it was used as the steering vector to separate the broadband noise in
the duct. However, the direct solution of the in-duct Green function to solve the
sound source distribution will be seriously affected by the duct wall reflection noise,
so the resolution is low. Afterwards, Dougherty proposed to use the duct mode to
solve the steering vector on the basis of Lowis, which greatly reduces the influence
of the reflected sound of the duct wall on the recognition of broadband noise [5].
Since then, Dougherty and Sutliff etc. have conducted a lot of experimental research
on this technology on the NASA Advanced Fan Noise Control (ANCF) bench, and
all have obtained good experimental results [6, 7]. Recently, the Caldas team at the
University of São Paulo in Brazil conducted a detailed experimental study on the fan
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platform (USP Fan Rig) built by Dougherty using the wideband source identifica-
tion algorithm developed by Dougherty. Compared with the ANCF platform, it has a
higher speed and the fan hasmore stationary blade and the duct has smaller diameters
and fewer sensors. Under the more severe experimental conditions, the processing
results of the algorithm are still effective [4, 8]. Based on the assumption that the duct
broadband noise mode is not coherent, the beamforming algorithm used for sound
source recognition can also be applied tomode recognition, and the inherent sidelobe
interference characteristics of modal beamforming can also be combined with some
deconvolution algorithms, for example (DAMAS [9], CLEAN-SC [10] to clear, so as
to obtain a clean main mode distributionmap [11–13]. Compared with the traditional
Fourier decomposition the advantage is that it can reflect the radial mode distribu-
tion, and the arrangement of measuring points is also more convenient to avoid the
traditional complex rotating rake array to build radial mode measurements [14]. This
article will briefly introduce the currently widely used advanced duct rotating broad-
band noise beamforming algorithm, and then use the experimental data shared by the
team of the University of São Paulo in Brazil for code verification [8], and compare
it with conventional beamforming technology (CB) and the results of the free field
rotating beamforming technology (ROSI, VRA) are compared, the characteristics of
the respective sound source recognition in the duct are analyzed, and then the duct
modal beamforming analysis is performed on the shared experimental data, and the
calculated results are compared with the results of the traditional Fourier transform,
and finally summarize and discuss the advantages and disadvantages of the new
broadband noise identification technology and duct modal detection technology and
the future work. The main purpose of this article is to analyze advanced aerodynamic
noise testing technology, aiming to promote the better development of aerodynamic
noise testing technology.

2 Background

2.1 In-Duct Rotating Beamforming

Assume the scanning grid cylindrical coordinates as ys = (rys, φys, zys), where
grid number s = 1, 2, 3, . . . , S; the cylindrical coordinates for microphone is xm =
(rxm, φxm, zxm), where microphone numbers are m = 1, 2, 3, . . . , M . The outputs
for beamforming corresponding to each grid point are:

b( ys) = w( ys)
H C̄w( ys) (1)

C̄ = ppH − dig( ppH ) (2)

where H is conjugate transpose, and the steering vector w can be calculate as:
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w( ys) = g( ys)√∑
(u,v)≡F |g( ys, xu)|2|g( ys, xv)|2

(3)

set F = {(u, v)|1 ≤ u ≤ M, 1 ≤ v ≤ M, u �= v}

g = [g( ys, x1), . . . , g( ys, xm), . . . , g( ys, xM)]T (4)

where T represents transpose, the acoustic wave propagation function under the
pipeline boundary conditions can be expressed as

g( ys, xm) =
∑
m0

∑
n0

Ψ ∗
m0n0( ys)Ψm0n0(xm)

Λ2
m0n0

(5)

where mode shape function is

Ψm0n0( y) = [AJm0(k
r
m0n0ry) + BYm0(k

r
m0n0ry)]ei(m0φy−k±Z

m0n0
zy) (6)

where krm0n0 is radial wavenumber, k±z
m0n0 is axial wavenumber, ‘+’ represents the

wave progagates downstream, and ‘−’means thewave propagates upstream,Λm0n0 is
mode shape function normalization factor, coefficients A, B are calculated according
to the duct shape, Jm0 and Ym0 represent them0 order Bessel function of the first kind,
n0 is radial mode order [13].

2.2 Mode Beamforming

The sound pressure in the duct can be written as the superimposed form of the duct
mode

p(xm) =
+∞∑

m0=−∞

+∞∑
n0=0

am0n0
Ψm0n0(xm)

Λm0n0

(7)

where am0n0 is the amplitude of the radial mode (m0, n0), Ψm0n0 and Λm0n0 are the
shape function of the radialmode and its normalization factor respectively. Assuming
that the modalities measured by the sensors are not coherent with each other, the
modal amplitude am0n0 is that the inherent property of the acoustic site that does
not change with the location of the measuring point. Therefore, for all microphone
measuring points, Eq. (6) can be written as a matrix:



Fan Broadband Noise Localization and Mode … 391

p =

⎡
⎢⎢⎢⎢⎢⎣

p(x1)
...

p(xm)
...

p(xM)

⎤
⎥⎥⎥⎥⎥⎦

= Ga

=

⎡
⎢⎢⎢⎢⎢⎣

gm−
0 ,0(x1) . . . gm0,n0(x1) . . . gm+

0 ,n+
0
(x1)

...
. . .

... . .
. ...

gm−
0 ,0(xm) . . . gm0,n0(xm) . . . gm+

0 ,n+
0
(xm)

... . .
. ...

. . .
...

gm−
0 ,0(xM) . . . gm0,n0(xM) . . . gm+

0 ,n+
0
(xM)

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

am−
0 ,n+

0
...

am0,n0
...

am+
0 ,n+

0

⎤
⎥⎥⎥⎥⎥⎦

(8)

gm0,n0(xm) = Ψm0n0(xm)

Λm0n0

(9)

where m−
0 and m+

0 is the lower and upper limits of circumferential mode order
respectively, and the magnitude is selected based on the spatial sampling theory; n+

0
is the upper limit of radial mode order and the value can be selected according to the
condition that the axial wave number is real. The problem described by Formula (8)
is a typical inverse problem, but the modal propagation matrix G under finite sensors
is often non-singular, and the modal amplitude a cannot be obtained by directly
inverting the operation. Usually the Tikhonov regularization method can be used
directly for the inverse solution. Under the premise that the various modes are not
coherent, the beamforming algorithm can also be used to solve.

|am0,n0 |2 = hH
m0,n0 C̄hm0,n0 (10)

hm0,n0 = gm0,n0

‖gm0,n0‖22
(11)

gm0,n0 = [gm0,n0(x1), . . . , gm0,n0(xm), . . . , gm0.n0(xM)]T (12)

The self-power of eachmode can be obtained fromEq. (10). Themodal amplitude
distribution calculated by beamforming will be affected by the resolution limitation
and sidelobe interference. The DAMAS [9] or CLEAN-SC [10] algorithm can be
used to further process Eq. (10), which can improve the resolution of the main mode
and effectively remove the pseudo mode significantly.
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3 Comparative Analysis of Experimental Results

3.1 Introduction of Experimental Equipment and Parameters

Figure1 shows the test bench used in the experiment, which is mainly composed of
three parts, the horn-shaped intake end, which can reduce resistance and reduce the
interference of intake noise; the test end which is mainly composed of three rings of
microphone sensor and the fan blade of the test; the muffler end of the outlet, which
mainly reduces the influence of the exhaust noise at the end of the pipe on the test
result. Specific experimental parameters can refer to Table1.

3.2 Comparison of Broadband Noise Location Methods for
Pipeline Rotation

Due to the poor signal-to-noise of broadband noise, it is necessary to extract broad-
band noise from the collected raw data before locating the broadband noise source,
so as to prevent the spectrum leakage of the strong energy single-tone noise from

Fig. 1 São Paulo University fan rig[8]
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Table 1 Experiment parameter

Parameters Value

Duct radius /m 0.3

Blade radius /m 0.25

Number of moving blades 16

Number of stationary blades 14

Speed of fan/rpm 4250

Number of microphones 77

Number of microphone ring 3

Number of microphones in the first ring 33

Number of microphones in the second ring 23

Number of microphones in the third ring 21

Distance from the microphone to the blade plane (first ring) /m 0.86

Distance from the microphone to the blade plane (second ring) /m 0.96

Distance from the microphone to the blade plane (third ring) /m 1.13

Sampling frequency/kHz 51.2

Sampling time/s 30

polluting the broadband noise. The random distribution characteristics of broadband
noise can be used to extract, the specific method can refer to [15], this process is
called spectrum preprocessing. Figure 2 shows the original spectrum diagram and
the spectrum diagram after the separation of the single tone and the broadband. It can
be seen that the single tone removal effect is very significant. The blue line represents
the discrete tone, and the red line represents the purified broadband.

Figures3, 4, 5 and 6 show the results of the current beamforming algorithm for
sound source localization. The recognition results corresponding to the three analysis
frequencies 2.39, 4.2, and 6.5 kHz are given. Since the purpose of this paper is the
comparison of the accuracy of the sound source localization, the relative amplitude
is uniformly adopted, and the dynamic range is set to 9 dB, the spectrum is estimated
using the Welch method [16], the segment length is 2048, and the overlap is 50%.
When the sound source frequency is 2.39 kHz, the traditional beamforming results
and the free-field rotating beamforming results show the main strong noise areas are
roughly located near the wall of the pipe, and only the results of the duct rotating
beamforming are located at the blade and the blade root. This is because the first two
algorithms are all based on the propagation of soundwaves in the free field, and do not
consider the reflection of the pipe wall against the sound waves under the boundary
conditions of the pipe. When the sound source frequency is 4.2 kHz, the main noise
source positions obtained by all algorithms are roughly at the blade and the blade
root, but the duct rotating beamforming algorithm has a significant advantage in the
distribution rate of the sound source, which can clearly distinguish the leading edges,
trailing edges of the blade and the noise source of the blade root. When the sound
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Fig. 2 Fan noise power spectrum distribution

source frequency is 6.5 kHz, the high-frequency side-lobe aliasing will increase, and
the traditional wavenumber forming algorithm and ROSI algorithm will fail, and
the results will be very confusing; VRA algorithm and duct rotating beamforming
algorithm have significant advantages and determine that the sound source is mainly
located in the middle area of the blade, where the anti-sidelobe interference of the
duct rotating beamforming is outstanding, but the resolution is also impaired and
only a blurry circle is distinguished. Figure7 shows the original experimental results
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Fig. 3 Conventional beamforming localization result

Fig. 4 ROSI localization result

Fig. 5 VRA localization result

Fig. 6 In-duct beamforming localization result
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Fig. 7 Localization result in original [8]

Fig. 8 In-duct beamforming with DAMAS result

Fig. 9 In-duct beamforming with CLEAN-SC result

of Caldas et al. [8]. By comparison, we can infer that the algorithm repeated in
this paper is accurate. Figures8 and 9 show the results of duct rotating beamforming
deconvolution, where Fig. 8 is the DAMAS result and Fig. 9 is the CLAEN-SC result.
In comparison, for this experiment the DAMAS result is better than the CLEAN-SC
result and is more scientific. DAMAS can extract most of the main noise sources in
the duct rotating beamforming results, but there are also failures, such as the noise
at the root of the blade corresponding to 4.2 kHz and the occurrence of pseudo noise
points at the tip gap source. The root part of the blade is where the blade and the
hub are hinged. It is relatively uneven, and the airflow resistance is large, so the
aerodynamic noise generated is relatively obvious. However, the results obtained by
CLEAN-SC appear to be out of order, which is similar to the results obtained by
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Dougherty [11]. This may be related to the strong dependence of CLEAN-SC on the
point source hypothesis. However, most of the broadband noise sources generated by
actual blades are formed by turbulent pulsations impacting the blades, which have
strong randomness and are discrete in space distribution which is quite different from
point sources.

3.3 Analysis of Pipeline Modal Beamforming

Using the sound signals collected by 3 ring 77 microphone sensors for duct mode
analysis, Fig. 10 shows the mode decomposition based on Fourier transform. The
decomposition data is based on the first ting of microphone array, and the main
mode corresponding to first order BPFm = −2. Themainmode corresponding to the
second-order BPF ism = −4, themainmode corresponding to the third-order BPF is
m = −6, and themainmode corresponding to the fourth-order BPF ism = −8 and 6.

Fig. 10 Fourier mode decomposition results
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Fig. 11 Mode beamforming results by first ring array

It can be reasonably explained according toTyler-sofrin’s dynamic-static interference
theory [17]. Figure11 shows the results of modal beamforming using the first ring
microphone array. From the results, it can be seen that the circumferential mode
distribution obtained by using the single ring array processing results is basically
consistent with the Fourier method, but the original ability of radial mode recognition
is lost. When using a three-ring full array for mode beamforming, the radial mode
order can be obtainedmore clearly andmode detection capabilities have been greatly
improved, as shown in Fig. 12. This is because the radial modes contained in the cross
sections corresponding to different ring arrays are different. This difference often
comes from the phase difference. From the modal shape function Formula (6), it can
be known that this phase difference is caused by the axial characteristic distance.
Therefore, the axial characteristic length has a certain ability to distinguish between
radial modes. Therefore, this feature is widely used to detect radial mode, and it
can replace part of the rotating rake method to a certain extent. Commonly used
mode beamforming arrays are axial linear arrays and circumferential annular arrays
[11, 18].
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Fig. 12 Mode beamforming results by three-ring array

4 Conclusion

This article focuses on the analysis and comparison of different broadband noise
identification techniques and modal detection techniques in the aeroacoustic testing
method of duct. Using the experimental data provided by the Caldas team of the
University of SãoPaulo [8], the duct rotating beamforming algorithmwasverified and
compared with some existing beamforming algorithms, the following conclusions
can be drawn:

1. Duct rotating beamforming can bettermitigate the effect of reflected soundwaves
on the wall, and then identify the duct broadband noise source with higher reso-
lution. Traditional beamforming technology and free field rotating beamforming
technology have certain effects on noise sources with middle and high frequency
but with poor resolution.

2. Using the deconvolution algorithm to post-process the pipeline rotating beam-
forming results, it is found that the results ofDAMASare better thanCLEAN-SC
to a certain extent, but DAMAS also has some confusing results. Of course, com-
pared with simple point sound sources, the distribution of the broadband noise
source of the blade is much more complicated. The traditional assumption of
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independent point sound sources is often untenable, so the traditional deconvo-
lution algorithm for the measurement of complex noise sources in the duct is
likely to fail under certain circumstances.

3. The multi-loop mode beamforming algorithm can break through the traditional
mode decomposition algorithm to detect the radial mode distribution. However,
thismethod is limited by the assumptionof incoherentmodalities. Since themode
coherence contained in the broadband noise is low, the results is reasonable to
some extent. If the modes are coherent, the credibility of the results obtained by
this method will be greatly reduced, for example, without removing the single
tone, the radial mode contained in the strong BPF.
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Performance Evaluation of Robust GPS
Signal Tracking with Moving Horizon
Estimation in Urban Environment

Jiawei Xu, Rong Yang, and Xingqun Zhan

Abstract The rise of autonomous drive imposes new challenges in terms of robust-
ness and precision of Global Navigation Satellite Systems (GNSS) technology, espe-
cially in the urban environment. The conventional GNSS signal processing usually
takes Kalman filter (KF) as the signal parameter estimator to enhance the tracking
performance, however, this is not a promising design for the urban navigation appli-
cation where the signal blockages and severe multipath interferences are frequently
occurred. To address this issue, a moving horizon estimator (MHE) will be used to
replace KF for the accuracy and robustness improvement. Unlike the KF that highly
depends on the accuratemodelling of the systemandmeasurement characteristics and
cannot afford random outliers and distortions, MHE can incorporate the constraints,
e.g., a priori defined variances, to limit threats from the faults, interferences or invalid
measurements. Therefore, MHE is less sensitive to the random environmental varia-
tions as compared to EKF, which makes it more robust and more applicable to urban
environment. The proposed tracking algorithm is verified with a realistic road test
near Lujiazui CBD area in Shanghai in post-processing manner. The results confirm
the improved accuracy, reliability, and robustness by using MHE method.
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1 Introduction

As the development of global navigation satellite system (GNSS), the autonomous
driving technology of the unmanned vehicles as well as the intelligent location-
based services gradually moved from concept to practice. However, the dense and
complicated urban environment pose a great challenge to the GNSS receiver. The
high precision and anti-multipath-interference receivers are required for the reliable
navigation applications in the urban environment.

Under the urban environment, the complex electromagnetic conditions will cause
strong interference to the GNSS signals. For example, reflection and refraction of the
signal due to the complex terrain and nearby high-rise buildings, are likely to cause
strong amplitude attenuations and rapid phase fluctuations to the received signals. It
is the so-called multipath phenomena, which will bring cycle slip or drift in carrier
tracking loop, and significantly degrade the positioning accuracy in GNSS receivers.
In precise navigation applications, multipath errors dominate the total error budget
[1] and the existence of aerial occlusions such as viaducts and tunnels may blocks
the direct signals, causing loss of lock, and interruptions of the receivers’ navigation
functions.

As the most vulnerable part of GNSS receiver, carrier tracking loop is prone to
signal attenuations and external interferences. Therefore, the positioning accuracy
and anti-interferenceperformanceof aGNSS receiver in urban environment is usually
limited by the carrier tracking capability.

Phase lock loop (PLL) and frequency lock loop (FLL) are the two ways to accom-
plish carrier tracking. There are various techniques and designs which serve as their
improvements. For example, FLL-PLL cooperative tracking extends the traditional
phase and delay locked loop (PLL/DLL) tracking framework to avoid tracking fail-
ure due to the change of environment, and is more suitable for tracking under signal
attenuation situation [2]. Some researchers utilized vector tracking algorithms to
improve the tracking performance in urban environment by performing a joint signal
tracking of all the available satellites, rather than independently tracking multiple
satellite channels [3].

Multi-sensors fusion is an alternative approach to enhance the navigation per-
formance in urban challenging environment, e.g., [4] integrated multi-constellation
and multi-frequency GNSS measurements with IMU and Odometry to mitigate the
interferences, like multipath and ionosphere scintillations. [5] proposed two algo-
rithms based on nonlinear least square (NLS) parameter estimation to suppress the
multipath interference.

It is found that the advanced filter or estimator can facilitate the carrier tracking
loop design for the noise or interference rejections. For example, Kalman filter (KF)
has beenwidely used for carrier tracking as its excellent performance in noise filtering
as compared to the traditional proportional integration filter (PIF). [6] has improved
GNSS tracking sensitivity and dynamic adaptability with KF tracking implemen-
tation. However, KF relies accurate system model. In the urban environment with
severe multipath and signal occlusion, the KF-based PLL is sensitive to phase obser-
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vations with cycle slips and outliers. Although the KF has been optimized, it still
cannot achieve the accuracy and anti-interference as urban road traffic claims.

Moving horizon estimation (MHE) is another widely adopted optimization
approach for carrier tracking. The application of MHE is mainly to estimate states
of dynamic system. It relies on the minimization of a sum of stage costs subject to a
dynamic model [7] and is particularly useful for nonlinear or constrained dynamic
systems for which few general methods with established properties are available [8].

Apart from carrier tracking, it also applies to various research and industrial appli-
cations. For example, [9] estimates the current states and unmeasured disturbances
of an industrial gas phase polymerization reactor, and improves the estimation of
unmodeled disturbances. [10] utilizes the robustness of MHE to faulty measure-
ments and conditions that violate process models for industrial process monitoring
tools. [11] concludes the feasibility of motion sensorless control based on the frame
work of MHE. The associated dynamic optimization problem can be solved in real
time, thus highly accurate estimates can be obtained.

Compared with KF, MHE does not require an accurate system model, and can
set limits for observations during the optimization process. Therefore, its resistance
to environmental interference can be greatly improved, and applicable to the most
application scenarios in urban environment. In [12],MHE has been incorporated into
vector tracking to prevent contamination in one channel affecting the other satellite
channels. [13] integrated the existing estimator with quadratic functions adopted by
MHE to improves the estimation performance by gradually increase the content of
fusion. In this paper, wewill implement theMHE to replace the KF in the PLL design
to verify the improvements in urban environment.

The organization of this paper is as follows. Section2 gives a brief introduction
to carrier signal models. Section3 specifies the design of PLL tracking loop design
using KF and MHE respectively. In Sect. 4, in the presence of thermal noise, oscil-
lator error, and receiver platform dynamics, the post-processed navigation satellite
signal test data collected onHongmei Elevated and near Lujiazui CBD area in Shang-
hai was used to compare the tracking performance of MHE and KF in real urban
environments. Section5 gives the conclusion.

2 Carrier Signal Models

In this section, the signal model will be covered, which comprise of system model
and measurement model. The system model for a carrier tracking loop is depicted
as below [14]:

xk+1 = Axk + nk (1)

zk = Hxk + vk (2)

This model is widely used in carrier tracking loop design for it incorporates the
platform dynamics, oscillator noise, and thermal noise effect.
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2.1 State Model

The state vector xk , depicting the received signal parameters on dynamic platform at
the kth epoch, can be expressed as a 3-dimension vector as follow:

xk = [ϕ, ω, ω̇]Tk (3)

where ϕk is the carrier phase in rad, ω is the carrier frequency in rad/s and ω̇ is the
carrier frequency rate in rad/s2.

The system transient matrix A is depicted as follow, according to the state vector
[14]:

A =
⎡
⎣
1 T T 2

2
0 1 T
0 0 1

⎤
⎦ (4)

where T represents the time coherent integration time (usually 1ms for GPS L1
signals).

The system noise vector nk normally comprises of oscillator noise in the RF front-
end and random walk process due to platform dynamics. Its covariance matrixQ are
dependent on the platform dynamics and is expressed as below:

Q =
⎡
⎣

σ 2
ϕ σ 2

ωϕ σ 2
ω̇ϕ

σ 2
ωϕ σ 2

ω σ 2
ωω̇

σ 2
ω̇ϕ σ 2

ωω̇ σ 2
ω̇

⎤
⎦

= (2π fL)
2

⎡
⎢⎣
Tqϕ + T 3

3 qω + T 5

20
qa
c2

T 2

2 qω + T 4

8
qa
c2

T 3

6
qa
c2

T 2

2 qω + T 4

8
qa
c2 Tqω + T 3

3
qa
c2

T 2

2
qa
c2

T 3

6
qa
c2

T 2

2
qa
c2 T qa

c2

⎤
⎥⎦ (5)

where fL is the GPS L1 carrier frequency (1575.42 MHz), c is the speed of light
(3 × 108 m/s), qϕ and qω are the power spectral density of the carrier phase noise
and carrier frequency noise due to the local oscillator instability respectively. They
can be expressed with the oscillator h-parameters h0 and h−2 as follows:

qϕ = h0
2

(6)

qω = 2π2h−2 (7)

the value of oscillator h-parameters depends on the type of oscillator used in the
receiver. There are two commomly used type, namely temperature compensate oscil-
lator(TCXO) and oven-controlled oscillator(OCXO). In this paper,we use anOCXO-
based front end to collect the raw data, hence, h0 = 6.4 × 10−26(s2/Hz), h−2 =
4.3 × 10−23(1/Hz). qa represent the power spectrum of the randomwalk process due
to line-of-sight (LOS) platform acceleration with the unit of (m2/s6)Hz.



Performance Evaluation of Robust GPS Signal Tracking … 407

2.2 Measurement Model

The average phase error Δθk obtained from the phase discriminator is usually taken
as the measurement. It has the following form

Δθk = arctan

(
Qk

Ik

)
(8)

where Qk and Ik are the correlation between the local replica signal and the incoming
signal of in-phase and quadrature branch at time epoch k, respectively. The corre-
sponding measurement model can be expressed as:

Δθk = HΔxk + vk (9)

where H is the measurement matrix depicted as follow:

H =
[
1

T

2

T 2

6

]
(10)

whereΔxk = xk − x̂k .Δθk has the information of the error of estimated state vector.
Namely, error of estimated phase, carrier frequency and carrier frequency rate. vk
is the measurement noise and typically assumed as a white Gaussian noise with the
variance as:

R = E
(
vkvTk

) = 1

2TC/N0

(
1 + 1

2TC/N0

)
(11)

where C/N0 denotes the carrier-to-noise ratio and is normally above 40dB-Hz for
nominal condition.

3 Phase Lock Loop Design

Base on the signal model defined in Sect. 2, two kinds of PLL design with KF and
MHE will be constructed in this paper. According to the feedback control system
design, the local signal generated by the local reference generator can be expressed
as follow:

x̂k+1 = Ax̂k + Buk (12)

where uk is a controller andB is an operator that maps the controller uk to the control
plant. Subtract equation (12) from (1), we can get the error state:

Δxk+1 = AΔxk − Buk + nk (13)
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The purpose of the carrier tracking is to drive the error state Δxk+1 approaching to
zero. This can be achieved by taking uk as follow:

uk = KΔxk (14)

and having the eigenvalues of A − BK within the stable region. Usually Δxk is
unknown, therefore we take its estimate to build the controller:

uk = KΔx̂k (15)

with Δx̂k has the following form:

Δx̂k+1 = (I − LH)(A − BK)Δx̂k + LΔθk+1 (16)

where L is the estimator gain matrix and can be obtained from PIF and KF design
approaches. Finally, the estimation can be put into the local reference generator.
Combining equation (16) with (12), (15), the local signal can be generated as follow:

x̂k+1 = Ax̂k + BKΔx̂k (17)

equation (17) shows that the state feedback tracking loop design mainly focus on the
design of three matrixes, namely the plant input matrix B, the state estimator gain
matrix K, and the state feedback gain matrix L. The design of these three matrixes
will be introduced briefly below.

3.1 KF-Based Phase Lock Loop Design

The selection of B, K should satisfy the controllability and stability of the PLL.
According to [14], we use B = I and K = A. Then (17) becomes

x̂k+1 = Ax̂k + ALΔθk (18)

According to the signal models defined in Sect. 2, the KF gain can be obtained as:

L = PHT (R + HPHT )−1 (19)

where P is the full state estimation variance and can be obtained by discrete algebraic
Riccati equation (DARE) below:

APAT − APHT (HPHT + R)−1HPAT + Q − P = 0 (20)

where system noise matrixQ and measurement noiseR have been given in equation
(5) and (11) respectively.
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3.2 MHE-Based Phase Lock Loop Design

The basic idea of Moving Horizon Estimation (MHE) is to reformulate the estima-
tion problem as a Quadratic Programming (QP) problem with a moving, fix-size
estimation window [15].

General Formulations Same as the KF, MHE obtain the state vector estimation
of x̃k+1 by equation (17), where x̃k+1, x̃k , A, B and K are the same as mentioned
in KF. The only difference is that constrained QP is used to obtain the state error
estimation Δx̃k . The QP problem incorporated in MHE can be expressed as follow:

min J (ΔX̃k) = 1

2
ΔX̃

T
k HkΔX̃k + fTk ΔX̃k (21)

where

ΔX̃k = [Δx̃Tk−N+1,Δx̃Tk−N+2, · · · Δx̃Tk ]T (22)

and N is the length of MHE estimation window. The expressions of Hk and fk have
the following forms:

Hk = 2(HTR−1H + ATQ−1A + GTP−1G) (23)

fk = −2(HTR−1ΔΘk − −ATQ−1Buk) (24)

Once theQPproblem is solved,wewill haveΔX̃k , inwhich contains theΔx̃k required
in equation (17) to acquire MHE-based PLL state vector estimation x̃k+1. According
to [15], the related variables and matrixes are defined as follow:

H = IN ⊗ H (25)

R = IN ⊗ R (26)

A =

⎡
⎢⎢⎢⎣

−A I 0 · · · 0
0 −A I · · · 0
...

...
...

. . . 0
0 0 · · · −A I

⎤
⎥⎥⎥⎦ (27)

Q = IN−1 ⊗ Q (28)

G = [I3, zeros(3, 3(N − 1))] (29)
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ΔΘk = [
Δθk−N+1,Δθk−N+2, · · · Δθk

]T
(30)

B = IN−1 ⊗ B (31)

uk = KΔX̃k(4 : 3N , 1) (32)

K = IN−1 ⊗ K (33)

Selection of Constrains The purpose of setting constrains is to improve the anti-
interference ability of the fragile carrier tracking progress, especially in the urban
environment, with the severe multipath interference and frequent signal blockage.
Such constrains is set in MHE-based PLL by the nature incorporated linear constrain
in QP as:

AIΔX̃k < bk (34)

where

AI =
[

1
−1

]T

⊗ I3N (35)

bk =
[
ones(1, N ) ⊗ ΔX̃

T
max, ones(1, N ) ⊗ ΔX̃

T
min

]
(36)

The design of ΔX̃maxand ΔX̃min normally follow the three-sigma rule as bellow:

ΔX̃max = +3σ

ΔX̃min = −3σ (37)

where

σ =
√
diag

(
L(H(P − ATPA)HT + R)LT

)T
(38)

Apart from setting as three-sigma, theΔX̃maxandΔX̃min could also use the empirical
values measured in a nominal environment [15]. The constrains should be tight
enough to effectively mitigate the measurement error. However, over tight would
damage the robustness in high dynamics condition. There should be a compromised
constraint to adapt to the robustness and dynamic response.
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4 Experiment Results

The experiment is to compare the performances of the KF-base and MHE-base PLL
design in the urban environment. The data used in the experiment was collected
on Hongmei Viaduct and in Lujiazui CBD area in Shanghai. The two data sets are
named as ‘open sky data’ and ‘urban data’ respectively. In ‘open sky data’ set, GPS
L1 C/A PRN 23, 31 are used for analysis. In ‘urban data’ set, GPS L1 C/A PRN 26
is used. The basic routine is shown in Fig. 1. Specific longitude and latitude of the
path for the two data sets are plotted in Figs. 2 and 4. Figures2 and 5 are the sky plot
of all the visible GPS satellites during the test (Fig. 3).

Fig. 1 Basic routes of Open sky and urban data

Fig. 2 Longitute and latitute
of Open sky path
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Fig. 3 Sky plot of Open sky

Fig. 4 Longitute and latitute
of urban path

Fig. 5 Sky plot of urban
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4.1 The Parameter Settings in PLL Implementation

To process the data, scaler phase tracking loop is implemented in both MHE and KF
algorithms in MATLAB. The MHE estimation window length is designed as N = 2
and themaximum/minimum of state vector estimation error design follows the three-
sigma rule. The integration time is 1 ms for both KF and MHE. To ensure stability
of MHE, the PLL is first carried out with KF for 15s, and then switch to MHE.

4.2 Signal Quality

C/N0 Analysis The CN0 of PRN 23, 31 in Open sky test and PRN 26 in Urban test
is shown in Fig. 6. The results are plotted in every second from 0 ∼ 5 minutes for
Open sky test and 0 ∼ 8 minutes for Urban test.

Both collect on the viaduct, the PRN 31 gains higher CN0 than PRN 26, which
may be caused by the difference in elevation angle. The former has an elevation angle
about 50◦, while the latter is about 30◦. The Urban PRN 26 has an elevation angle
slightly smaller than 50◦, thus can been seen from Fig. 6 that the peak of its CN0
value also reaches over 45dB-Hz.

Due to the environment difference between Open sky and Uban data, one from
the viaduct with few blockages and multipath, and another from CBD area where
signal blockage frequently occurs, the Open sky PRN 23, 31 have fewer and less
severe CN0 drop, while Urban PRN 26 suffers more obvious CN0 drop (larger than
20dB-Hz) and longer fading duration (longer than 40 s).

Fig. 6 CN0 of Open sky PRN 23, 31; urban PRN 26
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KF-Based Doppler Frequency Analysis Fig. 7 is the doppler frequency of Open
sky PRN 23 and 31 from 15 s to 5 min. The doppler frequency was estimated every
1ms.

The ideal Doppler frequency should be a straight line. Seen from Fig. 7, PRN 23
has a stronger fluctuation with the relative low CN0 at about 39dB-Hz. In idealized
situation, doppler frequency is expected to change smoothly and linearly. Signal
with a sudden and severe bounce in doppler frequency, normally over 3Hz back to
nominal within 1 s, may suffer from multipath interference or signal blockage.

Figure8 is the Doppler frequency drawn according to the Urban PRN 26, together
with its trend line. Compared with the Open sky data, the frequency deviation from
the trend line has risen above 100Hz, while the former keepswithin 10Hz, and causes
loss-of-lock after 7 min.

Fig. 7 Doppler of Open sky PRN 23, 31

Fig. 8 Doppler of urban PRN 26
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4.3 Improvements with MHE

InFigs. 9 and10, the view in certain part of theDoppler frequency inFig. 7 are zoomed
in, and we add the result processed by MHE for comparison. During 20 ∼ 21s in
Fig. 9, PRN 23 endures a 2.5 Hz bounce, MHE algorithm reduces that error within
about 1Hz. During 144 ∼ 145 s in Fig. 10, PRN31 experiences an even larger bounce
over 4Hz, and MHE mitigated this error with the moving average operation.

Figure11 is the zoom-in view of Fig. 8 from 60 to 180 s, in which the signal
Doppler processed with KF gradually deviates from the trend line with over 120 Hz

Fig. 9 Partial enlarged view
of Open sky PRN 23

Fig. 10 Partial enlarged
view of Open sky PRN 31
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Fig. 11 Partial enlarged view of Urban PRN 26

errors during70–140 s.ComparedwithKF, theMHEbased tracking loop experienced
a slighter degradation, where the MHE can maintain tracking the signals with a
smaller frequency fluctuation relative to the trend.

5 Conclusion and Future Work

This paper mainly covers the comparison of performances between KF and MHE
algorithm in urban environment. Two sets of real test data are used, one collected on
the viaduct and another near CBD area. The former simulates an urban viaduct or
suburb road environment with little occlusion and signal reflection, where elevation
angle is an important factor to trackingquality. In such conditionMHEgenerally deals
with sudden and steep frequency jump that may caused by the multipath (normally
within 1 s and over 3Hz), and can mitigate the frequency errors. Usually MHE
performs better in the presence of the intense signal fading or rapid phase changes.

The latter simulates an urban road environment covered by tall buildings and
viaducts, where multipath interference and signal blockage dominates. MHE deals
with large deviation from trend line (normally lasts over 1min and exceeds 100Hz),
and can smooth the error within a 15 Hz range to prevent loss-of-lock caused by too
much deviation.

In this work, a lot of effort is put into the implement of MHE algorithm. Those
parameters in the tracking loop, which is specified for KF algorithm, haven’t entirely
go through optimization forMHE. For example, the integration time in KF algorithm
is set as 1 ms, but considering the estimation window configuration in MHE, the
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integration time should be properly extended. As a result, in the urban environment
where tracking is difficult, the signal loses lock in the MHE algorithm, thus the
comparison between MHE and KF is limited to the optimization in the Doppler
frequency andnot be able to extend to other aspects normally covered, like normalized
signal intensity and detrended phase.

InMHE algorithm itself, some parameters are set as constant, instead of changing
according to measurement. One such parameter is the estimation window length
N , in this paper, this value is set as 2, a relatively small value which performs
better in environment like Open sky but hard to cope with loss-of-lock situation in
urban test. The extension of estimation window length could cause delayed response
to environmental change, which is a drawback in high dynamics platform. Thus a
balance between delay and robustness should be achieved in future. Floating the
estimation window length according to the strength of interference might be a better
choice. Another parameter is the linear constrain incorporated in QP problem, which
is set to follow the three-sigma rule. As mentioned in Sect. 3.2.2, the constrain is
recommended to set slightly looser than three-sigma rule, and could be specified to
local measurement. A strict limitation to signal measurement did better in Open sky
than Urban mainly for this reason.
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Feasibility Exploration on Simulation
Study Based on Peridynamic
for the Bio-Inspired Nacre Nano
Composite Against the Impact

Zhiwei Zhou, Shufan Wu, Zhongcheng Mu, Wei Wang, and Ningjing Jiang

Abstract The deformation and failure of materials and structures under high speed
impact is a major problem in aerospace, automotive engineering and protection engi-
neering. In this paper, based on peridynamics (PD) model, the deformation and
damage mechanism of the bio-inspired nacre nanocomposite against the impact was
discussed. According to the existing experiments, the crack evolution and propa-
gation process of “brick-mortar” split-layer microstructure under the impact were
approached systematically. According to the result that impact damage only occurs
on the top of bio-inspired nacre nanocomposite, it is concluded that peridynamics
can be well applied to the analysis of nacre nanocomposites under impact.

Keywords Peridynamics · Bio-inspired nacre nanomaterial · Crack propagation

1 Introduction

The understanding of materials under impact is of great significance in the field of
aerospace. In the cosmic environment, micrometeoroid impacts may cause incal-
culable damage to spacecraft and the international space station. Even the smallest
pieces of debris have high relative speeds relative to spacecraft or the international
space station, and the highly penetrating impacts they cause can cause problems
(Fig. 1).

Under extreme conditions such as the universe, traditional protective engineering
materials similar to concrete can no longer meet the requirements of some special
environments. In this regard, on the basis of long-term research on traditional mate-
rials, scholars from all over the world not only further improve the existing materials
from engineering technology, but also learn from nature to imitate and prepare some
biomimetic materials with special properties to meet the performance requirements
of various special environments.

Z. Zhou · S. Wu (B) · Z. Mu · W. Wang · N. Jiang
Shanghai Jiao Tong University, Shanghai, China
e-mail: shufan.wu@sjtu.edu.cn

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
Z. Jing and X. Zhan (eds.), Proceedings of the International Conference on Aerospace
System Science and Engineering 2020, Lecture Notes in Electrical Engineering 680,
https://doi.org/10.1007/978-981-33-6060-0_29

419

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6060-0_29&domain=pdf
mailto:shufan.wu@sjtu.edu.cn
https://doi.org/10.1007/978-981-33-6060-0_29


420 Z. Zhou et al.

Fig. 1 Damage to the International Space Station bymicrometeoroids. aCritical repairs weremade
to the perforated solar wing by astronaut Scott. b Image of the hole caused by orbital debris on the
panel in the Solar Max experiment. (Images: NASA Orbital Debris Program Office)

More and more researchers are paying attention to hard natural biomaterials
because of their various grade structures and excellent mechanical properties. The
most famous of these is the nacre, which is the main component of the mollusk
protection shell. Its microstructure is mainly composed of microscopic ceramic
slices, which are tightly wrapped together by a thin layer of biopolymer, that is,
the typical “brick-mortar” split-layer structure with multi-level soft and hard mate-
rials combiningwith each other. It has the characteristics of “weak component, strong
composite” and high toughness and strength.

Because of its unique structure, high strength and good toughness and widely
followed, preparation of lightweight, high strength, super toughness of layered
composite materials has become the model structure, its multiscale, “brick-mortar”
staggered-layer microstructure gives its unusual mechanical properties [1–3], espe-
cially excellent resistance to impact and mechanical performance, give a new way of
thinking for many actual engineering design of high performance impact protective
material [4, 5]. However, in the existing public literature, which will be discussed
in detail in the second section, most of the research work is focused on the scope
of static mechanics. There are only a few literatures that explore the mechanical
behavior of nacre materials under high strain rate impact loading, and their research
is insufficient. The research scale belongs to the macroscopic scale, and there is
no research on the impact property and dynamic toughening mechanism of nacre
nanomaterials with smaller scale.

However, bio-inspired nacre nanomaterials have obvious microscale interface
effect and under the impact load, the bionic shell nanomaterials problem belongs
to the mechanical behavior of discontinuous. It’s easy to produce singularity in the
process of damage evolution analysis by using the traditional finite element method
or finite difference numerical method to simulate and analyze bio-inspired nacre
nanomaterials dynamic mechanical behavior of nanometer materials, the analysis
will not be accurate and will not be able to further characterize the biomimetic micro
interface for crack evolution of the shell. Moreover, the toughening mechanism of
biomimetic nacre nanomaterials mainly comes from the microscopic interface effect
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between organism and non-organism, and the simulation scale is limited. Therefore,
in order to break through the complexity of theoretical analysis and the limitation
of limited information acquisition of experimental methods, it is particularly urgent
to find a numerical method that can accurately simulate the dynamic mechanical
behavior of biomimetic shell nanomaterials.

In recent years, peridynamics (PD) [6–8] has developed rapidly. It combines the
advantages of molecular dynamics method and meshless method, and has unique
advantages for solving discontinuous problems. It avoids the singularity of traditional
macroscopic methods based on continuity hypothesis modeling and solving spatial
differential equations in the face of discontinuous problems, and breaks through
the limitation of classical molecular dynamics methods in the calculation scale, and
shows high solution accuracy and efficiency in the analysis of macro/micro discon-
tinuous mechanical problems. PD method is suitable for dealing with the complex
non-planar multi-crack propagation problem in 3D space, and can simulate the entire
process of progressive failure of materials. It is mainly used to study the complex
mechanical behaviors of dynamic cracks such as propagation and bifurcation in
homogeneous and heterogeneous materials [9] and the failure caused by impact
damage [10].

Moreover, for the interface layer of heterogeneous materials, PD method can
use the force response function of different properties to describe the properties of
different materials. Therefore, by comparing the applicable scope of PD numerical
simulation method and the microscopic characteristics of biomimetic shell nanoma-
terials, PD method is an ideal numerical analysis method to analyze and study the
dynamic mechanical behavior of bio-inspired nacre nanomaterials.

In this paper, the mechanical behavior of bio-inspired nacre nanomaterials with
brick and mud structure in Sect. 2, then PD is introduced in Sect. 3, and the simula-
tion of PD on brittle materials and nacre nanomaterials with brick-mortar structure
on impact is introduced in Sect. 4. Finally, it is concluded that PD has a strong
applicability in the simulation of brick-mortar structure under impact process.

2 The Bio-Inspired Nacre Nano Composite

At present, the shell nacre’s excellent mechanical properties have been verified
through a variety of mechanical testing, including tensile testing [11], compression
test [12], bending test [13], shearing test [14], indentation test [15] and so on, which
caused wide public concern over the excellent tensile properties, the toughness at an
astonishing 1.24 kJ/m2, more than 3000 times that of calcium carbonate ore [15]. Its
good mechanical properties are mainly attributed to the multi-level “brick-mortar”
split-layer microstructure. Analyzing and studying the toughening mechanism of the
multi-level “brick-mortar” split-layer microstructure is the basic and core part to
understand the mechanical behavior of shell materials (Fig. 2).

Jager and Fratzl [17] proposed a “shear lag”mechanicalmodel for shell structures,
which decomposed the loading deformation into the shear deformation between hard



422 Z. Zhou et al.

Fig. 2 Dependence of stiffness of bio-composites as a function of aspect ratio of ceramic bricks
and volume fraction of ceramic as laid down by Gao et al. [16]. Inset shows the brick and mortar
type microstructural arrangement observed in nacre, and microstructure of bone

components and soft components, and the tensile deformation of hard components.
Yan [18] proposed a cohesive spring system model, combined with Monte Carlo
method, and analyzed the crack cracking process of such “brick-mortar” structure
from the perspective of local and global stability analysis. Katti [19] showed through
the three-dimensional finite element simulation analysis that the mineral bridge
connection between shells is the main factor of high toughness and high strength.
Abid [20] used DEM to analyze and study the fracture process of shell materials.
Wang [21], Bartelat [22] and Zavattieri [23] analyzed the influence of mechanical
behavior on the geometric characteristics of hard components. Djumas [24] carried
out topological optimization design on the interface geometry of shell structure based
on the feature of “interlock” between layers, and proposed a non-regular interface
“brick-mortar” bionic structure.Wang [25] analyzed the influence of a single lamellar
layer on the overall damage tolerance of shell through nano-indentation experiment
and microscopic detection method.

Ritchie at multi-scale nano andmicro to macro perspective, the toughening mech-
anism of the shellfish as intrinsic to the material damage (internal plastic deforma-
tion) and external crack tip shieldingmechanisms (external toughening), the result of
competition between internal inherent plastic deformation is mainly embodied in the
submicron scale, external tougheningmechanismmainly on themicron scale, compe-
tition between two mechanisms resulting in shellfish structure of macro mechanical
properties. Based on the research achievements of previous researchers, Wegst [26]
summarized the tougheningmechanismof biomimetic shellmaterials in four aspects:

(i) mineral bridge connection between lamellar connections;
(ii) surface roughness between layers;
(iii) strong adhesion of organic layer;
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Fig. 3 Toughening mechanism of nacre [25]

(iv) “interlocking” effect of split-level structure.

Four toughening mechanisms are shown in Fig. 3.
The mechanical behavior of split-level microstructure of “brick-mortar” structure

of nacre has made a series of outstanding scientific research achievements, but in
the existing public literature, most of the research work focuses on static mechanics,
the mechanical behavior of literature of exploring the nacre materials under high
strain rate impact loading is insufficient and the lack of depth. Wu [24] carried out
a drop hammer experimental simulation analysis of shell “brick-mortar” structures
by means of three-dimensional finite element numerical simulation analysis method,
and the results showed that there was an optimal value of interface strength between
the layers, which could promote the best impact resistance performance of nacre
structures. Gu [25] made use of 3D printing technology to prepare the biomimetic
structure of macroscopical nacres. The drop hammer experiment and numerical
simulation analysis show that the cross-laminae is the main factor to improve the
anti-impact performance. Yang huiwei [27] used finite element analysis method to
analyze and study the basic mechanical properties of nacre “brick-mortar” structure
and the dynamic response and penetration resistance of plate and nacre structure
under impact. The above research objects are all biomimetic engineering structures,
and the research scale belongs to the macroscopic scale, which does not involve
the research on the impact performance and dynamic toughening mechanism of
bio-inspired nacre nanomaterials with smaller scale.

3 PD Theory

The idea of peridynamicsis a non-local continuum mechanics theory first proposed
by professor Silling S.A of Sandia national laboratory [5]. The theory is based on the
idea of long-term non-local action, shown in Fig. 4, to establish a mechanical model,
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Fig. 4 Diagram of local and nonlocal interactions [5]. a Local interaction; b Nonlocal interaction

which has the advantages of molecular dynamics (MD), meshless method (MF) and
finite element method (FEM).

Different from displacement partial differential equation solution model of tradi-
tional localmodel, the theory is the idea of nonlocal.By solving the space integral type
motion equation to describe thematerial mechanical behavior, the unified description
of the mechanical behavior of continuum and non-continuum can be realized, which
can completely avoid the displacement derivative. It has a unique advantage to solve
the discontinuous problem and can be used to predict failure in the material.

In PD theory, internal forces are expressed by the interaction of non-local forces
between particles in a continuum. Each material point interacts with other material
points at a limited distance, which is called the horizon.

At the same time, the theory holds that the interaction between any particle in
the configuration and other particles in the horizon is generated by “bond”, and the
pairwise force function is used to describe the magnitude of the force. Thus, the
concept of material damage is introduced into PD theory. Since the fracture of the
“bond” is irreversible, the deformation, damage initiation, crack propagation and
final failure form of the structure can be described by judging the fracture count
of the bond, without the help of failure criteria, stress intensity factors or crack
propagation rules under complex stress conditions. Therefore, PD can well simulate
discontinuous problems such as spontaneous crack initiation and propagation.

Two types of PD equation: bond—based PD and state—based PD are mainly
used. The latter is divided into two kinds: ordinary PD and non-ordinary PD. All of
these variables have to satisfy the conservation law.
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3.1 Bond-Based

The PD equation can be understood as an integral expression of linear momentum
balance in continuum mechanics.

The motion equation of particle in elastic material can be expressed as

ρ(x)ü(x, t) =
∫

Hx

f
(
u′ − u, x′ − x

)
dV′ + b(x, t) (1)

where f (u’ − u, x’ − x) is a pairwise force function in the PD bond that connects
material points x’, x. And u is the displacement vector field.

PD model was a bond-based model at first. It was deduced by assuming that the
density of strain energy in the horizon was equal to the density of traditional strain
energy. In the derivation, it is assumed that the interaction forces at the bond-based
PD material points is same in magnitude but with opposite direction. No distinction
is made between volume deformation and shape deformation of the model. Although
the bond-based PD is only applicable to models with specific Poisson’s ratio (3D and
2D plane strain models with Poisson’s ratio of 1/4, the poisson’s ratio of 2D plane
stress model is 1/3), but due to its clear physical meaning and simple calculation, it
has been rapidly developed and improved.

In 2004, Silling et al. proposed the Prototype Microelastic Brittle (PMB) model
[28] based on the theoretical framework of bond-based PD by assuming the linear
relationship between constitutive force function and elongation. Then, Silling and
Bobaru established the non-linear elastic constitutive model [29]. In PMBmodel, the
material point bond force is constant, which cannot reflect the relationship between
the long-range force and the distance between material points. The interaction of
material points is similar to the tension andpressure action of spring. In order to reflect
the constitutive relation of long range force characteristics between material points,
HuangDan et al. [30–32] improved the original PMBmodel by introducing nonlinear
continuous kernel function into the constitutive force function. An example is given
to verify the effectiveness of the improved PMB model. At present, the bond-based
PD constitutive function can deal well with the failure process of brittle and quasi-
brittle materials, but it is insufficient to deal with the failure of other characteristic
materials, such as plastic materials and viscoelastic materials.

The traditional bond PD is only suitable for a specific Poisson ratio. The essence
of Poisson’s ratio being fixed is that the constitutive force function only considers the
axial interaction between material points and ignores the influence of surrounding
material points on themselves [33]. In order to solve this problem, Prakash [34], Zhu
[35], Zhou [36, 37] et al. considered the rotation Angle between material points by
introducing additional tangential stiffness parameters. Breaking through the material
Poisson’s ratio is fixed limit. Gerstle [38] proposed the Micropolar Peridynamic
model, which extended the poisson’s ratio limit of the three-dimension and plane
strain problem to 0–1/4, and the poisson’s ratio limit of the plane stress problem
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to 0–1/3 [39]. However, the principle of strain homogenization of the micropole
model remains to be further studied [40]. In general, the method of introducing
additional parameters only expands the scope of application of Poisson’s ratio, but
cannot completely break the limit of Poisson’s ratio.

3.2 State-Based PD

According to the interaction forces between two material points are assumed to be
equal in magnitude and opposite in directions, the original bond-based peridynamic
formulation suffers from a limitation on material constants. This problem can be
solved by state-based PD. The state is a mathematical concept proposed by Dr.
Silling and his collaborators, more specifically it is a mapping from a vector space to
a set of tensors. A state can also be considered as an array, and its function is to store
information about the parameter of the PD bond associated with a particular material
point. For example, a force state stores the PD forces related to a bond. State-based
PD is such that the response of a material point depends on the deformation of all
the material points within its horizon. Considering the force state, the equation of
motion of a material point based on these assumptions above can be written as

ρ(x)ü(x, t) =
∫

Hx

{
T (x, t)

〈
x ′ − x

〉 − T
(
x ′, t

)〈
x − x ′〉}dV ′ + b(x + t) (2)

where T 〈·〉 represents the force state.
Theoretically, according to the relationship between the direction of the interaction

force and the bond deformation, the state-based PD is divided into ordinary and non-
ordinary state-based PD. In the ordinary PD, the bond forces between the material
points are different in different directions. In the non-ordinary state PD, the bond
forces between the material points are unequal in magnitude and the arbitrary in
direction. Studies have shown that the ordinary state-based PD can well express the
crack development process [41].The zero-energy mode of non-ordinary state-based
PD will be exist at the crack tip, which will cause numerical oscillation and lead
to inaccurate calculation results [42].In order to solve the numerical oscillation and
improve the calculation accuracy,most scholars adopt the data smoothing technology
[43, 44] or the method of controlling the parameters of the zero-energy mode [45,
46]. In addition, Breitenfeld [47, 48] et al. defined the concept of PD stress tensor
and established the equivalence relation between PD and traditional mechanical
parameters.When the distance between adjacentmaterial points in PDhorizon region
is infinitely close to zero, PD becomes a traditional continuum mechanical model
[49–51]. In 2010, Silling proposed the concept of “double States” [52] and “modulus
State” [53], which was further improved in the theory of modal PD. Let M denote a
vector state such that M

〈
x − x ′〉 is a unit vector pointing from the deformed position

of x toward the deformed position of x’. If there’s a material which is deformed and
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have a scalar state like T = t M , the material can be called ordinary. If it does not
have such property, then it is non-ordinary, the differences are shown in Fig. 3. For
a linear elastic isotropic material, the force state is given by

T (x, t)
〈
x ′ − x

〉 =
(

2adδ

|x ′ − x |θ(x, t) + bs

)
y′ − y

|y′ − y| (3)

where a, b and d are PD parameters and θ(x, t) is the PD dilatation term. In the
non-ordinary state-based PD, this assumption is negligible as long as PD forces in
any direction are allowed. It is so critical to make sure that the angular momentum is
conserved. Because it won’t be transcendental realized compares to the bond-based
and ordinary state-based formulations. Therefore, for the non-ordinary state-based
PD, the following relationship must hold (Fig. 5)

∫

Hx

{(
y′ − y

) × T (x, t)
〈
x ′ − x

〉}
dV′ = 0 (4)

Fig. 5 Illustration of the deformed state and undeformed state of bond-based (left), ordinary state-
based (center) and non-ordinary state-based PD formulations (right) [54]
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4 PD Model Under Impact

In the impact problem we consider in this section, the object of the material’s reac-
tion (an analysis of the impact velocity range and the assumption of isothermal
conditions) can be considered to be brittle (i.e., plastic dissipation is negligible). The
simplest constitutive model of brittle materials is used in the existing research on
brittle materials such as glass. In brick-mortar structure, the impact problem is more
complicated because of the combination of hard and soft phases. The purpose of the
PD model is to rely on a simple, basic damage mechanism that can contain a variety
of failure modes from fine crack to fragmentation and anything in between.

This section first discusses several options for modeling brittle damage with PD,
and introduces two kinds of convergence [55, 56]: δ—convergence and m- conver-
gence. For a complete explanation of the complex pattern of howandwhy cracks arise
and propagate during impact on brittle targets. Secondly, based on the impact damage
model of brittle materials, the damage of brick-mortar structures under impact is
discussed.

4.1 Convergence Study of PD Modeling

In δ-convergence δ→0 and m (= δ /Δx ) is fixed or increase and δ decrease but
at a slower rate. In this case, if the classical solution exists, the numerical dynamic
approximation converges to the approximation of the classical solution. The larger
m, the closer the approximation.

M—convergence: δ is fixed and m → ∞, approximate numerical PD converge to
a given δ exact nonlocal PD solutions.

Material points, an increase in the number of each node and solution convergence
Δx becomes smaller and smaller.

4.2 Analysis of Brittle Material and Brick-Mortar Structure
Material

In the analysis of the impact process of brittle materials, Florin et al. [57] first used
brittle damage in the dynamics model and compared the results with the damage
morphology observed in experiments on a seven-layer glass system with polycar-
bonate layer substrate. Most of the fracture patterns observed in his experimental
results can be well reproduced layer by layer by simplified confining dynamic
model from the time of contact between the projectile and the glass laminate (Figs. 6
and 7).

Through his research results, it can be found that in the experimental conditions
on multi-layer glass blocks, PD model captures some basic damage and fracture
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Fig. 6 Time evolution of damage for the first glass layer in the laminate: top row shows the impact
face, bottom row shows the back of this first layer. From left to right, snapshots taken at 9, 27, 43,
60, and 127 μs from the time of contact between the projectile and the glass laminate [32]

Fig. 7 Time evolution of damage for the last layer of glass (7th) in the multilayered system: top
row shows the impact face, bottom row shows the back of the this seventh layer. From left to right,
snapshots taken at 36, 50, 79, 110, and 161 μs [32]

characteristics of multi-layer glass system in high-speed collision. It is important
to note that the results obtained here do not use any explicit material strain rate
correlation. All strain rate dependence in the results are due to wave propagation,
damage and fracture dynamics implicit in the brittle multilayered system. The results
of his study are in good agreement with the experimental results. It can also be
explained that under the strain rate caused by high-speed impact, glass exhibits a
very close quasi-brittle material.

Therefore, no explicit strain rate dependence is required to simulate the mechan-
ical behavior under such loading conditions. Sneha Akula [58] studied the impact
process of two layers of soft phase and three layers of soft phase with a volume
ratio of 20% of brick and mud. His study used an impactor with an initial velocity
of 500 m/s to ram all samples, using a uniform time step of 10 ns, which was stable
under all test conditions. To make the impactor at least as thick as the sample, he
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chose the impactor with a diameter of 9 mm. And the need to change the horizon
(delta) and the grid spacing (�x) for each sample cases, to adapt to the soft phase.

Here are the results of the simulation (Fig. 8, 9, 10 and 11).
The above are the simulation results of time step 66,132,200μs, and it can be seen

that the deformation of the material is very intense in the soft phase. The soft phase
deformation is not gradual, appears to be split, and has a hard phase in between.
The initial brick has damage, the surrounding soft phase is deformed, limiting the
damage to the brick, and the third layer has no damage. This unrealistic deformation
is caused by the linear stress-strain relationship of the rubber material model, while
in fact the rubber material has nonlinear elastic behavior.

Fig. 8 Damage in the 2 brick-mortar layer structure [33]

Fig. 9 Material distribution of two brick-mortar layer structure [33]

Fig. 10 Damage profile in 3 brick-mortar layer of structure [33]
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Fig. 11 Material distribution in 3 brick-mortar layer structure [33]

Damage is observed in all different microstructure and is limited to the initial
rigid phase. Compared with the linear elastic model, the nonlinear elastic model has
stronger actual deformation ability to soft phase.

Further observation shows that the penetration of the material in the soft phase
can be observed even with the nonlinear model. Material penetration exists even with
a low time step value of 0.1 ns, whereas the current simulation uses a time step of
10 ns. The short-range force has also been increased to 1000 times the current value,
and material penetration is still observed.

5 Conclusion

This paper firstly introduces the prospect of bio-inspired nacre nanomaterial with
brick-mortar structure in engineering application, and then introduces the PD theory.
When the PDmodel simulates the failure, it is not necessary to make any assumption
about the continuity of displacement field, and the concepts of “stress” and “strain”
are not needed.

In this paper, the impact of brittle materials such as glass is studied. The dynamic
results show that it is possible to obtain the dynamic fracture and damage prediction
simulation of multi-layer brittle materials under high-speed impact. The microstruc-
ture of two layers of mortar and three layers of mortar with a volume ratio of 20%
was also studied. In all cases, it was observed that damage was limited to the effects
of the initial brick. And through the study on the deformation of the soft phase in the
sample, it is found that the nonlinear model is helpful to observe the soft phase more
clearly, but even if the linear elastic model is used, the damage can be accurately
expressed. Finally, it can be concluded that the peridynamics method can describe
and simulate the failure process of brick-mortar structures under impact.

Although the characteristics of the macro-microscopic combination and non-
local integration of PD method have shown strong advantages that other traditional
methods do not havewhen analyzing discontinuousmechanical problems at different
scales, PD method, as a new numerical method, also has some shortcomings. When
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the elastic deformation problemwithout damage is simulated, the computational effi-
ciency of PD is significantly lower than that of the traditional finite element method.
Most of the existing PD simulation adds modification to describe the constitutive
information of materials on the basis of the central action of material point pairs,
resulting in the constitutive relationship itself is not accurate, and the application
scope is limited. These problems need further study.
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An Interface Management Approach
for Civil Aircraft Design

Dake Guo, Xinai Zhang, Jiejing Zhang, and Haomin Li

Abstract The interfaces between on-board systems play a very important role for a
civil aircraft, which primarily involve the signal, material and energy exchanged be-
tween relevant systems in the aircraft. It is believed that a uniform interface manage-
ment can remove and reduce conflicts between systems in the aircraft integration.
It is necessary and essential to perform the interface management in an effective
and uniform manner throughout the whole aircraft development life cycle to iden-
tify, validate, control, and verify the interfaces to ensure all the sys-tems integrated
properly according to the given expectations. An interface management and devel-
opment approach is proposed, which is composed of four phases, i.e. interface archi-
tecture definition, interface identification, documentation and change control. An
interface development and management case is pro-vided, which demonstrates that
the proposed approach can not only effectively assist system engineers in capturing
various types of interfaces, but also can ex-press interfaces in an unambiguous way,
which allows engineers to develop a shared understanding about interface require-
ments. It is also found that the inter-face management approach can control the
interfaces in the whole aircraft development life cycle, which is beneficial to aircraft
integration.

Keywords Interface management · Interface development · Civil aircraft ·
Function · Architecture · Integration

1 Introduction

With the increasing demands on civil aircraft with high safety, comfort, environ-
mental friendliness and economics, the functions to be performedbyon-board aircraft
systems together with their interactions become more and more complex, which
brings new challenges to the design, integration and verification of civil aircraft. The
design and development of civil aircraft is a high precision, high complexity, and
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highly integrated systems engineering. A civil aircraft is often composed of many
systems that can realize different functions, and there are many complex interface
relationships between these systems and functions. The interface between on-board
systems play an extremely important role in the aircraft development. Typical inter-
face problems include insufficient information flow and lack of communication [1].
Therefore, how to effectively manage the interface development process is a big
challenge for system engineers in the civil aircraft industry.

Based on a research into 46 mega projects for analyzing the benefits of interface
management, it is showed that projects with systematic interface management tend
to have lower mean and less dispersed cost growth, compared with projects without
interfacemanagement [2]. Several studies also have found that implementing of inter-
face management at the early stages of the project will result in higher performance
in terms of scope, time, and schedule [3]. The concept of interface management (IM)
within an aerospace project was first proposed using a system engineering approach
to analyze the contact points between relatively autonomous interacting organiza-
tions, and the corresponding interorganizational problems in 1967 [4]. Nowadays,
IM is very popular in high technology industries, such as aerospace and information
industries [5].

Nowadays, instead of just simply ensuring that system interfaces should match,
interface management is used in the sense of defining systems—organizational,
managerial, and technical—and of actively managing their interrelationship [5].
Technology has grown so complex and specialized that no one person possesses the
necessary knowledge and experience to know all that is needed. Those professionals
that are tasked with managing the design and life-cycle development of today’s
complex systems and products can only achieve their goals by managing at the
interfaces of both people and technology. To develop and manage the interactive
information of interfaces is the fundamental to ensure the high safety and reliability
in design and development of the aircraft with a controllable cost in the whole life
cycle. It is necessary to setup an efficient process to manage and develop interfaces.
In this paper, an interface development and management approach is developed for
civil aircraft industry.

2 Life Cycle Model of Civil Aircraft

The fundamental systems engineering approach for achieving the desired project
objective is use a project life cycle model [5]. The life cycle model gives an approach
to divide life cycle into different phases to control the development process. The
interface management process shall also meet the phases defined in life cycle model.

HB8525 provides a standard life-cycle model for civil aircraft development
including 5 phases, which are requirement and conception demonstration, prelimi-
nary design, critical design, test and verification andmass production. The simplified
diagram is shown in Fig. 1. For interfaces development, the related design phases
and activities including.
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Fig. 1 The life cycle model of civil aircraft development process

At the middle of preliminary design phase, with general technical proposal review
at G5, the aircraft level functions shall be defined, all interfaces related to functions
shall also be captured.

AtG6 stage, i.e. the preliminary design, it is necessary to carry out system function
definition and analysis, to capture system interfaces and structural interfaces, and to
define system architectures.

At G7 stage, i.e. the critical design, it is necessary to define the system equipment
location, and the physical interface implementation in the form of wire and tube
allocation.

Since interfaces should be captured in the design phases starting from G5, i.e.,
preliminary design, critical design, test and verification, all interfaces status shall be
monitored, and the related changes shall be controlled.

3 Interface Management

3.1 Classification of Interfaces

To manage the interfaces, it is necessary to define the classifications of interfaces.
An interface is the performance, functional and physical attributes required to exist
at a common boundary. For a civil aircraft project, there are two types of interfaces:
functional interfaces and physical interfaces.

A functional interface defines the purpose of the interface, which is intended to
describewhat input is needed for a function to operate normally. Functional interfaces
only describe the requirements between two elements, no physical implementation
information is mentioned.

A physical interface is used to define and control the features, characteristics,
dimensions, and tolerances of one design that affects another [6]. Physical interfaces
are implementation of functional interfaces. It describes the detail design of the
functional interfaces.
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3.2 Interface Working Group

Interfaces exist at the common boundary of different parties; single party cannot
define the interfaces separately. At the same time, interface definitionmay be affected
by the aircraft architecture integration and tradeoff. The final definition of interfaces
needs to be determined by a higher level of design stakeholder’s decision. Therefore,
to achieve the purpose of managing and developing interfaces efficiently, an interface
working group (IWG) shall be established to exercise the management of interfaces
and arbitration for issues occur during the interface development. IWG shall consist
of chair, and cognizant from all interface parties. The cognizant is generally a higher-
level manager to delegate his team.

4 Interface Development

4.1 Interface Architecture Definition

The interface development begins with IWG team to define the architecture for
whole aircraft, which is called interface information architecture (IIA), to make
sure that the interface development is done with a top-down approach and that each
development team is responsible for developing the architecture interfaces assigned
to the team. The preliminary task of interface management is to identify the scope of
interfaces in a project, to definehierarchyof interfaces, and to determine howdifferent
classifications of interfaces are linked between different levels. An architecture of
interface for civil aircraft is represented in Fig. 2.

With this architecture, interfaces not only can show the relationship between
source and destination, but also can illustrate traceability and allocation among

Fig. 2 Interface information architecture
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different levels with relationship topology. Interfaces identified by higher level can be
assigned to lower level and reviewed by physical architecture design. The interface
information architecture can help interface developers to ensure the completeness of
interfaces.

The characteristics of interfaces need to be agreed for both sides, only when all
involved parties have the same development progress that can achieve this goal.
The second task of interface management is to define maturity of different types and
levels of interfaces based on aircraft life cyclemodel. IWG shallmonitor and promote
interface development status to ensure all parties to capture and define interfaces with
the same timeline.

4.2 Interface Identification and Description

Based on the IIA, the first design activity is to identify the interfaces. The
identification of interfaces includes two aspects.

On the one hand, systems engineers need to capture the interface relationships
between systems, functions, components, and to identify the items (could be signal,
material or power) exchanged on interfaces. The necessary attributes also need to be
defined, such as bandwidth, data rate, pressure. This activity is performed by analysis
andmodelingof the functions and architecture for the systemof interest. Furthermore,
the interfaces also need to be expressed with standard terms in a structured manner,
which is specific and unambiguous for stakeholders to understood. For example,
the format, the [Side A] shall send [airspeed] to [Side B], is used to describe the
publishing side of an interface. The word SHALL is used to illustrate the interface
as a requirement for side A. Another example is the format, the [Side B] will receive
[airspeed] from [Side A], which can be used to describe the subscribing side of an
interface. The word WILL is to state the interface is a commitment for side B to
perform.

On the other hand, each item exchanged on an interface shall be defined with
a unique name for the whole lifecycle of aircraft, which is necessary for systems
engineers to differentiate the items flowing between different system interfaces. For
example, it is necessary to have two different item names, height and altitude, when
measuring the position of aircraft by radio altimeter and barometric altimeter. Mean-
while, the Weight on Wheel signal and Air/Ground Status signal may also have
different meanings when describe the interfaces with proximity sensor. Some addi-
tional descriptions may also be needed to explain the detail definition for these
items.
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4.3 Interface Documentation and Issuing

In this phase, the primary tasks are to negotiate with different parties about the
Interface Control Documents (ICD), and then to issue them. After the interfaces are
identified on the boundary of a single system, all related parties should review the
identified interfaces and negotiate for consistent interfaces. The negotiation should
also include examination for the attributes of interfaces. Once the review is done, a
link will be built between the commitments of the subscribing sides and the interface
requirements of the publishing sides, which means that the interfaces are agreed by
both sides. The ICD is a collection of all interface documents agreed by related sides,
which records the interfaces with standard format and the related links. ICDs shall
be signed and released at a formal platform to show all interfaces conform to the
contracts.

4.4 Interface Change Control

Interfaces may change during the whole life cycle of an aircraft. The changes may
result from many reasons, such as mistakes found in the integration process or
changes of design solution.

Once an interface change occurs, all affected parties should evaluate for interface
changes at any point. The interface information architecture provides such a basis.
The change impact evaluation can be carried out and ensure the integrity according
to the location of the interface in the information architecture. Through the link
relationship, it can be evaluated not only the direct related parties of the interfaces,
but also the functional and physical architecture of the upper and lower levels. The
interface changes can only be implemented after all affected parties have agreed and
provided impact analysis. Similarly, the interface change process cannot be closed
until all affected parties have completed the implementation of interface changes.

5 Case Study

The development of the fire-alarming interfaces in a cargo is illustrated here as a case
to demonstrate the proposed approach. This case shows how the 4-step approach for
developing and managing interfaces occurs in a real aircraft development process.
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5.1 Functional Interfaces at the Aircraft Level

The process begins with identification of external interfaces of an aircraft. To
completely identify the enabling systems and external interfaces, the aircraft is
considered as a black box system, and the system concept coming from scenario anal-
ysis and stakeholder needs elicitation will be employed to establish aircraft bound-
aries. The boundaries should delineate where the project has control and respon-
sibility and where the system is interacting with external entities (environments or
people) outside the project’s control. At this step, it is necessary to identify the char-
acteristic of an interface or a characteristic of what crosses the interface and any
variations in the interface.

In the scenario that a cargo bay catches fire, aircraft needs to notify cockpit crew
immediately about the emergency, so that the crewmembers can take necessary steps
to suppress the fire. Hereby, the aircraft should be considered as a black box system,
which needs to detect air temperature and fire flame to judge whether there is fire or
not,and to warn cockpit crew of the fire once the fire condition is true. Based on this
analysis, the external interfaces can be established as shown in Fig. 3. Two external
interfaces for aircraft are needed in this scenario. One is the fire-detecting interface
between the aircraft and the environment, and the other is the fire-alarming interface
between the crew and the aircraft.

Based on the above scenario and the function architecture at the aircraft level, the
function, to provide hazard protection, should be related to the requirements for fire
detection in cargo bay, and the function, to provide information indication, should
have a requirement as to provide audio and optic alert to warn pilots. To transfer the
fire alarm signal, an interface is captured and identified as:

The function, to ProvideHazardProtection, shall sendCargoFireAlarming signal
to the function, to Provide Information Indication.

In addition, interfaces should be described in a standard writing format mentioned
before, which should include source party, destination party and the name of the
exchanged item. The word SHALL is used to define the interface as a need, desire, or
requirement that needs to be satisfied by the system of interest. In this example, the
name of the exchanged item, Cargo Fire Alarm signal, is unique in whole lifecycle
to avoid confusion (Fig. 4).

Fig. 3 External interfaces of
aircraft

Fig. 4 Functional interfaces
at the aircraft level
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5.2 Physical Interfaces at the Aircraft Level

Once the boundaries are identified and the interface requirements are captured, the
IWG team begin to develop detailed interface definitions based on aircraft phys-
ical architecture. The definitions are the result of integration design activities and
negotiated agreements between the responsible systems. The definitions are the
details coming from the design process and they become the successful criteria for
interface verification activities. There can be multiple technical aspects to an inter-
face definition, and they can be shared at multiple architectural levels for the same
interface.

When the physical composition is considered at aircraft level, the aircraft can be
regarded as a combination of multiple systems. Therefore, all aircraft functions need
to be allocated to these systems, and system engineering teams will carry out the
next step development for each system. To achieve this scope, the aircraft functions
need to be decomposed into smaller functions to allocate to single system.

For this case:

(1) The function, to provide hazard protection, is decomposed into the function,
to provide fire protection, which can be allocated to the fire protection system
(FPS). The function, to provide information indication, which can be allocated
to cockpit integration system (CIS) or also allocted to FPS. In this case, it is
allocate to CIS based on aircraft architecrure desing.

(2) Another factor that should be considered at this level is that aircraft uses an
integration modular architecture (IMA), rather than traditional federal architec-
ture, which means that the cargo fire alarm signal is transferred by IMA BUS
network.

(3) As a typical mechnichal system, FPS uses A429 bus to deliver signal. For IMA
and CIS which are typical avionic systems, A664 bus are used for main channel
of information.

Based on the above analysis, it can be found that the cargo alarm signal is related
to three systems shown in Fig. 5. The interactions related to the signal can be stated
as: “FPS will send Cargo Fire Alarm signal to CIS via A429 and A664 bus through
IMA network”. In addition, another requirement related to the above signal can also
be derived on the IMA system, which is “Cargo fire alarm signal shall be transmit
from A429 to A664.”

Since the above description is not a requirement, no “shall” statements should
be associated with interface definitions. Instead, the use of “will” is preferred here

Fig. 5 Physical Interfaces at the Aircraft Level
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for the writing format of a physical interface. The name of an exchanged item is
inherited from functional interface.

5.3 Functional Interfaces at System Level

In this phase, the primary task is to define the interfaces from a system function point
of view. The definitions in this phase are the result of cooperative (between the inter-
faces systems) design activities and negotiated agreements between the responsible
design teams in IWG.

At the system level, functions should be decomposed into sub-functions, which
can further be allocated to items. Based on aircraft structure layout, two cargo bays
are needed to meet the commercial payload requirement from stakeholders. Thus,
the fire protection system should have two functions to detect fire for the forward
cargo and the afterward cargo. Another factor involved in this example is that the
fire extinguishing agent shall release to both cargos no matter either of them catches
fire. Therefore, the OR logic needs to be performed by a data calculation function to
indicate the cargo fire because either of cargo fire need to be alerted. The calculated
signal shall be sent to the function, to provide fire indication, which is decomposed
from the function, to provide information indication, at system level for CIS.

Therefore, the internal and external interfaces for fire protection system are shown
in Fig. 6 and stated as below:

• The function, to Detect Forward Cargo Fire, shall send FWD Cargo Fire signal
to the function, to Calculate Data.

• The function, to Detect Afterward Cargo Fire, shall send AFT Cargo Fire signal
to the function, to Calculate Data.

• The function, to Calculate Data, shall send Cargo Fire Alarm signal to the
function, to Provide Fire Indication.

Fig. 6 Functional Interfaces at the System Level
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Fig. 7 Physical Interfaces at the System Level

5.4 Physical Interfaces at the System Level

The task of system level architecture design is to allocate functions to physical
entities. For the fire protection system, a cargo aircraft is required to have several
detectors to realize the fire-detecting function. For data calculation function, an inte-
grated computer is needed. For cockpit integrated system, horn is needed to provide
sound alarm, and indicator light is used to realize optical alarm. At the same time,
according to the system integration, the signal needs to be transformed by IMA, the
physical interfaces are defined as shown in the Fig. 7.

• Forward Cargo Fire Detector will send FWD Cargo Fire signal to Data Process
Computer by A429 BUS.

• Afterward Cargo Fire Detector will send AFWCargo Fire signal toData Process
Computer by A429 BUS.

• Data Process Computer will send Cargo Fire Alarm signal to IMA Network by
A429 BUS.

• IMA Network will sendCargo Fire Alarm signal to Indication Processor by A664
BUS.

• Indication Processor will send Horn Trigger signal to Fire Alarm Horn by
Hardwire.

• Indication Processor will send Lamp Trigger signal to Fire Alarm Lamp by
Hardwire.

5.5 Change Analysis of Interfaces

Due to systems integration tradeoffs at aircraft level, all data processing functions are
hosted in IMA instead of using separated processors for different systems. Impacted
by this change, the fire signal logic of the forward and afterward cargo is executed by
hosted function in IMA cabinet instead of the fire protection processor. Therefor the
physical interfaces at the system level need to be changed like shown in Fig. 8. The
change is only affecting the physical implementation in this case, so no functional
interfaces at aircraft level and system level needed to be modified.
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Fig. 8 Changed Physical Interfaces at the System Level

6 Conclusion

A civil aircraft development project is very complex due to its scope, scale, and
correlation among many components. The conflicts and problems of interfaces can
be caused by different perspectives of definitions and inadequate communication
processes between them. Interface management is an effective way to solve these
problems. The implementation of interface management at the early stage of the
project and the provision of a framework and process for interface development,
coordination and management can improve the performance of the project in terms
of quality, cost, time, and safety.

An interface management approach has been proposed in this paper. An example
of aircraft interface development was presented to show how to define the interfaces
based on IIA. According to the proposed approach, the interfaces could be managed
by a strong coupling architecture. It also demonstrates that it is necessary to establish
a common interface management process throughout the whole aircraft life cycle to
ensure the correctness and consistency of the interface definitions and comprehensive
analysis of interface changes.
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Finite Elements Modeling of Randomly
Oriented Short Fiber-Reinforced
Composite Materials
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Abstract Randomly oriented short fiber-reinforced composite materials are getting
more and more popular due to its manufacturing simplicity and low cost compared
with conventional continuous fiber-reinforced composites. Because of the random-
ization in fiber orientations, it is relatively difficult to simplify and establish its
material model for analytically predicting material properties. Therefore, it is impor-
tant to have a numerical approach to generate computational models and perform
analyses. Finite Element (FE)modeling is themost widely and commercially applied
modeling technique. It is now a vital and irreplaceable tool in many industries such
as automotive, aerospace, defense, consumer products, architecture andmany others.
This present work demonstrates a FEmodeling approach of a Representative Volume
Element (RVE) for short fiber-reinforced material. The RVE consists heterogeneous
micro-structures for fiber and matrix individually, it is meshed with first-order tetra-
hedral element. Periodic boundary conditions are applied on the lateral surfaces of
RVE in the numerical implementation so that the effective material properties can
be obtained.
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D. Lupachev · Y. Hu (B)
Aerospace Structure Research Center, School of Aeronautics and Astronautics, Shanghai Jiao
Tong University, Shanghai 200240, China
e-mail: yilehu@sjtu.edu.cn

D. Lupachev
e-mail: lupachev.daniil@sjtu.edu.cn

D. Lupachev
Department of Aircraft Engineering, Moscow Aviation Institute, Moscow 125993, Russia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
Z. Jing and X. Zhan (eds.), Proceedings of the International Conference on Aerospace
System Science and Engineering 2020, Lecture Notes in Electrical Engineering 680,
https://doi.org/10.1007/978-981-33-6060-0_31

447

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6060-0_31&domain=pdf
mailto:yilehu@sjtu.edu.cn
mailto:lupachev.daniil@sjtu.edu.cn
https://doi.org/10.1007/978-981-33-6060-0_31


448 D. Lupachev and Y. Hu

1 Introduction

Composite materials are getting more and more widely-used. In aircraft and space-
craft industry, composite materials turn out to be vital, some projects just can’t
be accomplished without composites. In some projects consuming of composite
materials allow to save significant amount of weight and fuel.

Randomly oriented short fiber-reinforced compositematerialsmight have pseudo-
isotropic elastic properties, therefore, its behaviors are quite similar to the behavior
of commonly used materials. That is the reason why randomly oriented short fiber-
reinforced composites have huge potential of usage and appliances.

That is important to have an ability to get effective material properties of those
materials. To get numerical solution of this problem, Finite Element Method (FEM)
was used in the present study. It is the most widely used approach for numerically
solving engineering problems based on dividing large system into the smaller sub-
systems—finite elements. The RVE term was first used by Hill [1] and it can be
defined as the smallest material volume element for which the macroscopic consti-
tutive representation is a sufficiently accurate model to represent mean constitutive
response [2].

The main purpose of this work is to provide simple and straight forward method
to calculate effective elastic properties of randomly oriented short fiber-reinforced
composite materials. Meanwhile, this approach can be used to determine effective
elastic properties of other types of composite materials such as continuous fiber
reinforced composites, multilayered composites, particle reinforced composites etc.
In this work for preprocessing/meshing Hypermesh software was used, Abaqus +
EasyPBC plugin used for postprocessing/solving.

2 CAD Model of RVE

Generation of the CADmodel of randomly oriented short fiber-reinforced composite
RVE is a challenging problem. It requires using some modeling algorithms which
can provide randomly oriented models of fibers.

The fibers modelled by those algorithms should meet the following criteria:

• Nonoverlapping
• Periodicity.

In this particular work, the CAD model of a RVE for randomly oriented short
fiber-reinforced composite from reference [3] was employed as shown in Fig. 1.

The components of fibers and matrix were imported as different solid parts, they
are not connected to each other and not sharing any of the surfaces. The first step is to
connect matrix and fibers geometry parts. Easiest way to achieve this is to transform
the internal boundaries of solid parts to surfaces, and then trim those surfaces with
each other.

The trimmed surfaces are organized to three components for mesh generation.:
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         (a)                                      (b)                                     (c) 

Fig. 1 CAD model of randomly oriented short-fiber reinforced composite RVE. a Fibers part
bMatrix part c RVE model

           (a)                                     (b)                                   (c) 

Fig. 2 Topology view of surfaces of RVEmodel. a Internal surfaces of fibers b External surfaces of
fibers c Surfaces of matrix [Red lines- free edges, Green lines—edges connected to other surfaces]

• Surfaces of matrix (separated from each other)
• External surfaces of fibers
• Internal surfaces of fibers (Fig. 2).

3 Finite Elements Model

After acquiring of the relative CAD model, FEM model can be generated. For the
external surfaces of the RVE, opposite sides must generate absolutely identical
meshes. The meshing process should be starting from generation of 2D periodic
mesh. There exist many tools to get mapped (sure about this expression?) mesh on
the opposite side such as “Translate”, “Imprint”, “Periodic Mesh”, “Project” etc. In
order to apply periodic boundary conditions, themeshmust bemappable on the oppo-
site sides. Thus, “Imprint” and “Project” tools which assign nodes to the geometry
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         (a)                                   (b)                                    (c) 

Fig. 3 Translation of the mesh to the opposite side. a Opposite surfs (CAD) b Original mesh and
translated mesh c Equivalence of the free edges of the mesh [Real mesh is significantly smaller;
this mesh is for demonstration only]

are not suitable in this case because of the imperfections in geometry. The “Periodic
mesh” tool creates much more accurate mesh compare to the previous tools and it
can be used in this case but because of the assigning mesh to the geometry it still has
some imperfections.

The best option in this case is to use “Translation” tool, it makes a copy of the
mesh on one side to its opposite side, disregarding the geometry imperfections on
these two surfaces.

After repeating this procedure to all of the surfaces, the resulting 2D mesh of the
RVE with free edges between surfaces is identical to the topology of the CADmodel
(Fig. 3a). To eliminate the free edges, the “Equivalence” tool was used with tolerance
10E-8 so that those surfaces are connected without moving nodes.

Next step is meshing of internal fibers component (Fig. 4a) and connect to mesh
of external fibers component (Fig. 4b). It is very important that during this process
external fibers component (Fig. 4b) cannot be changed to keep periodicity. By using
“equivalence” tool, internal fiber-part can be connected to external fiber-part without
changing the last one. Some free edges should be equivalent to higher level of toler-
ance, some elements should be splitted/edited or deleted and some nodes should be
replacedmanually. After equivalencing of themeshes 2Dmesh can be transformed to
3D mesh consisted of first-order tetrahedral element. It is important to keep external
nodes as an anchors to apply periodic boundary conditions in the next step.

4 Perioidic Boundary Conditions

Periodic Boundary Conditions (PBC) is mandatory for approximation an infinite
system by using RVE (Fig. 5).
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(a)                                  (b) 

Fig. 4 Meshing fiber part a Separate meshes of the fibers components b Equivalence of the free
edges of the mesh [Real mesh is significantly smaller; this mesh is for demonstration only]

        (a)                                      (b)                                      (c) 

Fig. 5 Representation of PBC by meshed RVE a Single meshed RVE b 4 periodic meshed RVE
c 4 periodic meshed fiber parts of RVE [Real mesh is significantly smaller; this mesh is for
demonstration only]

On this step constraint equations between opposite nodal parts should be
generated. Example of constrain equation from ABAQUS CAE:

Set1 : DOF3−Set2 : DOF1 = 0 (1)

It is possible to apply boundary conditionsmanuallywith “Constraints-equations”
tool in Abaqus but there are more than few thousand constraints need to be applied
manually. Easiest way to apply periodic boundary conditions is EasyPBC plugin [2]
for Abaqus CAE provided by Sadik L. Omairey.
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EasyPBC is an open-source ABAQUS CAE plugin developed to estimate the
homogenized effective elastic properties of user created periodic representative
volume element (RVE), all within ABAQUSwithout the need to use third-party soft-
ware. The plugin automatically applies the concepts of the periodic RVE homog-
enization method in the software’s user interface by categorizing, creating, and
linking sets necessary for achieving deformable periodic boundary surfaces, which
can distort and no longer remain plane [2].

Constraint equations for deriving elastic properties:
For elastic modulus E11:

XFront − XBack = Assigned value (2)

XTop,Left − XBottom,Right = 0 (3)

YTop,Front,Left − YBottom,Back,Right = 0 (4)

YTop,Front,Left − YBottom,Back,Right = 0 (5)

For shear modulus G12:

Xfront,Left − XBack,Right = 0 (6)

YFront − YBack = Assigned value (7)

XTop − XBottom = Assigned value (8)

YTop,Left − YBottom,Right = 0 (9)

ZFront,Top,Left − YBack,Bottom,Right = 0 (10)

Post-processing stage equations bellow:

E = Stress

Axial strain
(11)

E11 =
∑

Front surface nodal forces in 1− Direction
Front surface area(H×W )

�L/L

(12)

ν = −Transverse strain

Axial strain
(13)
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ν12 = �H/H

�L/L
(14)

ν13 = �W/W

�L/L
(15)

G = Shear stress

Tensor of shear strain
(16)

G =
∑

Top surface nodal forces in 1− Direction
Front surface area(L×W )

�1/H+�2/L

(17)

Final results in terms of Von-Misses stress can be seen in Fig. 6. Numerical
results of the homogenization were compared with results from the literature [3],
good correlations can be observed (Table 1).

(a)                                              (b) 

Fig. 6 Displacements of the RVE. a Model for E11 b Model for G12 [Real mesh is significantly
smaller; this mesh is for demonstration only]

Table 1 Numerical results of
the homogenization

Parameters Example (GMC) Results

E11 (GPa) 48.7 55.14

E22 (GPa) 48.9 57.31

E33 (GPa) 48.7 54.35

G23 (GPa) 20.5 23.59

G31 (GPa) 20.5 23.52

G12 (GPa) 20.5 23.77

ν21 0.1792 0.18

ν31 0.1793 0.18

ν32 0.1783 0.17
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5 Conclusion

Current method provides simple way for determining effective elastic properties of
randomly-oriented short fiber-reinforced composite materials. At the same time this
method can be applied to different types of compositematerials, including continuous
fiber reinforced composites, multilayered composites, particle reinforced composites
etc. In this particular work such commercial software was used: Hypermesh and
Abaqus +EasyPBC plugin, different software can be used to follow this method.
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Capturing and Defining Interface
Requirements in Commercial Aircraft
Development Program

Jiejing Zhang, Xinai Zhang, Haomin Li, Dake Guo, Yong Chen,
and Kaili Zhang

Abstract With the increasing customer expectations s and the development of civil
aircraft design technology, the functions to be performed by the civil aircraft systems
become more and more complex. Meanwhile, those functions will interact deeply
with complex logical and physicalmanners to complete differentmissions indifferent
operation scenarios. Used to describe the information, data, geometry constrains and
logic between two interacting functions, interface requirements play an extremely
important role in not only the aircraft architecture development process, but also the
aircraft integration and verification process. Therefore, it is essential to capture and
manage all the interfaces completely and properly to ensure the aircraft as well as
the onboard systems to perform the expected functions under some certain opera-
tion scenarios. All onboard systems development terms will define their required
and provided interface information according to the system architectures and char-
acteristics concurrently. It is required to define an interface development process in
order to take on the above challenge, which often results from ambiguous expres-
sion of interface requirements, and the difficulty in managing huge amount of data
about interface requirements, and in the control frequent changes. Based on the
generic aircraft development process, this paper proposes a systematic approach for
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capturing and defining interface requirements. The interface development and defini-
tion activities throughout the aircraft program life cycle are elaborated in details. The
interface classifications and the corresponding interface types and examples are intro-
duced. The interface topology relationship and datamodel is investigated and defined,
which forms the basis for the interface linkage and interface management database
development. A case study is carried out to demonstrate the interface requirements
development approach proposed here. It is found that the structural interface devel-
opment process is helpful for engineers to capture the interface together with relevant
attributes, which are represented in a uniform and unambiguous format and therefore
can serve as the basis for relevant stakeholders to understand the interface definition.
A significant advantage of the proposed approach is that it allows systems engineers to
arrange the huge amounts interface together with interface attributes according to the
interface classifications and types. It also shows that the interface data topology archi-
tecture enables engineers to establish traceabilities between interface requirements,
which is beneficial to change impact analysis and interface consistent check.

Keywords Interface definition · Interface management · Civil aircraft · Integration

1 Introduction

In the development of civil aircraft, safety, economy, comfort and environmental
protection are the goals of aircraft development and operation. The realization of
these goals requires many systems to coordinate with each other in order to complete
the design, manufacture and installation of millions of parts, and to organize and
manage a large number of suppliers and research teams. This process cannot be
achieved only by several technological breakthroughs, but also by a comprehensive
process of multiple technologies. The relationship among the development activities
in many disciplines must be coordinated. The overall performance of the aircraft
obtained by this synthesis and coordination is more than the sum of the local perfor-
mance of simple superposition. Therefore, it is of great significance to apply systems
engineering theories and methods to aircraft development.

As more and more functions should be realized in a civil aircraft, the interactions
between different functions is becoming more and more complex, and the logic and
operation modes of these functions interact with each other deeply. A aircraft often
has to operate in different scenarios and complete different tasks. The information
and data transmitted between functions and systems are the interface data of the
aircraft. Therefore, interface definition is a very important task for aircraft design,
and plays an important role in the integration and verification phase.

It is widely acknowledged that the aircraft development process should be well
planned with the systems engineering approach, which includes such stages as stake-
holder requirements definition, functional analysis, requirement definition, architec-
ture definition, design integration and trade-offs, product integration, verification
and validation of aircraft and systems, and final delivery, operation and disposal.
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The aircraft interface definition is a technical activity throughout the whole aircraft
development process.

Note that there are two types of interfaces for an aircraft, i.e. external interfaces
and internal interfaces. Hereby, external interfaces refer to those between the aircraft
under development and the environment outside the aircraft, such as those between
the aircraft and the control tower, between the aircraft and the ground maintenance
equipment. Internal interfaces are the interfaces between aircraft systems, such as
those between aircraft systems. Due to limited space, the interface definition process
described in this paper primarily deals with internal interface of an aircraft, intro-
duces a method of uncovering capture and management based on aircraft develop-
ment process, and describes the interface development and management activities of
aircraft in the whole life cycle.

2 Civil Aircraft General Development Process

Aircraft is a complex product system, which generally use the hierarchical develop-
mentmethod. Since an aircraft development programwill usually last for a long time,
it is necessary to carry out the requirements-checking process as soon as possible.
Otherwise, the errors in the aircraft development process would not be detected and
corrected in time, which would result in huge economic losses and even project
failure.

Therefore, the whole life cycle model is generally used to divide the development
process into multiple stages, set access control in each stage, define the work and
deliverables required in each stage in details, and define thematurity of corresponding
work. The development process of a civil aircraft can often be divided into five
stages: technology and concept demonstration, requirement development, prelimi-
nary design, detailed design, trial production and verification, and mass production
[1]. During this process, engineers not only need to develop the design solutions
to the products intended to perform the operational functions of the system, but
also need to establish requirements for the products and services that enable each
operational/mission of product in the system architecture. Meanwhile, the technical
management processes are used to establish and evolve technical plans for the project,
to manage communication across interfaces, to assess progress against the plans and
requirements for the system products or services, to control technical execution of
the project through to completion, and to aid in the decision-making process [2].
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3 Interface Development in Aircraft Program

3.1 Interface Classification

The interfaces including functional interface, physical interface.
Functional interfaces contain logical associations between different functions that

allow transmission of a item flow across a boundary. Item flows maybe signal flows,
electrical power flows, mechanical force flows, and so on. The interfaces between
different functions are often defined in Functional Interface Control Documents
(abbreviated as FICDs later). For the development of a civil aircraft, FICDs often
involve the FICDs at different levels, e.g. at the aircraft level, and the system level.

Physical interfaces often contain the concrete implementation of interfaces
between physical items. Interfaces associated with material contact. Physical inter-
faces are described in terms of their characteristics such as mechanical, electrical,
and environmental [3].

Electrical interface shall contain the detail parameters of electrical wires, which
shall be documented in Electrical Interface Control Documents. Electrical Inter-
face Control Documents shall be generated according to Physical Interface Control
Documents structure strictly and signal link is not allowed to create only in Electrical
Interface Control Documents.

Mechanical Interface shall contain the details of all LRU level Mechanical inter-
face data for a particular supplier, except those details that are more conveniently
communicated via a drawing/digital physical model.

3.2 Interface Topology Relationship and Data Model

The development of the system has its own constraints, and the interfaces between
functions depends on the development of multiple systems. Therefore, introduction
of system maturity index can enhance the quality of the interface definitions.

It is the fact that a system development process cannot achieve full maturity at
once for each allocated functional definition. Therefore, a more realistic approach is
to define intermediate maturity stages and target dates for all systems, as illustrated
in Fig. 1. This allows fitting the systems development constraints (System reviews)
and Aircraft global schedule.

The amount of interfaces can increase rapidly as the degree of system complexity
goes up. Hence, it is necessary to have the interface development process in aircraft
requirements engineering, so that all interfaces and their attributes can be identified
and defined properly. Interface development process should include the following
steps:

• To identify the relationship between an interface type and the design activities
that generate the interface type.
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Fig. 1 Target dates at aircraft level, including systems maturity objectives

• To identify the relationship between the interface attributes and the design
activities that generate these attributes.

• To define the related enabling products.
• To define input, output, necessary contend and attributes at each level.

When the interface definition activities are further refined, the interface design
method can be applied to different levels, such as the aircraft level, the system level,
and the subsystem part, and finally implemented as each part of the equipment. The
aircraft interface definition follows the above-mentioned process and decomposition,
and covers the system equipment interface definition at a lower level. Systems and
equipment shall have their own interface-defining activities, but at different levels.

Due to different development constraints on and cycles of each system, some
differences may exist between interfaces scope of software that supports the target
functionality. This issue is depicted in theFig. 2,whereSWandHWare represented in
a schematic way. The application implemented in the underlying pieces of equipment
of each system should satisfy the expected function.

The necessary conditions for a Function Fx availability are that:

• The software on both sides is able to handle relevant data exchanged supporting
the function Fx.

• The interfaces on both sides include at least the data necessary to support Fx.

Hereby, the phrase, at least, means that the scope of the interface could be larger
(grey color in Fig. 2) than the functional scope of the function Fx but not smaller.
Nevertheless, there could be some complex conditions that need to be analyzed,
depending on whether the differences between the SW application and interface
difference (local or remote) are acceptable or not. The reasons for interface definition
scope would be larger than the Equipment SW could be as below:

• The design of the system is too complex, and the operation of the equipment is
based on hybrid drives).
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Fig. 2 Relationship between systems development and systems interfaces

• Transparently managed or not by systems on both sides, depending on the system
implementation. Whether the boundaries between devices are clearly defined and
whether devices are treated as transparent white boxes.

Therefore, it is necessary that SW scope and interface scope should be globally
aligned, even if some discrepancy could be accepted in some well managed cases.
Then interface definitions are said consistent with the System definition.

As it is elaborated in further details, the progressive system design approach
starts from system definition and can be refined into sub-system parts, generally
implemented into pieces of equipment. Hence the system interface definition follows
this process and decomposition includes the system Equipment interface at a lower
level. System and Equipment both contribute to interface definitions but at different
and complementary levels.

Furthermore, the interface has to be defined, formalized, checked, published and
shared. Indeed, sharing a unique interface definition of equipment with all neces-
sary parties can stop local copies or considering not-updated versions of interface
definition.

A key issue associated with the interface definition is how to deal with the data
exchanges between emote devices, which are primarily related to the End to End
communication. Hence a key topic is the consistency of the definition between each
remote pieces of equipment.
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Interfaces could be seen as requirements that come from a top-down decom-
position, which can further contribute to the integration of systems and aircraft in
the bottom-up phase. The challenge is to synchronize multi-levels views together,
including aircraft, systems and interfaces. Synchronization and consistency should be
ensured for overall Aircraft time schedule, Aircraft key integration steps, functional
definitions and systems development schedule.

The number and complexity of interface relationship in a system may increase
rapidly with the complexity of the system. Effective management of interface plays
an important role in the design and implementation of a complex system. It includes
defining and controlling the interface between systems or system elements to ensure
that the aircraft and systems can work in a coordinated manner. To implement inter-
face management activities, an interface management plan should be developed
first.

The main form of completing the interface management process is to complies
and maintain interface control documents. Interface control documents can be
divided into several interface control documents according to different activities
and purposes.

4 Interface Management Plan

At the very beginning of program, the interfacemanagement activities shall be planed
based on plan, phases, responsibilities and resources of program. The working plan
defines interfacemanagement structure, interface information architecture to imply a
top-down approach of development that reduce changes. The interface working plan-
ning including management process definition, management content identification
and development process definition, as shown in Fig. 3.

In the early stage of the project, the interface management activities shall be
planned and then the interface management plan documents shall be formed.

Interface management plan is a general plan of interface management work, and
the formulation of interfacemanagement plan can properly sort out themain activities
of interface management in the project. The interface management plan generally

Fig. 3 Interface work planning process
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includes the plan of interface data collection, control and management, as well as
the template of interface control document, which is used for collection, preparation,
change and ICD (Interface Control Document, ICD) management.

The interface management plan shall include the following contents:

• Interface management policy
• Scope of interface management work
• The main activities of interface management (including the requirements for

identifying, defining and recording as well as interface control documents)
• Interface change control process
• Main tools of interface management
• Connection with other important processes.

5 Conclusion

Civil aircraft can be regarded as a complex system, and the development of interface
requirements for a civil aircraft is based on the level-by-level development of multi-
level interfaces. The development of interface requirements involves many related
parties, i.e. multiple systems or subsystems. The process of interface requirements
development needs to gradually determine the designed functional interfaces and
physical interfaces through the recursive iterations between systems or subsystems,
so that the correct transfer of functional requirements and the consistencyof interfaces
among multiple systems, subsystems and equipment can be achieved. The interface
definitionmethoddescribed in this paper is basedon the concept of systemdesign, and
incorporates the interface management technology to carry out the desired method
of interface identification and definition, and to implement a unified recursive design
process in the process of design and development, which can make the design of
interfaces and systems more effectively.
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Features of the Use of Damper Supports
of Various Designs in a Gas Turbine
Engine

N. S. Konoplev, L. V. Farsiian, A. V. Davidov, and M. K. Leontiev

Abstract This article discusses the features of using various designs of elastic-
damping devices on GTE supports, including: support with a hydrodynamic damper
(with and without an elastic element), support with an elastic ring and support with
a plate damper. An analysis of their design is given in terms of the impact on the
stiffness and damping of the engine support unit, which allows you to determine
the choice of a damping device for solving the complex problem of reducing engine
vibrations.

Keywords Damper · Support · GTE · Structure · Vibration · Stiffness · Elastic
ring · Plate damper · Hydrodynamic damper

1 First Section

1.1 A Subsection Sample
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Table 1 Table captions
should be placed above the
tables

Heading level Example Font size and style

Title (centered) Lecture Notes 14 point, bold

1st-level heading 1 Introduction 12 point, bold

2nd-level heading 2.1 Printing Area 10 point, bold

3rd-level heading Run-in Heading in
Bold. Text follows

10 point, bold

4th-level heading Lowest Level
Heading. Text
follows

10 point, italic

1.1.1 Sample Heading (Third Level)

Only two levels of headings should be numbered. Lower level headings remain
unnumbered; they are formatted as run-in headings.

Sample Heading (Forth Level)

The contribution should contain no more than four levels of headings. The following
Table 1 gives a summary of all heading levels.

Displayed equations are centered and set on a separate line.

x + y = z (1)

Please try to avoid rasterized images for line-art diagrams and schemas.Whenever
possible, use vector graphics instead (see Fig. 1).

For citations of references, we prefer the use of square brackets and consecutive
numbers. Citations using labels or the author/year convention are also acceptable.
The following bibliography provides a sample reference list with entries for journal

Fig. 1 A figure caption is always placed below the illustration. Short captions are centered, while
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articles [1], an LNCS chapter [2], a book [3], proceedings without editors [4], as well
as a URL [5].
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2 Introduction

One of the important tasks in the aircraft engine industry is the modernization of
existing and the search for new structural means of dealing with increased vibrations
caused by rotor imbalances. Designing the supports of GTE rotors with given char-
acteristics of stiffness and damping allows us to solve this problem. To ensure these
parameters, special elastic and damping devices are used. Currently, the following
ones have become widespread: supports with a hydrodynamic damper, supports with
an elastic ring, and multilayer plate damper supports.

When developing a rotary system of promising gas turbine engines, the designer is
faced with the task of optimal choice of one or another variant of the damper support,
taking into account the possibility of its use in a particular case.The increasing interest
in this problem of engineers in other countries confirms the relevance of this topic.

The purpose of the work is to analyze existing modern damper structures, their
parameters anddetermine the selection criteria for dampingdevices to solve problems
with increased vibration in rotor systems.

3 Classification and Features of GTE Damper Supports

The plate damper support or dry friction damper is most convenient for inclusion in
the power system of a gas turbine engine, is easy to operate and manufacture, has
the ability to work in conditions of high temperatures, aggressive environments and
lack of lubrication.

The damper is installed between the bearing housing and the rolling bearing and
is an annular package of steel smooth plates ~ 0.5 mm thick, Fig. 2. The scattering
of vibrations in this design occurs due to the dry friction forces that arise between
the plates.

The state of the surface layers of the samples was analyzed using optical
microscopy and roughness measurement in mass production. Using thesemethods, it
was possible to determine the thickness of the modified layer, obtain the microstruc-
ture of samples, and also establish the dependence of surface roughness on irradiation
modes.

The designer has the ability to several times change the damping properties of
such a damper by changing the package layout and changing the magnitude of their
interference, without changing the overall dimensions of the damper, which has a
positive effect on engine refinement [6]. Damping is characterized by significant
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Fig. 2 Plate damper bearing
support

stiffness with a rather small damping coefficient compared to other types of dampers
[143].

The damper design is well known and described in detail in [6]. For the first time,
a multilayer damper was used at the beginning of the 90 s in the high pressure turbine
NK-12MV designed by Kuznetsov Design Bureau [7]. Its implementation allowed
to reduce the level of vibration by 15 times [6].

There are also designs ofmultilayer dampers, where the damping package ismade
in the form of spatial cable elements [8].

Studies [9, 10] of the effect of the constant force of the rotor weight on the elastic-
friction characteristics of the corrugated damper showed the need for the introduction
of an unloading device into the support structure, which compensates for the weight
of the rotor during airplane evolution [11]. The cycle of works by V.I. Ivashchenko
and I.D. Eskina [12] is devoted to the creation of a methodology for calculating
dampers with corrugated-type unloaders.

The use of such a damper in the support of the gas turbine engine allowed to reduce
the amplitude of vibration displacements by 3 times in the working frequency range.
[13].

An elastic ring or a throttle damper is a type of hydraulic damper in which vibra-
tions are damped due to the braking of the lubricant in the narrow channels of the
damper.

The design is an elastic ring with protrusions along the outer and inner diameters
(Fig. 3, b) installed between the rotor housing (Fig. 3, a), the damper is sealed at the
ends by rings, the lubricant is throttled through calibrated holes and end slots (Fig. 3,
c). During strong vibrations, the oil layer in these protrusions is compressed, and
part of the oil flows through the holes, which leads to a loss of energy and a decrease
in vibration. For the first time in Russia, such a damper has been designed for the
NK-144 [14].

This type of support has the following advantages: high damping ability, small
dimensions and the mass of the elastic part of the support, the rotor is centered on
the axis of the engine [15], however, it has increased wear of the contacting surfaces
and a small resource. The keyway used in the construction for fixing the ring and
the subsequently calibrated holes appear cause fatigue cracks. It can be used as an
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a) b)

c)

Fig. 3 Elastic ring

alternative if it is impossible to introduce a damper support with an elastic element
“squirrel wheel” into the power system of the engine.

Thepresenceof a circumferential throttlinggroove in the elastic ring [11] increases
damping by 1.5 times [16].

The compliance of the ring can vary by a factor of 2–3; during the operation of
the damper, the protrusions of the ring can slip relative to the housing [15].

Attempts are currently being made to obtain damping characteristics for an elastic
ring using ERSFD (elastic ring squeeze film damper) calculation methods [5, 17].
Due to the fact that the physical effects in the boundary layers of oil flow are poorly
presented in mathematical form, and the corresponding mathematical models are
practically absent.

Wei Zhang, Qian Ding in their work [18] showed that deformations can occur
simultaneously in the inner and outer sections of the elastic ring. The thickness of
the internal oil film is affected by the eccentricity of the bearing and the deformation
of the elastic ring, while the external only affects the deformation of the elastic ring.

In Russia, supports with an elastic ring are quite widely used and are used in
AI-25, TV2-117, AL-31F engines.

The hydrodynamic damper support of a thin compressible filmwithout a centering
element is most widely used in foreign and domestic engine manufacturing. In it,
the dispersion energy is scattered when a viscous fluid flows over a thin damper gap
and the rotor sleeve overcomes external friction in the mates of the damper parts.
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Fig. 4 Hydrodynamic damper

A bearing with a sleeve is installed in a housing with a small gap into which a
lubricant responsible for energy dissipation is supplied, Fig. 4. The damping proper-
ties depend on the eccentricity and amplitude of the rotor precessional motion inside
the oil gap. The detailed design and computational models are well described in [1,
4, 14, 19, 20, 21, 22, 23, 24, 25, 26].

Provided that the parameters are correctly selected, such a damper ismost effective
for significant rotor oscillation amplitudes that occur mainly at resonant frequencies,
that is, the damper parameters are adjusted taking into account the operating rotation
frequencies, resonances, and possible rotor unbalances [4].

Analytical models of hydrodynamic damper supports without an elastic element
are close to numerical models if they are used within the framework of their basic
assumptions [27].

Hydrodynamic damper with an elastic element (“squirrel wheel”) - includes an
elastic element in the design (Fig. 5a), consisting of a sleeve with a certain number
of slots in it, which makes it possible to transfer large axial forces from the bearing to
the motor housing, without fear of jamming / skewing of the damper sleeve [28]. The
rotor is centered on the axis of the engine. The stiffness of the support is determined
by the wall thickness of the sleeve, the width of the slots and the number and length
of the rod elements [1]. Misalignment and local bearing load are eliminated, which
ensures the reliability of high-speed ball bearings [29]. The elastic element in the
structure of the support increases its mass and dimensions, the latter complicates the
layout of the support in the engine [25, 30, 31].

The elastic-damper support of the described construction is the most common
and widely used in the damper supports of a gas turbine engine. One of the reasons
for this spread is the presence of mathematical models confirmed by experimental
studies that allow us to design the dynamic behavior of the motor rotor with high
accuracy.

A design feature of the elastic elements in the PS-90 engine is the use of dual
elastic squirrel-wheel elastic elements(Fig. 5c). This makes it possible to design
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a) b)

c)

a) b)

Fig. 5 Hydrodynamic damper with elastic element

supports with the necessary flexibility without increasing the axial dimensions of the
structure of the supports [19].

To increase damping, the design of a combined damper is used (Fig. 5b), in which
instead of a hydrodynamic damper an elastic ring (throttle damper) is installed [32].

4 Conclusion

The choice of a specific design of an elastic-damper support is always a compromise
in which a large number of factors play a role, and the end result is the vibrational
behavior of the engine as a whole. This review summarizes the most significant and
significant factors that should be paid attention to when choosing one or another
design of an elastic-damper support.

Multilayer (plate) dampers are well studied. Their use in aviation gas turbine
engines of the « NK » series has shown good efficiency. At the same time, they did
not find widespread use in GTE.

Elastic ring throttle dampers currently have a high demand for research. Along
with significant advantages (low weight and dimensions), they have significant
disadvantages (increased wear and low resource).
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Hydrodynamic damper bearings are widely used in foreign practice. But their
effectiveness is greatly reduced with not optimal selection of dynamic parameters.

The designers are still faced with the question of creating methods for selecting,
calculating and designing the hydrodynamic damper supports of rotors that meet all
operating conditions.

References

1. Leontyev MK (1998) Design and calculation of the damper bearings of the rotors of a gas
turbine engine: textbook. - M.: Publishing House of the Moscow Aviation Institute

2. Chronin DV, Leontiev MK, Borzdyko EV (1988) The design and design of the elastic damper
bearings of the rotor WFD: Textbook. allowance.—M.: Publishing House of the Moscow
Aviation Institute, pp 37

3. Vyunov SA, Gusev YI, Corps AV et al (1989) Design and engineering of aircraft gas turbine
engines: a textbook for university students with a degree in aircraft engines and power plants,
Under the general. Chronin DV(ed). M.: Engineering, p. 368

4. Cookson RA, Kossa SS (1979) The effectiveness of squeeze-film damper bearings supporting
rigid rotors without a centralizing spring. Int J Mech Sci 21(11):639–650. https://doi.org/10.
1016/0020-7403(79)90043-25

5. Cao L, Gao DP (2007) Damping mechanism of an elastic ring damping film damper, Vib Eng
J 584–588

6. Ponomarev YK (1998) Multilayer dampers of aircraft engines [Electronic resource]; Gos.
com Grew up. Higher Federation education, Samara. state aerospace. un-t them. SP Koroleva.
Samara, Publishing house Samara. state aerospace. University

7. Vilner PD, Ivanov VP, Marinin VB (1962) Plate damper of critical speeds. Technique of the
Air Fleet, 4:77–79

8. Ponomarev YK, Antipov VA, Kalakutsky EI. Positive decision on application No.
2001110001/20 of 04/28/01

9. Antipov VA, Ponomarev YK (1983) Computational studies of the anisotropy of the elastic-
frictional characteristics of multilayer annular corrugated dampers of turbomachine rotor
bearings. Vib Strength Reliab Engines Aircr Syst. Kuibyshev; KuAI ‘, pp 12–19

10. Ponomarev Y (1978) The method of regulating the damping properties of multilayer elements
11. Antipov VA, Berezkin AY, Ponomarev YK, Lapshov YN. Damping device. Chipboard
12. Ivashchenko V, Eskin I (1985) Methodology for calculating the unloading device for rotor

support dampers. On Sat Vibrational strength and reliability of engines and aircraft systems.
Kuibyshev, KuAI

13. PronichevY (2000) “Development ofmathematical models and research of perspective designs
of multilayer corrugated dampers of aircraft engines”, Samara

14. Eskin ID, BelousovAI, NovikovDK,Vilner PD, EmelyanovMA, SnigirevVN.Hydrodynamic
damper, (USSR). No. 2792110

15. Leontiev MK (2011) Study of the characteristics of elastic rings in the supports of rotors of
gas turbine engines. Vestn Mai 135–146

16. Diligensky DS, Novikov DK (2015) Calculation of the damping coefficient of elastic rings
with a working fluid, SSAU

17. Cao L, Gao DP (2008) Investigation of the critical velocity characteristics of an elastic ring
system SFD rotor. J Propul Technol 235–239

18. ZhangW, Ding Q (2015) Elastic ring deformation and pedestal contact status analysis of elastic
ring squeeze film damper. J Sound Vib 346:314–327

19. Belousov AI, Balyakin VB, Novikov DK (2002) Theory and design of hydrodynamic dampers
of rotor bearings, Belousova AI (ed). Publishing House of the Samara Scientific Center of the
Russian Academy of Sciences, Samara, pp. 335

https://doi.org/10.1016/0020-7403(79)90043-25


Features of the Use of Damper Supports of Various Designs … 471

20. Mohan S, Hahn EJ (1974) Design of squeeze film damper supports for rigid rotors
21. Novikov DK, Chaadaev KN (2012) Dynamics of a gas turbine rotor taking into account the

nonlinearity of dampers of supports ISSN 1727–0219
22. Novikov DK (1998) Engine vibration reduction NK-12ST
23. Chegodaev DE, Novikov DK, Balyakin VB. Hydrodynamic damper; No. 3280006. pp 25–28
24. Kutakov MN, Degtyarev SA, Leontiev MK (2017) Mathematical models of hydrodynamic

dampers in the problems of rotor dynamics of gas turbine engines. Bulletin of Samara
University. Aerospace engineering, technology and engineering

25. Sergeev (1959). Damping of mechanical vibrations. M: Fizmatgiz, p 408
26. Zeidan FY, San Andres L, Vance JM (1996) Design and application of squeeze film dampers

in rotating machinery. Proceedings of the 25th Turbomachinery Symposium, pp 169–188
27. Kutakov MN, Leontiev MK (2017) The choice of models of hydrodynamic dampers in the

problems of rotary dynamics of gas turbine engines
28. Efimenko AV, Polnikova NV, Dotsenko VN (2010) The influence of external friction on the

efficiency of the damper bearings of the rotors of aircraft engine turbines and ground-based
engines. Engine Engineering Bulletin: Scientific and Technical Journal. N 1, pp 50–52: Fig.
Bibliogr. at the end of Art. (3). ISSN 1727-0219

29. Balyakin VB, Barmanov IS (2012) Generalized methodology for calculating and designing
elastic-damping bearings of rotors of aircraft gas turbine engines, SSAU

30. Balyakin V, Barmanov I (2009) Improving the methods for calculating the dynamic parameters
of elastic elements of gas turbine engines

31. Balyakin V, Barmanov I (2013) Methods for determining the stiffness coefficient of elastic
elements of the supports of rotors of aircraft gas turbine engines

32. Belousov AI, Eskin ID, Novikov DK. (USSR). Damper. No. 2575869. pp 25–28; Stated
02/01/78; Publ. 02/28/83

33. Chegodaev DE, Ponomarev YK (1997) Damping. Samara: Publishing House of SSAU, p 134



Research on Integration Technology
of Stereoscopic Environment Monitoring
System Based on UAV

Weigang An, Liu Liu, Yanping Wang, Wei Zeng, and Le Wang

Abstract In this paper, the researchers built a three-dimensional air pollution
monitoring system based on a multi-rotor UAV platform, and did research on the
system integration technology. (1) Anti-outflow Field interference measures. We
used adjustable speed ducted fans to stabilize the airflow, and set the airway to
further improve the intake stability and reduce the interference of the flow field
around the drone to themeasurement equipment. Optimizing the installation location
of the equipment according to the CFD simulation results; (2) Anti-electromagnetic
interference treatment. By wrapping the electromagnetic shielding cloth (silver fiber
fabric) on the measurement module, the electromagnetic interference generated by
the UAV’s own device on the sensor module is reduced; (3) Data preprocessing.
Before the regional measurement, an airborne control test was carried out, and
the data collected by the airborne equipment was corrected using data processing
methods. The equipment was equipped with an Internet of Things module and a
GPS positioning module, so that the measurement data could be transmitted to the
background for analysis in real time. (4) Based on the uniform experimental design
method, the UAV inspection points are arranged, and the measurement path of the
measurement system is optimized. And carried out on-site measurements in Xi’an,
China.

Keywords UAV · Atmospheric monitoring · Uniform experimental design · Area
measurement
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1 Introduction

According to the 2018 Report on the State of the Ecology and Environment in China
released onMay 29, 2019, the ambient air quality in 217 cities exceeded the standard,
accounting for 64.2% of the 338 prefecture-level and above cities in China. The air
pollution has become a matter of public concern. Currently, air quality monitoring
methods include the establishment of ground observation stations, ground-based
lidar, professional mobile monitoring vehicles, and satellite remote sensing observa-
tions [1, 2] etc. However, thesemethods have limitations. Such as ground observation
stations that can perform long-term monitoring of the area near the stations, but its
observation range (height, coverage area, etc.) is limited, and real-time measure-
ment of the designated external area cannot be achieved. Ground-based lidar has
high requirements on the working environment, it is suitable for layout in open areas
but not the cities. The high price of the equipment has also prevented the working
range of that. Satellite monitoring has a long measurement period and high cost.
In view of this, some researchers have developed portable measurement equipment.
The portable equipment has the advantages of being easy to carry and real-time
measurement. However, due to geographical constraints, it is impossible to achieve
some areas which are difficult for people to enter or areas at a certain height above
ground. In recent years, the rapid development of the UAV industry has made it
possible to obtain air quality parameters conveniently, quickly and at low cost [3].
In recent years, some domestic researchers have been working on environmental
information monitoring systems based on UAV platforms. For example, Guo Jian
of Tianjin University has developed a SIM908-based UAV air room volume detec-
tion system [4]. In this paper, the researchers built an air quality monitoring system
based on a multi-rotor UAV platform. According to the multi-rotor CFD simulation
result [5], we optimized the installation position of the measurement equipment at
the drone, and reduced the interference of the surrounding flow field to the equipment
measurement. At the same time, the use of certain shielding measures reduces the
electromagnetic interference generated by the UAV’s own devices. Before the area
measurement, an airborne calibration test was carried out, and the data collected by
the airborne equipment was corrected through data processing. We used the Median
filter to smooth the data and perform regression analysis on the data. The device has
built-in IoT module and GPS positioning module, so that the measurement data can
be transmitted to the background for analysis in real time. Afterwards, we carried
out an area measurement. In the measurement, we adopted a uniform experimental
design method to optimized the measurement path of the UAV patrol route, and
captured the characteristics of the measurement area.
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2 System Components

2.1 UAV Platform

The quality of experimental data directly affected by the choice of aircraft and the
installation of equipment. The six-rotor aircraft is a type of multi-rotor aircraft that
can take off and land vertically and hover in the air. Comparedwith a four-rotor drone,
six-rotors drone has higher stability and higher safety margin, its load capacity is also
higher than the four-rotor UAV. In this experiment, we adopted an industrial-grade
UAV with a symmetrical motor wheelbase of 1100 mm and LiPo 6S batteries. It can
be mounted on a 5 kg load for more than 15 min. In certain conditions of particulate
matter, the scattered light intensity of the particulate matter is proportional to its mass
concentration.

2.2 Atmospheric Six Parameter Measurement Equipment

In this paper, we used a light scattering particle counter in the equipment to measure
the particle, which is based on the principle that when light is irradiated on particles
suspended in the air, scattered light is generated. In conditions of certain particu-
late matter, the scattered light intensity of the particulate matter is proportional to
its mass concentration. By measuring the intensity of the scattered light, the mass
concentration conversion factorKvalue is used to obtain themass concentrationof the
particulatematter. Gasmeasurement includes sulfur dioxide (SO2), carbonmonoxide
(CO), nitrogen dioxide (NO2), ozone (O3). The gas measurement sensor is a four-
electrode electrical sensor. It works according to the principle of electrochemistry.
The oxidation process of the gas in the electrolytic cell generates directional moving
electrons. By measuring the magnitude of the current, we will get the concentration
of the gas according to the proportional relationship between the current and the
gas concentration. Since the flow field generated by the six-rotors during flight will
interfere themeasurement, wewrapped the sensors in a 3D printed resinmaterial box
(Fig. 1), and an adjustable speed ducted fan was arranged at the gas port of the box.
By adjusting the rotation speed of the fan, the air intake of the measurement module
is controlled, which reduces the interference effect of the external airflow. Shen Ao
et al. conducted a CFD simulation of the multi-rotor. The increase in the number of
rotors and the increase in the wheelbase size will produce a larger quiet wind area
under the fuselage. Therefore, we installed the device 10 cm below the fuselage.
The airflow at the location is less affected. UAV motors, electronic governors and
other devices will cause electromagnetic interference to the equipment. Therefore,
we use silver fiber fabric to wrap the outside of the measurement unit to reduce the
effect of electromagnetic interference. In the test of anti-interference, one device was
hanged on an iron frame at a height of 20 m, and the other device is carried on the
drone to a distance of 10 m from the horizontal position of the hanging device at
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Fig. 1 The design of air passage and ducted fan

the same height. As shown in Fig. 2, the test on the UAV was started after the time
03:33PM (indicated by the green line). We can see that the trend of the sampling
values measured by two devices didn’t have obvious fluctuation before and after the
flight.

3 Data Processing

Due to the inherent characteristics of electrical sensors, original data often has noise
problems. If there is a lot of noise in original data, it may affect the precision of
the model and ever have a great side effect on the accuracy of the final model [6].
Therefore, data preprocessing is very important before the experimental analysis.
When performing air quality analysis on 17 port cities in China, Suling Zhu et al. used
data preprocessing techniques to improve the accuracy of the predictionmodel, Fiuza
and Vila [7] used a moving average method to preprocess the data when measuring
the oxygen content produced by micro-organisms in the soil. This method increased
the availability of the data. In this article, we used median filter to preprocess the
original data. The median filter is a non-linear filter. This filter is widely used in
image processing [8]. It is useful to reduce the effect of noise. The principle of this
filtering method is to use the median of several sample values in the neighborhood
of the point to replace the point value. By this way, most of the noise points were
eliminated. We assume that the sampling value at time t is xt, and the sampling
value at time t-n is xt-n. We reorder all the sampling values from time t-n to time t
+ n according to size, these number were xi-n, …xi…, xi+n (n is odd), where xi is
the median of this set of data, we use the value of xi to replace the value of xt. As
shown in Fig. 3a–c, after median filtering, the impact of noise and outliers have been
reduced.
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(a) PM10 anti-interference test

(b) O3 anti-interference test

Fig. 2 Comparison of data stability

Wang et al. [9] used fitting model to evaluate the performance of the portable
equipment. They compared the correlationbetweendifferent devices bydata analysis.
In this paper, we used the linear fit model to analyze the correlation between the
experiment data and the standard values. After the data preprocessing, we compared
the experiment data with the standard value of the monitoring station. Since the
sampling interval of the measuring device is 5 s and the sampling interval of the
monitoring station is 1min, the length of the vectors is not same. So the data collected
by the device will be averaging every 12 data, in this way, we get the experimental
data as same as the amount of the monitoring station data in the same time period,
and then we performed linear fitting in software, we got the following results (Fig. 3).

We list the results of fitting in Table 1, where p1 is the coefficient of x in the linear
equation and p2 is the constant term in the linear equation. Correlation Coefficient
is proposed by the famous statistician Carl Pearson. reflects the correlation between
the fitted data (x, y). The x represents the standard value, and y here represents the
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(a) CO (left), NO2  (right) Filtering Results

(b) O3 (left), SO2 (right) Filtering Results

(c) PM2.5 (left), PM10 (right) Filtering Results

Fig. 3 Filtering results of the measurements
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Table 1 Fitting results and
correlation analysis

Measurements p1 p2 Correlation coefficient

CO 0.87916 425.1107 75.348%

NO2 0.79669 −11.5327 79.269%

O3 1.0113 35.0771 72.251%

SO2 1.3607 9.8371 56.418%

PM2.5 1.0343 32.0235 89.143%

PM10 0.86001 14.6656 86.298%

experiment value of the airborne equipment. As shown in Table 1, the correlation
between the measured values of particle concentration (PM10 and PM2.5) and the
standard values had reached more than 80%. In addition to SO-2, the consistency of
other measurement values (CO, NO2, O3) and standard values had reachedmore than
70%. Since the concentration of SO2 in the atmosphere of the normal environment is
very small, its relative error is larger than other gases, which results in the calculation
of the poor correlation coefficient, but we can see from Fig. 4e that the measurement
interval of SO2 is basically consistent with the standard value. Therefore, we believe
that data preprocessing can effectively remove the effects of noise and outliers, and
improve the practicality of the data.

4 Field Measurement

Due to the limitation of the endurance of the drone, it is difficult to measure all
places in a large area. It means that we need to take some sampling point in this
area. We set one point every 50 m in both length and width, so we can get 100
sampling point. In order to pass these 100 points, the drone needs to fly continuously
in space for about 6 km according to the Z-shaped route. It is still too long to work
on it. The uniform design method is a method to reduce the number of experiments.
Through this method, we can make the sampling points spread uniformly in the test
range (Fang et al. [10]. Song et al. [11] have studied on the applying of Uniform
Experiment Design Method in civil engineering. The results show that by using
this method can decrease the required number of experiments remarkably for both
physical experiment and numerical experiment and cut down expense, calculation
work and time. In this paper, we take the longitude and latitude of the area as 2
experimental factors, and we set the level to 10. Here we used this method to inves-
tigate the relations between pollution distribution and spatial position. By referring
to the method of uniform design, the 10 sampling points were arranged in 10*10
grids (Fig. 5). According to the sampling points set by us, the route (black broken
line) was planned at the ground station. Apparently, the Uniform Design decreased
required number of experiments remarkably and deal these problems efficiently.

Based on this measurement system, we took an experiment in Xi’an. We chose
a construction site that was located at the campus of Northwestern Polytechnical
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(a)CO (left), NO2 (right) Fitting Rsults

(b)O3 (left), SO2 (right) Fitting Result

(c)PM2.5 (left), PM10 (right) Fitting Results

Fig. 4 Fitting results of the measurements
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Fig. 5 Path planning of the
area

University (Fig. 6). Because of the earth cutting was taken at the construction site,
the concentration of the particulate matter should be higher than other area. After
the flight measurement, we used Kriging interpolation principles to plot the contour
that shows the distribution of PM10 in this field air. In this contour, the deeper of

Fig. 6 Experiment site
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Fig. 7 The distribution of PM10

red color represents the higher value of the PM10 concentration. Because there were
wind in the height that the system worked, the maximum of the concentration was
not located at the area right above the site. Apparently, the area near the construction
had higher PM10 concentration value (Fig. 7). This result confirmed the availability
of our working.

5 Conclusion

We studied the atmospheric measurement system on UAV, including anti-
electromagnetic interference measures, reducing the interference of the UAV flow
field, data pre-processing and fitting analysis, and path optimization of regional
measurement. Through the researches above, we have improved the availability
of airborne equipment data, reduced the impact of external disturbances on the
measurement equipment, and conducted on-site measurements. The measurement
results reflected the spatial distribution characteristics of pollutants. This has certain
reference value for the tracing of pollutants using drones.
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Effects of Transition on Aerodynamic
Characteristics of Laminar Airfoil Based
on CFD

Yanping Zhao , Lianghua Xiao, Yao Chen, and Rui Chen

Abstract Laminar airfoil has extensive application prospect in the civil aviation area
as its lowdrag characteristic.However, the laminarflow is too sensitive to bedisturbed
and then laminar-turbulent transition location will move forward, which results in a
significant increase in drag. Therefore, it is meaningful to obtain the aerodynamic
characteristics of laminar airfoil both under natural transition and disturbed transition
conditions. This paper focuses on the aerodynamic characteristics of a laminar airfoil
named NACA65(1)412. Firstly, numerical simulations of natural transition of the
airfoil flow at various angles of attack were carried out using γ-Reθ model. Secondly,
forced transition simulations were taken to imitate the disturbed airfoil flow using
k-ω SST model. Results show that, the transition location has a great influence on
the aerodynamic characteristics of laminar airfoil, especially on the drag. For the
natural transition, as the angle of attack increasing, the natural transition location
on the upper surface moves upstream while the one on the lower surface moves the
opposite. The upper-surface transition location moves upstream rapidly after the 4°
angle of attack. For the forced transition, the drag increases approximately linearly
with the transition location for both the upper and lower surface, but the upper-
surface behaves much more significant. The lift changes little with the movement of
transition locations.

Keywords Laminar airfoil · Aerodynamic characteristics · Laminar-turbulent
transition · Forced transition · Numerical simulation
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1 Introduction

Drag reduction is so important in the civil aviation as its influence on the economy and
environment pollution. Researches on modern airliners have shown that the friction
drag accounts for about 50%of the total drag. So extending the laminar flow region of
aircraft is one of the major measures to reduce the drag because the laminar friction
drag is much less than the turbulent one. For example, laminar skin friction can be
as much as 90% less than turbulent skin friction at the same Reynolds number [1, 2].
Studies have shown that, $150,000 fuel consumption will be saved if the drag reduce
by 3% for a long-haul airliner per year [3]. Hence, researches of laminar airfoil/wing
become the highlights in aviation field.

Laminar wing technology has been researched by not only Airbus and Boeing,
but also Honda [4, 5]. However, studies mainly focus on the design and laminar
flow control of laminar airfoil/wing, but rarely mention its practical application,
especially the manufacture and maintenance. Roughness, bulges and steps can be
found in the practical wing and can promote laminar-turbulent transition [6]. The
aerodynamic characteristics would deteriorate sharply. Therefore, it is significant to
obtain the aerodynamic characteristics of laminar airfoil both under natural transition
and disturbed transition conditions. The study of transition is carried out in this paper,
which can help to provide a guide for the design, manufacture, maintenance and flow
control of laminar airfoil.

2 Computation Scheme

2.1 Governing Equation and Calculation Method

Reynolds-averaged Navier–Stokes (RANS) equations were adopted in the simu-
lations by using Ansys Fluent (V19.2). The γ-Reθ transition model and k-ω SST
turbulence model were used in the natural transition and forced transition simu-
lations separately. The second order upwind scheme was chosen to discretize the
convection term. The diffusion term adopted the central difference scheme, and the
SIMPLEC algorithm was used for pressure–velocity coupling.

Theγ-Reθ model is suitable for simulating thenatural transitionflow,while the k-ω
SSTmodel is generally accepted as themost accurate model for turbulent simulation.
For detailed information about the calculation models, readers can refer to Fluent
(V19.2) user’s guides.
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2.2 Research Object and Grid Generation

NACA65(1)412 airfoil, with a small leading radius, flat roof, and maximum relative
thickness location near to the trailing edge, is one of the representative laminar
airfoils. Figure 1 shows the geometry of airfoil and the computational grid. The
X-axis points to the trailing edge along the chord of the airfoil, and the Y-axis is
perpendicular to the X-axis and points up. The airfoil’s maximum relative thickness
is 12%, and locates at 40% chord. The maximum relative camber is 2.2%, and
locates at 50% chord. The grid was generated by the ICEM software. The up and
down boundary is 15c away from the chord. The respective distance of the front and
back boundary away from the leading edge and the trailing edge is 15c and 20c. The
y+ was ensured to approximately one. The normal growth rate is 1.1 and the whole
mesh contains near one hundred thousand points.

3 Numerical Method Validation

A laminar-flow airfoil, the S809, for horizontal-axis wind-turbine applications, has
been designed and analyzed theoretically and verified experimentally in the low-
turbulencewind tunnel of theDelft University of Technology LowSpeed Laboratory,
by Somers [7]. Its results have been widely used for the validation of transition
prediction [8]. This paper takes advantage of part of its results to validate. The
calculation was simulated atMach number of 0.107, 0° angle of attack, and Reynolds
number based on airfoil chord of 2,500,000.

Figure 2 is the skin friction coefficient (Cf) of S809 airfoil. Taking the upper-
surface curve as an example, the Cf becomes negative at the chord location of 50%,
whichmeans flow separation. Then the Cf goes to positive again at 56%c, which indi-
cates the flow reattachment. And then the friction drag increases sharply. Combined
with the contour of turbulent kinetic energy of upper surface shown in Fig. 3, the
transition happens at the 55%c. The flow at the separation point is laminar, and the

Fig. 1 View of computational grid and geometry of NACA65(1)412 airfoil
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laminar separation bubble results in the instability of flow, and transition occurs.
The boundary layer flow alters from laminar flow to turbulence. The reattachment
happens quickly after the flow changing to turbulence. Since the turbulent friction
drag is much more than the laminar one, the Cf rises rapidly exceeding the value
before separation point. Similarly, the lower-surface transition location is at 50%c.

Figure 4 shows the comparison of the simulated natural transition locations with
the experimental data in different angles of attack. As the angle of attack increasing,
the natural transition location on the upper surface moves upstream, especially in the
vicinity of 6° angle of attack where moves rapidly to the leading edge. The natural
transition location on the lower surface moves downstream along with the increasing
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Fig. 4 Comparison of the
simulated natural transition
locations with the
experimental data

0

2

4

6

8

10

0 0.1 0.2 0.3 0.4 0.5 0.6
x/c

CFD,Upper surface
CFD,Lower surface
Wind tunnel test,Upper surface
Wind tunnel test,Lower surface

of angle of attack, and the total movement is smaller. The simulation results display
slightly ahead and are consistent with the experimental data.

Figures 5 and 6 illustrates the comparison of the calculated aerodynamic charac-
teristics including the lift and drag forces with the experimental data of the airfoil,
using γ-Reθ model and k-ω SST model respectively. The drag obtained by γ-Reθ

model is much more accurate than that by k-ω SST model, and the lift is closer with
the experimental data. Computation scheme and numerical method conducted by
this paper can capture the transition locations precisely, and are reasonable.

Fig. 5 Comparison of the
simulated lift with the
experimental data
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4 Results and Analysis

4.1 Effects of Natural Transition on Aerodynamic
Characteristics of NACA65(1)412 Airfoil

Numerical simulation of natural transition of the NACA65(1)412 airfoil at various
angles of attack was carried out, using γ-Reθ model. The calculation condition is the
same as the numerical method validation example.

Figure 7 exhibits the natural transition locations shifting along with the increasing
of angles of attack both in upper and lower surfaces of airfoil. At the 0° angle of
attack, both the locations are near the 70% chord. As the angle of attack increasing,
the upper-surface transition location moves upstream, and the movement speeds up
suddenly at 4° angle of attack. The transition location reaches rapidly to the leading
edge at the 6° angle of attack, which indicates the boundary layer flow is almost
all turbulent. The lower-surface transition location moves downstream slowly along
with the increasing of angles of attack, and gets to the trailing edge at the 8° angle
of attack, which means no transition occurring and the boundary layer flow is all
laminar.

Figure 8 and 9 shows the comparison of the lift and drag curves simulated by
γ-Reθ model and k-ω SST model. It can be seen that, for the k-ω SST model, which

Fig. 7 Natural transition
locations of NACA65(1)412
airfoil
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Fig. 9 Comparison of the
drag curves of the airfoil
simulated by two models
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simulates the turbulence, the lift changes linearly with the angle of attack, and the
drag varies with the angle of attack in a quadratic curve. For the natural transition
simulation, the lift curve is linear in the small angles of attack before 4°. After that the
increments of lift slow down and the curve becomes nonlinear, with the rapid rises
of drag after the 4° angle of attack. According to the transition locations, the changes
of the lift and drag characteristics is caused by the nonlinear forward movement of
the transition location on the upper surface after the 4° angle of attack. In fact, the
jump of upper-surface transition location will lead to the alteration of boundary layer
flow situation, so as to the nonlinear phenomenon of lift curve and a sharp increase
of drag.

4.2 Effects of Forced Transition on Aerodynamic
Characteristics of NACA65(1)412 Airfoil

Introduction. In engineering, the transition location of airfoil/wingmaymove ahead
by various disturbances. By means of forced transition, the aerodynamic characteris-
tics of disturbed airfoil flow were simulated. The calculation condition is the same as
the numerical method validation example, at 0° angle of attack. All simulated transi-
tion locations are before the 70%c, as the upper and lower surface natural transition
locations of NACA65(1)412 airfoil are both near the 70%c at 0° angle of attack.

Effects of the upper-surface transition. Effects of the upper-transition on aero-
dynamic characteristics were carried out, while the lower-surface boundary flow is
all turbulent. Figure 10 illustrates the lift and drag changing with upper-surface tran-
sition locations. As the transition locationmoves upstream, consequently, the laminar
flow region becomes smaller, and the lift decreases as well as the drag rises. In addi-
tion, there is a linear relationship between the lift or drag with transition location.
The 10% chord movement to the leading edge of upper-surface transition location
results in the 1.6% reduction of lift and 7% increase of drag, roughly.

Comparisons of the results of upper-surface transition location at 0% (case 1)
and 50% (case 2) chord are demonstrated. Figure 11 shows the comparisons of skin
friction coefficient of the two cases. Since the turbulent friction drag is much more
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Fig. 10 The lift and drag
changing with upper-surface
transition locations
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than the laminar one, it is obvious that the boundary layer is all turbulent in case 1 so
that its friction drag is higher than that of case 2, as well as the total drag. Figure 12 is
the comparisons of pressure coefficient. The pressure distribution in case 1 contains
slightly less area than that in case 2, so its lift is lower.

Effects of the lower-surface transition. Effects of the lower-transition on aero-
dynamic characteristics were carried out, while the upper-surface boundary flow is
all turbulent. Figure 13 illustrates the lift and drag changing with lower-surface tran-
sition locations. As the transition location moves upstream, the lift is almost constant

Fig. 12 Comparisons of
pressure coefficient of xt/c =
0% with xt/c = 50%
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Fig. 13 The lift and drag
changing with lower-surface
transition locations
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while the drag rises. Similarly, there is a linear relationship between the drag and
transition location. The 10% chord movement to the leading edge of lower-surface
transition location results in the 4% increase of drag, roughly.

In conclusion, it is apparently that the lift is greatly affected by the upper-surface
transition location not the lower-surface one. The drag is affected by both the upper
and lower surface transition locations in the similar way, and the influence of upper-
surface transition location is bigger. Therefore, in laminar airfoil manufacture and
maintenance, the surface quality should be guaranteed to avoid the transition occur-
ring ahead of schedule, and the quality of upper-surface should be paidmore attention
to, particularly.

5 Conclusion

This paper focuses on the aerodynamic characteristics of a laminar airfoil named
NACA65(1)412 both under natural transition and disturbed transition conditions.
Conclusions can be summarized as follows.

For the natural transition, as the angle of attack increasing, the natural transition
location of NACA65(1)412 airfoil on the upper surface moves upstream while the
one on the lower surface moving the opposite. The upper-surface transition location
will be suddenly move ahead at 4° angle of attack, which will cause the nonlinear
phenomenon of lift curve and a sharp increase of drag. The lower-surface transition
location moves to the trailing edge gradually and no mutation occurs within the
calculated angles of attack.

For the forced transition at 0° angle of attack, as the upper and lower surface
transition location moves upstream, the drag increases approximately linearly, and
the influence of upper-surface transition location is bigger. The 10% chordmovement
to the leading edge of upper or lower surface transition location results in the 7 or
4% increase of drag, roughly and respectively. The lift decreases slightly as the
upper-surface transition location moving upstream, and is almost unaffected by the
lower-surface one.
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In laminar airfoil manufacture and maintenance, the surface quality should be
guaranteed to avoid the transition occurring ahead of schedule, and the quality of
upper-surface should be paid more attention to, particularly. For NACA65(1)412
airfoil, the cruising angle of attack should not be exceed 4°.
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4D Trajectory and Controller Command
Generation Based on Schedule Time
of Arrival

Jie Liu , Shuoyan Zhang, and Jizhi Mao

Abstract In order to support the construction of ATC automation system, a four-
Dimensional Trajectory (4DT) and controller command generation method based on
Schedule Time of Arrival (STA) is proposed. Firstly, four main models of trajectory
generation are given: point-mass model, performance model, weather environment
and intention model, and the process of trajectory generation is described. Secondly,
two methods of generating 4DT according to STA are studied, which are adjusting
speed parameters and adjusting command timing. Finally, GuangzhouBaiyun airport
is simulated as an example. The result indicates that both optimization methods can
meet the requirement of STA, but the command-based method is more consistent
with the current control mode, which has a broad application prospect.

Keywords Air traffic management · 4D trajectory generation · Command
generation · STA

1 Introduction

The rapid growth of civil aviationflights has brought tremendous pressure to air traffic
control (ATC), which causes flight delay and heavyworkload to controllers, threatens
aviation safety to a certain extent. One of the effective ways to solve this problem is
to speed up the construction of ATC automation systems such as controller-assisted
decision-making (e.g. AMAN/DMAN), and gradually realize the operation based on
4DT. The implementation of the next-generation ATC automation system is insepa-
rable from the 4DTmanagement technology [1], and the development of 4DT-related
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technologies is of great significance for further release the potential of civil aviation
transportation.

Research on 4D trajectory prediction has been relatively mature. Wang [2]
proposed to use the basic flight model of the aircraft to construct the aircraft’s hori-
zontal trajectory, altitude profile, and velocity profile, and then fitted it to obtain a
4D trajectory to achieve aircraft trajectory prediction; Zhang [3] uses aircraft perfor-
mance model, Ma [4] uses data mining method, and Zhou [5] combines aircraft
kinematics model and grey theory, all of them achieve 4D trajectory prediction.
Based on 4D trajectory prediction technology, many scholars have carried out a
series of researches on improving prediction accuracy [6], minimizing flight costs
[7], conflict free [8, 9], energy saving and emission reduction [10], etc. They have
achieved remarkable results.

Among them, trajectory generation based on STA can be used for terminal
sequencing and conflict resolution, which has a significant effect on alleviating
terminal congestion and improving operating efficiency. Soler [11] uses the multi-
stage optimal control theory to adjust the speed of the aircraft passing the waypoint
so that it reaches the designated position according to the target time; Liu [12] uses a
variable flight route tomodify the flight distance,which could also change the landing
time of the aircraft. However, subject to the current software and hardware resources
of ground-to-air communication, the 4DT of ground planning in the above studies
could not be well transmitted to the pilot or Flight Management System (FMS), so
that makes the optimization result greatly reduced.

According to the current control means, this paper proposes a 4DT generation
method based on STA. The trajectory generated by this method considers the aircraft
performance and has a clear altitude/velocity change command, which is highly
applicable in the current voice control mode.

2 Trajectory Generator

According to the current state, weather environment, flight intention and performance
parameters of the aircraft, the trajectory generator uses the Point-MassModel (PMM)
to solve the 4DT of the aircraft in the future. The structure of trajectory generator is
shown in Fig. 1.

Fig. 1 Structure of 4DT generator of aircraft
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2.1 Point-Mass Model

The PMM ignores the complex air flow and rotation characteristics of aircraft in
flight, and considers it as a particle for force analysis, including kinematics equation,
dynamics equation, mass change equation and navigation equation, which has been
widely recognized in the field of civil four-dimensional track. The aircraft Point-Mass
Model is built as shown in formula (1):

ẋ = VTAS sinψ cos γ + W1

ẏ = VTAS cosψ cos γ + W2

ḣ = VTAS sin γ

V̇TAS = (T − D)
/
m − g sin γ

ψ̇ = g tan ϕ
/
VTAS

ṁ = − fFuel (1)

where x and y are the horizontal position of the aircraft, h is the vertical position
of the aircraft; VTAS represent the aircraft true airspeed; γ , Ψ , ϕ are flight path
angle, heading angle and bank angle respectively; T and D respectively represent
the thrust and drag force applied on an aircraft; W1 and W2 are the east-trending
and north-trending wind velocity components respectively, and f Fuel is fuel flow
parameter.

2.2 Performance Parameters

The performance model is used to judge the flight stage, external configuration and
other state variables of the aircraft, and also responsible for calculating the control
variables such as thrust, drag and fuel consumption. However, in order to improve the
accuracy of trajectory calculation, different types of aircraft need to be distinguished.
BADA [13] covers the models and parameters required for aircraft performance
calculation, which will be cited in this paper.

The aircraft available thrust in different flight stages is the modified value of the
maximum climbing thrust in current environment. For a jet aircraft, the maximum
climbing thrust in full engine condition is given by formula (2).

Tmax climb = CTc,1 · (1 − Hp

CTc,2
+ CTc,3 · H 2

p ) · (1 − CTc,5 · �Teff) (2)

where Tmax climb represents the maximum climbing thrust, CTc,i (i = 1, 3, 5) is the
thrust parameter in BADA, and Hp represents the air pressure altitude, �Teff is the
revision value of thrust calculation when the ambient temperature deviates from the
standard atmosphere.
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Drag is determined by drag coefficient, true airspeed, air density and wing area,
as shown in formula (3).

D = 1

2
CD · ρ · V 2

TAS · S (3)

where ρ is air density, S is wing area, and CD represents drag coefficient, which is a
function of the lift coefficient CL.

The nominal fuel flow f nom for a jet engine is given by thrust and fuel consumption
rate η.

D = 1

2
CD · ρ · V 2

TAS · S (4)

where Cf1 and Cf2 are fuel consumption parameter in BADA, and in actual flight the
fuel flow is corrected by the nominal fuel flow.

2.3 Weather Environment

Meteorological models aremainly used to estimate atmospheric performance param-
eters such as air pressure, temperature, air density and speed of sound, as well as to
calculatewind direction and speed at different heights in relevant areas. These param-
eters can be obtained by weather detectors or by numerical interpolation, here is a
method of obtaining aweather forecast from the EuropeanCentre forMedium-Range
Weather Forecasts (ECMWF) and then analyzing the wind field.

Thewindfield, provided byECMWF, is inGRIB-II format,which is a concise data
format commonly used in meteorology to store the historical and forecast weather
data. The data retrieving step includes the determination of region, pressure layers,
date, time (0 h 6 h 12 h 18 h UTC), meteorological parameters (u wind, v wind,
temperature), and grid resolution (0.75° × 0.75°).

Wind field interpolation is one of the most important links in the meteorological
model. The first step of interpolation is to select the twometeorological release times
closest to the current time and obtain two sets of wind field data. Then, in each set
of data, 8 vertices adjacent to the current point are selected for three-dimensional
linear interpolation, as shown in Fig. 2, to obtain the wind field information of the
current point. Finally, the wind vector of the current point can be obtained by time
linear interpolation of the meteorological wind data obtained at two different time
points in the same position.
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Fig. 2 Three-dimension
wind field interpolation
diagram

2.4 Flight Intention

Aircraft intent is defined as a set of instructions that are provided as inputs to a
computation model in order to specify how the aircraft is to be operated for the
4D trajectory generation. In general, these instructions capture the basic commands
and guidance modes at the disposal of the pilot/Flight Management System (FMS)
to direct the operation of the aircraft. Table 1 lists the different groups, detailed
instructions, constraint categories and affecting parameters of the flight intention
model.

Table 1 Flight intention
model

Group Instruction Category Parameters

Speed Hold CAS Kinematic
constraints

VCAS

Hold Mach Mach

Hold ROCD h′

Altitude Hold altitude Geometric
constraints

h

Hold flight path γ

Thrust Idle, climb, cruise Kinematic
constraints

T

Lateral Hold track Geometric
constraints

Ψ

Hold turn rate Kinematic
constraints

ϕ
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3 Trajectory Generation Simulation

A series of software has been developed to support the research of aircraft 4D trajec-
tory, such as the Initial Trajectory Generation Software and the Online Trajectory
Prediction Software. The screenshots of some software interfaces are shown in Fig. 3.

In order to verify the accuracy of trajectory generation, the simulated track is
compared with the real flight data. Quick Access Recorder (QAR) data of flight
CSN3306, B737, on January 20, 2017 is selected, flying from ATAGA to GG404
in Guangzhou Baiyun Airport (ICAO code: ZGGG). Compared with the real data,
the following results are obtained. In Fig. 4, the left figure represents the three-
dimensional trajectory comparison, while the right figure represents the Calibrated
Air Speed (CAS) comparison.

It is not difficult to find that the generated trajectory is basically consistent with
the real trajectory in horizontal position, height profile and speed profile, indicating
that the trajectory generator can accurately obtain the flight track, which can be used
for trajectory prediction, trajectory optimization and other aspects.

Fig. 3 Trajectory-related software interface

Fig. 4 Trajectory generation results comparison
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4 Trajectory Optimization

In fact, trajectory generation based on specific target is an optimization method for
aircraft flight path, including trajectory and controller command generation based on
STA. If the flight route is not changed, there are two ways to make the aircraft arrive
at the waypoint at STA time. One is to constantly adjust the height and speed of the
aircraft passing through waypoints, the other is to adjust the timing of the controller’s
instructions in routine control.

4.1 Adjusting Speed Parameter

The velocity of an aircraft passing the waypoint is between the maximum and
minimum range, so the relationship between the passing speed and the speed range
can be expressed as a parameter. Suppose SAP represents the speed adjustment
parameter, tETA represents the Expected Time of Arrival (ETA), and tSTA represents
the STA, then the following formula shall be met.

tETA(SAP + �SAP) ≈ tETA(SAP) + ∂tETA
∂SAP

�SAP

= tSTA (5)

where ΔSAP is the change of velocity adjustment parameter, and ∂tETA/∂SAP is the
influence of change of SAP on tETA. According to Way Points (WPs), the horizontal
route is divided into several sections, and the ETA is:

tETA =
∑

WPs

DLEG

VTAS
+ tCurrent (6)

where DLEG is WPs’ distance, tCurrent is current time. Take the derivative of Eq. (6)
and substitute it into Eq. (5):

�SAP = −(tETA − tSTA)

/
∑

WPs

−tLEG (7)

where tLEG is flight time of route leg.

4.2 Adjusting Command Timing

Assuming that the starting and ending states of the aircraft in a certain route remain
unchanged, according to the aircraft dynamics and performance, the flight time and
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Fig. 5 Adjust vertical
section based on timing
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flight distance of the aircraft in the process of completing deceleration and descent
are fixed, so the timing when the aircraft performs the descent/deceleration operation
determines the total flight time in the current segment. The specific implementation
steps are as follows.

STEP 1: As shown in Fig. 5, each segment is divided into two sub segments:
sub segment I is defined as the completion of deceleration and descent process, and
sub segment II is defined as the completion of constant speed-level flight to the next
point.

STEP 2: Sub segment II is divided into two sub segments of constant speed-level
flight: sub segment II-A before sub segment I, sub segment II-B after sub segment I.

STEP 3: If the time to be adjusted is Δt, the following relationship is satisfied:

t0 = t3
�t = t2 − t6

t1 − t0 = t5 − t4 (8)

the ti (i = 0, 1, 2, 3, 4, 5, 6) in the formula represents the time of the begin or end of
each segment, and the specific meaning refers to the mark in Fig. 5.

STEP 4: Whether before or after optimization, the horizontal distance of the
aircraft in each segment is equal, so
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t1∫

t0

f1(t)dt =
t5∫

t4

f2(t)dt

t2∫

t0

f1(t)dt =
t6∫

t3

f2(t)dt (9)

In the above formula, f 1 represents the speed-time function before optimization,
while f 2 represents the speed-time function after optimization.

5 Optimization Verification

This section verifies the difference between the two methods of adjusting speed and
adjusting command timing in the trajectory optimization results. When the AMAN
optimizes the terminal arrival sequence for Guangzhou Airport, an aircraft, A320,
from ATAGA to GG404 is designated for a duration of 1090 s. Different methods
are used to optimize the trajectory, and the results are shown in Fig. 6.

It can be seen from Fig. 6 that both methods can meet the STA-based trajec-
tory optimization, and have the same height and speed at the end point GG404.
However, in command-based trajectory optimization, the aircraft only has two
descent/deceleration processes, and the remaining altitude segments are at the flight
level specified by the Chinese RVSM; While speed-based optimization frequently
performs deceleration and descent operations, occupying a lot of time and space
resources.

6 Discussion

Compared with adjusting the speed parameter, the command-based optimization
method has the following advantages:

A. Less space–time resources occupied by aircraft

In this case, the aircraft uses the three flight levels specified in the RVSM, namely
4800, 3600 and 1200 m. When the aircraft is flying at these levels, the controller
can assign other levels in the nearby airspace to other aircraft. But the method of
adjusting the speed parameter cannot do this, which wastes time and space resources.

B. Controllable for controllers

Because the trajectory obtained by adjusting the speed parameters has many deceler-
ation/descent processes, it is impossible for the controller to convey this information
to the pilot accurately under the existing control conditions; while the optimized
trajectory based on the control instruction only needs to issue two commands:
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Fig. 6 Trajectory optimization results

Command 1: Descend and maintain 3600, speed 220.
Command 2: Descend and maintain 1200, speed 200.

C. Operable for pilots

Without the ability to enter the 4D trajectory into the FMS, it is very difficult for
the pilot to achieve the trajectory shown in red lines in Fig. 6. For command-based
trajectories, when the controller issues a control instruction, the pilot only needs
to select the corresponding altitude and speed targets on the Mode Control Panel
(MCP).

7 Prospect

The current air traffic management system requires higher levels of automation and
intelligence, and one of the foundations for its upgrade is the optimization of the
aircraft 4D trajectory. In an air traffic management decision support system such
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as AMAN, STA-based trajectory generation can provide a basis and an implemen-
tation approach for AMAN’s sequencing and conflict resolution. Future research
can consider the operating rules such as the control interval, with safety, environ-
mental protection and other indicators as the optimization goals, to achieve automatic
control in the terminal area (including automatic routing, interval maintenance, auto-
matic issuance of instructions), and change the role of the controller from decision
to monitor.
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The Mechanisms of Albatrosses’
Energy-Extraction During the Dynamic
Soaring

Wei Wang, Weigang An, and Bifeng Song

Abstract Albatrosses are the soaring champion among the birds, they can travel
1000 km per day without eating or rest, scientist summarizes this flying style as
dynamic soaring. This paper is focusing on the mechanisms of dynamic soaring, by
derivation energy harvesting equation, link the basic variables which could infect
gliding performance. Through analysis two different energy-extraction equation in
two different reference system, this paper finds the key to dynamic soaring and
provide a new concept of bionic unmanned aerial vehicle (UAV) design.

Keywords Bionic · Dynamic soaring · Energy-harvesting mechanisms

1 Introduction

Birds always inspired people to achieve flying, back to the Renaissance, Leonardo da
Vinci had observed albatrosses for a long time, and it was the first time people linked
albatrosses soaring with the wind [1]. Then in the nineteenth century, Lord Rayleigh
first used dynamics soaring to refer albatrosses’ soaring technique [2, 3], and divided
dynamic soaring cycle into four parts: Windward climb, High altitude turn, Leeward
descent, Low altitude turn, as shown in Fig. 1. Through experimental measurements,
scientists found albatrosses can fly over 13 days during the migration and the energy
cost equal to the consumption of 11L gasoline [4]. Sachs found albatrosses’ fly speed
can achieve 70 km/h, albatrosses need to generate 80 W energy for that [5]. Based
on these charming phenomenon, scientists are interested in the dynamic soaring and
studying albatrosses’ behavior.

Weimerskirch used GPS to measure four wandering albatrosses’ travel distance
while they were migrating [6]. The result shows that the albatrosses fly trajectory is
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Fig. 1 Typical trajectory of dynamic soaring

related to the wind. Sachs also used GPS and on-bird device to measure the energy
change during the dynamic soaring four parts [7, 8].

The scientists also interested in the energy-harvesting mechanisms. Early in 1925
Walkedn had tried using flight dynamics to solve dynamic soaring force problems in
3DOF [9]. Nowadays, researchers in the National University of Defense Technology
have done certain work including optimizing dynamic soaring trajectory, albatrosses
equations of motion and dynamic soaring force analysis [10, 11].

For the designing of new concept UAV (Unmanned aerial vehicle), the mecha-
nisms of that how albatrosses gain energy during the dynamic soaring is also nonneg-
ligible. The previous research was using Newton’s Second Law and energy equation
to build the energy change rate during the dynamic soaring. Some scientist focus
on the airspeed as a variable of kinetic energy [12–14], others focus on the ground
speed [15, 16].

This paper presents the detailed derivationof the 6DOFenergyharvesting equation
in two reference system: Inertial frame and non-inertial frame. Using known data to
draw an energy-time curve to verify the ability of energy harvesting.

2 Energy Harvesting Mechanisms

2.1 Point of View

In flight dynamics, normally there are 4 types of axes system: (1) Inertial Axes
System, (2) Earth-Fixed Axes System, (3) Navigational System, (4) Body Axes
System. For the dynamic soaring study, scientists always focus on the Earth-Fixed
Axes and Body axes system. This paper is using two types of reference frames
(Inertial and non-inertial) to deduce the energy harvesting equation, the definition
of forces and angles are shown in Fig. 2. In an inertial frame, the speed using in the
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Fig. 2 The axes of two reference frame

Table 1 Differences between two reference frames

Reference frame Speed of kinetic energy Newton’s second law Mechanical energy
equation

Inertial frame Ground speed F = ma E =
1/2m

(
ẋ2 + ẏ2 + ż2

) +
mgz

Non-inertial frame Airspeed F − ma0 = ma E = 1/2mV 2
a + mgz

equation is inertial speed and in the non-inertial frame, the speed is airspeed. More
differences between these two frames are shown in Table 1.

While deducing the energy harvesting equation under the inertial frame,
[
θ ψ �

]T
are the angle to describe the albatross’ posture. Meanwhile under the

non-inertial frame, not only
[
θ ψ �

]T
but also

[
γ β ψ

]T
are needed. All these

variables are shown in Fig. 1.
Considering build the dynamic soaring model, this paper is using the following

assumptions:

1. The AOA and the sideslip angle are zero in windless conditions, which means
the albatross’ head is pointing the direction of speed.

2. Neglect the side force, which means Y = 0.
3. Neglect the rotation, which means p = 0, q = 0, r = 0.

After these assumptions, the model can be simplified as follow (Fig. 3).
This paper considering only exist horizontal wind and wind gradient, meanwhile,

it parallel to xE as shown in Fig. 4. Hence, the complex dynamic soaring model can
be simplified for mechanisms study.
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Fig. 3 The simplified model
(windless condition)

Fig. 4 The simplified model
(wind added)

2.2 Energy Harvesting Equation in Inertial Frame

The force equation in the body axes system is

⎡

⎣
Fx

Fy

Fz

⎤

⎦ =
⎡

⎣
cosα cosβ cosα sin β − sin α

− sin β cosβ 0
sin α cosβ sin α sin β cosα

⎤

⎦

⎡

⎣
−D
0
−L

⎤

⎦ + mg

⎡

⎣
− sin θ

0
cos θ

⎤

⎦ (1)

Focus on the x-direction (head direction), the force equation is shown as (2), then
using Newton’s Second Law, derived following equation:

Fx = −D cosα cosβ + L sin α − mg sin θ (2)

m
dVi

dt
= −D cosα cosβ + L sin α − mg sin θ (3)

Now turn to the energy part, recall energy equation in the inertial frame. Let Em

represents energy per mass (E/m). Using the energy change rate to monitor energy
harvesting.
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Em = 1

2
V 2
i + gh (4)

dEm

dt
= Vi

dVi

dt
+ g

dh

dt
(5)

Using Eq. (3) to substituting the left side of Eq. (5), and the height-time change
rate can be replaced by vertical ground speed, then can be replaced by Vi sin θ . The
energy harvesting equation is as follows.

dEm

dt
= −D

m
Vi cosα cosβ + L

m
Vi sin α (6)

The first term is energy loss costing by drag, the second term is energy gaining by
lift. Once the second term greater than the first term, the energy harvesting soaring
will be realized.

2.3 Energy Harvesting Equation in Non-inertial Frame

The equation in the non-inertial frame is built on the airspeed as illustrated before.
The Newton Second Law in this system is

m
dVa

dt
= −D − mg sin γ + mV̇w cos γ cosϕ (7)

V̇w = dVw

dh

dh

dt
= V f × Va sin γ (8)

Recall energy equation and simultaneous with Eq. (7), deducing the energy
harvesting equation (V f is gradient wind):

Em = 1

2
V 2
a + gh (9)

dEm

dt
= −D

m
Va + V f V

2
a sin γ cos γ cosϕ (10)

The first term is as similar as the inertial frame, but the second term is different,
scientists named this term as dynamic soaring thrust [17].
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Fig. 5 The wind changes lift
direction

3 Result and Discussion

It is obviously the reasonwhy energy changed during the dynamic soaring is different
between two points of view. In the inertial frame, the energy harvesting is relied on
the lift acting, while in the non-inertial frame, the contribution is from the wind
gradient.

Scientists are arguing about rather the gradient wind is vital for dynamic soaring
or only wind is enough. This paper stands for the opinion which gradient wind is
needed, the detail will be discussed as follow.

It is easy to understand the energy harvesting mechanisms in the inertial frame,
the horizontal wind changes the direction of airspeed and makes lift generating force
component at the direction of inertial speed, details are seeing in Fig. 5, there has
a force (L sin(γ − γα)) work on the direction of inertial speed. Hence the kinetic
energy gained. While in the non-inertial frame, the energy comes from the work
dynamic soaring thrust has done.

The problem is what dynamic soaring defines needs continuous motion. The
derivation in the inertial frame only got wind as a variable, no matter it is a gust or a
continuously changing wind. In other words, a flying bird faces a gust that can gain
energy, but this definition cannot actually expose the concept of dynamic soaring.

The reason why this divergence arising is that dynamic soaring is actually a
continuous motion, however, nomatter in the inertial frame or the non-inertial frame,
the derivation only calculates certain moments, ignoring the continuity. Link the
derivation and above discussion can determine the wind gradient is vital for dynamic
soaring.

4 Verification

In order to simulate the energy change during the dynamic soaring, this paper is
using simple iteration to calculate the airspeed, energy change during the dynamic
soaring windward climb section. First, the mentioned equations need to transform in
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order to control the variable. Use CD to represent the drag in Eq. (10) and build the
energy changes-airspeed Eq. (11).

dEm

dt
= −1

2

ρV 2
a SCD

m
Va + V f V

2
a sin γ cos γ cosϕ (11)

There have many types of gradient wind that geographers have summarized. For
the dynamic soaring study, scientists using the exponential wind field as shown as
follow (Fig. 6).

VW = Vref

(
h

hre f

)p

(12)

Vref is normally related to hre f . The value of Vref is around 10–25 m/s, and the
value of hre f is around 20 m. p is land surface roughness, usually around 0.1–0.143
[18, 19]. Take the derivative of VW and h, the gradient wind (V f ) can be explained
as Eqs. (13, 14). Further, simultaneous Eqs. (11) and (14), shown below.

VW = 20

(
h

20

)0.12

(13)

dVW

dh
= 0.12

(
h

20

)−0.88

(14)

dEm

dtwind
= −1

2

ρV 2
a SCD

m
Va + 0.12

(
Va sin γ

20

)−0.88

V 2
a sin γ cos γ cosϕ (15)

Fig. 6 The wind profile of exponential wind field
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Table 2 The initial conditions

Air speed Wind speed Start altitude CL L/D

11 m/s 10.5 m/s 0.1 m 1.45 20

Load γ ϕ Wind aera Mass

2.8 5° 0° 0.65 m2 9 kg

Fig. 7 The energy changes in two conditions

dEm

dtwindless
= −1

2

ρV 2
a SCD

m
Va (16)

The initial conditions are referenced as scientists’ conclusions and summarized
in the Table 2, Fig. 7. Take 0.1 as the time step size.

After calculation, the result is shown in Table 3.
Summarize these data and draw the climb profile (Fig. 7) can clearly show that the

energy albatross reached in the wind condition is higher than windless conditions.
This result is also can be verified through Table 3, which can be noticed in the

end both airspeed and altitude in wind conditions are higher than another.

5 Conclusion

Dynamic soaring is a classic bionic case that scientists learned from albatrosses then
tried to implement in the engineering field. For UAV, dynamic soaring can extend
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Table 3 Simulation result

Wind Windless

t (
Em/kg) Air speed (m/s) Altitude (m) (
Em/kg) Air speed (m/s) Altitude (m)

0 – 11.00 0.10 – 11.00 0.10

1 16.04 11.58 1.06 −4.26 9.68 1.06

2 16.53 12.14 2.07 −2.90 8.44 1.90

3 16.95 12.67 3.13 −1.92 7.28 2.64

4 17.27 13.17 4.23 −1.23 6.17 3.27

5 17.53 13.64 5.38 −0.75 5.1 3.81

6 17.71 14.08 6.57 −0.42 4.06 4.25

their cruising time which accord with the environmental friendly design concept.
The energy harvesting mechanisms is a key point of dynamic soaring while scien-
tists are studying for a while. However, the previous result always focuses on one
point of view, ignoring the difference between inertial frame and non-inertial frame.
This paper simultaneous deduces the energy harvesting equation and points out the
difference.

The result shows clearly that in the inertial frame the lift will influence the energy
harvesting rate but in the non-inertial frame is not. Summarize the above discussion,
the energy harvesting equation deducing in the non-inertial frame can expound the
mechanisms of dynamic soaring. The source of energy is the gradient wind, which
can generate a dynamic soaring thrust to work on kinetic energy.

For dynamic soaring UAV design, the key to maintain efficient energy gaining is
reducing thedrag.Another considerable aspect is thewindfielddetecteddevice.Wind
direction is vital as dynamic soaring relied on the wind, so this is also a challenge
for dynamic soaring realization. In further study, not only the devices organization
but also trajectory optimizing, flight control needs to be done.
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Aerodynamic Design and Optimization
of Bionic Wing Based on Wandering
Albatross

Weigang An, Fuzhen Shi, Shibei He, Wei Wang, Hang Zhang, and Liu Liu

Abstract The aerodynamic characteristics of the wing largely determine the flight
performance of the aircraft. In studies of nature, it has been found that albatrosses
can travel thousands of miles over the sea, with little flapping of their wings, because
of their lift-and-drag properties. In order to further study the aerodynamic perfor-
mance of albatross wings, this paper extracts the mathematical model of bionic wing
according to the shape parameters of a wandering albatross, and selects GOE 174
airfoil as the airfoil of bionic wing by 2D aerodynamic analysis, and finally designs
and establishes the three-dimensional model of bionic wing. Considering the indi-
vidual size differences of wandering albatross and the wing deformation during
dynamic flying, the Genetic Algorithm(GA) and Vortex Lattice Method(VLM) were
used to optimize the size parameters of wing shape with the lift-drag ratio as the opti-
mization objective. The bionic wings with and without optimization were compared
with the flat wings with the same wingspan, wing area and wing type. Vortex Lattice
Method and 3D-Panel were used for aerodynamic calculation under the same flight
conditions to obtain the relationship between the lift coefficient, drag coefficient,
lift-drag ratio of the wings and the Angle of attack, as well as the wing pressure,
lift, viscosity and induced drag distribution, respectively. The results show that the
bionic wingwith optimization has excellent lift-drag characteristics.When theAngle
of attack is 7 degrees, the lift coefficient, drag coefficient and lift-drag ratio of the
bionic wing with optimization are 0.667, 0.025 and 26.768, respectively. Compared
with the bionic wing without optimization and the rectangular wing, the lift-drag
ratio increases by 5.71 and 7.87%, respectively.

Keywords Albatross wings · Bionic design · Aerodynamic optimization
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1 Introduction

There is growing demand for small, electric, fixed-wing uavs in both the military and
civilian sectors, andmuch attention is being paid to improving their performance. The
Unmanned Aircraft Systems RoadMap 2005–2030, released by the U.S. department
of defense in 2005, proposed that uav endurance is a key factor in uav performance
(US Department of Defense [1]. With the study of nature since 1990, it has been
discovered that the albatross (Fig. 1) has excellent gliding abilities and can fly thou-
sands of miles across the ocean with very little flapping of its wings [2]. As early
as in 1883, British scientists Lord Rayleigh have put forward the “dynamic soaring”
in the journal of NATRUE to explain the flying mode of the albatross [3], in recent
years, researchers have discovered that the albatross’s ability to stay aloft is not only
due to its ability to extract energy from sea breezes by dynamic soaring, but also
due to the aerodynamic properties of its wings, which are superior to conventional
wing and other bird wings [4]. Therefore, through the research and bionic analysis
of albatross wings, the aerodynamic characteristics of the wings can be improved,
which has great guiding significance for improving the endurance performance of
uav and even aircraft.

In 2014, professor Hou of the National University of Defense Technology set
up an albatross wings shape model to study the feasibility of highly maneuverable
aircraft and their control strategies [5]. In 2018, Gerardo Sanchez and Ryan Salazar
et al. studied the lift coefficient, drag coefficient and lift-drag ratio of an albatross
wings under different wingspans and aspect ratios. At the same time, different airfoils
were selected for comparative analysis of lift coefficient, drag coefficient and lift-
drag ratio. Based on the comparison results, Gerardo et al. proposed an inclined wing
uav with a aspect ratio of 6.8, a wingspan of 2.2 m and an airfoil of AG26 [6]. In
the same year, Adam Stempeck and Mostafa Hassanalian et al. modeled albatross
wings, and used 3D-Panel andHorseshoeVortex Lattice to calculate the aerodynamic
performance of other standard geometric wings (rectangular, oval and triangular) and
other migrating birds’ model wings (tern, golden eagle, pelican, swan, etc.) under

Fig. 1 A wandering
albatross in flight
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the same aerodynamic environment. The results show that the lift-to-drag ratio of
the albatross wings is the largest when the Angle of attack is 5 degrees, and the
lift-to-drag ratio in the range of −2 to 3 degrees is better than other conventional
geometric wings and migrating birds’ wings [4].

The above research shows that albatross wings have excellent aerodynamic char-
acteristics, but the current research has the following deficiencies: First, according
to an analysis of albatross flying videos, albatrosses do not have perfectly horizontal
wings when they soar, but most of the current research is based on bionic modeling
of the two-dimensional shape of albatross wings when they are horizontal, there has
been no further study of the three-dimensional shape of albatross wings in flight.
Second, most of the current studies directly take the statistical average of albatross
wings for modeling analysis, although this shows that albatross wings have a high
lift-to-drag ratio, without taking into account changes in aerodynamic performance
caused by individual differences in albatross wing size and the influence of wing size
parameters on the aerodynamic performance of albatross wings.

In this paper, the flying video of albatross is decomposed and analyzed frame by
frame to establish the parameter model of bionic wing and extract the soaring state
of albatross wing. Then compare and analyze the bionic airfoil and the low-speed
airfoil to select the airfoil of the bionic wing and get the preliminary model of the
bionic wing. Then, using the Genetic Algorithm (GA) as the optimization algorithm,
and using the Vortex Lattice Method (VLM) for aerodynamic calculation, and the
length size of albatross wings and the dihedral and sweep angles of albatross wings
in flight were used as the optimization variables, and the maximum lift-to-drag ratio
was used as the optimization objective to optimize the bionic wings. Finally, to verify
the aerodynamic performance of the bionic wing, in this paper, a rectangular wing
model with the same wingspan, wing area and wing type is established. The 3D-
panel and Vortex Lattice Method (VLM) were used for aerodynamic calculation and
analysis of the bionic wings with and without optimization.

In this paper, there are five chapters. The second chapter introduces the extraction
process of albatross wing size parameters and the modeling process of bionic wing.
In the third chapter, according to the existing albatross wing size parameter range
and the change range of the wing dihedral angle and the sweep angle during flying,
the optimized parameter setting and results are introduced. The fourth chapter is the
aerodynamic calculation and comparative analysis of the bionic wing. Finally, the
last chapter will summarize the work of this paper.
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2 Modeling of Albatross Wing Parameters and Bionic
Wings

2.1 Extraction of Size Parameters of Albatross Wings

About 20 species of albatross are known, and their wingspan and other parameters
vary with the species [7]. For example, the common black-backed albatross has a
wingspan of between 1.95 and 2.15 m, while the largest wandering albatross has an
average wingspan of 3.1 meters. Gerardo Sanchez and Ryan Salazar et al. studied the
lift coefficient, drag coefficient and lift-drag ratio of the wing of the albatross under
different wingspan and aspect ratio, and found that with the increase of the aspect
ratio, the lift coefficient of the bionic wing increases, the drag coefficient decreases,
and the lift-drag ratio increases accordingly [6]. Therefore, taking thewandering alba-
tross as the bionic prototype and considering the actual uav’s wingspan parameters,
the bionic wing model with wingspan of 3 meters was established and optimized.

The wandering albatross, known to have the largest wingspan of any bird, has a
wingspan of up to 3.7 m and an average wingspan of 3.1 m. Its huge wingspan gives
the wandering albatross a good gliding ability, and researchers using GPS tracking
found that it can use oceanwinds to sail 8,000 km in 24 days [8]. In order to intuitively
describe the size parameters and shape characteristics of albatross wings, as shown
in Fig. 2, the significant changes of albatross wings according to the sweep angle of

(a) (a) 

(b) 

Fig. 2 Wandering albatross wing bone a and segments b
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Fig. 3 The front view of the
abdomen of the wandering
albatross

their bones are simplified into 3 segments, from the fuselage outward are No. 1, No.
2 and No. 3 segment.

The wing is usually described by such parameters as the span length, the chord
length, the sweep Angle and the dihedral Angle. Therefore, the length of the span
and chord is defined and extracted according to the segment of the wing firstly. As
shown in the figure, according to the simplified wing segment, the span length of
wing segments 1, 2 and 3 are defined as No. 1 span, No. 2 span and No. 3 span in
turn, and the chord of wing segments 1, 2 and 3 near the fuselage are defined as no.1
chord, no. 2 chord and no. 3 chord in turn. The average wingspan of the wandering
albatross is about 3.1 m [9], therefore, the wandering albatross with a wingspan of
3.11 m was selected as the research object in this paper. For lack of specimens of the
wandering albatross’s wings, in order to extract the parameters of albatross wings,
the front view of the abdomen of the wandering albatross when the wings were
horizontally spread was selected for measurement. As shown in Fig. 3, the measured
wingspan in the figure is 208.5 mm, the distance between the right wing tip and the
longitudinal axis of the fuselage is 95 mm, and the distance between the left wing
tip and the longitudinal axis of the fuselage is 94 mm, that is, the absolute error of
the measurement of the left and right wings is 1.06%, which is within the acceptable
range. Table 1 shows the measured values of No. 1, No. 2, No. 3 span length and
chord length. Due to errors in the picture, the measured parameters of the left and
right wings are not exactly the same. Therefore, the average value of the measured
values of the left and right wings is taken as the reference measurement value of the
dimension parameters.

After obtaining the measured values of albatross wing parameters, it is considered
to convert them into the actual parameters of the albatross wing. Wingspan is one of
themost important overall parameters of the wing, and because of the large wingspan
value, using wingspan as a molecule for transformation can reduce the error caused
by transformation, and when the wingspan changes, the parameters of each wing
segment can change according to the proportion. Therefore, wingspan was selected
as the scaling factor, and the measured value was converted by the ratio of wingspan
to the length parameters of each wing section. Meanwhile, the ratio of the length
parameters of each wing segment to the wingspan is taken as the parameter model
to describe the bionic wing, as shown in Table 1.
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Table 1 Measurement and actual size of wandering albatross wings

The length of the
parameter

The measured
value

Actual wing size
after
conversion/mm

Conversion
factor

The proportion of
the sections

The wing
span of
segment

No.1
span

28 417.65 7.44643 13.43%

No.2
span

22 328.15 9.47727 10.55%

No.3
span

44.5 663.76 4.6854 21.34%

The wing
chord of
segment

No.1
chord

21 313.24 9.92857 10.07%

No.2
chord

16.75 249.84 12.44776 8.03%

No.3
chord

16.25 242.4 12.83 7.80%

Next, the Angle parameters of albatross wings were analyzed. Because the angle
of albatross wings will change in the process of flying, to extract the angle parameters
of albatross wings, we need to start from the flying process of albatross. Considering
that most of the current uav’s cruise is dominated by flat hovering, the wandering
albatross in the flat flying attitude shown in Fig. 4 is selected as the research object
of angle parameters. The measured values of the sweep angle and the dihedral angle
of each wing segment are shown in Table 2. Due to the error in the Angle of the left
and right wings, the measurement angle of the left and right wings is not exactly the
same. Therefore, the average of the measured values of both wings is used as the
reference measurement value of the wing parameters.

Therefore, according to the above span length and chord length conversion data
as well as the measurement data of dihedral angle and sweep angle, and considering
the actual aircraft wing, the initial design of the wingtip chord length is 50 mm. The
2D parametric model of the bionic wing with 3-meter wingspan was established, as
shown in Table 2.

Fig. 4 The wandering albatross in the flat flying attitude
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Table 2 The 2D parametric
model of the bionic wing with
3 m wingspan

Parameter No.1 segment No.2 segment No.3 segment

The span
length/mm

403 317 640

The chord
length/mm

302 241 234

The sweep
angle/degree

15 −3.5 23.5

The dihedral
angle/degree

9.5 −3.5 −20

2.2 Extraction of Size Parameters of Albatross Wings

Due to errors in the picture itself, the process of the measurement and the extrac-
tion, in this paper, the extracted two-dimensional parameter model of wing was
tested. Shaffer [9] investigated and counted the tarsal bone, beak peak, weight,
shoulder width, maximum circumference, maximum forehead area, body size index,
wingspan, wing area, average aerodynamic chord length, wing load, aspect ratio and
other data of 24 males (16 adults, 8 chicks) and 32 females (20 adults, 12 chicks)
wandering albatross.

Due to the large individual differences between chicks and females, the statistical
data of adult male albatross were selected as the reference size for the geometric
parameters of wandering albatross. According to the literature, the statistical sizes
of the overall parameters such as wingspan, aspect ratio, average aerodynamic chord
length and wing area of albatross wings could be obtained, as shown in Table 3.

The wing span of the albatross used in this paper is 3110 mm. The ratio of
parameters previously obtained is used to calculate the span length and chord length
of each wing segment according to the wingspan, so as to calculate the wing area,
average aerodynamic chord length and aspect ratio of the albatross wing. As shown
in Table 4, the calculated data were compared with the statistical mean value of the
wandering albatross wing given in the literature. It can be seen that the relative errors
of the converted values of albatross wing parameters, such as wing area, average
aerodynamic chord length and aspect ratio, and the statistical values in literature are
0.60%, 0.21% and 0.38%, respectively, within the acceptable range. That is to say,
the method has a certain feasibility, and the parameters of albatross wings are quite
accurate by measuring them with pictures.

Table 3 The wing parameters of wandering albatross given in the literature

The important
parameters

Wingspan Mean aerodynamic
chord

Aspect ratio Wing area

Parameter values of
albatross wings

3110 ± 40 mm 201 ± 8 mm 15.5 ± 0.6 6226 ± 270 cm2



524 W. An et al.

Table 4 Error comparison of albatross wing parameters

The important
parameters

Conversion data of
albatross wings

The statistical average of
albatross wings

The relative error

Wingspan 3110 mm 3110 mm 0.00%

Wing area 6263.4 cm2 6226 cm2 0.60%

Mean
aerodynamic
chord

201.42 mm 201 mm 0.21%

Aspect ratio 15.44 15.5 0.38%

2.3 Airfoil Selection and Establishment of Bionic Wing
Model

After extracting the shape parameters of albatross wings, the appropriate airfoil was
selected to build the three-dimensional model of the bionic wing. GOE 174 is an
airfoil derived from albatross wings [10, 11, 12]. In addition, GOE 173 and GOE
176 are bionic airfoils based on albatross wings. In order to make the comparative
analysis more comprehensive, some low-speed airfoils commonly used in uav design
are considered to be added, and the airfoil with better aerodynamic performance
is selected for the bionic wing through 2D analysis of the bionic airfoil and the
conventional low-speed airfoil.

First, the Reynolds number is determined according to the actual flying environ-
ment of the albatross. Because researchers have observed that wandering albatrosses
often fly at altitudes of 15–20 m over the ocean, they have never been seen flying
above 30m [13, 14, 15, 16]. Therefore, taking the sea surface temperature as the stan-
dard, the aerodynamic viscosity at 15 degree centigrade is 1.78*10−5Pa·s, and the air
density is 1.225 kg/m3. For airspeed, although the airspeed of albatross is constantly
changing in the dynamic soaring, with the analysis and calculation of the albatross
flying process, the researchers found that the average airspeed of albatross in the
whole flying process is about 20 m/s [17, 18, 19]. The average aerodynamic chord
length of the wandering albatross of Shaffer statistics is taken as the characteristic
length L. From the formula of Reynolds number calculation:

Re = ρ vL/μ ≈ 2.8 ∗ 105 (1)

According to theReynolds number calculated from (1), firstly, 2D aircraft analysis
is used to calculate the aerodynamic parameters of the bionic airfoil, as shown in
Fig. 5. The lift-drag ratio and Cm of each airfoil under Re = 250,000 and Re =
300,000 are calculated respectively. It can be seen that compared with the other two
airfoils, GOE 174 has a stable and high lift-to-drag ratio in a larger scale of attack
range. In addition, the Cm of GOE 174 is also relatively small. Therefore, among the
albatross airfoils, GOE 174 has the best performance.
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(a)

(b) 

Fig. 5 2D aerodynamic analysis of bionic airfoil under Re = 250,000 a and Re = 300,000 b
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Next, the aerodynamic performance of GOE 174 was compared with that of
conventional low-speed airfoil. In this paper, SD7084, S4083, CLARK YM-15 and
NACA 6409 were selected as the possible low-speed airfoil for bionic wing, and
2D aerodynamic analysis was conducted for the above five airfoil. The lift-drag
ratio and Cm of each airfoil under Re = 250,000 and Re = 300,000 were calculated
respectively. As shown in Fig. 6, it can be seen from the calculation results that
NACA 6409 is the optimal lift-to-drag ratio, followed by GOE 174, and SD7084
is the worst. Correspondingly, the Cm is opposite. According to the comprehensive
results, the absolute value of Cm of GOE 174 is relatively large, about 0.1, within the
acceptable range, and it has excellent lift-drag ratio characteristics. Therefore, this
paper selects GOE 174 as the airfoil of bionic wing.

In summary, this paper chooses GOE 174 as the airfoil of the bionic wing. With
the parameters given in Table 2 as the design size of the bionic wing, the bionic wing
model was finally established. In this paper, XFLR 5 is used to achieve parametric
modeling, as shown in the Fig. 7, the middle fuselage of the wing is replaced by a
flat wing section.

3 Optimization of Bionic Wing Parameters Based
on Maximum Lift-Drag Ratio

3.1 Definition and Description of Optimization Problem

The bionic wing has previously been designed and modeled based on the albatross’s
flat wing shape. However, on the one hand, the individual difference of wandering
albatrossmakes thewing sizes of different individuals different, and the aerodynamic
performance of the wings will vary with the length parameters. On the other hand,
since the fixed-wing aircraft cannot achieve the complex angle parameter changes
like albatross wings, and the current wing deformation technology is not mature.
Therefore, it is necessary to further study the parameters of the bionic wing with the
best aerodynamic performance in the flat flight attitude.

The lift-drag ratio is an important parameter to reflect the aerodynamic perfor-
mance of a wing. Therefore, in this paper, the maximum lift-drag ratio is considered
as the optimization objective, and the optimization algorithm is adopted to optimize
the size parameters of each bionic wing segment. The design variables are the span
length (x), chord length (y), upper inverse Angle (α) and sweep Angle (β) of each
wing segment, as shown in Eq. (2), and the footnote is the wing segment number.

As for the constraints of the optimization variables, the constraints of length
parameters according to the wingspan and chord interval of albatross by Shaffer
statistics, and according to the previous proportional model of wing segment length
parameters based on wingspan, the corresponding optimization interval is obtained.
Among them, for the span length, since the bionicwingwith 3mwingspan needs to be
designed, the span length of the wing segment needs to be restrained. After removing
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(a)

(b) 

Fig. 6 2D aerodynamic analysis of GOE 174 and other conventional low speed airfoil under Re =
250,000 a and Re = 300,000 b
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Fig. 7 Elevation and top
view of 3D model of the
original bionic wing

(a)(a)

(b)

the fuselage width of the albatross, the total span length of the three wing segments
is 1360 mm. For the chord length, a reasonable optimization interval is defined for
the chord length at the wing tip considering the conventional wing design.

In terms of angle parameters, this paper extracted the angle changes of albatross
wing during dynamic soaring through the decomposition and frame-by-frame anal-
ysis of several albatross flying videos, and thus determined the optimization interval
of angle parameters. Finally, on the basis of the literature statistics and video analysis
of albatross, the optimization interval was expanded appropriately. On the one hand,
the interval boundary is taken as an integer, which is easy to express. On the other
hand, by taking a certain amount of redundancy, the influence of size parameters on
lift-drag ratio of the bionic wing can be analyzed more intuitively according to the
optimization results. The optimization mathematical equation is shown in (2). In the
optimization equation, lower and upper represent the lower limit and upper limit of
the optimization interval of corresponding optimization variables, and the specific
values are given in Table 5:

Maximize u = fCL/CD (x, y, α, β)

Subject to
xlower
i ≤ xi ≤ xupperi , 1 ≤ i ≤ 3

ylower
j ≤ yi ≤ yupperi , 1 ≤ j ≤ 4

αlower
m ≤ αm ≤ α

upper
m , 1 ≤ m ≤ 3

βlower
n ≤ βn ≤ β

upper
n , 1 ≤ n ≤ 3

3∑

i=1
xi = 136 cm

(2)

In order to perform aerodynamic calculations, in addition to the wing parameters
as optimization variables, the flight environment needs to be set. According to the
research, the average airspeed of albatross is about 20 m/s during the whole flying
process, and the air density calculated above is1.225 kg/m3, and theReynolds number
is 2.8*105. In addition, to calculate the lift-drag ratio of the wing, it is necessary to
determine the angle of attack of the bionic wing. According to the change trend of
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Table 5 The specific
optimization interval of the
optimization variable

Optimization variables The lower limit The upper limit

x1 (cm) 35 50

x2 (cm) 30 40

x3 (cm) 60 80

y1 (cm) 25 40

y2 (cm) 20 30

y3 (cm) 20 30

y4 (cm) 1 10

α1 (degree) −10 10

α2 (degree) −10 10

α3 (degree) −60 60

β1 (degree) −15 10

β2 (degree) −15 10

β3 (degree) −60 60

Airspeed
(m/s)

20

AOA (degree) 5

lift-drag ratio of GOE 174 airfoil with the Angle of attack, it can be seen that when
the Angle of attack is 5 degrees, the lift-drag ratio of GOE 174 tends to be stable and
reaches the peak, so the bionic wing with the angle of attack at 5 degrees is selected
for aerodynamic calculation.

3.2 The Settings of Optimization and the Analysis
of the Optimization Results

According to the optimizationmathematicalmodel, the parameter optimization of the
wing has high complexity and strong nonlinearity, and it is difficult for the traditional
optimization algorithm to converge from the local optimal to the global optimal.
Therefore, intelligent optimization algorithm is considered to solve the problem.
According to the principle of optimization, intelligent optimization algorithms
include Simulated Annealing algorithm, Genetic Algorithm, Tabu Search algorithm,
Particle Swarm Optimization algorithm and Ant Colony algorithm. Among them,
the Simulated Annealing algorithm has poor parallelism, the Tabu Search algorithm
relies on the setting of initial parameters, and the Ant Colony algorithm itself is
complex, which is prone to stagnation in the calculation process. PSO is easy to fall
into the local optimal solution when the objective function is multi-peak curve, and
will not improve with the increase of population size. Compared with other optimiza-
tion algorithms, although GA has a large amount of computation, for the complex



530 W. An et al.

optimization problem of wing parameters, GA computes the stability and uniformity,
and can ensure the global optimal solution when the population size increases to a
certain value. Therefore, GA was selected to optimize the parameters of the bionic
wing.

To optimize wing parameters with GA, the function of lift-drag ratio should be
determined at first. During aerodynamic calculation of the wings, due to the large
amount of CFD calculation, the convergence speed was slow. Vortex Lattice Method
was used to estimate the lift-to-drag ratio of the bionic wings in the optimization
process. Tomas18 verified the considerable accuracy and feasibility of Vortex Lattice
Method by comparing various aerodynamic calculation methods. For this optimiza-
tion problem, the computational efficiency and convergence speed can be improved
without affecting the optimal solution.

GA starts the search process from a group of randomly generated initial solutions.
Therefore, in addition to the objective function, only the range of design variables
needs to be set before optimization. In the previous section, the interval of the opti-
mization variable has been given. Since the angle parameter is a two-digit number,
in order to make the optimization result more intuitive, the length parameter takes
the centimeter as the unit, that is, as a two-digit number. According to the variable
interval given by the optimization mathematical model, the optimization Settings are
shown in Table 5.

Table 6 shows the results of the optimization. The optimization results show that
the bionic wing has better aerodynamic performance when it has a certain lower
dihedral angle and sweep angle. In addition, it can be seen from the optimal solution
that the No. 1, No. 2 span and No. 1, No. 2 and No. 3 chord tend to be lower bound of
the optimization interval, which may mean that the further reduction of these length
size parameters can lead to higher lift-drag ratio.

Table 6 The results of
optimization

Parameter Result

x1 (cm) 35.8

x2 (cm) 30.8

x3 (cm) 69.4

y1 (cm) 28

y2 (cm) 20.7

y3 (cm) 21.2

y4 (cm) 4.6

α1 (degree) -3.7

α2 (degree) 0.1

α3 (degree) −13.9

β1 (degree) −11.4

β2 (degree) −10.5

β3 (degree) −21.4
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4 Analysis and Comparison of Aerodynamic
Characteristics of Bionic Wing

By rounding the optimization results, newbionicwing parameters can be determined,
as shown in Table 7. Figure 8 is a new 3D bionic wing model established by XFLR
5 according to the optimized bionic wing parameters.

In order to study the aerodynamic performance and optimization effect of the
bionicwing, the aerodynamicmodel of the rectangularwingwith the samewingspan,
wingspan andwing area as that of the bionicwingwas established in this paper.XFLR
5 and MATLAB program were used to calculate the lift coefficient, drag coefficient
and lift-drag ratio of the bionic wing and the rectangular wing under the same flight
conditions. The relationship between aerodynamic parameters and angle of attack
of each wing is calculated and analyzed by Vortex Lattice Method, and they are
compared. The lift coefficient, drag coefficient and lift-drag ratio are shown in the
Fig. 9. It can be seen from the Fig. 9c that the lift-drag ratio of the bionic wing
with optimization is always the highest. When the angle of attack is 7 degrees, the
lift-drag ratio of the three wings reaches the maximum. Among them, the maximum

Table 7 Parameters of the
bionic wing with optimization

Parameter No. 1
Segment

No. 2
Segment

No. 3
Segment

The span
length/mm

358 308 694

The chord
length/mm

280 207 212(46)

The sweep
angle/degree

11.5 10.5 21

The dihedral
angle/degree

-4 0 -14

Fig. 8 Elevation and top
view of 3D model of the
bionic wing with
optimization

(a)(a)

(b)
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Fig. 9 The relationship
between the lift coefficient a,
drag coefficient b, lift-drag
ratio c of three wings and
angle of attack

(a)

(b)

(c)
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lift-to-drag ratio of the bionic wing with optimization is 26.768, and the maximum
lift-to-drag ratio of the bionic wing without optimization and rectangular wing is
25.322 and 24.816, respectively. Therefore, compared with the rectangular wing,
the maximum lift-to-drag ratio of the bionic wing with optimization increased by
7.87%. The maximum lift-drag ratio of the bionic wing was increased by 5.71%
through optimization.

In addition, it can be seen that the lift-to-drag ratio of the rectangularwing is higher
than that of the bionic wing without optimization in the range of 0 to 4 degrees of
attack. In the range of 4 to 10 degrees, the result is the opposite. Figure 9a shows
that the lift coefficient of the rectangular wing is higher than that of the bionic wing
without optimization, and the optimization improves the lift coefficient of the bionic
wing, making it exceed that of the rectangular wing. The Fig. 9b shows that the
drag coefficient of the bionic wing is always lower than that of the rectangular wing
except in the range of 1 to 2 degrees angle of attack, and the drag coefficient of the
bionic wing is effectively reduced in the range of 7–10 degrees angle of attack though
optimization.

In summary, the bionic wing has a low drag coefficient and a high lift-drag
ratio. Optimization can effectively improve the lift coefficient and reduce the drag
coefficient, so as to improve the lift-drag ratio of the bionic wing.

According to the aerodynamic parameters calculated above, 3D surface element
method is adopted to calculate the pressure, lift, viscosity and induced drag distri-
bution of the bionic wing and the rectangular wing when the angle of attack is 7
degrees, as shown in the Fig. 10. It can be seen that compared with the rectangular
wing, the bionic wing has a higher area of low pressure, and when extending to both
sides of the wing tip along the wingspan, the drag decreases significantly compared
with the rectangular wing.

5 Conclusion

In this paper, the bionic wing with wingspan of 3 m was designed by parameterizing
the wings of wandering albatross, and the optimization variables and intervals were
determined based on the statistical data ofwandering albatross and the flying process,
and the bionic wingwas optimized byGenetic Algorithm andVortex LatticeMethod.
The excellent aerodynamic performance and optimization effectiveness of the bionic
wing are verified by the Vortex Lattice Method. Calculation results show that the
preliminary design of the bionic wing lift coefficient is lower than the rectangular
wing, and after over 4 degrees angle of attack, the drag coefficient and lift-to-drag
ratio of bionic wings is better than rectangular wings. The optimization improves
the lift coefficient and lift-drag ratio of the bionic wing, reduces the drag coefficient
of the bionic wing, and makes the aerodynamic performance of the bionic wing
better than that of the rectangular wing. Among them, when the angle of attack
is 7 degrees, the lift coefficient and the drag coefficient and the lift-to-drag ratio
of the bionic wing with optimization is 0.667, 0.025, and 26.768. Compared with
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(a)

(b)

(a)

(b)

(c)

Fig. 10 The pressure, lift, viscosity and induced drag distribution of the bionic wing without
optimization a, the bionic wing with optimization b and the rectangular wing c
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the bionic wing without optimization and rectangular wing, the lift-to-drag ratio
increases by 5.71% and 7.87%, respectively. Therefore, the albatross wing shape
contains excellent aerodynamic performance, and the aerodynamic optimization can
further improve the lift and drag characteristics of the bionic wing, which provides
an important reference for the improvement of aircraft endurance performance.
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Effect of Aspect Ratio on Wake Patterns
and Thrust Characteristics of Pitching
Wings

Dechuan Ma, Zhan Qiu, Gaohua Li, and Fuxin Wang

Abstract Recently, flapping wing has attracted much attention due to its potential
application prospect in the design of bionicMicro Aerial Vehicles(MAVs). As one of
simplified propulsors developed to understand the thrust generation mechanisms of
flapping wing, the pitching wing did not raised enough concern in previous studies
because of its relatively poor propulsion performance. In particular, the aspect ratio
effect and its physical mechanism in thrust generation need to be further clarified. In
this paper, three-dimensional numerical simulations on a rectangular wing operating
in a pure pitching motion are carried out to investigate the effect of aspect ratio on the
vortex structures and thrust performance. For the governing parameters considered,
the results indicate that both thrust and the critical Strouhal number(St) of drag-to-
thrust transition are not significantly affected by the aspect ratio until St is beyond
about 0.5, after which a greater thrust can be acquired for a higher aspect ratio. It’s
believed that there exists a critical aspect ratio corresponding to the transition from
the bifurcation wake to the deflection wake, above which the effect of aspect ratio
on vortex structures can be neglected. To reveal the underlying mechanism of aspect
ratio effect, a force estimation method based on finite control volume is used to
establish a relationship between flow field and thrust. Three flow mechanisms are
found that are responsible for the aspect ratio effect on thrust generation: for a higher
aspect ratio, a more intense momentum surplus field and a more intense vorticity
field are the mechanisms that generate greater thrust while a more pressure reduction
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field is the mechanism that generates greater drag. The aspect ratio effect on thrust
generation actually results from the competition of these flow mechanisms. This
work is expected to improve awareness for principles of flapping-wing propulsion.

Keywords Pitching wings · Aspect ratio · Thrust characteristics · Vortex
structures · Flow mechanisms

1 Introduction

Military and civilian demand for the Micro Aerial Vehicles(MAVs) has prompted
researchers to pay more attention to flapping wing flight in nature [1]. Several sim-
plified models such as pure pitching, pure plunging as well as combined pitching and
plunging wings were developed in previous studies to understand the thrust genera-
tionmechanisms of flapping wings, of which the pitching wing did not raised enough
concern because of its relatively poor propulsion performance comparing with the
other two [2].

Most of previous work has been carried out based on two dimensional approxi-
mation. In the 1930s, Theodorsen [3] and Garrick [4] proposed a liner theory that
theoretically derived an analytical solution to the mean thrust of a 2D pitching plate,
which indicated the dependence of thrust performance on kinematic parameters. The
numerical investigation byDas et al. [5] showed that themean thrustwas proportional
to the square of Strouhal number. Senturk and Smits [6] studied the scaling law of
thrust with respect to Strouhal number, Reynolds number, the pitching amplitude as
well as the thickness of airfoil. Tian et al. [7] addressed that the location of pitching
axis had evident effect on the thrust performance.

Different wake vortex patterns were observed by flow field visualization in both
experimental and numerical investigations [8–10]. It has been widely accepted that
the evolution of vortex patterns relate to the propulsion performance. Von Karman
[11] indicated that the jet-likefield inducedby the reverseBénard-vonKármán(rBvK)
vortex street could generate thrust for a thin plate in transverse oscillations. In 1989,
Koochesfahani [8] experimentallymeasured thewake flowfield ofNACA0012 pitch-
ing airfoil at Re = 12000 and estimated thrust from wake by momentum integral
equation. He demonstrated that the momentum surplus or the jet flow caused by
reverse Bénard-von Kármán vortex street produced a net thrust while the momentum
deficit caused by Bénard-von Kármán(BvK) vortex street corresponded to a net drag.
The numerical investigation by Deng et al. [12] suggested that there was an another
wake transition line after which some three dimensional features appeared in wake of
NACA0015 pitching airfoil. They believed that this 2D-3D wake transition line was
the boundary of maximum propulsion efficiency. Most of later research has been
conducted based on the “jet” theory although some challenges still remain for it.
For example, the drag-to-thrust transition was found to lag significantly behind the
transition from BvK vortex street to rBvK vortex street when the Strouhal number
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increasing [13]. Ashraf et al. [14] attributed this lag phenomenon to the fact that the
momentum surplus was offset by the pressure reduction caused by the airfoil motion.

In contrast, investigations on the three dimensional pitching wing are quite lim-
ited. King et al. [15] experimentally observed a vortex chain consisting of alternat-
ing linked streamwise and spanwise vortex tubes for a trapezoidal pitching plate,
which experienced a spanwise compression when convecting downstream. A simi-
lar wake structure was visualized for a low-aspect-ratio pitching panel by Buchholz
and Smits [16, 17], who also found that the thrust production increased with the
aspect ratio increasing(AR = 0.54 ∼ 2.38). Reference [18] further indicated that
this vortex chain could bifurcate into two deflected jet-like flow for large Strouhal
number and the wake bifurcation point moved upstream when the Strouhal num-
ber increasing. The finite-time Lyapunov exponent field was used to performed a
Lagrangian analysis for the flow field evolution of a pitching trapezoidal plate in
[19], which suggested that the Lagrangian saddles released from the trailing edge
were related to extreme of thrust. Some scaling laws of thrust and propulsion effi-
ciency were proposed to evaluate the aspect ratio effect by Green and Smits [20] and
Ayancik et al. [21]. Hemmati and Smits [22] indicated that the thrust production of a
pitching plate with convex trailing edge was significantly affected by the Reynolds
number(Re = 1000 ∼ 10000) while the wake structures not. In addition, the effect
of trailing edge shape on thrust performance was also investigated [23, 24].

Although the wake structures and thrust characteristics of pitching wings have
been well elucidated in previous studies, it’s still an open question that how they
interact with each other. In particular, the aspect ratio effect and its physical mecha-
nism in thrust generation need to be further clarified. In this paper, three-dimensional
numerical simulations on a rectangular pitching wing are conducted to investigate
the effect of aspect ratio on the vortex structures and thrust performance. To reveal
the underlying mechanism of aspect ratio effect, a force estimation method based on
finite control volume is used to establish a relationship between flow field and thrust
production. We organize this paper as follows: Sect. 2 introduces the kinematics def-
inition, solver setting and validation, and the aerodynamics decomposition method.
The results and discussions can be acquired in Sects. 3 and Sect. 4 is the conclusion.

2 Numerical Methods

2.1 Kinematics Definition

We consider a rectangular wing with NACA0012 profile operating in a simple har-
monic pitching motion around its quarter chord defined as

α = α0 sin(2π f t) (1)
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where α0 is the pitching amplitude and f is the pitching frequency. There are some
important nondimensional parameters which dominate the propulsion performance
and the wake dynamics of the flapping wings such as the nondimensional amplitude
(AD), Strouhal number (St), Reynolds number (Re) and the aspect ratio (AR). The
nondimensional amplitude and the Strouhal number are formulated as follows

AD = A/D = 1.5c sin(α0)/D and St = f A/U∞ (2)

in which c and D are the chord length and maximum thickness of airfoil; U∞ is the
freestream speed; A is the peak-to-peak amplitude of trailing edge.

In this paper, Re = 1000 is specified as the Reynolds number effect on thrust
production is small when Re is beyond 1000 [5]. The aspect ratio is chosen to be
2,4 and 6 covering the low, medium and high aspect ratios of insects [25], and an
infinite aspect ratio (2D) is also considered for comparison. For each aspect ratio, the
pitching frequency varies between 1 and 5Hz while the pitching amplitude is fixed at
10deg, which correspond to a Strouhal number range of St = 0.178 ∼ 0.892 and a
single nondimensional amplitude of AD = 2.17. These nondimensional parameters
are determined within typical kinematics of flapping flight in nature.

2.2 Solver Setting and Validation

The computational domain is a cylinder zone as shown in Fig. 1, whose radius and
height are 50c and 100c, respectively. The pitching wing lies in the center of the
cylinder and its pitching axis coincides with the axis of the cylinder. The O-type grid
is adopted to discrete the flow domain. To improve the grid resolution for capturing
the wake structures, the flow domain is divided into two blocks by an interior sur-
face which is 5c away from the wing surface. The inner block has 301 × N × 121
(N = 121 ∼ 281 for each AR) nodes in circular, spanwise and radical direction,

Fig. 1 Computational
model and grids
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Fig. 2 Comparison with literature

respectively. The radial grid growth rate of the block is 1.1, and the thickness of first
layer grids is 0.001c which satisfies that the y+ value is less than one. The grids on
the wing surface are arranged such that the outboard wing (0.25c) has more refined
grids close to the wingtip while the inboard wing (b) has uniform grids (Fig. 1) .The
outer block is a coarse grid region with a large grid growth rate in radical direction.
The total grid number of the two blocks increases from 8 million to 16 million with
the aspect ratio increasing.

The incompressible Navier-Stokes equations are numerically solved using the
pressure based solver of fluent 17.2. We choose the laminar model as the Reyn-olds
number is small (Re = 1000). For the boundary conditions, the no-slip wall and
the constant velocity inlet (U∞ = 0.146) are applied on the wing and the far field,
respectively; the circle planes of the cylinder are set as symmetry boundary. The
whole flow domain undergoes the same rigid motion as the pitching wing which
is specified by the user defined function (UDF) file. The pressure-velocity coupled
scheme is selected as SIMPLEC algorithm. There are 360 time steps with 25 inner
iterations per pitching cycle. To obtain the convergent solutions, the computation is
performed until the relative error of the cycle average thrust coefficient is less than
0.5% in consecutive pitching cycles.

We conduct a validation for the solver setting in the 2D case because it’s not easy
to obtain 3D aerodynamic data for comparison from references. Figure2 compares
aerodynamic forces ofNACA0015 pitching airfoil at Re = 1700 (AD = 2, St = 0.5)
with results of Deng et al. [12] by CFD. It’s shown that both drag and moment
coefficients agree well with those of Deng et al.

2.3 Aerodynamics Decomposition Method

For incompressible viscous flow, according to Newton’s second law, the aerodynam-
ics acting on the pitching wing is
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Fig. 3 Schematic diagram
of control volume

F = −
"

∂B
(−pn + τ )dS (3)

= −ρ

˚
V f

adV +
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�

(−pn + τ )dS (4)

inwhich p, τ and ρ are static pressure, shear stress andfluid density; a = du/dt is the
fluid acceleration, u is the fluid velocity; V f is the finite control volume surrounding
the wing whose inner boundary is the wing surface ∂B and outer boundary is�; n is
the unit normal vector (Fig. 3). Equation (3) is a commonly used method for directly
integrating aerodynamics on the wing surface. In contrast, Eq. (4) is an indirect one
which evaluates aerodynamics based on the flow field around thewing and thus could
be helpful for analyzing the flow mechanism behind aerodynamics generation.

From Eq. (4), Wang et al. [26] further derived that
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u × ωdV
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(5)pressure induced(P)

+
"

�

τdS
︸ ︷︷ ︸

(6)shear stress(S)

(5)

where ω is the vorticity. The first term in Eq. (5) is vortex force; the second and third
terms are the contributions of the local fluid acceleration caused by the unsteady
inertial effect of wing motion and the virtual fluid occupied by the wing to the
aerodynamics and the sum of them is called added mass force; the last three terms
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are momentum induced, pressure induced and friction forces acting on the outer
surface of the control volume. The shear stress on outer surface is usually small and
thus the last term is neglected in present paper. The initial letters are used to represent
these terms as shown in Eq. (5), for example, “V” represents vortex force.

3 Results and Discussion

3.1 Effect of Aspect Ratio on Vortex Structures and Thrust

Figure4 compares the thrust coefficients for various aspect ratios. For a givenStrouhal
number, there are two greater peak values in time history curve of thrust coefficient
for a higher aspect ratio as shown in Fig. 4a–c. Figure4d indicates that both the cycle
average thrust coefficient and the critical Strouhal number corre-sponding to the drag-
to-thrust transition are not nearly influenced by the aspect ratio until St is beyond

Fig. 4 Thrust coefficients for various aspect ratios: time history of thrust coefficients at a St =
0.178, b St = 0.535 and c St = 0.892; d cycle average thrust coefficients
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Fig. 5 Vortex structures colored by spanwise vorticity for AR = 4 (Q = 0.1): a St = 0.178; b
St = 0.535; c St = 0.892

above 0.5, after which a greater thrust can be obtained for a higher aspect ratio.
In particular, the cycle average thrust coefficient of two dimensional pitching airfoil
(AR = ∞) is significantly greater than the finite-span wing, which demonstrates that
the two dimensional simplification could overestimate the thrust of pitching wings.

Thewake vortex structures formedium aspect ratio (AR = 4) are visualized based
on Q-criterion as shown in Fig. 5. There is a vortex ring shedding from trailing edge
per pitching cycle which evolves into some complex vortex structures when moving
downstream. When St is small, the vortex rings shedding in several consecutive
pitching cycles are connected by wingtip vortex tubes and form a vortex chain whose
side view looks like the Bénard-von Kármán vortex street (Fig. 5a). The spanwise
length of the vortex chain gradually decreases in streamwise direction, which is
called spanwise compression or shrinkage phenomenon as observed by King et al.
[15]. When St increases, the spanwise vortex tubes become closer with each other,
which strengthens their interaction (Fig. 5b). It’s difficult to find a complete vortex
ring because the skeletons of the vortex chain are very dense. The side view shows that
the vortex chain splits into two branches in transverse direction, one extends upwards
and the other downwards. This phenomenon is called the wake bifurcation which
can be described by the bifurcation angle defined as the angle between these two
branches. The spanwise shrinkage of the vortex chain becomes severe. For a larger
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Fig. 6 Vortex structures colored by spanwise vorticity for various aspect ratios (Q = 0.1): a St =
0.178; b St = 0.535

St , it’s even impossible to distinguish vortex rings with each other (Fig. 5c). The
bifurcation angle increases, which indicates that the degree of the wake bifurcation
is enhanced.

Figure6 illustrates the aspect ratio effect on vortex structures. The vortex chains
look similar except that the spanwise length is greater for a higher aspect ratio when
St is small (Fig. 6a).When St increases, the aspect ratio effect is evident. Specifically,
the bifurcation angle decreases and the wake bifurcation becomes insignificant as
the upward branch tends to disappear when the aspect ratio increasing (Fig. 6b).
The leaving downward branch of the vortex chain looks like the wake deflection
phenomenon seen in two dimensional pitching airfoil. Therefore, we believe that
there exist a critical aspect ratio corresponding to the transition from bifurcation
wake to the deflection wake, above which the effect of aspect ratio on wake vortex
structures for pitching wings can be neglected.
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3.2 Thrust Evaluation Based on Finite Control Volume

As discussed in Sect. 3.1, the flow field induced by pitching wing motion is complex
and it’s not convenient to reveal the underlying flow mechanism behind aspect ratio
effect on thrust production. Therefore, we turn our eyes to the cross sections of pitch-
ing wings. Figure7 compares the cycle average thrust coefficients at midspan and
wingtip sections. It’s indicated that the difference of thrust coefficients with respect
to Strouhal number for various aspect ratio is evident at midspan (Fig. 7a). However,
the thrust coefficients are not nearly affected by aspect ratio and their biggest differ-
ence is less than 0.05 at wingtip (Fig. 7b). Therefore, we only consider the midspan
section in following discussion. Figure7b also shows that the wingtip produces nega-
tive thrust and thus is a big source of drag production. The drag production increases
rapidly with the increasing of St , which explains why the two dimensional pitching
airfoil has a more outstanding thrust performance comparing with the pitching wing
for large St as shown in Fig. 4d.

To relate the thrust generation with the flow field past pitching wing, the force
decomposition method based on finite control volume introduced in Sect. 2.3 is
adopted for midspan section. The control volume chosen is shown in Fig. 3. A uni-
form grid with 100 nodes per chord is used for interpolation and integration. The
integral rough data is fitted using polynomial fitting method to reduce the numerical
error. Figure8 shows that the integral thrust coefficients (Eq. (5)) agree well with the
results byCFDalthough there are some differences in the peak values of time-varying
thrust coefficient and the cycle average thrust coefficient for large St .

Figure9 gives the components of thrust coefficient at midspan for medium aspect

ratio (AR = 4), in which C (V)
T ,C (M)

T and C(P)
T represent the vortex thrust coefficient,

the momentum induced thrust coefficient and the pressure induced thrust coefficient,

respectively; C (A)
T (C (A)

T ) and C(B)
T (C(B)

T ) are the contributions of the local fluid accel-
eration caused by the unsteady inertial effect of wing motion and the virtual fluid
occupied by the wing to thrust coefficient, respectively. Note a minus sign is added

Fig. 7 Cycle average thrust coefficients for different cross sections: a midspan; b wingtip
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Fig. 8 Comparison of thrust coefficients by CFD with results from integration based on finite
control volume at midspan: a AR = 2; b AR = 4

Fig. 9 Components of thrust coefficients atmidspan forAR = 4: a cycle average thrust coefficients;
b contribution of local fluid acceleration to thrust; c contribution of virtual fluid occupied by wing
to thrust

to the pressure induced thrust in Fig. 9a. It’s shown that the contribution of local fluid

acceleration to the cycle average thrust coefficients (C (A)
T ) is very small and can be

neglected (Fig. 9a). For the reasons, the upward and the downward motions of the
pitching wing are symmetrical which produce a symmetrical inertial force in Fig. 9b.
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The virtual fluid occupied by the wing produces a small drag (−C (B)
T ) as shown in

Fig. 9a,c because the airfoil volume itself is very small comparing with the control

volume as shown in Fig. 3. Therefore, the dominant terms are vortex thrust (C (V)
T ),

momentum induced thrust(C (M)
T ) and pressure induced thrust (C (P)

T ).

3.3 Flow Mechanisms of Aspect Ratio Effect

For the rectangular control volume as shown in Fig. 3, the momentum induced thrust
and the pressure induced thrust can be derived from Eq. (5)

TM = ρ

2

¨
SR

(|uR|2 − |uL |2)dSR and T P =
¨

SR

(pR − pL)dSR (6)

where the subscripts “L” and “R” represent the left and right boundaries of the control
volume. Equation6 indicates that a net momentum induced thrust and a net pressure
induced thrust can be obtained only if a momentum surplus field (|uR| > |uL |) and a
pressure surplus field (pR > pL ) exist. This condition is actually not true for flapping
wings. Generally, for a two dimensional pitching airfoil, a BvK vortex street and a
rBvK vortex street will induce a momentum deficit field and a momentum surplus
field, respectively [8]; there is always a reduction in pressure due to the airfoil motion
[14]. Therefore, a pressure induced drag can be always obtained while a momentum
induced drag or thrust can be produced depending on the wake patterns.

From discussion in Sect. 3.2, there are only three dominant terms that determine
most of thrust, which are compared for various aspect ratios in Fig. 10 and the corre-
sponding vorticity field are given in Fig. 11. As illustrated in Fig. 10b,c, the momen-

tum induced thrust (C (M)
T ) is positive while the pressure induced thrust (C (P)

T ) is
negative for different aspect ratios except for St = 0.178. Figure11 shows that when
St = 0.178, a similar neutral wake (transition from the BvK vortex street to the
reverse one) appears in which the vortices are nearly in line, which induces a small
momentum deficit field. For other cases, the main characteristics of the reverse BvK
vortex street always remains although some complex wake patterns appear for large
St such as the bifurcation wake and the deflection wake. Thus a momentum surplus
field is formed except for St = 0.178, which is responsible for a positive momentum

induced thrust (C (M)
T ) generated. A pressure induced drag (−C (P)

T ) is produced due
to the pressure reduction caused by the wing motion. As shown in Figs. 10a and 11, a

net vortex thrust (C (V)
T ) can be obtained only if the strength of vortex is high enough

after the bifurcation wake and the deflection wake appear.
To reveal the aspect ratio effect, we directly compare the thrust components cor-

responding to the three dominant terms. The momentum field and the pressure field
are not shown here because the trend of these fields with respect to aspect ratio is
the same as that of thrust produced by them as described by Eq. (6). For a given St ,
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Fig. 10 Effect of aspect ratio on components of cycle average thrust coefficients: a vortex thrust;
b momentum induced thrust; c pressure induced thrust

it’s shown that both the momentum induced thrust (C (M)
T ) and the pressure induced

drag (−C (P)
T ) increase with the aspect ratio increasing, which means a more intense

momentum surplus field and a more severe pressure deficit field appear meanwhile.
Thus, the more intense momentum surplus and the more pressure reduction in flow
field are some of the flowmechanismswhich are responsible for the aspect ratio effect

on thrust production. In addition, a greater vortex thrust (C (V)
T ) can be obtained for

a higher aspect ratio as shown in Fig. 10a. For the reasons, it can be seen in Fig. 11
that there is a weaker vortex interaction which causes less vorticity dissipation in
deflection wake comparing with the bifurcation wake for a given St . It’s evident
that it exists a transition from bifurcation wake to deflection wake for large St when
the aspect ratio increases as also discussed in Sect. 3.1. Therefore, a more intense
vorticity field is formed for a higher aspect ratio which generates a large vortex force.

From the discussion above, we conclude that a more intense momentum surplus
field and a more intense vorticity field are the source of greater thrust while a more
pressure reduction field is the source of greater drag for a higher aspect ratio. The
effect of the aspect ratio on thrust generation is actually the result of competition
of the three flow mechanisms. When comparing Fig. 10b,c, we can find that the

momentum induced thrust (C (M)
T ) is close to the pressure induced drag (−C (P)

T ) in
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Fig. 11 Contour of spanwise vorticity at midspan

magnitude and they tend to cancel with each other, whichmeans that the vortex thrust

(C (V)
T ) determines most of net thrust especially for a large St .

4 Conclusion

This paper numerically investigates the effect of aspect ratio on thrust production
and wake vortex structures. A force decomposition method based on finite control
volume is used to reveal the flow mechanisms behind the aspect ratio effect. The
results are as follows:

(1) For the governing parameters considered, it’s shown that both thrust and the
critical Strouhal number (St) corresponding to drag-to-thrust transition are not
sensitive to the aspect ratio until St is beyond about 0.5, after which a greater
thrust can be obtained for a higher aspect ratio.

(2) The bifurcation wake is a special wake pattern for a low-aspect-ratio pitching
wing, which gradually evolves into the deflection wake seen in two dimensional
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pitching airfoil when the aspect ratio increasing. It’s believed that a critical aspect
ratio corresponding to the wake transition exists, abovewhich the effect of aspect
ratio on vortex structures can be neglected.

(3) Three flow mechanisms are found that are responsible for the aspect ratio effect
on thrust generation: for a higher aspect ratio, a more intense momentum surplus
field and a more intense vorticity field are the mechanisms that generate greater
thrust while a more pressure reduction field is the mechanism that gener-ates
greater drag. In fact, the aspect ratio effect on thrust production is the result of
competition of these mechanisms.

(4) For a large St , the vortex thrust determinesmost of net thrust because themomen-
tum induced thrust and the pressure induced drag are close in magnitude and
tend to cancel with each other.

It should be noted that the parameter space is limited in this work. It’s necessary
to examine if these flow mechanisms work for a greater parameter space especially
when concerning the effect of Reynolds number, the pitching amplitude as well as
the pitching axis, which will be the subject of future study.
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Research on Negative Turbulent Kinetic
Energy Production in Supersonic
Channel Flow

Hang Zhou and Fang Chen

Abstract The anomaly of the energy reverse transmission process makes the turbu-
lent kinetic energy production term in the turbulent kinetic energy transport equation
negative. The negative production of turbulent kinetic energy (NPTKE)will affect the
redistribution of energy in the flow field, and the conventional gradient assumption is
not applicable in many flow situations. In this paper, the Reynolds stress turbulence
model is used to solve the two-dimensional compressible turbulent kinetic energy
transport equation. The commercial software Fluent v19.1 is utilized to numerically
simulate the supersonic channel flow with the effect of shock waves. The results
indicate that the Reynolds stress model considering flow anisotropy can characterize
the NPTKE. The inherent properties of the mean strain rate tensor influence the
turbulent kinetic energy production, and the NPTKE is dominated by the stretching
factors. The compression caused by the shock wave leads to a constant positive
turbulent kinetic energy production at the position, and the local maximum value is
approximately obtained.

Keywords Negative production of turbulent kinetic energy · Shock wave ·
Channel flow

Nomenclature

Π Turbulent kinetic energy production
u′′ Fluctuating velocity of x-direction
v′′ Fluctuating velocity of y-direction
w′′ Fluctuating velocity of z-direction
U Velocity component of x-direction
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V Velocity component of y-direction
W Velocity component of z-direction
Πi ,ΠΛi Component of TKE production
ΛS

i Eigenvalue of mean strain rate matrix
λS
i Eigenvector of mean strain rate matrix

ρ Density
Sij Mean strain rate matrix
p′′ Fluctuating pressure
δ Dirac delta function
μ Viscosity coefficient
ϕ The pressure strain term
D The diffusion term
ε The dissipation term
S The source term

1 Introduction

Turbulent kinetic energy production [1] is an important energy source formaintaining
turbulentmotion,which is closely related to the scalar flux and scalar gradient [2]. The
compressible turbulent kinetic energy transport equation [3] describes themechanical
energy transmission behaviour incompressible flows, and one of those terms on
the right side of the equal sign is the turbulent kinetic energy production term [4].
The turbulent kinetic energy production term means that the energy is transferred
from the mean flow to the turbulence, and its value in the control volume is always
positive, but it turns to negative at partial fluid microelements in the fields. This
abnormal phenomenon ‘energy reversal’ was first discovered in a fully developed
curved channel flow [5]. This is contrary to the traditional energy cascade theory
[6]. The opposite Reynolds stress and shear stress in the flow field results in the
emergence of an NTPKE area [7].

The studies found that the asymmetry of the flow field leads to energy imbalance,
and there is a greater probability of the NPTKE at rough walls and high turbulence
levels [8]. Moreover, local flow field characteristics are also one of the influencing
factors, the compressing ofmaterial elements causes the positive value, and contrarily
the stretching causes the negative [9]. Besides, buoyancy enhances the anisotropy
of the flow and promotes the NPTKE [10]. Furthermore, the phenomenon exists not
only in curved channels but also in separating and reattaching flow [11], wake flow
[12], and Rayleigh-Bénard convection [13].

The researches usually conducted in incompressible low Reynolds number fluid
[14] in consideration of the high demands of the equipment and operating difficul-
ties. However, the gas compressibility [15] should not be ignored under actual flight
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conditions. The present paper focuses on the variation law of the NPTKE in super-
sonic situations [16]. The purpose is to discuss the effect of shock waves and inlet
parameters on the NPTKE by the commercial software Fluent v19.1 solver.

2 Methodology

2.1 Turbulent Kinetic Energy Production Term

� represents turbulent kinetic energy production term in two-dimensional transport
equation of compressible turbulent kinetic energy, the concrete expression is (1).

� = −ρ ˜(u′′u′′)
∂U

∂x
− ρ ˜(u′′v′′)

∂U

∂y

− ρ ˜(u′′v′′)
∂V

∂x
− ρ ˜(v′′v′′)

∂V

∂y
= �1 + �2 + �3 + �4 (1)

The other form depends on the mean strain rate contribution can be written as
follows (2). In general, 
S
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S
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2.2 Turbulence Model

In this problem, the Reynolds Stress Model (RSM) [17] is used to solve the simpli-
fied two-dimensional Reynolds-averaged momentum transport equation for numer-
ical calculation. The modeling process of RSM embodies the anisotropic effect of
turbulence [18]. It has stronger modeling ability than the equations of one and two
equations and has the potential for higher accuracy prediction of complex flows. The
Reynolds-averaged momentum transport equation is shown in Eq. (3),

∂ρu′′v′′

∂t
+ ∂ρWu′′v′′

∂z
= − ρ

(
u′′w′′ ∂V

∂z
+ v′′w′′ ∂U

∂z

)
+ p′′

(
∂u′′

∂y
+ ∂v′′

∂x

)
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−
∂
[
ρu′′v′′w′′ + p′(δk j u′′ + δikv′′) + μ∂u′′v′′

∂z

]
∂z

− 2μ
∂u′′

∂z

∂v′′

∂z
+ Source = �i j + ϕi j + Di j + εi j + S

(3)

2.3 Baseline Geometry

Based on the three-dimensional channel flowmodel with an airfoil [19], the length of
the test section in the physical model is 530 mm, the height is 25 mm, and the 9 mm
airfoil is placed on the lower wall surface at 330 mm from the entrance, the specific
geometric parameters are shown in Fig. 1, The total pressure of the free stream is
150 kPa, the total temperature is 300 K, and the Mach number is 4 at the standard
working condition, according to the experimental standard of the hypersonic wind
tunnel laboratory of Shanghai Jiaotong University [20].

3 Numerical Validation

Numerical simulation of the 24° compression corner flowwith similar physical prop-
erties is performed. Comparing the calculation results with the experimental data [21]
and the DNS results [22]. Figure 2 is the experimental and calculated results of the
pressure coefficient of the lower wall surface and the velocity profile 4δ downstream
of the corner, respectively, in which δ is the boundary layer thickness. It can be seen
that the calculation results of the four turbulence models SA, k-ε, SST, and RSM can
reflect the changing trend of the flow field parameters, but the calculation results of
RSM are in best agreement with the experimental data and DNS results. The error of
the calculation results of other turbulence models in the separation and reattachment

Fig. 1 Geometric parameters of calculation model
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Fig. 2 The comparison of
experimental data, DNS data
and calculation results

area is slightly larger, indicating that RSM has higher accuracy for the calculation of
shock wave area, so the selection of RSM is correct and reliable.

Meanwhile, the grid-independent validation is performed for the calculation
examples with grid numbers of 50,000, 150,000, and 300,000, respectively. Figure 3
shows a 50,000-node grid differ greatly from those of the other two numbers of grids,
and the grid with 150,000 nodes can meet the requirements of grid independence.
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Fig. 3 Validation for grid
independence

4 Result and Analysis

4.1 Flow Field Distribution Characteristics

Figure 4 shows pressure and the NPTKE contours of the feature region where the
flow direction from x = 0.32 m to x = 0.53 m, the dashed line represents the shock
wave. An oblique shock wave is generated due to the contraction of the lower wall
surface at x = 0.33 m. It is determined that the flow situation conforms to the basic
law of supersonic flow through a pipe of the variable cross-section by comparing the
calculated shock wave angle with the theoretical shock wave angle. The turbulent
kinetic energy production near thewall always takes a positive value, and theNPTKE
area is concentrated in the center of the inner flow channel. The supersonic fluid is
compressible in the case, so ∂U

∂x �= − ∂V
∂y . As a result, different flow direction and

normal velocity gradients have different effects on the total turbulent kinetic energy
production.

4.2 Shock Wave Effect on the Turbulent Kinetic Energy
Production

To analyze the variation law of turbulent kinetic energy production at the shockwave,
three feature pointsA, B andC at the shockwave position in the flowfield are selected
as shown in Fig. 6, where A (0.36, 0.0140) is located at the incident shock wave, B
(0.39, 0.0166) is located at the first reflected shock wave, and C (0.391, 0.0202) is
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Fig. 4 Pressure and the NPTKE contours in the feature area

located at the second reflected shock wave. Taking the normal direction along with
the shock wave as the horizontal axis of coordinates, the half-channel width H/2 is
used as the dimensionless length.

It can be seen from Fig. 5 that the pressure gradient at the shock wave is signifi-
cantly higher than that of the nearby flow field, corresponding to the extreme point of
the pressure gradient. The turbulent kinetic energy production at the corresponding
position of the shock wave is always positive, and the local maximum value is also
approximately obtained at this place. With the dramatic pressure changes, the fluc-
tuating velocity and velocity gradient increase, and the energy transfers from the
mean flow to the turbulent flow. When the microelement passes through the oblique
shockwave, the pressure increases sharply, the velocity decreases, and the flow direc-
tion is deflected toward the shock wave. Since the compression of the shock wave
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Fig. 5 Turbulent kinetic
energy production and
pressure gradient distribution
at three characteristic points

has a “squeezing” effect on the vicinal microelements so that the process of energy
transport is counter gradient.

The turbulent kinetic energy production decomposes into four terms, and the
change of �4= − ρ˜v′′v′′ ∂V

∂y in the vicinity of the shock wave is consistent with the
total turbulent kinetic energy production. The magnitude is much higher than the
other three terms, so the main influence factor of turbulent kinetic energy production
can be assumed as the product of normal stress and velocity gradient.
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Fig. 6 PDFs of the turbulent
kinetic energy production in
feature region

4.3 Statistic Distribution of Turbulent Kinetic Energy
Production

The statistical method is a useful data post-processing method. Probability density
distribution (PDF) is performed on the flow field data in the feature region, as shown
in Fig. 6. It shows that although the turbulent kinetic energy production values in the
flow field can be positive or negative, the total volume integration always remains
positive. By comparison, the NPTKE area increases a lot after the oblique shock
wave occurs in the feature region due to the local cross-section variation, and the
asymmetry attributes of the area also promote the NPTKE.

Decomposition of the turbulent kinetic energy production term by the strain rate
tensor, such as formula (2). The dominant factors affecting the flow field structure are
confirmed. Focusing on the analysis of the feature region, the intrinsic contribution
value �
k is shown in (a), (c), (e) in Fig. 7. The legend shows that the compressive
eigenvalue term�
2 is themain contribution component in the positive production of
turbulent kinetic energy area, whereas the stretching eigenvalue�
1 is the dominant
term in the NPTKE area. The distribution of�
k values in the NPTKE area is closer
to zero than that in the positive area.

In order to indicate the cause of the sign change of turbulent kinetic energy produc-

tion intuitively, separate the −ρu′′2 cos2
(
u′′, λS

k

)
item from the expression, and PDF

distributions are shown in Fig. 7b, d, f. In general, the −ρu′′2 cos2
(
u′′, λS

k

)
distri-

bution in the NPTKE area is more concentrated than that in the positive area. The

numerical range of the first term −ρu′′2 cos2
(
u′′, λS

1

)
is smaller than the second

term−ρu′′2 cos2
(
u′′, λS

2

)
, regardless of whether the turbulent kinetic energy produc-

tion value is positive or negative, hence thewhole turbulent kinetic energy production
is positive during the turbulent process.
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Fig. 7 PDFs of �
k and −ρu′′2 cos2
(
u′′, λS

k

)
in the feature region

5 Conclusion

In this paper, the Reynolds stress turbulence model is used to solve the compress-
ible turbulent kinetic energy transport equation, the numerical calculation of the
supersonic channel flow is carried out. The main conclusions are as follows:
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(1) The inherent properties of the velocity fluctuation and mean strain rate affect
the turbulent kinetic energy production. Similar to the subsonic situation, the
stretching properties of the flow field lead to � < 0, while the compressive
properties maintain� > 0.

(2) The NPTKE means the appearance of an energy reversal area in the flow field.
It’s worth noting that the production of turbulent kinetic energy value is always
positive in the integral volume.

(3) The production of turbulent kinetic energy at the shock wave position is always
positive. The local maximum is approximately obtained, and the product of the
normal stress and the gradient is the dominant factor.
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Design and Experimental Study
of Automatic Docking and Undocking
Robot System for Launch Vehicle
Propellant Filling

Jiawei You, Yue Huang, and Xiangming Dun

Abstract An automatic docking and undocking robot system was designed for the
propellant filling process before the launch of the launch vehicle, instead of manually
completing the filling operation. This filling robot system consists of a robot body, a
control system and a positioning system. The robot body includes a base, a SCARA
manipulator and a gentle docking and withdrawal system. The SCARA manipu-
lator is coordinated to achieve the positioning and tracking of the rocket filling port
through the control system and the positioning system, and then the gentle docking
and withdrawal system completes the docking of the fill-drain connector and the
rocket filling port as the robot’s execution end. The positioning system mainly uses
a lidar system, which detects the target board to achieve positioning and tracking
based on artificial beacons, and uses the arithmetic mean method to perform error
compensation. Finally, a large number of experimental studies verify the reliability
and stability of the robot system.

Keywords Propellant filling · Automatic docking and undocking robot · SCARA
manipulator · Gentle docking and withdrawal · Positioning system

1 Introduction

The filling of the propellant of the launch vehicle is an important part before the
launch of the rocket, and it is also a very dangerous part of the launch procedure
of the rocket [1, 2]. In the event of an accident, it is very likely to cause casualties.
In order to improve safety and reduce the risks caused by manual operation, it is
imperative to realize the automation of propellant filling. At present, many countries
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Fig. 1 Robot system framework

in theworld such as theUnited States andRussia have been committed to the research
of rocket filling automation, and have achieved certain results [3].

The docking and follow-up technology of “Tower-perch” represented by Russia
is simple and reliable in docking and withdrawal. It has a short operation time and
has the function of docking after falling off. However, its core belongs to rigid
assembly technology, and it is inevitable that it has some shortcomings such as poor
environmental adaptability, high requirements for supporting links such as lifting and
placement of the rocket body, and large size of the device itself. The “Rocket-perch”
docking and follow-up technology, represented by the United States, reduces the
difficulty of centering and follow-up due to the shaking of the rocket body during the
docking and filling process, but the docking device needs to be manually installed on
the rocket body before use. This causes that once the docking device and the docket
body are detached, automatic re-docking cannot be achieved [4–6].

This paper designs an automatic filling robot system based on SCARA manipu-
lator [7]. The entire system is composed of robot body, control system and positioning
system, as shown in Fig. 1. Through the Lidar positioning system, the target plate at
the rocket filling port is positioned and tracked, and then the control system adjusts
the position and posture of SCARA mechanical arms. The gentle docking and with-
drawal system is used as the execution end to complete the docking and separation of
the fill-drain connector and the rocket filling port. The robot has strong adaptability
to the environment, small size, high degree of automation and reliability.

2 Mechanical Structure and Function

The mechanical part of the automatic filling robot is mainly the robot body, as shown
in Fig. 2. It consists of a base, a SCARA manipulator, and a gentle docking and
withdrawal system.
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Fig. 2 Mechanical structure

2.1 SCARA Manipulator

The SCARA manipulator is coordinated by the positioning system and the control
system to realize the robot’s automatic positioning and tracking function for the
rocket filling port. It consists of four decoupling joints in series. The first to third
joints are rotary joints, and the fourth joint is translational joint. The positioning
system detects the relative position of the robot and the rocket filling port in real
time, and then three rotating joints adjust the posture of the robotic arms to help
complete the docking.

The internal structural layout of the SCARA manipulator is shown in Fig. 3. The
rotary joint and the rotary joint are connected by bearings. The servo motor and the
reducer are fixed in the hollow shaft of the lower joint. The floating end of the clutch
is fixed to the reducer. The clutch is firmly connected to the upper mechanical arm.
When the clutch is coupled, the motor can control the movement of the mechanical
arm; when the clutch is disconnected, the mechanical arm is in a flexible state and
can swing freely. The encoder is located at the end of the joint, which can detect the
posture information of the robot arm in real time in order to perform closed-loop
control of the robot arm. The fourth joint is mainly driven by a motor through a belt,
directly driving the two lead screw modules to cause the floating suspension to move
vertically.

2.2 Gentle Docking and Withdrawal System

The gentle docking and withdrawal system belongs to the execution end of the robot.
It ismainly used to hold the fill-drain connector and complete themechanical docking
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Fig. 3 Internal structure of SCARA manipulator

and withdrawal of the fill-drain connector with the rocket filling port. It consists of
a rocket docking system, a gentle docking and withdrawal mechanism, a connector
fastening device, and a sliding sleeve retracting mechanism, as shown in Fig. 4.

Rocket docking system. The rocket docking system mainly provides an interface
and a locking mechanism for docking with the positioning substrate on rocket. When
the robot positioning is basically completed and starting to be up to the rocket, the
rocket docking system provides effective docking points and establishes a prelimi-
nary connection with the positioning substrate interface. The positioning ball of the
positioning substrate enters the positioning hole, and then the cylinder starts to move,
pushing the rocker armmechanism to push out the pin hook which will hook with the
ear plate on the positioning substrate. At this time, the link mechanism is a mechan-
ical dead point and the pin hook is locked. The robot and rocket are successfully
locked. The structure of rocket docking system is shown in Figs. 5 and 6.

Gentle docking and withdrawal mechanism. The structure of the gentle docking
and withdrawal mechanism is shown in Fig. 7. The front end restraint adopts the
roller chute structure. When the fill-drain connector enters the rocket interface, the
roller chute is pulled by the cylinder, and the roller rolls out of the chute horn. The
fill-drain connector will have a pitch margin of ± 2 mm to achieve a gentle docking
and withdrawal. When the docking is completed, the cylinder pulls the chute back
and re-constrains the fill-drain connector, so that during the process of propellant
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Fig. 4 Gentle docking and withdrawal system

filling, the weight of the fill-drain connector and the propellant in the tube are carried
by the rocket docking mechanism to avoid stress on the rocket filling port. The rear
cross hinge pin is used to enable the connector fastening device to tilt up and down
and swing left and right. The entire gentle docking and withdrawal device is powered
by a motor and moves on the guide rail through the slider.

Connector fastening device. The connector fastening device is used for the connec-
tion between the gentle docking and withdrawal mechanism and the fill-drain
connector. The latching mechanism clamps the outer surface of the connector, and
adjusts the locking force by pre-tightening the bolt and nut pair. The connector
fastening device is closed with the fixed half by bolt connection, thereby completing
the tightening of the fill-drain connector. The mating surface of the latching mech-
anism and the fill-drain connector is machined to ensure high positioning accuracy
and tolerate clamping of the fill-drain connector, as shown in Figs. 8 and 9.

Sliding sleeve retracting mechanism. The sliding sleeve retracting mechanism
mainly pulls the sleeve of the fill-drain connector back to unlock before the docking
of the fill-drain connector, so that the connector can dock with the rocket filling port
successfully, as shown in Fig. 10. The main component of the pulling module is a
cylinder, which adopts a double-cylinder drive design. Compared with the motor, the
advantages are as follows: it is suitable for flammable and explosive situations, and
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Fig. 5 Rocket docking system

Fig. 6 Locking state
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Fig. 7 Gentle docking and withdrawal mechanism

Fig. 8 Connector fastening device

compared with the motor it will not generate electric sparks which has high safety
index; the cylinder is flexible, and the air pressure has good compression, which can
effectively protect the sleeve and avoid the mechanical stuck or the damage of sleeve
during the process of pulling.

3 Control System

The control system uses a dual-controller, dual-position closed-loop, and force servo
docking scheme. The dual controller uses two controllers, the remote controller and
the field controller, to communicate with each other through the industrial bus to
achieve cooperative operation; the dual-position closed-loop is the internal position
closed-loop of the arm motor driver and the field controller position closed-loop;
the force servo docking is during the docking process, the force sensor installed on
the robot arm senses the strength of the docking to achieve the purpose of detecting
whether the docking is firm.
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Fig. 9 3D model of connector and locking mechanism

Fig. 10 Sliding sleeve retracting mechanism

As shown in Fig. 11, the main modules of the control system of the filling robot
are:

1. Remote controller: placed away from the site, processing sensor data, issuing
operating instructions, planning motion paths, and monitoring the operation of
the system.
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Fig. 11 Control system composition

2. On-site operation and implementation unit: placed on the filling site, and through
the coordinated operation of field controllers, sensors, motor drivers and other
devices, the mechanism accurately completes the instructions given by the
operator. It mainly includes:

a. Field controller: Give a position movement instruction to the motor driver,
and perform position closed loop through position sensor feedback. At the
same time, it can communicate with the remote controller.

b. Camera: Monitor on-site environment.
c. Lidar: The environmental information is collected by the lidar, and the filling

port position is determined through calculation.
d. Force sensor: Feedback the magnitude of the force during the docking

process.
e. Position sensor: Feedback the current position of each joint to the motor

driver and field controller.
f. Motor driver: Receive the position command of the field controller, drive the

joint motion, and perform position closed loop between the driver and the
motor through the feedback of the position sensor to precisely control the
movement of the arm joint.
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Fig. 12 Framework of positioning system

4 Positioning System

As shown in Fig. 12, the positioning system belongs to the main execution system
of the up-to-rocket working phase of the filling robot. It contains the following
four sub-modules, which are the lidar sensor module, the data processing control
module, the field safety monitoring module, and the software and hardware interface
composition. Among them, the lidar sensor module is composed of a lidar and a
positioning substrate. The combination of the lidar and the positioning substrate
provides a reference for the posture of the robot arm.

The design idea of posture estimation based on lidar detection in this system is
to fix a detachable target plate with a special shape on the rocket body. Then rely
on lidar to detect two-dimensional environmental information, and use the detection
and recognition algorithm to extract environmental information and calculate the
position of the target plate. So as to determine the relative position between the fill-
drain connector and the rocket filling port. Combined with the specific path motion
planning, from coarse positioning to fine positioning, the robot gradually approaches
the target to finally realize the filling robot and rocket filling port’s precise docking.
Considering the misjudgment of positioning caused by posture data fluctuations, the
arithmetic mean method is used for error compensation.

5 Performance Index

The performance indicators of the designed automatic docking and undocking robot
are as follows:

1. Fine adjustment of body posture: 4 degrees of freedom posture adjustment, the
maximum speed is not less than 3 mm/s;

2. Displacement range in any direction: ≮30 mm;
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3. Maximum docking force: ≮1000 N;
4. Effective docking distance: ≮60 mm;
5. The body weight: less than 200 kg;
6. Anti-corrosion performance: able to resist the corrosion of combustion agents

and oxidants;
7. Force servo cycle: < 400 ms;
8. Docking motion accuracy: 1 mm;
9. Robot tower installation time: less than 45 min;
10. Working environment temperature adaptability: 5–30 °C;
11. Storage room temperature adaptability: −34–50 °C;
12. Altitude adaptability: 1100 m.

6 Experimental Study

Taking the entire system of the filling robot as the object of inspection, including
automatic positioning of the robot, rocket body swing adaptation, gentle docking,
and loading hoses, etc. A large number of repeated experiments have verified that the
filling robot system achieves various functions and the performance design index.
The stability, reliability and security of the system have been also verified. Table 1
records the experimental situation for the comprehensive performance of the robot;
Table 2 records the design indicators of the filling robot system and the actual values
of the experimentally obtained index parameters. It can be seen from the table that
the actual values of the system performance index parameters meet the designed
index requirements, indicating the feasibility of the filling robot.

7 Conclusion and Prospect

7.1 Conclusion

Aiming at the realization of automation of launch vehicle propellant filling, this paper
designs a kind of automatic docking and undocking robot combining the SCARA
manipulator and gentle docking and withdrawal system, which is based on lidar
detection and positioning. A series of automated processes such as positioning and
tracking of the rocket filling port, docking, filling, and withdrawal have been realized
The SCARA manipulator is coordinated to achieve the positioning and tracking
of the rocket filling port through the control system and the positioning system,
and then the gentle docking and withdrawal system completes the docking of the
fill-drain connector and the rocket filling port as the robot’s execution end. The
positioning system mainly uses a lidar system, which detects the target board to
achieve positioning and tracking based on artificial beacons, and uses the arithmetic
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Table 1 Experimental situation

Experiment
content/purpose

Location Propellant Rocket body

Verify that the filling
robot system works
properly

China Jiuquan Satellite
Launch Center

Nothing Simulated rocket body

Verify the stability of
the robot’s positioning
and tracking under the
condition of dinitrogen
tetroxide leakage

China Jiuquan Satellite
Launch Center

Nothing Simulated rocket body

Verify the basic
functions of the robot,
such as rocket body
swinging adaptation,
gentle docking, loading
hose and so on

China Jiuquan Satellite
Launch Center

Nothing Simulated rocket body

The actual rocket body
docking test verified the
matching of the robot’s
various mechanical
interfaces with the
rocket interface. The
stability and reliability
of the positioning and
tracking algorithm are
verified

Shanghai 149 Factory Nothing CZ-2D rocket body

Use water instead of
propellant to verify the
stability of robot
operation

China Jiuquan Satellite
Launch Center

Water Simulated rocket body

The real propellant
filling experiment
simulated the real
filling environment,
which verified the
stability of the robot
when it was filled with
the real propellant, and
also verified the robot’s
anti-corrosion and
explosion-proof
performance

China Jiuquan Satellite
Launch Center

Dinitrogen tetroxide Simulated rocket body

Under the real rocket
environment, the stable
working performance
of the robot is verified

China Jiuquan Satellite
Launch Center

Nothing CZ-2D rocket body
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Table 2 System performance index verification

Index name Index requirement Experimental actual
value

Remark

Scope of robot
operation

≮100 mm 600 mm In view of the
interference of the filling
hose with the movement
of the column, the
effective working radius
is only in the front right

Radar positioning
accuracy

±6 mm ±4 mm

Flexible adaptation
angle of the rocket
docking system

≮0.5° 1° Adapt to horizontal
angle from rocket swing

Horizontal follow-up
range

≮30 mm 300 mm Adapt to horizontal
displacement of rocket

Vertical follow-up
range

≮30 mm 162 mm Adapt to vertical
displacement caused by
rocket ascent and
subsidence

Driving force of
sleeve

≮60 N 200 N

Docking force of
connector

≮1000 N 1949 N

Compliant angle of
fill-drain connector

≮0.5° 0.8° Adapted to the problem
that the rocket port is not
perpendicular to the
rocket surface due to the
welding process

Docking stroke of
fill-drain connector

≮60 mm 142 mm

Maximum pressure of
reserve gas cylinder

0.8 MPa 20 MPa

meanmethod to perform error compensation. Finally, a series of experiments verified
the reliability and stability of the system.

7.2 Prospect

The automatic docking and undocking robot system described in this article still has
some limitations and room for further development.

1. The rear part of the fill-drain connector is a long and heavy metal hose. When
the gentle docking and withdrawal system holds the fill-drain connector, it will
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withstand greater gravity, and dragging the metal hose also needs to overcome
greater resistance. Therefore, a pipeline robotic arm structure can be considered,
that is, the robotic arm is designed into a pipe shape, and the fill-drain connector
is the end effector of the robotic arm. The propellant is filled directly into the
rocket through the pipeline robotic arm, thereby avoiding the drag of the metal
hose. The swivel joint will be used as the rotary joint, and the posture of the
pipeline robot arm can be adjusted by the motor-gear-belt transmission.

2. It is necessary to install a special shaped target board on the rocket body to
help the lidar realize positioning and tracking. We can consider scanning the
three-dimensional point cloud and let the lidar directly scan and identify the
three-dimensional features of the rocket filling port to achieve positioning and
tracking. At the same time, a guide cone and a guide hole can be used to assist
positioning. A six-dimensional force sensor can be installed at the bottom of the
guide cone to feedback the force.
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Adaptive Fading Factor Unscented
Kalman Filter with Application to Target
Tracking

Peng Gu, Zhongliang Jing, and Liangbin Wu

Abstract One purpose of target tracking is to estimate the states of targets, and
Unscented Kalman filter(UKF) is one of the effective algorithms for estimating in
the nonlinear tracking problem. Considering the characteristics of complex maneu-
verability, it is easy to reduce the tracking accuracy and cause divergence due to
the mismatch between the system model and the practical target motion-model.
Adaptive fading factor is an effective counter to this problem, having been instru-
mental in solving accuracy and divergence problems. Fading factor can adaptively
adjust covariance matrix online to compensate model mismatch error. Moreover,
fading factor not only improves the filtering accuracy, but also automatically adjusts
the error covariance in response to the different situation. The simulation results
show that the adaptive fading factor Unscented Kalman filter(AFUKF) has more
advantages in target tracking and it can be better applied to nonlinear target tracking.

Keywords Adaptive fading factor · Target tracking · UKF · Accuracy

1 Introduction

Kalman filter algorithm can derive the optimal estimation of state under conditions
involving linear-Gaussian assumption, which is based on the known system model,
observation model and statistics of noises. When they are inconsistent with target
behavior model, the estimation error will increase. Singer model can express the
acceleration of maneuver as a time-dependent process [1], which conforms to actual
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targetmotion.By adjusting the frequency coefficient ofmaneuvering to achieve better
tracking effect, it has been widely used for nonlinear system [2, 3]. The “current”
statistical model was proposed as a representative of adaptive tracking algorithm [4].
In this model, the acceleration noise is assumed to be Rayleigh distribution, and the
distribution of state noise is updated in real time through mean value of acceleration.

In the process of target tracking, if the system model deviate from their actual
values by unknown random bias, the virtual noise is usually used to reduce confi-
dence level of the filter to the systemmodel, but it is difficult to determine howmuch
virtual noise to be added. At this time, we should consider abandoning the previous
observation data, and pay more attention to the newly generated observation value,
so that the filter has better performance. In this paper, the fading factor is integrated
into unscented Kalman filter to form adaptive fading factor unscented Kalman filter
(AFUKF). In general, we can put weight of fading factor on the prediction covari-
ance matrix, so that the output value of the estimation is closer to the actual value.
Meanwhile, the adaptive method of the fading factor is described in detail throughout
this paper.

2 The Unscented Kalman Filter

For the general nonlinear maneuvering target tracking, techniques for nonlinear
filtering typically involve classic estimation methods such as extended Kalman filter
(EKF) [5] and Quadrature Kalman filter (QKF) [6] which is approximated by Gauss
Hermite quadrature criterion. When the nonlinearity of the system is too severe,
piecewise linear application of EKF degrades performance to the nonlinear tracking
problem. The extended Kalman filter (EKF) propagates mean value through the
linearization of the nonlinear conditions. As the EKF uses the first-order terms as an
approximation, linearization errors will rise if neglected higher-order terms begin to
dominate. However, sampling points of QKF will grow exponentially as the spatial
dimension increases. Thus, QKF is certainly not suitable for high-dimensional cases.

The core of UKF is UT transformation, which is a method for calculating the
statistics value of random variable to avoid nonlinear transformation [7, 8]. The
fundamental idea is founded on the intuition that it is easier to approximate the
probability distribution and statistical variables with finite variables than it is to
approximate a nonlinear transformation [9, 10]. The principle of UT transformation
is that a set of points (sigma points) are selected according to a certain rule in the
original state distribution. This makes the mean and covariance of these points equal
to the mean and covariance of the original state distribution. When the sigma points
are put into state equation and observation equation, the statistics can be obtained
from small scale nonlinear transformations. The optimal state estimates and their
covariance matrix can be derived using the statistics of the transformed points [11].
The estimation process is summarized in Table 1 for one cycle.



Adaptive Fading Factor Unscented Kalman Filter with Application … 581

Table 1 The Unscented Kalman filter

Prediction Stage:

For i = 1 : L
x̂i (k|k − 1) = f (x̂(k − 1) + �i

√
(n + λ)Pi (k − 1))

End

x̂(k|k−1) =
2N∑

i=0
Wi x̂i (k|k−1)

P(k|k−1) =
2N∑

i=0
Wi (x̂i (k|k−1) − x̂(k|k−1))(x̂i (k|k−1) − x̂(k|k−1))T + Qk

Update Stage:

For i = 1 : L
x̂i (k|k − 1) = x̂(k|k − 1) + �i

√
(n + λ)P(k|k−1)

ζi (k|k − 1) = h(x̂i (k|k − 1))

End

ẑ(k|k − 1) =
2N∑

i=0
Wi ζ i (k|k−1)

Pzz(k|k−1) =
2N∑

i=0
Wi (ζi (k|k−1) − ẑ(k|k−1))(ζi (k|k−1) − ẑ(k|k−1))T + Rk

Pxz(k|k−1) =
2N∑

i=0
Wi (x̂i (k|k − 1) − x̂(k|k−1))(ζi (k|k−1) − ẑ(k|k−1))T

K (k) = Pxz(k|k−1)P−1
zz (k|k−1)

x̂(k|k) = x̂(k|k−1)+K (k)(z(k)−ẑ(k|k−1))

P(k|k) = P(k|k−1) − K (k)Pzz(k|k−1)K (k)T

Repeating the cycle for the next time, the current state estimation and covariance matrix are
obtained as input sources to the estimation processes

3 Adaptive Fading Filter Method

3.1 Fading Memory Method

When the systemmodel is not accurate ormismatch arises between systemmodel and
reality, the current observations only play a small role in correcting the estimation.
While the previous observations cause the tracking error and filter divergence, the
fading memory algorithm is to redistribute the current observation and improve the
robustness of the filter.
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Pxz(k|k−1) = α

2N∑

i=0

Wi (x̂i (k|k − 1)

− x̂(k|k−1))(ζi (k|k−1)

− ẑ(k|k−1))T + Qk=P̂ + Qk (1)

Assume that α=1, the fading memory algorithm is equivalent to the Unscented
Kalman filter, where P̂ is the state error covariance in the ideal situation where the
system model completely matches the moving target, i.e., with Qk=0. At this time,
the fading factor can alter the coefficient of the state covariance according to the
current observation data. The deviation of higher degree between the system model
and actual target state can make the coefficient larger. In order to compensate for
the estimation error caused by the model mismatch, the observations must be given
a higher degree of confidence level. When α is too large, the estimation eventually
converges to the observation value which may cause the loss of accuracy of the state
estimation.

3.2 Adaptive Fading Factor Method

Compared to the linear Kalman filter, the fading factor are introduced into Unscented
Kalman filter, where ρ is a prior coefficient,αk calculation involves the following
formula [12]:

Sk+1 =
{
v1vT1 k = 0
ρSk+vk+1vTk+1

1+ρ
k ≥ 1

(2)

N = Sk+1 − R, M = Pzz − R (3)

λk = trace(N )

trace(Pzz(k|k−1))
(4)

αk=
{

λk λk ≥ 1
1 λk < 1

(5)

Covariance Pzz can be used as evaluation criterion to judge the uncertainty of state
prediction in the process of filtering.Meanwhile, vk+1 is prediction residual error that
can be obtained fromobservation, corresponding to the error of state estimation. It can
be seen thatwhether covariance divergence is likely to occur can be determined by the
value of αk . It demonstrates that the real-time covariance of state estimation is larger
than the covariance of state prediction when αk > 1. At this time, we need to make
some adjustments to the system model. The weight of the current observation can
be increased by the fading memory algorithm. According to the property description
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of Sk+1, adaptive method of fading factor for UKF called AFUKF algorithm can be
established to diminish error covariance when the estimation error caused by model
mismatch.

4 Simulation

The proposed AFUKF is applied to the target tracking system as compared to given
UKF algorithm and Sage-UKF algorithm. The radar observation station is set at the
origin of coordinate in space of two-dimensional scenario, where the target makes
the approximate S-type maneuver. The nonlinear system equation and observation
equation of the target motion are described as follows:

xk+1 =
⎛

⎝
1 T (αT−1+e−αT )/α2

0 1 (1−e−αT )/α

0 0 e−αT

⎞

⎠xk + Qk (6)

zk =
[√

x2k + y2k
arc tan(yk/xk)

]

+
[
vrk
vak

]

zk =
[√

x2k + y2k
arc tan(yk/xk)

]

+
[
vrk
vak

]

(7)

where xk and yk represents the horizontal position andvertical positionof the target, vrk
and vak represent position noise and azimuth noise of the observation, respectively,Qk

is the process noise.

Qk = 2ασ 2

⎛

⎝
q11 q12 q13
q21 q22 q23
q31 q32 q33

⎞

⎠ (8)

where

q11 = 1

2α5

(

1 − e−2αT + 2αT + 2α3T 3

3
− 2α2T 2 − 4αT e−αT

)

q12 = q21 = 1

2α4

(
1 + e−2αT − 2e−αT + 2αT e−αT − 2αT + α2T 2)

q13 = q31 = 1

2α3

(
1 − e−2αT − 2αT e−αT

)

q22 = 1

2α3

(−3 + 4e−αT − e−2αT + 2αT
)

q23 = q32 = 1

2α2

(
1 − 2e−αT + e−2αT

)

q33 = 1

2α

(
1 − e−2αT

)
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Fig. 1 Real target trajectory

where α is the frequency of maneuvering, T is the sampling period.
As shown in Fig. 1, the flight path is used for simulation analysis. In the rectangular

coordinate system, the target position can be regarded as the input state of the system.
The vector s0 = [x0, y0] is used to describe the initial target position, where xk and
yk represent the horizontal position and vertical position of the target, respectively,
the initial position of the target is s0 = [30000, 20000], the initial velocity and
acceleration can be derived from the position and time using two-point differencing
method.

Root mean square (RMS) tracking error provides a quantitative estimate of how
close the target position actually is to the true target position. The performance
of each of the algorithms was assessed by using 50 Monte Carlo runs, which are
shown in Figs. 2, 3, 4 and 5. The system model deviates so far from the actual
motion model when the target turns suddenly, the AFUKF performs better than
the traditional methods which rapidly degrade the accuracy of the estimate. This
experiment verifies the feasibility of adaptive fading factor Unscented Kalman filter
in practical application, and the αk value changes with the mismatch model error,
which can achieve the real-time identification effect.

The AFUKF algorithm proposed in this paper uses the fading factor to adjust the
statistical properties of the system noise in real time for estimating target states. It can
effectively solve the problem that the estimation error increases due to the mismatch
between the systemmodel and the actual model to ensure a quicker convergence and
enhance the accuracy of estimation. As shown in Table 2, the RMS errors of position
and velocity of the AFUKF algorithm are significantly smaller than those of standard
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Fig. 2 The position RMSE in X Coordinate for different method over time

Fig. 3 The position RMSE in Y Coordinate for different method over time

algorithms. Simulation results show that the AFUKF algorithm is significantly better
than the standard UKF Algorithm in accuracy and stability of estimation, and the
state estimation is also closer to the real target state.
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Fig. 4 The velocity RMSE in X Coordinate for different method over time

Fig. 5 The velocity RMSE in Y Coordinate for different method over time
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Table 2 Comparison of RMS for different methods

Method Position (m) in X Position (m) in Y Velocity (m/s) in X Velocity (m/s) in Y

UKF 289.99 402.62 60.02 101.46

SAGE-UKF 275.05 383.97 49.60 91.22

AF-UKF 205.45 314.99 18.93 55.89

5 Conclusion

This paper describes the problem of mismatch between the system model and the
practical target motion-model when target enters the maneuver in tracking. In order
to solve this problem, adaptive fading factor Unscented Kalman filter algorithm is
proposed to reduce the errors of estimation.When the systemmodel deviate from the
actualmodel, accurate state estimate can be obtained using the proposed algorithm.In
addition, the algorithm demonstrates the feasibility of adaptive fading factor from the
perspective of prediction covariance and actual covariance to avoid the calculation of
Jacobianmatrix of nonlinear and the deviation caused by the first-order linearization.
Simulation results show that the proposed method is an effective way to improve the
tracking accuracy than the traditional methods.
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A Function Analysis Methodology
Applied in Civil Aircraft Design

Chao Tang, Xinai Zhang, Haomin Li, Dongsheng Chen, Jian Wang,
and Yong Chen

Abstract The functions and requirements play an extremely important role in devel-
oping complex systems nowadays. In this paper. A Function Analysis Methodology
applied in a civil aircraft program is introduced. The function identification, organi-
zation and characterization processes of for a civil aircraft air management system
are presented in detail. Furthermore, a function priority approach is taken into consid-
eration. It shows that it is effective to perform functional analysis process to provides
benefits to aircraft design: it discourages single-point solutions, and it describes
the behaviors that lead to requirements and physical architectures. Function Anal-
ysis Methodology provides aircraft system with a functional system description that
becomes a framework for developing requirements and physical architectures, and
it significantly improves synthesis of design and integration.

Keywords Function analysis · Civil aircraft · System design

1 Introduction

Generally, the airlines prefer an aircraft that can allow them to serve customers in an
efficient and profitable manner which is related to the aircraft features that benefits
passengers with reliable and affordable travel, and airlines with lower training, oper-
ation, maintenance cost [1–4]. A civil aircraft is a typical highly complex system.
The aircraft itself includes dozens of high technology systems consisting of millions
of parts whose design is highly inter-disciplinary, involving performance-oriented
disciplines such as aerodynamics, structures, flight mechanics and control etc. and
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Fig. 1 Aircraft or system development process model from SAE ARP 4754A

the behavior-oriented disciplines such as systems approach to design, manufac-
ture and assembly, system architecture, risk management, reliability and mainte-
nance, cost modeling, supply chain management and so on. With the increased
demands on aircraft safety, cost, environmental, security, and comfort performance,
the complexity of system functions, interaction between functions, amount of data
exchange between systems, and product scale of the civil aircraft is increasing [5, 6].

In order to remain competitive in the international market, aircraft manufacturers
need to paymore attention to implementing some newapproaches andmethodologies
in the aircraft development process. It is well known that systems engineering is an
effective approach and means to ensure realization of a successful aircraft to satisfy
relevant stakeholders needs, by capturing customers’ needs and required functionality
early in the development stage, documenting requirements and then proceeding with
design synthesis considering the operations, cost and schedule, performance and all
the other relative factors. It is obvious to find that functions play an extremely impor-
tant role in a civil aircraft development with the application of systems engineering.
SAE International published ARP 4754A which applies the systems engineering
principles to provide guidelines for development and certification of complex civil
aircraft and systems [7, 8]. The aircraft design starts with identification of aircraft-
level functions which are not necessarily associated with a single, physical system
implementation (Fig. 1).

2 Function Analysis Methodology

Function Analysis Methodology provides aircraft system with a functional system
description that becomes a framework for developing requirements and physical
architectures, and it significantly improves synthesis of design and integration. Func-
tional Analysis is the System Engineering process that translates stakeholders’ needs
into a sequenced and traceable functional architecture [9–11].A typical function
analysis methodology can be summarized as below.
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2.1 Identify the Function

The goal of function identification process is to describe the final goal of the product
completely. In order to describe the product clearly, it is necessary to systematically
check the formof each function and checkwhether it expresses the goal correctly. The
definition of function should be clear and simple. Usually, the verb object phrase of
“Verb+ noun” is used to express the function. The verb should indicate the attribute
of the action to meet the needs.

This phase must be detailed, even if there is a risk of proliferation and redundancy
when listing functions. By analyzing customer needs and objectives, all functions
are exhausted to ensure that all customer needs and objectives are covered.

2.2 Organize the Function

The function set defined by the above process is a relatively loose set of aircraft func-
tions with no fixed logical relationship. It must be combed, integrated, decomposed
and expanded to form an aircraft level function list. Function organization first lies in
function decomposition, defining function hierarchy. The functional decomposition
which usually use function tree and FAST diagrammethod is to decompose complex
functions into several identifiable sub functions.

(a) Function Tree: list the main functions at the first level and the derived functions
at the next level.

(b) FAST Diagram: give the root/cause relationship of these functions on the hori-
zontal axis. The function on the right should answer the question “how?”, the
function on the left should answer the question “why?” The time sequence rela-
tionship between these functions is shown on the vertical axis, as shown in
Fig. 2.

2.3 Description the Function

Function modeling can be used to describe the function. It is used to analyze the
behavior and logic of the function in the operation scenario, develop the functional
requirements and functional interface, and effectively guide the subsequent design
synthesis and product integration.

Using models is a better way to break down and flow down architecture and
requirements because different level developers can have a consistent understanding
about the system to be developed. SysML is recommendable for use in functional
modeling. A major, but not only, standard is the Systems Modeling Language
(SysML) currently hosted by theObjectModelingGroup (OMG) [12].Multiple tools
implement SysML as a profile on top of UML, which has many years of software
industry investment to leverage.
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Fig. 2 Example of FAST diagram

2.4 Allocation the Function

The function allocation is based on the result of the process above. Define the internal
logic and main sub functions of function realization, comprehensively consider the
previous experience and product structure, and allocate the function logic to the
corresponding system/subsystem/equipment.

2.5 Prioritize the Functional

Through the previous process, these functions have been identified, organized and
characterized. The importance of these functions will be graded according to the
importance. This will make the work first focus on the most important functions, of
course, all functions must be implemented.

In order to detail the user’s expectations, the function evaluation will assign a
“weight” to these functions, which is composed of a class of hierarchical quantity
values. The best way to measure this weight is to ask customers or other stakeholders
directly.
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3 Example Study

An example study showing the function analysis methodology in the pressure control
system is described. The pressure control system is part of air condition system,which
control the cabin pressure in the whole flight phase to ensure pilot and passages have
a comfortable environment.

3.1 Identify the Function

Identification scenario. in this stage, different scenarios in the whole life cycle of
the aircraft will be given, and the scenarios shall be identified from at least multiple
dimensions such as operation stage, environment and failure state. The content of
each scenario must be clearly defined to enhance understanding. For the aircraft,
typical scenarios are: takeoff, landing, taxiing, maintenance, single engine failure,
icing, etc.

Identify stakeholders. Based on the scenario list, identify stakeholders for each
scenario, including the people and environment interacting with the scenario.

Define activities. for each stakeholder, determine their specific activities in
specific scenarios, appropriately decompose and expand complex activities, and
finally form functions.

Function exhaustion. all main functions can be listed by means of environment
interaction diagram, exhaustion matrix, etc. In order to ensure that the identified
functions correspond to the correct needs and are not redundant, the function list
shall be confirmed (Fig. 3).

Fig. 3 Function identification process
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Fig. 4 Function organization process

3.2 Organize the Function

Function organization first lies in function decomposition, defining function hier-
archy. The purpose of functional decomposition is to promote design solution, that
is, to achieve a group of sub functions respectively, to jointly achieve a total function.
Therefore, if the corresponding solution cannot be found according to a subfunction,
it needs to be further decomposed until it can correspond to a specific physical imple-
mentation scheme. The form of function list mainly includes function tree, FAST,
etc.

There are two types of functional decomposition: one is to decompose according
to the object type. For example, the function “ Control Internal Air Environment” can
be divided into sub functions such as “Control Pressure”, “ Control Temperature” and
“ControlAirQuality”. In this case, these sub functions are relatively independent and
have no direct relationship with each other. The other is to decompose the function
according to the state change of the object or process scenario. In this case, the
sub functions are There is always a logical relationship between functions. It is
meaningful to realize some subfunctions first, then other subfunctions. For example,
the function of “ Control Pressure” can be decomposed into “ Measure Pressure”,
“Calculate Pressure” and “Implement Pressure Control”, which have a sequential
relationship (Fig. 4).

3.3 Description the Function

For each function listed above, the description of the function and its particular
needs is necessary in order to specify the function. Model-based system engineering
(MBSE) is a modern engineering method based on model driven approach for
complex system integrated design [13] which is widely applied in functional require-
ments development work. The point is, using the modeling describes graphically the
aircraft and system characteristics, including function description. The example of
control pressure function modeling shows as below (Fig. 5).
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Fig. 5 Function description by functional modeling

Capture the scenario of function operation, The scenario capture should be devel-
oped at the aircraft level. First, it is necessary to define the normal behavior of the
function in order to achieve the established goal in the whole flight process, which is
called normal flight. At the same time, in order to ensure the integrity of requirements
as much as possible, it should try to cover all possible scenarios.

Develop activities. The sub function of functional decomposition is the input of
activity diagram, through which the system function has been logically constructed
to achieve its expected goal. It is necessary to define a work activity diagram for each
scenario, and describe the operation process of the function in this scenario in the
form of activity flow, that is, to establish the sequence relationship between the sub
functions.

Identify external interaction. After identifying the functional operation scenarios,
the external interaction objects of the analyzed functions should be defined, that
is, the related functions of direct cross-linking with the analyzed functions in any
operation scenario, including signal cross-linking and energy flow transfer.

Capture functional requirements and interface. For each activity in the work
activity diagram, the activity is transformed into requirement language one by one
to generate functional requirements. In the other hand, for each activity element in
the activity diagram, analyze whether it needs the cooperation of external functions
to complete the overall task. Functional interface will be defined using interface
relationship with external interactive functions.
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Table 1 Function allocation matrix

Function No. Aircraft level function ATA21

XXXX Control pressure R

Table 2 Function prioritization table

Control temperature Control air quality Total %

Control pressure Control pressure 1 Control pressure 3 4 67%

Control temperature Control temperature 2 2 33%

Control air quality 0 0

3.4 Allocation the Function

According to ARP 4754A, the function allocation step should be done after the steps
above. The goal of allocation is to find the solution of problem domain. One function
can be allocated to one or more systems and one system can achieve one or more
functions as well. Function allocation is always the result of design synthesis and
showed in allocation Table 1.

3.5 Prioritize the Function

The best way to prioritize functions is to ask customers or other stakeholders directly.
As a special function set, a table should be designed as below, the quantity values
represent the importance difference between each two functions, Finally, the weight
of each function is obtained by summing, and then the function order is obtained by
converting the composite percentage.

The result of this priority work combined with cost analysis will significantly
improve function assessment (Table 2).

4 Conclusion

In this paper, a function analysis methodology applied in civil aircraft has been
introduced. The function identification, organization and characterization processes
of for a civil aircraft system are presented in detail. Function Analysis Methodology
provides aircraft system with a functional system description that becomes a frame-
work for developing requirements and physical architectures, and it significantly
improves synthesis of design and integration. It has also been demonstrated that it is
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necessary to apply this process throughout the whole aircraft life cycle to ensure that
customs’ needs be transfer into design requirements properly and have an effective
solution as well to achieve aircraft development, operation, and commercial success.
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